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Preface 

This volume represents a beginning effort to compile a history of educational psychology 
The project began, innocuously enough, several years ago when we decided to add mon 
material about the history of educational psychology to the undergraduate course we were 
teaching. What seemed like a simple task became very complex as we searched in vain for 
a volume dealing with the topic. We ended up drawing on various histories of psychology 
that devoted anywhere from a few paragraphs to several pages to the topic and on a very 
few articles addressing the issue. We were startled, frankly, by the apparent lack of 
interest in the history of our field and decided to attempt to compile a history ourselves. 

As is the case with any edited volume, the contributing authors deserve credit for its 
positive features. They uniformly made every effort asked of them and taught us much 
about educational psychology. Any errors or omissions are our responsibility alone. 

In retrospect, it seems that we misread the field when we began working on this 
volume. That is, we presumed that educational psychology was a much more coherent and 
readily defined field than it is. In fact, there is little agreement about what educational 
psychology is and who or what educational psychologists are. The ambiguous nature of 
the field is not something new, arguments about its identity have been a part of the 
literature since the turn of the century. Even so, our attempt to piece together a history of 
educational psychology has been fascinating and given us far more insight into educa­
tional psychology than we could have gained in any other way. It is our hope that the 
readers of this volume will also gain a knowledge of the field different from what is 
available in the journal literature and traditional textbooks. 

Given the lack of agreement about what educational psychology is, we devoted the 
first chapter to defining the field and examining issues that influence its definition. The 
second chapter explored the development of early departments of educational psychology. 
Then, because of the diverse nature of the field, we were faced with a difficult decision. 
We could attempt to follow Chapter 2 with chapters on topics such as educational psychol­
ogy in the 1930s, educational psychology during World War II, or we could solicit 
chapters that focused on the history of specialties closely related to educational psychol­
ogy. We decided on the latter course. 

After reviewing available materials on the history of educational psychology, it 
seemed that our field was largely derivative, depending on work in individual differences, 
measurement, cognitive psychology, instructional design, and other areas for much of its 
growth. Because of this, we chose chapters on the history of specialty areas closely related 
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to educational psychology, with particular emphasis on how these areas influenced educa­
tional psychology. These chapters comprise the second section of the volume. Their 
topics, the child study movement, individual differences, measurement, the guidance 
movement, school psychology, behavioral psychology, humanistic psychology, instruc­
tional design, and the cognitive movement describe, in large part, what educational 
psychology has been and what it is becoming. 

The problem of defining educational psychology also led us to expand the volume 
beyond what we had originally envisioned. Rather than attempting to define the field as it 
is in the late 1980s, we decided to include a series of state-of-the-art chapters on topics 
representative of educational psychologists' interests. These chapters, dealing with read­
ing, teacher effectiveness, classroom management, measurement, evaluation, and prob­
lem solving, are not all inclusive but they do provide a sampling of the wide range of 
research interests incorporated in educational psychology. 

The last section of the volume provides a much more personalized attempt to deal 
with the history of the field and its status. Here, we asked notable contributors to educa­
tional psychology to give us their own perspectives. Each of these chapters is unique, 
offering insights into educational psychology not available from standard sources. The 
illness of some potential contributors, unfortunately, cut this section shorter than we had 
planned. 

A large number of people were involved in the development of this volume-too 
many to list in this brief space. Grateful thanks, however, must be extended to some 
scholars who were especially helpful. We thank Cecil R. Reynolds for helping get the 
project off the ground and a whole series of discussions about the shape of the volume. 
We thank J. B. Stroud for his many insights into the evolution of the field. A very large 
debt of gratitude is owed to David C. Berliner for his grace, good will, and analytic skills 
in evaluating a wide-ranging discussion of the history of educational psychology. We are 
also grateful to E. Paul Torrance and Terry B. Gutkin for thoughtful analyses of the 
project. We also must express our appreciation and heartfelt gratitude to a very special 
group of scholars who graciously gave their time and expertise to reviewing chapters in 
this volume: Larry A. Braskamp, Roger H. Bruning, Joel Dill, Robert L. Egbert, Gene V. 
Glass, Elizabeth M. Goetz, Robert L. Linn, Wesley C. Mierhenry, William J. Moore, 
Wayne C. Piersel, Ernst Z. Rothkopf, and John W. Zimmer, Finally, we also must thank 
our editor at Plenum, Eliot Werner, whose unflagging enthusiasm helped us enormously. 

We view this volume as a first step. As with any project, hindsight shows gaps and 
omissions that should have been foreseen but that were not. In particular, we hope to be 
able to devote a future volume to a decade-by-decade chronology of educational psychol­
ogy with specific emphasis on educational psychology's relationship to professional orga­
nizations. We also hope to be able to expand the individual perspectives on the field, 
which we believe give otherwise unobtainable information. We do hope that our readers 
will find the history we present to be as fascinating and illuminating as we did. 

JOHN A. GLOVER 

ROYCE R. RONNING 
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PART I 

Beginnings 

Only two chapters are included in this section. The first examines the definition of 
educational psychology and how it has evolved. The second surveys the emergence of 
departments of educational psychology. 

1 



CHAPTER 1 

Introduction 

John A. Glover and Royce R. Ronning 

In the past 100 years, there have been many 
changes and innumerable arguments about what 
educational psychology should be. Still, a com­
mon thread for all of us who call ourselves educa­
tional psychologists is the belief clearly expressed 
by Hopkins in the first text to be entitled "Educa­
tional Psychology." That is, we believe that the 
best teaching can occur only when teachers 
cogently apply principles of psychology. 

Educational psychology is much more than the 
simple application of already discovered psycho­
logical principles to educational systems. We be­
lieve it is its own discipline with its own goals, 
research agenda, and infrastructure. It has a unique 
history in academia and has been blessed with con­
tributors of uncommon ability and foresight. This 
volume was designed (a) to provide a history of the 
many components that have made up educational 
psychology and (b) to present a series of reflec­
tions on the state of the discipline in the late 1980s. 
The project has five major goals. 

The first goal is to describe a long and honorable 
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It would be as absurd for one to undertake to educate the 
young with no knowledge of . .. psychology, as for one to 
attempt to produce a sonata while ignorant of the phenomena of 
sound. 
~Louisa Parsons Hopkins, Educational Psychology, 1886, 

p. 3. 

history that has not been well documented. Educa­
tional Psychology, that middleman between educa­
tion and psychology (Bagley, Bell, Seashore, & 
Whipple, 1910; Grinder, 1978), has existed for 
more than 100 years. Courses in our discipline 
have been given since 1839 (see Brett, 1912; Cole, 
1950; Dexter & Garlick, 1898; Hall, 1883; 
Hopkins, 1886; Joncich, 1968; Sully, 1896/1977). 
Journals devoted solely to the topic have been pub­
lished since 1910 (Bagley et al., 1910). Pro­
fessorships in the area have existed since 1895 
(Goldenstein, 1958), and departments of educa­
tional psychology have functioned as independent 
units since 1902 (Goldenstein, 1958). In fact, it 
can be argued that American educational psychol­
ogy as a separate discipline is as old as experimen­
tal psychology (Henderickson & Blair, 1950). 

The second major goal is to obtain the perspec­
tives of influential psychologists who have made 
significant contributions to educational psychol­
ogy. The first generation of educational psychol­
ogists has long since departed from the scene, but 
we are still able to obtain perspectives on the de­
velopment of the field from senior second-genera­
tion educational psychologists, many of whom had 
direct contact with the early luminaries in educa-
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tional psychology and who have helped shape what 
our field has become. These insights are invaluable 
and irreplaceable. 

A third goal is to provide an orientation for peo­
ple newly entering our field. Most contemporary 
educational psychologists have had a history and 
systems course or a learning theories course. The 
former provides a broad history of psychology, 
whereas the latter details the evolution of theories 
of learning. Neither adequately provides educa­
tional psychologists in training with the history of 
the field they are entering, to say nothing of its 
goals and methods. From our perspective, gradu­
ate students in educational psychology and, in­
deed, psychology more generally, have much to 
gain from a study of the history of this field. Not 
only can a history help our students avoid dead 
ends and blind alleys, it can also provide a much 
clearer perspective for examining contemporary 
issues. 

A fourth goal is to review the nature of the field 
itself. Seemingly, educational psychology has suf­
fered from an identity crisis since its formation. A 
comprehensive treatment of its history may prove 
fruitful in conceptualizing future directions for the 
discipline. Since at least 1898 (see Dexter & 
Garlick, 1898, pp. 1-15) scholars have been de­
bating the nature of the field, its definition, and its 
unique features. In 1913, for example, Henmon 
wrote an overview of the area that raised "the 
question as to whether educational psychology has 
a distinctive field and a specific problem not cov­
ered by other branches of psychology" (p. 70). In 
1915, Hall-Quest carried out a national survey of 
how the undergraduate course in educational psy­
chology was taught and concluded that although 
there was a trend toward more scientifically ori­
ented courses, there was still an incredible diver­
sity in the contents of these offerings. Only a few 
years later, Remmers and Knight (1922) concluded 
that "there is no general agreement on termi­
nology or on the structure of courses in educational 
psychology" (p. 405). 

The debate over this issue, both in terms of what 
the undergraduate course should be (e. g., Doug­
las, 1925; Feldhusen, 1970; Hertzberg, 1928; Wat­
son, 1926; Weeks, Pickens, & Roudebush, 1930; 
Worcester, 1927) and what the overall field is 
(e.g., Ausubel, 1968a; Feldhusen, 1976; Grinder, 
1978; Page, 1974) has continued to this day. Al­
most 20 years ago, for example, Travers (1969, p. 
414) concluded that "one cannot clearly identify a 
body of knowledge as representing a discipline 
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which can be appropriately named educational 
psychology." More recently, Grinder (1978, p. 
285) stated that "Educational psychologists have 
never agreed upon who they are or what they are 
about. " Certainly, a review of undergraduate edu­
cational psychology texts of the 1980s reveals (if 
that is possible) even greater diversity than has 
been the case in the past. Basic questions about 
what our field is have become especially acute in 
light of increasing specialization by psychologists. 

The fifth goal for this volume is to examine 
current and historical relationships among educa­
tional psychology and closely related disciplines. 
The evolution of the field can only be understood 
by reviewing these relationships. As we will see in 
later chapters, educational psychology has always 
been closely related to those areas that have since 
become developmental psychology, guidance and 
counseling, tests and measurements, and school 
psychology (Roweton, 1976). 

Although the scope of the current volume is 
broader than prior efforts to provide a history of 
educational psychology, there are some very real 
limits. First, only minimal attention will be de­
voted to the evolution of the undergraduate course. 
An analysis of all the psychology applied to educa­
tion and educational psychology texts from 
Hopkins' Educational Psychology and James Sul­
ly's Outlines of Psychology with Special Reference 
to the Theory of Education (I 884) to contemporary 
texts would require a massive volume all its own. 
Second, little effort will be devoted to identifying 
the kinds of vocations that educational psychol­
ogists have entered. Even though occasional pa­
pers have been published on this topic (e.g., Feld­
husen, DiVesta, Thornburg, Levin, & Ringness, 
1976), it is too far away from the central emphasis 
of the current project to warrant inclusion. Third, 
except as they relate to other issues, no attempt 
will be made to deal with the short-lived American 
Association for Applied Psychology or the abor­
tive Society for Educational Psychology (see Page, 
1974; Tobias & Farley, 1977). We also will not 
focus on the relationship of the American Psycho­
logical Association's (APA) Division 15 (that divi­
sion devoted to educational psychology) to APA 
and other professional organizations. Grinder 
(1967) has addressed these issues in some detail 
and, according to our own research and that by 
others, only about 40% of the people who actually 
teach educational psychology are members of APA 
(see also Ball, 1971; Jones, Symonds, Klausner, 
Horrocks, & Noll, 1952). Finally, the state-of-the-
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art chapters in the third section of this book were 
chosen to represent the diversity of research being 
conducted by educational psychologists. No at­
tempt was made to represent all the research in­
terests of the field. 

Definitions of Educational 
Psychology 

Despite the publication of numerous texts and 
papers on the general topic, the consensus of 
scholarly opinion is that educational psychology 
was first clearly defined by E. L. Thorndike in his 
1903 Educational Psychology (see, for example, 
Travers, 1969; Watson, 1961). Thorndike's goal, 
"offering the knowledge of human nature to stu­
dents of educational theory" (p. 11) did not, at 
first glance, seem to be a radical departure from 
very similar sounding goals such as Judd's (1903, 
p. I) "to acquaint teachers with the scientific 
study of mental development," or Harris's (1898, 
p. x) "to provide the psychological foundations 
of . . . educational factors in civilization and its 
schools." What was different was how Thorndike 
proceeded to apply psychology to education 
(Grinder, 1978). 

Thorndike was influenced by the writings of 
William James and emphasized the biological 
nature of human capabilities (Grinder, 1978; Jon­
cich, 1968; Watson, 1961). Thorndike also put 
distance between educational psychology and the 
child study movement (see Professor Davidson and 
Professor Benjamin's Chap. 5), by insisting on a 
highly empirical, theory-based approach to re­
search. Finally, Thorndike's best known contribu­
tion was his adaptation of Herbartian psychology 
in developing a wide-ranging theory of learning 
that guided research through an approach that em­
phasized the interaction of the person and the 
environment. 

These elements of Thorndike's views were di­
rectly incorporated into his definition of educa­
tional psychology in his classic 1913 text, reap­
pearing without change in his short course versions 
of 1914 and 1921: 

The arts and sciences serve human welfare by helping man to 
change the world, including man himself, for the better. The 
word education refers especially to those elements of science 
and art which are concerned with changes in man himself. 
Wisdom and economy in improving man's wants and in making 
him better able to satisfy them depend on knowledge-first of 
what his nature is, apart from education, and second. of the 
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laws which govern changes in it. It is the province of educa­
tional psychology to give such knowledge of the original nature 
of man and of the laws of modifiability or learnmg. in the case 
of mtellect, character and skill. (Thorndike, 1913. p. 1) 

This two-pronged definition together with the im­
plicit emphasis on a scientific method of gathering 
data has had a powerful influence on the field that 
can clearly be seen in how texts appearing from 
1911 to 1919 changed. 

Educational psychology ... treats the application of psychol­
ogy to education. (Wilham Henry Pyle. 1911. p. 7) 

Educational psychology.. gives guidance in the methods of 
helping students learn. (James Welton. 1911, pp. 6-7) 

Educational psychology is the application of methods and facts 
known to psychology to the questions which arise in pedagogy. 
(Kate Gordon, 1917, p. I) 

The field of educational psychology IS divided into large divi­
sions which we may designate as: I. The native equipment of 
human beings; II. The psychology of learning. (Daniel Starch, 
1919, p. 3, see also 1927) 

The texts by Pyle (1911) and Welton (1911) 
were only minimally affected by Thorndike and 
closely resemble pre-Thorndike texts. Gordon's 
(1917) volume provided a rigorous research base 
and devoted chapters to the "laws of learning." 
The clearest break with pre-Thorndikian tradition 
is seen in Starch's (1919, 1927) texts. Starch, who 
apparently was Thorndike's greatest competitor in 
terms of book sales in the 1920s (Feldhusen, 
1978), very clearly adhered to the definition of 
educational psychology first espoused by Thorn­
dike. 

By 1920, texts in educational psychology were 
almost uniformly based on theoretically driven re­
search bases. In addition, the topics of basic 
human abilities and how to modify them had be­
come central components. From about 1920 on, 
the basic model of educational psychology re­
mained constant, although tremendous advances 
have been made in our understanding of "basic 
equipment" and how learning proceeds. 

In addition to Thorndike's overwhelming influ­
ence on educational psychology, the foundation of 
the Journal of Educational Psychology in 1910 had 
a stabilizing effect on the field. For the first time, a 
journal specifically devoted to the publication of 
educational psychology research existed. The 
Journal emphasized theoretically based, empirical 
contributions and stated that 
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the term "Educational Psychology" will, for our purposes, be 
interpreted in a broad sense as covering all those phases of the 
study of mental life which concern education. Educational psy­
chology will then be regarded as including not only the well­
known field covered by the average text-book-the psychology 
of sensation, instinct, attention, habit, memory, the technique 
and economy of learning, the conceptual processes, etc.-but 
also problems of mental development-heredity, adolescence 
and the inexhaustible field of child-study-the study of indi­
vidual differences, of retarded and precocious development, the 
psychology of the "speci"l class," the nature of mental endow­
ments, the measurement or mental capacity, the psychology of 
mental tests, the correlation of mental abilities, the psychology 
of special methods in the several school branches, the important 
problems of mental hygiene; all these, whether treated from the 
experimental, the statistical or the literary points of view, are 
topics and problems which we deem pertinent for consideration 
in a Journal of Educational Psychology. (Bagley et al., 1910, 
pp. 2-3) 

Influences on the Definition of 
Educational Psychology 

Theory and Application 

The basic assumption underlying Thorndike's 
original definition of the field was the need for an 
empirical, theory-driven approach to educational 
problems. Over the years, educational psychology 
has generally met this assumption, drawing on the 
research of other psychologists and developing its 
own programs of investigation. As any educational 
psychologist can attest, however, it is one thing to 
have a research base and another thing altogether 
to convince nonresearchers of its utility. 

By defining itself as the "middleperson" who 
applied the principles of psychology to education, 
educational psychology has put itself in the posi­
tion of justifying its existence to the rest of psy­
chology and justifying psychology to education. 
On the one hand, education has criticized educa­
tional psychology for being too theoretical and too 
concerned with research. On the other hand, psy­
chology has accused the field of being too con­
cerned with applications and not possessing clearly 
articulated programs of research (see, for example, 
Grinder, 1967; Roweton, 1976; Watson, 1961). 
These conflicting demands have led educational 
psychologists to attempt the nearly impossible task 
of achieving parity with other areas of psychology 
in theory and research, while at the same time 
being seen as highly relevant and directly applica­
ble to education. Not surprisingly, the relative em­
phases on theory/research and applications have 
waxed and waned over the years. A review of 
state-of-the-discipline papers (e.g., Scandura et 
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al., 1978) and an analysis of current journal con­
tents would suggest that our field has swung, at 
least for a brief time, toward the theoretical. 

These swings from a research/theory focus to an 
educational perspective do not alter the basic defi­
nition of the field. And yet, the "feel" of the 
discipline changes as our perceptions of how edu­
cators and other psychologists view us change. It 
seems unlikely that educational psychology will 
alter its cyclic nature. The essence of the discipline 
appears to be such that it will continue to be close­
ly scrutinized by psychologists and educators. 
These two groups appear to have very different 
world views and attempts to satisfy both will con­
tinue to create stress in the discipline. 

Native Equipment 

In addition to a theoretically sound research 
base, Thorndike's original definition of the field 
included coverage of human nature or, as Starch 
(1919) later put it, "native equipment." The ways 
in which this native equipment have been studied 
have influenced the field's definition. Two re­
search areas in particular have shaped our self­
image-development and individual differences. 

Even though developmental psychology has 
evolved and separated from educational psychol­
ogy, an accounting of human development is a 
significant component in thinking about the ap­
plication of psychology to educational settings. 
The vast majority of educational psychology texts 
contain from one to four or five chapters outlining 
aspects of intellectual, social, emotional, moral, 
and physical development. Most departments of 
educational psychology include developmental 
faculty and the education of educational psychol­
ogists almost inevitably includes at least one devel­
opmental course. Further, the discipline's journals 
regularly publish developmental studies even 
though several high quality journals are available 
that devote themselves solely to developmental 
research. 

The study of individual differences also has long 
been an integral part of educational psychology 
(see Professor Jensen's Chap. 3). Individual dif­
ferences in intellectual ability, achievement, tem­
perament, and so on have always been a part of the 
description of native equipment. Inextricably inter­
twined with the study of individual differences, of 
course, is measurement. A major component of 
most undergraduate texts, training programs, and 
an important area of application and research, 
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measurement has historically been linked to educa­
tional psychology. 

The close linkages among educational psychol­
ogy, development, the study of individual dif­
ferences, and measurement have on occasion led to 
acrimonious debates over what educational psy­
chology is and is not and have even threatened the 
field with dissolution (see Grinder, 1967 for a dis­
cussion of these debates within APA). Despite the 
close relationships to these areas, educational psy­
chology is not merely the study of age-related 
changes, or the study of how quantifiable charac­
teristics differ among people, or the quantification 
of those characteristics. Rather, these areas are 
collateral fields drawn on by a discipline that seeks 
to employ elements of each in educational applica­
tions and in coherent patterns of research studies 
focusing on the interface of psychology and educa­
tion. Hence, development, individual differences, 
and measurement are all vital parts of educational 
psychology, but the definition of our field is more 
than an amalgam of the definitions of these related 
areas. 

Laws Governing Human Nature 

The third element of Thorndike's definition of 
educational psychology was "laws governing 
human nature." Traditionally, these laws have 
been couched in terms of learning theory and theo­
ries of motivation. Learning theory has always 
been closely associated with educational psychol­
ogy (see Shulman, 1982; Watson, 1961), forming 
a major component of our research and classroom 
applications. In fact, Thorndike himself is best 
known to most psychologists not as the founder of 
educational psychology, but as the proponent of 
one of the most important early learning theories 
(see Hilgard & Bower, 1975, p. 28). The study of 
motivation has also had a long relationship with 
educational psychology in terms of applications 
and research (e.g., Shulman, 1982). 

A full accounting of learning theories and theo­
ries of motivation is far beyond the scope of this 
volume. Nonetheless, these theories have had con­
siderable impact on the definition of the field. 
Here, we will restrict ourselves to examining two 
perspectives on learning-behavioral and cog­
nitive-and examine their influence on educa­
tional psychology. Our discussion of how theories 
of motivation have effected views of educational 
psychology will also be restricted, focusing specif­
ically on humanistic perspectives. 
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Behaviorism. Behaviorism itself is usually 
dated back to the early part of the century in the 
work of Ivan Pavlov and John B. Watson. As we 
will see in the chapter by Professors Kratochwill 
and Bijou, the dominant versions of behavioral 
psychology have shifted over the years from a 
Pavlovian/Watson ian view based largely on re­
spondent conditioning, to a Hullian logico-deduc­
tive perspective, to an operant/behavior analytic 
emphasis, to the more recently emerging cog­
nitive-behavioral position. Here, we will not at­
tempt to cover Professors Kratochwill and Bijou's 
ground by discussing the evolution of behav­
iorism. Instead, we will briefly review the impact 
of behaviorism on the definition of educational 
psychology. 

Behaviorally based views of educational psy­
chology began to appear in the 1920s (Thorndike, 
of course, being an associationist). Edward Kel­
logg Strong's Introductory Psychology for Teach­
ers (1920), as an early example, presented a view 
of learning that was Watson ian in nature. David 
Kennedy-Issacs' The Psychology of Education 
(1924) was similar in that it described learning in 
behavioral terms. Later, Peter Sandiford, in his 
Educational Psychology: An Objective Study 
(1928), wrote that the field "utilizes the laws and 
principles discovered by 'pure' psychology. Its 
subject matter is the behavior of human beings 
undergoing the process of education" (p. 9). An 
even more behavioral focus soon appeared in 
Rudolf Pintner's Educational Psychology: An In­
troductory Text (1929), in which he stated that the 
field consisted of the' 'study of the behavior of the 
individual in response to educational situations" 
(p. 4). In the mid 1930s, J. S. Gray (1935) pub­
lished his Psychological Foundations of Educa­
tion, which was designed as a strictly behavioral 
handbook of educational psychology. Nowhere is 
the influence of behaviorism easier to discern, 
however, than in A. M. Jordan's first three edi­
tions of Educational Psychology (1928, 1934, 
1942). In 1928 (p. 3) Jordan defined educational 
psychology as "a concentrating of all knowledge 
of mental life upon the activities of the growing 
child, particularly as he goes and comes within the 
environment of the school." By 1942, however, 
behaviorism had become Jordan's central focus on 
learning. He saw psychology as the study of the 
behavior of the individual resulting from his ad­
justment to the environment. Educational psychol­
ogy, in his view, was the study of behavior in 
educational settings (see 1942, p. 3). 
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The emphasis on behaviorism, however, did not 
change the essence of educational psychology as a 
discipline devoted to the application of psychology 
to education. Instead, the impact of behaviorism 
was on how learning, one component of the field, 
was viewed. Texts written in the 1920s, 1930s, 
1940s, and 1950s continued to stress the basic cov­
erage established by Thorndike. That is, they were 
research based, they outlined the basic equipment 
of human beings (which typically included discus­
sions of development and individual differences), 
and described how the characteristics of learners 
might be altered through the principles of learning. 

It is fair to suggest, then, that behavioral psy­
chology, as dominant as it may have been in other 
areas of American psychology, never really 
reached a position of ascendency in educational 
psychology. Additional evidence for this view 
comes from an analysis of the contents of journals 
covering the 1920s and 1930s conducted by R. I. 
Watson (1961). He concluded that "one is left 
with the impression that behaviorism during these 
years did not have much specific effect on educa­
tional psychology" (p. 232). Our own analysis of 
the contents of journals covering 1920 to 1960 sup­
ports Watson's statement. With the exception of a 
very lively area of educational psychology-that 
concerned with industrial and military training­
that has been dominated by behavioral approaches, 
articles on programmed instruction, and work on 
behavioral objectives, Watson's (1961, p. 232) as­
sertion, that "no article of this sort (i.e., behav­
ioral) seems to have reached the stature of being 
considered as a major contribution to educational 
psychology, " rings very true-at least up until the 
development of a highly effective behavioral inter­
vention technology in the early 196Os. 

As we will see in the chapter by Kratochwill and 
Bijou and in Williams's chapter, behavioral psy­
chology has made some important contributions to 
educational psychology since 1960. In addition, a 
few texts in the last 20 years have taken an ex­
tremely behavioral perspective, such as Francis 
Kelly and John Cody's Educational Psychology: A 
Behavioral Approach (1969), and Julie Vargas's 
Behavioral Psychology for Teachers (19.77). It 
seems clear, however, that educational psychology 
has consistantly retained a much more eclectic per­
spective than that afforded by behaviorism, despite 
occasional critics who decry the amount of behav­
ioral coverage in textbooks (e.g., Gaite, 1975). 

Cognitive Influences. A different flavor of 
educational psychology comes from the various 
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versions of cognitive psychology. Even though the 
influence of cognitive psychology was relatively 
minor on American psychology in general during 
the 50-year reign of behavioral psychology, the 
vast majority of educational psychology textbooks 
continued to cover cognitively oriented topics such 
as Gestalt psychology, memory, reasoning, and 
problem solving. In particular, texts such as Crow 
and Crow's Educational Psychology (through four 
editions, 1963), Cummins and Fagin's Principles 
of Educational Psychology (1937, 1954), Gates, 
Jersild, McConnell, and Challman's Educational 
Psychology (1949, a book related to previous vol­
umes by Gates), and Kelly's Educational Psychol­
ogy (through four editions, 1956) all gave exten­
sive coverage to topics such as memory, problem 
solving, and reasoning. Similarly, the trend in the 
1960s, 1970s and 1980s was to maintain a broad 
coverage of behavioral and cognitive topics (see 
Biehler & Snowman, 1982; Gage & Berliner, 
1984; Hamachek, 1985; Worrell & Stillwell, 1984; 
also see earlier editions of these volumes). 

With the exception of Robert Morris Ogden's 
Psychology and Education (1926), however, no 
primarily cognitive texts were published in the 
United States until Ausubel's Educational Psy­
chology: A Cognitive View (I 968b, Ausubel, 
Novak, & Hanesian, 1978) and Ausubel and 
Robinson's (1969) School Learning. From Aus­
ubel's (1968b, p. 8) perspective, educational psy­
chology was to be concerned' 'with those proper­
ties of learning that can be related to efficacious 
ways of deliberately effecting stable cognitive 
changes which have social value." As was the 
case with behavioral influences, however, the real 
definition of educational psychology was not 
changed-instead, presumptions about the nature 
of learning had shifted. 

In the years since Ausubel's first edition, the 
cognitive movement has had considerable influ­
ence on all of psychology. Certainly, an analysis 
of the contents of the Journal of Educational Psy­
chology, Contemporary Educational Psychology, 
and the Educational Psychologist over the past 10 
years does suggest that far more cognitively ori­
ented studies are being published in our journals 
than are behavioral studies. In addition, the cover­
age of texts in the mid-1980s has included more 
and more cognitive content (see Biehler & Snow­
man, 1982; Glover, Bruning, & Filbeck, 1983). 
Even so, it is too soon to determine what the ulti­
mate impact of the cognitive movement will be on 
how we define educational psychology. 
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Motivation. Educational psychologists have 
long been interested in motivation, especially be­
cause of its direct relevance to classroom situa­
tions. A recounting of all the various theories of 
motivation and the relative influence they have had 
on educational psychology, however, is beyond 
the scope of this volume. 

Of all of the central issues in psychology, perhaps none has 
proven as recalcitrant to human understanding as those dealing 
with motivation .... In spite of the best thoughts of some of 
the best minds in psychology, the emergence of satisfactory 
explanations of [such] ... motivational phenomena has been 
slow relative to those in other areas of psychology, such as 
learning, sensation, and perception. This fact may account for 
the observation that the history of motivation psychology has 
never been written. The absence of a consensus in the field has 
inhibited efforts at summing up. (Russell, 1970, p. 1) 

In our view, Russell's comments are as accurate 
now as when they were written. Because of the 
massive scope of the area, we will restrict our­
selves here to commenting only on one general 
view of motivation-that of humanistic psychol­
ogy. 

As we will see in Professor Hamachek's chap­
ter, humanistic views have had a profound effect 
on many educational practices. Books such as Carl 
Rogers' Freedom to Learn: A View of What Edu­
cation Might Become (1969) have reached educa­
tional audiences that more traditional treatises 
missed, Further, a significant number of human­
istic texts have appeared over the years (e.g., 
Hamachek, 1985, through three editions; Morris, 
1978) and most undergraduate educational psy­
chology texts include humanistic views of moti­
vation. And, although we will not presume to dis­
cuss material better left to Professor Hamachek's 
chapter, it is important to note that humanistic psy­
chology has had a significant influence on how we 
view ourselves and how we structure classroom 
interventions. 

Other Influences of the Field's 
Development 

A part of how we view ourselves, of course, 
includes our relationships with various other sub­
specialties in psychology. As we will see in the 
chapter by Professor Kramer, school psychology 
has had a long and often confusing relationship 
with educational psychology. And, although there 
is still no broad agreement as to what our rela­
tionship should be, our interactions with school 
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psychology have and will continue to alter educa­
tional psychology's view of itself. 

Another closely related discipline is guidance 
and counseling, from which counseling psychol­
ogy arose (Super, 1955), As will be described by 
Professor Dixon later in this volume, the guidance 
and counseling area has roots outside of educa­
tional psychology and its development into the ma­
ture field of counseling psychology has taken it 
and its agenda apart from educational psychol­
ogy-an event that has influenced educational 
psychology's self-view. 

New relationships have also had an impact. In 
particular, instructional design (with strong link­
ages to behavioral psychology) and evaluation are 
two specialties that have become associated with 
educational psychology and that have had and will 
continue to have an impact on the field. Professor 
Dick will examine the development of instruc­
tional design more closely whereas Professor 
Brown will review the growth of evaluation. 

A Contemporary Definition of Educational 
Psychology 

There are essentially two views that can be taken 
in defining contemporary educational psychology. 
The pessimistic perspective dates back to Hen­
mon's (1913) questions about whether or not edu­
cational psychology is a distinctive field with its 
own research agenda. The rise of developmental 
psychology, school psychology, counseling psy­
chology, and measurement (to a lesser extent, per­
haps) as independent areas with their own organi­
zations, conventions, journals, research agendas, 
and applications would seem to suggest that very 
little "pure" educational psychology is left over­
primarily the study of learning and cognition. If 
this is truly the case, it can further be argued that 
other areas (applied behavior analysis for those so 
inclined and cognitive science, see the lead edi­
torial in the first issue of Cognition and Instruc­
tion) cover learning and cognition, leaving nothing 
at all. 

We do not acccpt this pessimistic view. Educa­
tional psychology is the field that applies the prin­
ciples of psychology to education. More than 
being a simple conduit of information, however, 
educational psychology conducts psychological re­
search relevant to education, thereby contributing 
original knowledge to the bases of both psychol­
ogy and education. As long as there is a discipline 
of education and a science of psychology, educa-
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tional psychology will endure. Some "middleper­
son" must translate psychological findings into ed­
ucational relevance and focus psychological 
research on educational problems. 

Educational psychology is an empirical disci­
pline. In terms of theory, educational psychol­
ogist~ work within the framework of psychological 
theones (much as, say, astronomers work within 
the theories of physics) but may also be theory 
constructors (e.g., E. L. Thorndike, R. M. Gagne, 
E. Z. Rothkopf). Further, educational psychology 
reflects the strengths and weaknesses of the larger 
field of psychology as well as its fads and trends. 
Just as there is no one theory of psychology there 
is no one theory of educational psychology. As is 
the case in the larger field, there are educational 
psychologists of every theoretical persuasion. 
In terms of empirical background, educational 
psychology draws on data gathered by psychol­
ogists and educators but the field includes a large 
number of researchers who contribute works of 
their own. 

The broad definition we employ here includes a 
la~ge .number of psychologists who find the ap­
plicatIOn of psychological principles to education 
to be the major locus of their professional efforts­
people specializing in learning, cognition, mea­
surement, social behavior, development, and per­
sonal adjustment. There are, however, many peo­
ple who fit our criterion but who do not think of 
themselves as educational psychologists. It seems 
to us that a psychologist must not only have educa­
tional applications as a professional emphasis but 
also that one must think of her/himself as an edu­
cational psychologist. 

Who Are Educational 
Psychologists? 

Given the broad definition we have employed 
~or educational psychology, a reasonable question 
IS Who are educational psychologists? In this sec­
tion we will briefly consider professional organiza­
tions, professional standards, and educational pro­
grams in educational psychology as a means of 
shedding light on the question of who we are. 
Then, we will attempt to synthesize some demo­
graphic data and describe the prototypical educa­
tional psychologist. 

PART I • BEGINNINGS 

Professional Organizations 

. O~e way to obtain information about a profes­
sion IS to study the makeup of its professional or­
ganizations. Although there are many organiza­
tions that educational psychologists belong to 
(e.g., the American Educational Research Asso­
ciation, the International Reading Association, the 
Psychonomic Society, the Association of Applied 
Behavior Analysis), there is only one specifically 
devoted to educational psychology: Division 15 of 
the American Psychological Association, which 
has 2,040 members and fellows (APA Directory, 
1984). The membership of Division 15 seems im­
pressive until we consider it in context. Although it 
IS probably not possible to identify precisely how 
many educational psychologists there are, more 
than 11,000 people have attained the doctorate in 
the area since 1960 (Harmon, 1978; National Re­
search Council, 1985). We assume that some of 
these 11,000 people have died, retired, or left the 
profession. However, it is also reasonable to as­
sume that many of the individuals who took their 
doctorates in educational psychology prior to 1960 
(approximately 3800 between 1920 and 1960; Har­
mon, 1978; National Research Council, 1985) are 
still in a professional capacity. Thus, it is apparent 
that Division 15 is not an organization that reflects 
t~e totality of the field. Further, the membership 
figure for Division 15 is somewhat inflated be­
cause a number of individuals whose primary areas 
are outside educational psychology belong to the 
division as a second or third choice. It would 
s~e.m, then, that a study of the membership of Di­
VISIOn 15 would provide an inadequate picture of 
educational psychologists because we have no way 
of knowing whether the membership represents the 
field. 

Professional Standards 

Another way of describing the members of any 
profession is to examine their professional stan­
dards. The American Psychological Association, 
for example, has set fairly rigorous standards for 
d~ctoral programs in clinical, counseling, indus­
tnal, and school psychology. In these areas, the 
degree programs must retain faculty with certain 
skills, provide specific course work, furnish prac­
ticum experiences that fit specific guidelines, and 
require internships that fit within some standard 
parameters. Thus, we can be fairly certain that all 
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new school psychologists, for example, will have 
much in common. As of this writing, however, 
there are no professional standards that we are 
aware of for attaining the status of educational psy­
chologist, despite occasional calls for the develop­
ment of such standards (e.g., Scandura et ai., 
1978). Consequently, we cannot be assured of 
common experiences among educational psychol­
ogists even though most good programs do resem­
ble each other. 

Educational Programs 

Very closely related to professional standards 
are questions about educational programs. Bach­
elor's programs in educational psychology are 
rare. Of the 23 we were able to locate (see Cass & 
Birnbaum, 1983), most are educational psychol­
ogy degrees in name only. That is, special educa­
tion, counseling (of one sort or another), or media 
specialists happen to be housed in departments of 
educational psychology and so degrees are given in 
educational psychology even though they might 
better be labeled in other ways. In addition, some 
departments of psychology housed in colleges of 
education offer their general psychology degree for 
undergraduates under the label of educational psy­
chology. Unlike the broader field of psychology, 
then, educational psychology is almost totally a 
graduate course of study. 

A cross tabulation of available documents (e.g., 
Conley, 1983; Graduate Records Examination 
Board, 1981; Professional and Reference Books, 
1983) allows us to estimate that about 180 colleges 
and universities offer the master's degree in educa­
tional psychology. About one third of these pro­
grams are housed in departments of psychology 
(Arts and Sciences colleges) with the remainder in 
colleges of education. A survey of these programs 
(via a review of college and university catalogs) 
indicates an amazing diversity, ranging from ex­
perimental psychology training to therapeutic 
training, to special education-all referred to as 
educational psychology. Not included in our sur­
vey, of course, are programs not identified as edu­
cational psychology in which it is possible to gain 
a degree (e.g., psychology, education, curriculum) 
with a specialization in educational psychology. 

At the doctoral level there are approximately 60 
programs in educational psychology (another 30 or 
so programs in educational measurement and 
school psychology are closely related). The major-
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ity of these 60 programs are located in departments 
of educational psychology, although some are 
found in departments of psychology, foundations, 
curriculum, educational administration, counsel­
ing psychology, or educational measurement. In 
addition, doctoral level education in educational 
psychology can be obtained in various multidepart­
mental organizations and as a specialization in 
some departments even though no formal program 
exists. As was the case in master's programs, there 
is tremendous variation among the doctoral pro­
grams in educational psychology, ranging from the 
highly experimental to the highly applied, with all 
sorts of content area differences. 

Typically, we think of learning, development, 
individual differences, measurement, and statistics 
as a common core for educational psychologists. 
Our review of program requirements, however, in­
dicates that even such basic courses may not neces­
sarily form a base of common experiences for doc­
toral students. For instance, requirements of 
different programs range from zero to 15 hours of 
statistics, from zero to 15 hours of development, 
and from zero to IS hours of leaming. Further, the 
theoretical frameworks of different programs vary 
considerably. Both the newly graduated applied 
behavior analyst and the freshly matriculated cog­
nitive scientist may refer to themselves as educa­
tional psychologists. 

Demographic Characteristics 

The major source of demographic data on stu­
dents receiving the doctorate in the United States is 
the National Research Council's Doctorate Re­
cords Project. For our purposes, we obtained data 
on people earning the doctorate during the years 
from 1973 to 1983 in the areas of educational, 
experimental, and clinical psychology. We chose 
experimental and clinical psychology as contrast­
ing subdisciplines because both have long histories 
and because they represent two of the larger areas 
in the broader field of psychology. An examination 
of the data yield some interesting observations. 

Age. Persons earning the doctorate in educa­
tional psychology traditionally have tended to be 
older than their counterparts in experimental or 
clinical psychology (Harmon, 1978). In 1983, the 
median age of new educational psychologists was 
35.12 years, as compared to 30.63 for experimen­
tal psychologists and 31. 18 for clinicians. In the 
years 1973 to 1983, the median age of both experi-
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mental and clinical psychologists increased by 
nearly 2 years, reducing the gap between them and 
educational psychologists. The median age for 
new educational psychologists has generally fluc­
tuated between about 33 and 36 years of age since 
1950. 

Number of Doctorates. There has been a 
steady decrease in the number of new doctorates in 
educational (from 592 in 1973 to 427 in 1983) and 
experimental psychology (from 333 in 1973 to 209 
in 1983) since 1973. Concomitantly, there has 
been an increase in the number of new doctorates 
in clinical psychology over this same time period 
(from 746 in 1973 to 1209 in 1983). The decrease 
in educational psychology degrees, however, has 
been experienced primarily in colleges of educa­
tion rather than in departments of psychology. In 
1973, 477 of the 592 doctorates (81%) were 
granted in colleges of education. By 1983, only 
274 of 427 (64%) degrees were awarded in col­
leges of education. In fact, within departments of 
psychology, the number of degrees granted in edu­
cational psychology increased from 115 in 1973 to 
153 in 1983. The significance ofthis trend in edu­
cational psychology is hard to determine but we 
would expect that because a larger and larger pro­
portion of new educational psychologists are ma­
triculating in departments of psychology there may 
be an increased emphasis on the theoretical end of 
the field. A similar speculation arises when we 
examine the type of doctoral degree being earned. 

Type of Doctoral Degree. Historically, a 
large proportion of educational psychologists have 
earned the Doctor of Education (Ed.D.) degree. 
Over the past 30 years, however, there has been a 
decided trend away from the Ed.D. to the Doctor 
of Philosophy (Ph.D.) degree. By 1973, approx­
imately 40% of new graduates in our field earned 
the Ed.D. with about 58% earning the Ph.D (Each 
year a small percentage of doctorates are cate­
gorized as "other"). In 1983, 80% of the docto­
rates in educational psychology were Ph.D.s and 
only about 19% were Ed.D.s. The meaning of the 
shift away from the Ed.D. to the Ph.D. is also 
difficult to determine. Traditionally, the Ph.D. has 
been considered as the research degree, whereas 
the Ed.D. has been thought of as suiting the needs 
of practioners. If doctoral degree granting pro­
grams are indeed requiring more research of Ph.D. 
than Ed.D. students, it would seem to suggest that 
there should be an overall increase in research em­
phasis in the field. 

Other than school psychology and counseling 
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psychology, of course, educational psychology is 
the only area in psychology in which the Ed.D. is 
given. More than 99% of the doctorates awarded in 
experimental and clinical psychology during 1973 
to 1983 were Ph.D.s. Even though there has been a 
swing away from the Ed.D. in educational psy­
chology, a significant proportion of all educational 
psychologists continue to earn this degree. The dif­
ferences in degree requirements between the Ed.D. 
and the Ph.D. help point up some of the important 
differences between educational and experimental 
and clinical psychology. 

Undergraduate Degree Areas. Another dif­
ference among educational, experimental, and 
clinical psychology can be seen in the areas in 
which students took their undergraduate degrees. 
In 1983, more than 70% of those attaining the 
doctorate in clinical psychology had undergraduate 
degrees in psychology. Similarly, more than 75% 
of new experimental psychologists in 1983 took 
their undergraduate work in psychology. In con­
trast, only about 40% of new educational psychol­
ogists in 1983 had undergraduate degrees in psy­
chology. The remaining new doctorates in 
educational psychology had obtained undergradu­
ate degrees in almost all possible areas of study 
with education (18%), history (5%), and English 
(5%) being the most common. In the years be­
tween 1973 and 1983, very little change in under­
graduate degrees was seen among experimental or 
clinical psychologists. In educational psychology, 
however, there was a noticeable drop in those who 
took their undergraduate work in education (from 
28% in 1973 to 18% in 1983). This reduction in 
the percentage of new doctorates who had under­
graduate degrees in education was accompanied by 
an increase in diversity across all degree areas with 
no one area showing growth at the expense of 
others. 

Master's Degrees. When master's degrees are 
considered, some interesting differences show up 
among educational, experimental, and clinical 
psychology. About one quarter of clinical (23.2%) 
and experimental (27.3%) psychology students at­
taining the doctorate in 1983 did not receive mas­
ter's degrees. In contrast, only about 7% of new 
educational psychologists in 1983 had not received 
a master's degree. The most common master's de­
gree among clinical (63.5%) and experimental 
(66%) psychologists was in psychology. Less than 
10% of those receiving the doctorate in clinical or 
experimental psychology in 1983 had received 
master's degrees outside of psychology. A very 
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different pattern was seen among new educational 
psychologists in 1983. Thirty-nine percent re­
ceived their master's in psychology, 44% in educa­
tion, and 10% took their master's degrees in other 
areas. The general patterns of master's degree 
work were stable between 1973 and 1983. 

Employment. One last area of contrast 
among the different sUbspecialties in psychology 
comes from patterns of employment of new docto­
rates. From 1973 to 1983 there was a steady de­
crease in finn employment plans among new grad­
uates in all three areas (from 66% to 58% in 
educational psychology; from 61 % to 46% in ex­
perimental psychology; and from 66% to 50% in 
clinical psychology). This general trend may indi­
cate a general reduction in the job market or a 
saturation of the existing market. If so, educational 
psychology seems to have been the least affected 
of the three areas. 

When considering only those 1983 graduates 
who had finn employment plans, we find that 57% 
of educational psychologists entered academe, 
12% took positions working for government agen­
cies, 13% went to work in business or industry, 
16% obtained employment with nonprofit organi­
zations, and the remainder were scattered across a 
wide variety of settings. Among new experimental 
psychologists, a similar pattern is seen. Forty-eight 
percent entered academe, 17% went to work for 
government agencies, 26% entered business or in­
dustry, and 7% were employed by nonprofit agen­
cies. New clinical psychologists, as one might ex­
pect, showed a different employment pattern. 
Twenty-two percent entered academe, 26% were 
employed by government agencies, 20% entered 
business or industry, and about 30% took positions 
with nonprofit organizations. 

Summary of Demographic Data. The typ­
ical new educational psychologist is older than 
his/her peers in experimental or clinical psychol­
ogy. Most educational psychologists now earn the 
Ph.D., but a significant proportion receive the 
Ed.D. The primary areas of undergraduate work 
for new doctorates in our field are psychology and 
education, although more than 40% took their 
work in other areas. The vast majority complete 
the master's, typically in education or psychology. 
Further, more than half have finn employment 
plans upon graduation, with a high proportion tak­
ing positions in academe. In general, the 1970s 
and early 1980s saw a decrease in the overall 
number of doctorates granted but an increase in the 
proportion of educational psychology students ma-
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triculating in psychology departments and an in­
crease in the proportion earning the Ph.D. And, 
although there has been a decrease in the propor­
tion of new educational psychologists who had 
finn employment plans upon graduation, our grad­
uates have not been affected by the difficulty of 
finding employment as much as new graduates in 
experimental or clinical psychology. 

Who Are We? 

When we return to the question of who educa­
tional psychologists are, Grinder's (1978, p. 285) 
observation that, "Educational psychologists have 
never agreed upon who they are or what they are 
about," is especially pertinent. No one organiza­
tion represents the whole of educational psychol­
ogy. Rather, our colleagues apparently belong to 
many different organizations or no organization at 
all. No official set of professional standards for 
educational psychologists exists, and there seems 
to be little commonality in the educational pro­
grams that produce new colleagues. Educational 
psychologists come from all undergraduate fields, 
although psychology and education are the most 
heavily represented. Most obtain the master's, typ­
ically in education or psychology. Our new col­
leagues most frequently earn the Ph.D., but a large 
proportion gain the Ed.D. A surprisingly large 
number enter academe, but notable proportions 
also are employed in business and industry, take 
positions with government agencies, or work for 
nonprofit organizations. 

Educational psychology is characterized by di­
versity. Apparently, there is no prototypical educa­
tional psychologist and the question of who we are 
can only be answered by returning to the definition 
of the field. Regardless of other factors, educa­
tional psychologists are those individuals who find 
the application of the principles of psychology to 
education to be the central focus of their profes­
sional lives. 

In many ways, the diversity that seems to be our 
major characteristic is a very powerful strength. 
Education and psychology are extremely broad 
fields that we must interface in many ways. The 
principles of psychology that we apply span the 
breadth of psychology in our attempts to deal with 
issues in every facet of education. Only a highly 
diverse field could be capable of serving as the 
middleperson between such massive and complex 
disciplines. As we turn now to the history of our 
field, the diversity in how the principles of psy-
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chology are applied to education will become read­
ily apparent. 

Summary 

Even after nearly 100 years, common agreement 
on a definition of educational psychology does not 
exist. To the extent that there is some consensus, it 
appears in definitions that direct psychology to the 
study of problems of learning, motivation, etc., 
that occur in school settings. Topics frequently 
seen as the purview of educational psychology in­
clude human development, individual differences, 
measurement, learning, motivation, and human­
istic approaches to education. Contemporary edu­
cational psychology is both data and theory driven. 

In spite of the decreasing demand for doctoral 
level persons in academic settings, a large propor­
tion of recent doctoral graduates took positions in 
colleges and universities, though significant num­
bers entered government and industry. Educational 
psychology doctorates differ particularly from doc­
torates in experimental or clinical psychology in 
the diversity of their undergraduate majors. 
Whereas about 40% hold undergraduate psychol­
ogy degrees, the next highest rate of mention, edu­
cation, accounted for only 18% with the remaining 
new educational psychologists holding under­
graduate degrees in a wide variety of areas. 

In spite of (or perhaps because of) the lack of 
clear definition of the field, educational psychol­
ogy appears to continue to flourish as a discipline. 
The remainder of this volume will provide histor­
ical views of a number of areas of educational 
psychology, an assessment of the present status of 
the field, and will conclude with a series of person­
al discussions of the field presented by a number of 
eminent persons who have been intimately in­
volved with the field. 
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CHAPTER 2 

The Emergence of Educational 
Psychology 

Don C. Charles 

To the scholar or practitioner in any mature disci­
pline, it seems normal and inevitable that the disci­
pline should exist in its current form. But 
disciplines, like persons, have their own individual 
histories, and current status reflects accumulated 
experience for both categories. Psychology and ed­
ucation have origins lost in the mists of history; 
education in some form is as old as civilization, 
and Brett's massive three-volume History of Psy­
chology (1912-1921) barely mentions the 20th 
century. It is the purpose of this chapter to describe 
some of the social and academic circumstances of 
psychology and education that led to the emer­
gence of a new discipline, educational psychology. 

Psychology grew out of philosophy and phys­
iology, attempting to answer questions that neither 
discipline could answer alone. As psychology 
emerged, some of the practitioners felt that their 
knowledge and skill would be useful to education, 
and began to carry out research and to offer prac­
tical advice to the often-beleaguered schools. For 
our history, then, we need to examine the activities 
of early psychologists who involved themselves in 
the problems of education. Until the 1920s, at 
least, we simply had psychologists, some of 
whom, some of the time, paid particular attention 
to problems of an educational nature. 

Don C. Charles • Department of Psychology, Iowa State 
University, Ames, IA 50011. 
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The scholarly world in which educational psy­
chology grew did not emerge in the late 19th cen­
tury fully developed but evolved from antecedents 
appearing in much earlier centuries. These begin­
nings are relevant to what the discipline became, 
and they will be examined briefly before consider­
ing the current century. 

Historical Precursors 

In the broadest sense, psychology is ancient in 
origin. We find psychological concepts and con­
cerns in the work of Aristotle, Bacon, Descartes, 
and other ancients. 

But it was Juan Vives (1492-1540) whose work 
was clearly and directly related to the questions 
that psychology began to deal with 350 years later. 
Vives employed "a self-conscious emphasis on in­
duction as a method of inquiry and discovery in 
philosophical and particularly psychological ques­
tions," according to his translator and biographer, 
F. Watson (1915, p. 334). Vives was born in 
Spain, but like most scholars of the period, lec­
tured in the various intellectual centers of Europe: 
Paris, Bruges, England, and spent his later years in 
Switzerland. 

The first work of relevance is his De Anima et 
Vita, published in 1538 but written earlier. In this 
book he considered manifestations of reality, not 
what is but what could be observed. This is a psy-
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chology that is introspective and empirical, depen­
dent on the association of ideas in an attempt to 
discover laws. He presents a twofold nature of 
memory, an apprehending function and a main­
taining function, plus fourfold laws of forget­
fulness. Two more books followed to complete his 
psychology, one on intellectual faculties and an­
other on emotions. 

Educational psychology, in the form he gave it, 
is set forth in De Tradendis Disciplinus (Vives, 
1531), apparently written earlier than the books 
described above, despite the later publication date. 
The way he applied psychology to education can 
be summarized as follows: 

1. He recommended an orderly arrangement of 
facts to impress contents on the memory. Here he 
anticipated Herbart. 

2. He emphasized practice, for example, saying 
material to be learned aloud, writing it down-in 
other words, exercising it. 

3. He reported that interest was absolutely vital 
to acquisition of new material. 

4. He emphasized practical knowledge, which 
he described as preparation for "moral excel­
lence. " 

5. He recommended adjusting teaching to indi­
vidual differences, paying considerable attention 
to problems of teaching children who were "fee­
ble-minded," "deaf-and-dumb," blind, and the 
like. 

6. He suggested that basic learning depends on 
self-activity. 

7. He recommended that a student be evaluated 
in terms of his own past accomplishments, and not 
in comparison to another student. 

A teacher or educational psychologist would 
find little to quarrel with in these conclusions. 
Vives addressed not only teachers, but also physi­
cians, politicians, historians, and economists on 
the grounds that all of these professionals dealt 
with other persons, and thus had need for psychol­
ogy (Watson, 1915). 

Closer in time were two turn-of-the-century 
thinkers, Pestalozzi and Herbart. Although quite 
unlike each other in experience and character, both 
wanted to ground education in psychology as that 
philosphically-based discipline was understood at 
the time. 

Johan Pestalozzi (1746-1827) planned to enter 
the ministry, but a failed sermon changed his aim 
(like the later identical experience of G. S. Hall in 
America). After reading Rousseau's Emile 
(1762/1883), he was attracted to pedagogy. 
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Eventually he became a teacher, and he created the 
first modem elementary school (Meyer, 1965, p. 
350). He soon distilled his experience into a book, 
How Gertrude Teaches Her Children (1802/1898) 
and developed a new school that prospered for 20 
years. His attempt to psychologize education was 
based on an inadequate understanding of the fac­
ulty psychology of the day, but somehow it suc­
ceeded and his school and ideas were stimulating 

. to educators for the rest of the century. His influ­
ence on the development of educational psychol­
ogy lay primarily in his emphasis on the centrality 
of the child, rather than the content of the ~chool, 
and on the role of observation in learning rather 
than the rote memory then extant in the classroom 
(Cole, 1966, pp. 454-506). 

One of the visitors to the school was Johann 
Herbart (1776-1841), who was to organize and 
systematize education in a scholarly fashion be­
yond the capacities of his forerunner. He worked at 
Konigsberg where he occupied the chair once held 
by Immanuel Kant. He was a prodigious worker: 
in addition to teaching his subject, seminars, ad­
vising doctoral students, and supervising a practice 
school, he produced a series of notable books. 
Those of interest here include a Manual of Psy­
chology (1816), Psychology as a Science (1824), 
and General Metaphysics (1828). His psychology 
rested on the idea that learning was powered by 
interest, both self-generated and manufactured by 
the teacher. The catchword for Herbart's notion 
was apperception. Interest and apperception were 
combined and worked to form his teaching meth­
od, called the Formal Steps, of which there were 
eventually five. By the last quarter of the 19th 
century this notion had reached its summit, accord­
ing to Mayer (1965, p. 362). Translations and 
commentaries spread his ideas to American edu­
cators well into the 20th century (e.g., his Outlines 
of Educational Doctrines, presented as helpful to 
actual teaching, translated by A. F. Lange and an­
notated by C. DeGarmo, was published in 1901 
and reprinted in 1904, 1909, and 1913-obviously 
there was still an audience and a market). 

The growth of what became behavior science in 
the 20th century, of course did not occur in a social 
vacuum. In the 19th century in the United States 
especially, suggests Silver (1983, p. 136), the 
luster of science was such that academic respecta­
bility was secured in part by labeling a discipline 
accordingly; thus there was political science, eco­
nomic science, historical science, and the like. So 
the new pedagogical science, based on psychol-
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ogy, emerged from the moral philosophy that pre­
ceded it. 

Nineteenth-Century Psychology 
and Its Role in Education 

Wilhelm Wundt did not invent psychology, any 
more than Henry Ford invented the automobile, 
but like Ford he turned his vision into something 
new. Wundt stated in the preface to his Principles 
of Physiological Psychology (1904, 1874 preface) 
that he was presenting work that would "mark out 
a new domain of science." Watson (1978, p. 275) 
comments that "Wilhelm Wundt was the first man 
one can call a psychologist without qualifying the 
statement by reference to another, perhaps strong­
er, interest." 

Wundt's immediate predecessors of psychologi­
cal note were the psychophysiologist Gustav 
Fechner (1801-1887), and the neural physiologist 
Hermann von Helmholtz (1821-1891). Wundt de­
scribed Fechner as having made the first conquest 
of experimental psychology (Watson, 1978, pp. 
239-250). Helmholtz, interested in physics, was 
too poor to study it at a university, so instead he 
took up tuition-free medical training, and 
eventually became an army surgeon. But he stud­
ied physics on his own and began to experiment; in 
time he was able to hold rank as professor of anat­
omy and physiology in a number of German uni­
versities. He, like Fechner, was an experimenter 
and an empiricist, and used measurement tech­
niques to specify results. It was, if not inevitable, 
entirely logical and reasonable that the problems 
and methods generated by these scientists would 
evolve into experimental psychology. 

Wundt (1832-1920) 

Wundt advanced and modified both the methods 
and the orientation of his predecessors. His method 
was introspection, an ancient process he tried to 
change from meditation to a precise, experimental 
approach emphasizing discrimination responses, 
reaction time, emotional responses, and the like. 

He had arrived at his eminence by way of medi­
cal and physiological training. At Heidelberg he 
published the previously mentioned Principles; the 
first half in 1873, the second half the next year. 
His last revision was published in 1911. His grow­
ing fame brought him to Leipzig, where he estab­
lished his famous laboratory in 1879. Whether it 

was the first as is frequently reported is somewhat 
questionable because William James had estab­
lished one for teaching purposes at Harvard in 
1875. James had little interest in laboratory work, 
however, and his venture languished whereas 
Wundt's flourished and attracted worldwide aca­
demic attention. 

A scholar almost anywhere in the world had few 
choices of places to go to learn about psychology. 
There was an absence of almost anything resem­
bling graduate education in American colleges and 
universities. Thus it was that anyone who had a 
serious interest in scholarship, especially in the 
developing discipline of psychology, pretty much 
had to go to Europe to pursue the interest, and 
Wundt's laboratory was a magnet for many Ameri­
cans who made up the early cadre of psychologists 
in this country. Among the founders and shapers of 
early American psychology who worked and stud­
ied with Wundt were G. Stanley Hall (Clark), 1. 
McKeen Cattell (Columbia), Edward Scripture 
(Yale), Lightner Witmer (Pennsylvania), and 
Charles Judd (Chicago). Although Wundt ex­
panded his work to include social or cultural psy­
chology, he was most influential in work with sen­
sation and perception, reaction time, attention, and 
feeling and association. But it was the stimulation 
students received experiencing his laboratory that 
had the greatest impact on American psychology 
(Watson, 1978, pp. 275-295). 

Evans (1984, p. 55) observes that Wundt's phil­
osophical orientation, "mind-as-contents" did not 
survive the ocean voyage his students made in re­
turning to America. At the universities to which 
they dispersed, they were soon talking about 
"mind-in-use," but trying to study it with meth­
ods they learned in Germany. 

Galton (1822-1911) 

Another strong influence on what became 
American psychology was not a psychologist at 
all, but a wealthy and somewhat eccentric Briton 
named Francis Galton. 

Stimulated by his cousin Charles Darwin's new 
evolutionary ideas, he pursued interests that led to 
the field of eugenics. Specifically, he published a 
book called Hereditary Genius (1869), in which he 
considered the whole range of human ability, and 
offered as evidence of the hereditary nature of in­
telligence the disproportionate number of eminent 
relatives possessed by men of importance. He also 
made some twin comparisons. However shaky the 
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assumptions on which his hereditarian concepts 
were based, his work was sufficient to set off what 
continues to be one of the enduring controversies 
(and thus, sources of stimulation for research) in 
psychology, the primacy of "nature or nurture." 
His anthropological concerns led to the collection 
of large amounts of quantitative data; the distribu­
tion of human measures in what came to be known 
as the "normal curve" fascinated him, as did the 
relationship of one set of measures with another. In 
order to look at relationships of these data in 
human subjects, he developed a primitive kind of 
correlation technique, later refined by his associate 
Karl Pearson, into the product-moment coefficient 
of correlation, a tool much used by psychologists. 
He dabbled also in memory and association, men­
tal tests, and other psychologically related topics, 
but his major contribution to the development of 
psychology was the work and stimulation on the 
inheritance of psychological traits in human 
beings, and the development of statistical ways of 
making sense of quantities of data from human 
subjects (Watson, 1978, pp. 323-333). 

Galton did not, like Wundt, attract students. Al~ 
though he was visited by a number of Americans, 
only J. McKeen Cattell acknowledged Galton's 
profound influence (Watson, 1978, p. 333). For 
educational psychology, it is appropriate to recall 
that Thorndike was Cattell's student, and that 
Thorndike became a major early producer of re­
search on abilities, and of statistical evaluation of 
data. 

Psychology in Teacher Training 

The idea of a science of the mind appealed to 
educators, and through various routes and by vari­
ous names, psychology began to enter the teacher­
training curriculum. 

Apparently the first educational psychology in 
America was in a course at Lexington, Mas­
sachusetts; in 1839 a course was offered in Mental 
Philosophy, a name for the new psychology. The 
Oswego, New York normal school offered a 
course in child study as early as 1863 (Crabb, 
1926, p.IO). The Normal Department ofIowa Uni­
versity offered a mental philosophy course in 
1866, and the University of Missouri in 1869 
(Luckey, 1903, pp. 68-69). In 1870, the 
Bridgewater, Massachusetts Normal School re­
quired psychology of all its students (Robinson, 
1930, p. 8). Educational psychology was offered 
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as Applied Psychology in 1886 by the Department 
of Pedagogics at Indiana, and in the same year the 
University of North Carolina offered a Methods of 
Culture course for teacher trainees. The University 
of Minnesota had a course in 1893 called The De­
velopment of Child Mind (Luckey, 1903, pp. 83-
90). 

A course described as Educational Psychology 
was taught at lllinois in 1890 by Charles DeGar­
mo, and was later taught by an early psychological 
clinician, a Professor Krohn. The text used by 
Krohn was Sully's 1887 Handbook of Psychology 
(Catalog and Circular of the University of Illinois, 
1890-1891, pp. 65-66). 

Psychology was wide-spread enough in normal 
schools to stimulate people to try to define the 
discipline and its role in education. In 1887 two 
speakers commented on educational psychology in 
addresses to the National Education Association 
convention. One was S. S. Parr on "The Normal 
School Problems": "Educational psychology is 
commonly interpreted to mean the study of general 
psychology, with stray observations about chil­
dren's minds." Joseph Baldwin noted that "Edu­
cational psychology is made the basis of distinctive 
normal-school work. Through self the normal stu­
dent studies the race, and thus becomes familiar 
with the laws of mental activity and mental 
growth." (National Education Association, 1888, 
pp. 670-677). 

The presence, nature, and content of textbooks 
of this period tell something about the nature of the 
discipline. Apparently, the first to be called "Edu­
cational Psychology" was a booklet published by 
Louisa Hopkins in 1886 (Roback, 1952, p. 378). 
Bain published Education as Science in 1884, and 
Claparede, a book on experimental pedagogy in 
1905 in French, later translated and revised 
(Claparede, 1911). Shortly before and after 1900, 
a number of American texts appeared: one was 
Baldwin's Elementary Psychology and Education 
(1891). Baldwin espoused the faculty psychology 
widely accepted at the time, commenting that "it 
is evident that psychology can make no progress 
whatever without introspection" (Baldwin, 1891, 
p. xx). The divisions of Baldwin's book include 
six sections. Another representative text was writ­
ten by Dexter and Garlick and published in 1908. 
Their point of view was expressed in the phrase, 
"Psychology is the science of consciousness 
. . . there is a connection between mind and 
body." (Dexter & Garlick, 1908, pp. 7, 17). 
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The Turn of the Century 

American psychology was beginning to form it­
self into a discipline in the years on either side of 
1900. Whereas most of the early departments or 
programs were being developed by psychologists 
who' had experience in Wundt's laboratory, the 
tone, orientation, philosophy, and continuity 
stemmed largely from the influence of William 
James. 

William James (1842-1910) 

William James was a member of a distinguished 
New England family. After dabbling in many areas 
of interest, James eventually took a degree in med­
icine at Harvard, but interested himself primarily 
in philosophy. 

He was invited to teach physiology at Harvard in 
1872, and by 1875 had offered his first course in 
psychology (he was aware of the work of Fechner 
and others in Europe). As he later put it, the first 
lecture on psychology he ever heard, he gave him­
self! In the same year, he founded the laboratory 
mentioned earlier, a laboratory little used except 
for student demonstrations (Allen, 1967). 

James described Herbert Spencer as an "igno­
ramus," and Wundt was dismissed with the com­
ment that he was "The finished example of how 
much mere education can do for a man" (Perry, 
1935, p. 69). European psychologists with whom 
he was friendly and whose ideas he responded to 
included James Sully, James Ward, Theodore 
Flournoy, and Carl Stumpf. He was no follower, 
but worked out his own concepts. These concepts 
were presented in papers published from time to 
time and eventually were presented in a more orga­
nized fashion in his Principles of Psychology 
(1890), which had been under contract to Henry 
Holt for 12 years at the time of publication. His 
ideas were appealing to the American mind, and 
the book was widely read and used; it helped deter­
mine the direction of American psychology. 

In his view, mind is not a passive adapter to 
circumstances, but is active, spontaneous, and se­
lective. Habit is central to his views, and is his 
way of explaining the workings of the nervous sys­
tem; his chapter begins, "Habit is thus the enor­
mous fly-wheel of society, its most precious con­
servative agent" (James, 1890, p. 79). Although 
he was not an associationist, because of his rejec­
tion of its atomism and elementarism, he did rec-

ognize the role of association or contiguity on 
memory; in this context he rejected the then popu­
lar facuity psychology, later demolished by Thorn­
dike and others. In total, his psychology was func­
tional and pragmatic, and so American psychology 
became (Barzun, 1983; Watson, 1978, pp. 370-
393). Gardner Murphy (1971) observed that 
James' "central importance" was due to his 
"rich, beautiful and very modem concept of how 
the will actually operates" (p. 254). 

But his influence was greater and more focused 
than such generalizations suggest. Woodward 
(1984) has identified Jamesian concepts in the 
work of the succeeding generation of psychol­
ogists. These include work in learning concepts, 
habits, and ideo-motor action by Edward Thorn­
dike, which led to the "law of exercise"; the moti­
vational theory of volition developed by R. S. 
Woodworth; Mary Calkins developed James' will, 
faith, and belief concepts into a personality theory 
following his volitional ideas; Gordon Allport, 
also a personality theorist, took from James traits, 
functional autonomy, and a unifying philosophy of 
life; John Dewey, Josiah Royce, William Mac­
dougal, Floyd Allport, and George H. Mead were 
other borrowers in the social sciences. 

The influence of James on educational psychol­
ogy can be identified at this period in terms of his 
influence on the whole fabric of American psy­
chology, in which educational psychology was 
embedded. But James also had a more direct hand 
in psychology applied to education; he both lec­
tured and wrote for teachers and teacher trainees 
specifically, and adapted his theoretical system to 
applications in the classroom. It would be tempting 
to say that education, in the public school sense, 
was one of his central interests, but there is no 
evidence that is so. James had a large family and 
needed money, and he earned it where he could. In 
1892 he was invited, for a fee, to discuss education 
with the teachers of Cambridge. The lectures were 
well received, and next he took them on the 
Chatauqua circuit. 

James did not find association with teachers 
stimulating or rewarding. His lack of enthusiasm 
for the activity was expressed in a letter comment­
ing on the female teachers in his audience: "I have 
never seen more women and less beauty, heard 
more voices and less sweetness, perceived more 
earnestness and less triumph than I ever supposed 
possible." In another letter to his wife, he further 
commented on his teacher audiences: "Meeting 
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minds so earnest and helpless that it takes them 
half an hour to get from one idea to its immediately 
adjacent next neighbor, and then they lie down on 
it. . . like a cow on a doormat, so that you can get 
neither in nor out with them." (James, 1967, 
1896). Despite his distaste for the process, the lec­
tures prospered, and 1889 they were published as 
Talks to Teachers on Psychology and to Students 
on Some of Life's Ideals (James, 1899). 

James' psychology for teachers was functional: 
the child was seen as an active organism and it was 
education's obligation to be consistent with the 
child's instincts and yet fit him for life in society. 
Although the instinct notion was abandoned, his 
position made inroads into the existing faculty psy­
chology, and the success of what he attempted in 
lectures and in his book-practical, concrete ap­
plication of psychology for teachers-helped bring 
the attention of later psychologists to the child in 
the classroom. 

James had many students in his classes, but not 
many advisees and he supervised few doctoral dis­
sertations. Among his students who did go on to 
make names for themselves in psychology were 
Mary Calkins, William Healy, Edward Thorndike 
(a student, but no follower), and Robert S. Wood­
worth (Watson, 1967, p. 376). 

G. Stanley Hall (1846-1924) 

Hall was a contemporary of James, but very 
different temperamentally and intellectually. After 
an abortive start at the ministry, Hall went to Eu­
rope to study, first at Bonn and then at Berlin. In 3 
years he returned to the United States without a 
degree, and then worked at Harvard long enough 
to earn a Ph.D. in psychology by way of philoso­
phy. He worked as a tutor, read Wundt and re­
turned to Germany to work with Wundt briefly and 
also with Helmholtz. Back in America, he some­
how got the opportunity to give Saturday lectures 
on education at Harvard. These lectures went well, 
and led to an invitation to repeat them at Johns 
Hopkins. Again they were successful, and he 
joined the faculty there. Later he became first pres­
ident and developer of Clark University. 

Hall's influence was more that of enthusiast and 
promoter than that of scientist or researcher. He 
founded the American Journal of Psychology and 
later the Pedagogical Seminary (now known as the 
Journal of Genetic Psychology), founded and was 
first president of the American Psychological As­
sociation, encouraged the study of psychoanalysis 
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and later taught psychoanalysis himself. But his 
influence on psychology in general and educa­
tional psychology in particular stemmed from two 
sources: his orientation toward the study of chil­
dren, and the stimulation he provided a series of 
students who became eminent psychologists and 
educators of succeeding generations. 

Hall was fascinated by children and their devel­
opment, and consequently, their education. It was 
his ambition for educators to study children, learn 
what children were trying to accomplish, and then 
help children reach their own goals. He described 
his approach as "scholiocentric" rather than the 
existing "pedocentric" orientation to education by 
advising educators: 

The guardians of the young should strive first of all to keep out 
of nature's way and to prevent harm . . . they should feel pro­
foundly that childhood ... is not corrupt ... there IS nothing 
else so worthy of love, reverence, and service as the body and 
soul of the growing child. (Hall, 1901-1902, pp. 24-25) 

Somewhat later he expressed his interest in adoles­
cence in his two-volume work on the subject, Ado­
lescence (1904). After these developmental books, 
he pulled together his child and education ideas in 
a volume called Educational Problems (191 I). All 
during this period, of course, the journal he found­
ed, now called Journal of Genetic Psychology, 
was publishing research and analytical pieces on 
children and on education; this was important be­
cause up until Hall, all the psychological journals 
were German and would not have published this 
kind of material. 

As observed earlier, Hall had many students 
who distinguished themselves, unlike James, who 
towers over him intellectually. Hall was described 
recently by Mortimer Appley as a sometimes 
"Mean, vain and self-serving man, [but] Hall 
could also be generous and supportive of others" 
(Fisher, 1983, p. 29). 

His students form a roster that is almost a 
"Who's Who" of early century psychology: 
James McKeen Cattell, John Dewey, Joseph Jas­
trow, William H. Burnham, Edmund C. Sanford, 
and others who attended his seminar at Clark, in­
cluding Lewis Terman. Cattell and Dewey, how­
ever, did little work with him (Fisher, 1983, p. 
29). 

When Hall moved to Clark, he brought Burn­
ham with him to teach pedagogics, which in this 
setting was educational psychology and mental 
hygiene. Many of his students found him stimulat­
ing and supportive: Lewis Terman, who later de-
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veloped the Stanford-Binet scales, studied gifted 
children, and in general led the investigation of 
intelligence in America, commented in his auto­
biography that "For me, Clark University meant 
briefly three things: freedom to work as I pleased, 
unlimited library facilities, and Hall's Monday 
evening seminar" (Terman, 1932, p. 315). The 
secret of Hall's extraordinary influence on Ameri­
can psychology is revealed in Terman's further 
discussion of that famous seminar; he observes that 
"it was unique in character and about the most 
important single educational influence that ever 
entered their lives" (p. 315). The roster of students 
includes a host of names still familiar today, 
among them Arnold Gesell and E. B. Huey of later 
educational fame (Terman, 1932). 

James McKeen Cattell (1860-1944) 

Cattell was ambitious and enterprising, begin­
ning his graduate study by appointing himself the 
assistant Wundt did not know he needed (Watson, 
1978, pp. 285-286)! Although he worked produc­
tively with Wundt, he found greater stimulation 
with Francis Galton, "The greatest man whom I 
have known," as he described his mentor (Cattell, 
1930, p. 116). He became, in 1888, not only the 
first psychology professor in America, but in the 
world (the others were in philosophy). He ad­
vanced rapidly: at 28, professor at Pennsylvania, at 
31 chairman of the department at Columbia, at 35 
president of the American Psychological Associa­
tion, and at 40 elected to the National Academy of 
Sciences (Watson, 1978 p. 409). 

Cattell, like Hall, was something of a promotor, 
although he did considerable scientific work. He 
began studying reading with Wundt, attempting to 
measure various components of the process. He 
went on to study words, time needed for impres­
sion on the retina, and the legibility of type 
(Woodworth, 1914, pp. 341-343). He had no love 
for G. S. Hall or his journals, and in 1894 founded 
the first of what became several competing jour­
nals, the Psychological Review, (Watson, 1978. 
pp.407-413). 

At Columbia Cattell was associated for many 
years with Robert S. Woodworth, and of course 
Edward Thorndike. Although Thorndike came as a 
student, it can hardly be said that he was influ­
enced a great deal by Cattell: Thorndike was al­
ways a loner, and made his own way intellectually 
(Travers, 1983, p. 261). But perhaps it is more 
than accidental that he emphasized and developed 

individual differences and measurement, two of 
Cattell's special concerns. 

A New Movement: Functionalism. Men 
like James, Hall, and Cattell had their own the­
oretical orientations and numerous followers, but 
none founded a school or movement (possibly ex­
cepting Hall's curious genetic psychology) like 
functionalism, which emerged at the tum of the 
century. Any brief description of a philosophical 
or psychological view will be oversimplified and 
somewhat misleading, but we need to be aware of 
it because the attitude or orientation (perhaps a 
better term than "theory") of functionalism was 
essential for the development of American psy­
chology, and especially for the emergence of edu­
cational psychology. Functionalism concerned it­
self with the mind as it acted or functioned. From 
this orientation it becomes possible to consider­
and then realize-application of psychology to a 
host of real-life problems and situations. John 
Dewey and J. R. Angell, both familiar names in 
education, were among the leading figures of the 
new movement; indeed, Dewey might be called 
the first psychologist to be identified with func­
tionalism as a separate school or theory of 
psychology. 

The Functionalist Period 

John Dewey (1859-1952) was a major figure in 
the development of functionalism, and its role in 
the emergence of educational psychology. As was 
reported earlier, Dewey took his Ph.D. at Johns 
Hopkins when Hall was there, but except for a stint 
in Hall's laboratory was little influenced by him. 
He taught psychology and philosophy at Michigan 
after his graduation, and published a general psy­
chology text during his tenure there (Dewey, 
1886), but his influence began to rise after his 
move to Chicago in 1894. During the years he 
spent at Chicago his psychological work peaked 
and here he was instrumental in the development 
of the orientation that made educational psychol­
ogy possible in its American form (Boring, 1953). 

Dewey, and Angell after him, were influenced 
by James' conviction that consciousness was a 
causal factor in life and biological survival; thus 
consciousness is related to the environment on 
both sensory and motor sides. He therefore taught 
at Chicago a James-like philosophy of wholeness 
of activity and adjustment (Murphy, 1951, p. 
212). 

Adaptation to the environment was Dewey's 
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psychological interest and orientation. He had a 
high level of concern for the adjustment of human 
beings-physical, mental, and moral-these con­
cerns, coupled with functional psychology, ap­
pealed to educators and were factors in the devel­
opment of educational psychology. Dewey's 
pioneering work in progressive education grew out 
of his adaptation-to-the-environment orientation, 
and out of his belief that education should be based 
on an understanding of the child's needs as they 
develop. In 1904, Dewey left Chicago for Colum­
bia where he appeared to abandon psychological 
work and gained greater fame as a philosopher. 

James R. Angell (1869-1949) replaced Dewey 
at Chicago (at the latter's request) within a year of 
Dewey's departure. Angell had studied under 
James at Harvard and after the customary contact 
with European psychologists-in his case, Eb­
binghaus and Helmholtz-he became Dewey's as­
sistant at Michigan. The James-Dewey exposure 
impelled him towards functionalism, which he fur­
ther developed. 

In 1906, Angell's American Psychological As­
sociation presidential address provided a definition 
of functionalism: it is concerned with the how and 
why of consciousness, mind-consciousness­
mediates between the needs of the organism and 
the environment and this helps to solve problems 
(herein we find the roots of applied-including 
educational-psychology), and finally it is psy­
chophysiological and thus requires that mind­
body relations be considered (Angell, 1907). A 
somewhat earlier text also presented his views in a 
fashion set forth by the subtitle: An introductory 
study of the structure and function of human con­
sciousness (Angell, 1904). 

Under his guidance, the University of Chicago 
became the leader of the functionalist movement 
and a center of psychological, philosophical, and 
intellectual stimulation. Angell stayed at Chicago 
until 1919 and supervised 50 doctoral dissertations 
during those years, including those of John B. 
Watson, the founder of the behaviorist movement, 
Walter Hunter, a leading experimentalist of suc­
ceeding decades, and Walter Van Dyke Bingham, 
who became a leader in applied psychology and 
aptitude testing. After leaving Chicago, he was for 
16 years president of Yale University. 

Harvey Carr (1873-1954) replaced Angell, his 
former teacher, and remained head of the depart­
ment until 1938. About 150 students received 
Ph.D.s during this time, and of course brought 
their Chicago orientation with them to various 
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parts of the United States. Although Carr con­
tinued Angell's functionalist orientation, it gradu­
ally lost importance as a movement. This occurred 
in part because of the rise of behaviorism, but also 
in part because all movements in American-and 
other-psychology have had a period of develop­
ment and enthusiastic reception, followed by a pe­
riod when much of the new orientation is absorbed 
into the mass of what everybody knows in the 
field, and the lesser peculiarities of the position 
fade into history. 

But the residual effect of functionalism on 
American psychology was a desire to make psy­
chology useful. A concern with learning, and the 
development of learning theory, had long-term ef­
fects on psychology and education. 

Robert S. Woodworth (1869-1962) of Colum­
bia was not a functionalist like the foregoing-he 
was independent and eschewed all "schools"­
but he was making his contributions during the 
period discussed. Although not accepting the label 
or agreeing in all the dimensions (as was true of his 
response to behaviorism) he was in the broadest 
sense of the term a major American functionalist. 

He collaborated in his early work at Columbia 
with Thorndike on research on transfer of training, 
a {;oncept contrary to the then current faculty psy­
chology. Thorndike, of course, continued at vari­
ous times in his career to work in the transfer area, 
and it became an important part of the developing 
educational psychology. Along the way Wood­
worth assisted the anthropologist Franz Boas in a 
study of individual differences in primitive peo­
ples. At various times he developed psychological 
tests, produced a stream of books on experimental 
and physiological psychology, edited the Archives 
of Psychology from 1906 to 1948, developed an 
orientation (not a theory, but an emphasis, in his 
view) that he called dynamic psychology, and 
through his teaching-his real love-helped to in­
tegrate and organize psychological knowledge, 
and helped shape the destiny of scientific psychol­
ogy (Poffenberger. 1962; Shaffer, 1956). 

Edward L. Thorndike (1847-1949) 

Although it is difficult, as we shall see, to pin 
down just when specific institutions defined educa­
tional psychology as a separate discipline, it is not 
difficult to determine who defined educational psy­
chology through his own research and writing: it 
was, of course, Edward L. Thorndike of whom 
Travers said, "No psychologist has ever had a 
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greater impact on education than Edward L. 
Thorndike" (p. 249). Travers goes on to point out 
that this was in part a product of the general rise to 
fame of Teachers College, Columbia early in the 
century. 

What became Teachers College was created in 
1887 with a faculty of three; it expanded rapidly 
and eventually offered degrees of Bachelor of Ped­
agogy, Master of Pedagogy, and Doctor of Ped­
agogy. In 1894, a reorganized college appeared in 
a new building across the street from and tied to 
Columbia College; eventually the aggregate be­
came Columbia University (Cremin, Shannon, & 
Townsend, 1954). For more than four decades, 
Thorndike and Teachers College together led 
American education into a science-based age of 
teacher education and pupil instruction. 

Thorndike was one of several scholarly children 
of a Methodist minister. After education at 
Wesleyan, he attended Harvard for a year. It was 
lames' lectures that turned Thorndike to psychol­
ogy. Although he never became a lamesian, he 
was intellectually excited by James' presentation 
of ideas, and James in tum let Thorndike raise his 
experimental laboratory chickens in the basement 
of the family home; the James children were re­
portedly fascinated by these feathered subjects. 

Thorndike did not go to Europe to study but, on 
the advice and recommendation of James, went to 
Columbia to work with J. McKeen Cattell. Cattell 
gave him an assistantship and space in the psychol­
ogy department's building attic for his chicken re­
search, but not much direction or help. This was 
satisfying to Thorndike, who liked to work alone. 
He already had some thesis ideas when he arrived, 
and soon settled on a learning study with his birds. 
The thesis, Animal Intelligence, quickly became 
"a classic in psychology" as his biographer de­
scribes it (Joncich, 1968, p. 126). Its subtitle, 
"Association in Animals" tells what his orienta­
tion was. The study was published as a monograph 
in 1898, as one of the early Columbia Contribu­
tions to Education, and later revised and expanded 
as a book (Thorndike, 1911). 

The thesis focused on learning (i.e., adaptiye 
change in behavior) that occurs as the animal 
forms and strengthens associations. Later he would 
call these connections; his theory of connectionism 
was descended from the work of the British em­
piricists Locke, Bain, and Berkeley. The work ex­
cited the psychological community. John B. Wat­
son cited this work frequently as part of the 
background for his own new behaviorism, and the 

work also played a role in developing the ideas of 
Yerkes at Harvard, and later B. F. Skinner. His 
emphasis on motivation and the learning process 
helped orient American psychology of succeeding 
decades up to the present. 

Thorndike taught briefly at Western Reserve 
College for Women as a Special Lecturer in Edu­
cation. At this time, however, Thorndike had little 
use for pedagogy and psychology's role in it, find­
ing it neither "profuse nor profound," as his biog­
rapher put it (Joncich, 1968, p. 157). Psychology 
had no division in the National Education Associa­
tion at that time, and although there was talk of 
using psychological data in education, little was 
actually done by way of gathering data through 
experimentation. Charles Judd recalls asking 
William James, whose Talks to Teachers had just 
been published (1899), what he thought of educa­
tional psychology. James' reply: "Educational 
psychology? I think there are about six weeks of 
it" (Judd, 1932, p. 226). Thus, despite James' 
writing and Hall's more educationally oriented 
work, educational psychology did not have much 
status as a scientific discipline, or as an interesting 
field to enter. 

In 1899, Thorndike succeeded in getting what 
he wanted: an appointment in psychology at 
Teachers College, Columbia, where he could do 
research. The research, of course, was to be done 
only after he had completed his principal duties, 
teaching IS hours per term. 

Thorndike became a compulsive and tremen­
dously productive worker. As mentioned earlier, 
he began studying transfer of training with Wood­
worth and continued this line of research for years. 
All his course outlines turned into books. In child 
psychology, he rejected the questionnaire method 
of the Child Study Movement, and advised them to 
observe, using objective methods only. In teacher 
training, he emphasized attention, memory, habit, 
mental training, and experimental approaches in 
general. In applied psychology, he put his students 
to work analyzing teaching materials to determine 
how they conformed to psychological principles 
(Travers, 1983, pp. 263-266). His mind and work 
habits enabled him to produce, by 1940, more than 
500 publications, a majority of them research 
based (Cremin et al., 1954, p. 44). 

The early and continuing transfer of training 
studies are especially important, because the ques­
tion of how learning topic A affects learning topic 
B is central to almost every major question in edu­
cation, including curriculum. The data accumulat-
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ed, and Thorndike summarized his early work in 
Educational Psychology (1903); the book was suc­
cessful, Thorndike was promoted, and he con­
tinued his efforts. This book succeeded in killing 
formal discipline, which had dominated education 
for decades. With accumulated research, Thorn­
dike in 1913-1924 published his three-volume Ed­
ucational Psychology. Travers comments that the 
1913 book was "a landmark publication and re­
flects Thorndike at his best, and Thorndike at his 
best was brilliant" (Travers, 1983, p. 272). With 
the accumulation of Thorndike's work, educa­
tional psychology became a respectable, science­
based discipline that had much to do with the char­
acter of education from early to mid-20th century. 

In addition to the transfer work that was at the 
base of his educational psychology, Thorndike car­
ried out the first scientific study of animal intel­
ligence and learning, helped demolish faculty the­
ory and the theory of formal discipline, developed 
laws of learning that marked the end of the mental­
process approach in psychology, formulated the 
laws of readiness and law of effect, introduced 
statistical methods in education and psychology 
and invented a performance scale, stimulated the 
achievement test, developed group methods of in­
telligence testing, explored heredity and environ­
ment as causes of behavior, explored individual 
differences, did pioneer research in adult learning, 
developed methods and materials for many school 
subjects, studied children's vocabulary-the list 
goes on and on to include the development of mod­
ern learning curves, the importance of feedback 
and reinforcement, the effect of massed versus dis­
tributed learning, and the nature of forgetting 
(Cremin et al., 1954, p. 44). His work was "one 
of the great milestones of education" (Travers, 
1983, p. 277). 

Others of the Period 

Charles Judd (1873-1946) was a contemporary 
of Thorndike and Terman, and was another Wundt 
Ph.D. of the period. He commented that he tried to 
mold himself after the master (Judd, 1932, pp. 
218-219). He taught at Wesleyan, New York Uni­
versity, Cincinnati, and Yale before his final move 
to Chicago. Although he had an enormous range of 
interests, he began to publish in education, begin­
ning at Yale, and is remembered for his contribu­
tions to that field. In 1903 he published Genetic 
Psychology for Teachers. This was a Darwinian 
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attempt to explain how the teacher perceives the 
classroom, and included advice on discipline, an 
emphasis on imitation, discussion of the origins of 
reading (a continuing interest) and other topics, all 
with a very different orientation than Thorndike's, 
whose work did not impress him. He also had little 
admiration for James or Hall. 

In 1907 he moved to Chicago, where he became 
head of the School of Education. Chicago was in 
decline, according to Travers (1983, p. 328) and 
Judd tried to raise standards to the level of the Arts 
and Science faculty. He developed several jour­
nals, published Psychology of School-Subjects 
(1915), Introduction to Scientific Study of Educa­
tion (1918), Psychology of Secondary Education 
(1927), and Educational Psychology in 1939, after 
his retirement. He was opposed to the concept of 
transfer that Thorndike espoused and usually ig­
nored it, but did confront the idea in his education 
text: his explanation for the phenomenon was not 
identical elements (Thorndike's view), but rather 
the degree to which generalizations were taught. 
Among his students were William S. Gray, Guy 
Buswell, and Karl Holzinger (Judd, 1932; Travers, 
1983, pp. 320-330). 

Another contemporary of this group was Ed­
mund B. Huey (1870-1913), whose early work on 
reading was definitive and has remained influential 
up to the present. Huey began investigating read­
ing when a fellow student at Clark, Guy Whipple, 
asked him about the possibility of reading without 
inner speech. Huey began his research on the prob­
lem about 1898, and in 1908 he published The 
Psychology and Pedagogy of Reading. In this book 
he reviewed existing published research, and pre­
sented his views buttressed by his own and other 
laboratory work. It was his thesis that children 
should, from the beginning, get the meaning of 
content, rather than emphasize the pronunciation 
of words, which had been the major concern of the 
then current elocution approach. Besides emphasis 
on inner speech, he discussed limits on the span of 
attention, the difference between perception and 
recognition cues used in word recognition, and 
other topics still familiar in the reading field (Good 
& Teller, 1973, pp. 402-403). Lewis Terman re­
called in his autobiography many men who had 
been his fellow students at Clark. Among those to 
whom he felt most indebted intellectually were 
Fredrick Kuhlman and E. B. Huey. Of the latter, 
Terman commented that he was "one of the most 
promising for science" (Terman, 1932, p. 317). 
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Undoubtedly, Huey's influence would have been 
even greater on education dnd psychology if he had 
not died so early, in 1913, at age 43. 

The New Discipline 

From the foregoing description of the views and 
work of a number of psychologists, it is apparent 
that from the tum of the century to the post World 
War I period, educational psychology had become 
identified as a scientific discipline, complete with 
theoretical orientations, methods and procedures, 
several areas of focus, and an accumulated body of 
knowledge. The areas of study generally were 
learning, tests and measurements, human develop­
ment, child clinical, including the study of excep­
tional children, and in general, a focus on the sci­
entific study of the child in school. 

Psychology Departments Training Early 
Educational Psychologists 

In the first decade of the century, the American 
Psychological Association appointed a committee 
to study the teaching of psychology in colleges. 
The committee, chaired by Carl Seashore, in­
cluded Guy Whipple whose assignment was nor­
mal schools. Whipple was a Clark product, a stu­
dent of G. S. Hall. He sent a 33-item questionnaire 
to 259 normal schools listed by the Commissioner 
of Education in 1907. The questionnaire concerned 
content, techniques, and the like, and also in­
cluded questions about the training of the instruc­
tor. Replies were received from 100 institutions. 
The source of instructors' degrees was also re­
ported. Thus, a list of institutions training educa­
tional psychology instructors was generated and 
reported (Whipple, 1910). These instructors were 
educational psychologists only in that they were 
teaching psychology in teacher-training institu­
tions, of course. The schools training more than 
one instructor are presented in Table 1. 

In 1927, Clara Robertson, in pursuit of a docto­
rate at Columbia Teachers College, replicated the 
Whipple study for her dissertation. She sent out 
her questionnaire to 195 institutions: 110 normal 
schools and 85 teachers colleges, with a response 
from 91 schools (129 instructors replying). Her 
returns on sources of degrees are presented in 
Table 2 (Robinson, 1930). Not all schools con­
tacted replied to Robinson, but hcr list seems to 

Table 1. Institutions in Which Psychology Was 
Studied by Instructors Teaching Educational 
Psychology in 1907 in toO Professional Schools 
for Teachersa 

Institution n Institution n 

Chicago 19 Iowa 3 
Columbia 14 Wisconsin 3 
Clark 13 Yale 3 
Harvard II Berlin 2 
Michigan 8 Cornell 2 
Indiana 5 Gottingen 2 
Pennsylvania 4 Illinois 2 
California 3 Minnesota 2 
Jena 3 Stanford 2 
Leipzig 3 Zurich 2 
New York University 3 Other institutions 30 

(I each) 

aData from the teachmg of psychology m normal schools, by 
G M WhIpple, 1910, PsvcholoRical MonoRraphs, 12, 
Whole #51, p. 8. 

Table 2. Institutions in Which Psychology Was 
Studied by Instructors Teaching Educational 
Psychology in 1927 in 91 Professional Schools 
for Teachersa 

Institution n Institution n 

Columbia 41 Stanford 4 
Chicago 29 Missouri 4 
Harvard 9 California 4 
Clark 8 Boston University 4 
Iowa 8 Nebraska 3 
Peabody 6 Minnesota 3 
Indiana 5 Yale 3 
New York University 5 Michigan 3 
Pennsylvania 5 Tufts 2 
Cornell 4 Ohio State 2 
Wisconsin 4 Other institutions 29 

(I each) 

aData from Psychology and the preparation of the teacher for 
the elementary school, by C. L. Robinson, 1930, Teachers 
Col/eRe Columbia U11lVer.Hty Contributions to Education, 
418, pp 32-34. New York: Columbia University. 
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offer a reasonable description of faculty teaching 
psychology for teacher trainees in institutions of 
the 1920s, at which time the discipline was devel­
oping rapidly. 

The Robinson list provided the starting point for 
finding out more about the way in which educa­
tional psychology was handled by institutions early 
in the century. The writer contacted schools that 
had produced more than one instructor of psychol­
ogy for teacher trainees-21 in all-and queried 
them about the organization of educational psy­
chology in their early days. Specifically, they were 
asked if a separate department of educational psy­
chology was organized in the institution, and if so, 
when, and if the teaching was not done in a sepa­
rate department, how it was handled. They were 
asked further for any general information about the 
role of educational psychology in their school. 
Heads of appropriate departments were addressed 
first, and when they were unable to provide infor­
mation, other channels were used. Of the 21 in­
stitutions, one (Boston University) made no reply 
to repeated queries, and another (University of 
Iowa) could not provide any historical informa­
tion. The remaining 19 provided a variety of kinds 
of information: printed material from department 
files, recollections of emeritus professors, refer­
ences to published documents, and in more than 
one case, a book or monograph. 

Because the information received takes many 
forms, it does not lend itself well to any kind of 
neat tabular ordering, so each institution's early 
way of handling educational psychology will be 
presented in brief narrative form. 

Development of Educational 
Psychology in Principal 

Institutions 

University of California: Berkeley 

The School of Education goes back to 1892. Its 
title was changed in 1901 to Department of Educa­
tion and in 1916 to School of Education. The first 
Ph.D. in Education was awarded to Millicent 
Shinn in 1898; her dissertation, a baby biography, 
was widely studied and remains readable and in­
teresting today. In the late 1890s the departments 
of Pedagogy and Philosophy cooperated in offer­
ing Philosophy 2 (General Psychology), described 
as a "valuable" prerequisite to education; in 1898 
it became a degree requirement, and by 1903 stu-
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dents were expected to take it prior to admission, 
for it was a prerequisite to all undergraduate 
courses in the Department of Education. Addi­
tional courses appeared by the 1920s: tests and 
measurements (Cyrus D. Mead), educational psy­
chology (Joseph Breitwisser), educational statis­
tics (Raymond Franzen). Later, Giles Ruch, Noel 
Keys, and Luther Gilbert worked in educational 
psychology, Edna Bailey and Anita Laton taught 
growth and development of the child, and Richard 
French taught a course on atypical children. Dur­
ing the first 20 years, the faculty of the School of 
Education functioned as a common faculty rather 
than as a group of departments in a school. In time, 
a divisional identity emerged, with Psychology of 
Education as a field for the doctorate, probably the 
first such specialization in the school. By 1930, 
more than a dozen dissertations had been produced 
on topics of an educational psychology nature 
(Nadine Lambert, personal communication, De­
cember 15, 1983). 

University of Chicago 

The development of educational psychology in 
this institution has been discussed earlier in consid­
ering the work of Dewey, Angell, and Carr. The 
special field of educational psychology was found­
ed in 1892 as part of the Department of Philoso­
phy. In 1896, Education became a formal part of 
the Department of Philosophy; the new name re­
flected the change, for it was subsequently called 
the Department of Philosophy and Education. In 
1900, Education was separated and thereafter re­
mained alone. During all this time, educational 
psychology was a specialization with the depart­
ments (Tom Trabasso, personal communication, 
October 3, 1983). 

Columbia University 

Some aspects of Columbia's role in the field can 
be inferred from the earlier discussion of Edward 
L. Thorndike, who was employed by Teachers 
College, Columbia, in 1899 as Instructor in Genet­
ic Psychology. In 1902, his title was changed to 
Adjunct Professor of Educational Psychology 
(Thorndike, personal communication, 1983). This 
title reflected a change in the college structure, 
when Dean James Russell broke the Division of 
Education into five administrative departments, of 
which Educational Psychology was one (Cremin et 
al., 1954, p. 63). In 1921, the college embarked 
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on an extensive program of research. Admin­
istratively, there were three divisions: Educational 
Psychology (headed by E. L. Thorndike), School 
Experimentation, and Field Studies. In the next 
few years the educational psychology enterprise 
developed College Board examinations, carried 
out a study of intelligence measurement, and did a 
study of exceptional children (Cremin et al., 1954, 
pp. 81-82). 

Clark University 

The intertwining of education and psychology at 
Clark can be inferred from G. S. Hall's work 
there. Although they never had a separate depart­
ment of educational psychology, there was never a 
time when education did not include psychology. 
By Hall's second year there as president, 1890-
1891, and with the appointment of his former 
Johns Hopkins student William Burnham, devel­
opment began and by 1893 education was made a 
subdepartment within the psychology depart­
ment -by 1904-1905, education gained full de­
partmental status. The first course in educational 
psychology per se appears to have been offered in 
1894-1895, although the content was always pre­
sent to some extent in Hall's work (Koelsch, per­
sonal communication, 1983). In an 1899 report, 
Burnham commented that "pedagogy is based 
upon psychology and owes to it the inspiration and 
stimulus to scientific work, and psychology owes 
to pedagogy the suggestion of some of its most 
fruitful fields of education" (Burnham, 1899, p. 
161). He comments favorably on lectures in educa­
tional psychology in the institution, and discusses 
desirable qualities of a training program for pro­
ducing professors of pedagogy, one of these being 
"an acquaintance with elementary psychology" 
(p. 162). In a footnote to the paper he also com­
ments, "Many of the papers mentioned in this list 
are quite as much products of the department of 
psychology as of that of pedagogy; and, on the 
other hand, the pedagogical department has con­
tributed to many of the psychological studies men­
tioned above" (p. 163). 

Cornell University 

Cornell responded to the late 19th-century work 
of psychologists in laying the foundation for a sci­
entific basis of education by emphasizing educa­
tion in the Arts and Science College, and by devel­
opment of a Department of Education in the 

Agriculture College. A geologist early offered 
courses in teaching, and was succeeded by Charles 
DeGarmo. DeGarmo was joined by Guy Whipple, 
a Clark product who was a pioneer in the testing 
movement. 

In 1907 a School of Education was formed, 
whereas Arts and Science and Agriculture con­
tinued to offer courses in education. The School 
offered work in principles of education, educa­
tional psychology, methods of teaching and mental 
tests. In 1914 the first Professor of Educational 
Psychology, P. Kruse, was appointed, and in time 
four faculty positions were created. Educational 
psychology was presented under the aegis of the 
Department of Education, and was also allied with 
other psychology units on campus (Stutz, 1981). 

Harvard University 

Harvard University has never had a program of­
ficially named educational psychology, but educa­
tional psychology has been taught as a course there 
since early in the century, and as White (personal 
communication, Sept. 19, 1983) notes, "a good 
number of psychologists on the faculty have ad­
dressed themselves to education in one way or 
another. " 

By 1906 a separate Division of Education exist­
ed (with two faculty) and by 1909 enough expan­
sion had occurred so that the Board felt justified in 
endowing a graduate school of education. James 
and Royce were on the faculty, but neither they nor 
any other members encouraged interest in research 
in education; this attitude encouraged forward­
looking graduate students to go to Columbia or 
Clark rather than Harvard. In 1910, Robert Yerkes 
was dragooned into teaching a course in educa­
tional psychology, an assignment he resisted and 
tried to tum over to someone else when he could. 
Although the subject was taught, it was not in­
cluded among the four basic fields required for a 
Ph.D. in Education. In the course of time, psycho­
logical science, and especially measurement, be­
came a matter of concern to President Lowell, and 
he offered a post to Edward Thorndike, who re­
jected it (not enough money), and then to Walter 
Dearborn of Chicago, who also turned it down, but 
later was induced to accept. Dearborn's eventual 
acceptance filled the position, but his interests 
evolved away from classroom learning, and educa­
tional psychology never became an area of empha­
sis (Powell, 1980, pp. 84-107). 

Psychology per se was a part of philosophy at 
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Harvard as at most schools in the early 1900s, with 
James, of course, the great name in American psy­
chology. James was followed by Munsterberg, 
whose work had no discernible effect on educa­
tion. Psychology did not separate from philosophy 
until 1934 (Allport & Boring, 1946; Kuklick, 
1977, pp. 180-195). Educational psychology has 
had no role in these arrangements. 

Although there has been no institutional com­
mitment to educational psychology, individual 
psychologists in the Education School have taught 
the coursework of the discipline. Besides Yerkes, 
these include Walter Dearborn, Truman Kelley, 
Philip J. Rulon, O. Hobart Mowrer, Robert R. 
Sears, and John B. Carroll (White, personal com­
munication, 1983). In addition, besides James, 
Jerome Bruner and B. F. Skinner have contributed 
to educational theory and practice. 

Indiana University 

Indiana was very early in the field, having some 
educational psychology instruction before 1900, 
mainly in child study. A three-term course was 
offered in 1911 by the School of Education. Indi­
ana's president from 1902 to 1937, William Lowe 
Bryan, was a Hall student from Clark and had 
become a well-known researcher (best known for 
his Morse code learning curve research, done with 
Harter). He established a psychological laboratory 
in the philosophy department in the 1890s, de­
scribed by Lynch (personal communication, Oct. 
7, 1983) as "the oldest continuous center of ex­
perimental psychology in the United States." 
Sidney Pressey, who had worked with Munster­
berg and Yerkes at Harvard, was a research associ­
ate in this laboratory from 1917 to 1922, when he 
went to Ohio State. Lewis Terman received his BA 
and AM at Indiana (1903) and went to Clark in part 
at Bryan's urging. 

By 1913, educational psychology offered three 
courses and was listed as a unit in the Graduate 
School. All courses were taught by W. F. Book, 
the major figure in educational psychology there 
from 1912 to 1934. He too was from Clark, and 
taught learning, mental development, intelligence 
measurement, and general educational psychology 
courses; he also directed the laboratory during 
most of his tenure, and carried out his own experi­
ments, especially in acquisition of typing skill. He 
also published a number of volumes relevant to the 
field during this period. Other early faculty in the 
area, besides Book and Pressey, included Herman 
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Young (from Pennsylvania), Grover Somers (Co­
lumbia, where he was reputedly Thorndike's fa­
vorite student), and Douglas Scates (Chicago). 

Through the 1920s and 1930s, the program con­
sisted of one elementary course and more ad­
vanced courses for upper-level undergraduates and 
graduate students; these courses included work in 
individual differences, mental measurements, indi­
vidual mental testing, psychology of elementary 
school subjects, psychology of exceptional chil­
dren, diagnostic teaching, and other advanced edu­
cational and research-oriented courses. 

Many of the courses were cross-listed between 
Education and Psychology and some faculty had 
appointments in either or both of the areas. By 
1913 educational psychology was a regular part of 
the training of teachers at Indiana, and the pos­
sibility of a Ph.D. specifically in educational psy­
chology has existed there since 1913 (Lynch, per­
sonal communication, 1983). 

University of Michigan 

In 1879, a chair in the Science and Art of Teach­
ing was established at Michigan, "the first perma­
nent chair in any American College or university 
devoted exclusively to the preparation of teachers" 
(Whitney, 1931, pp. 27-28). 

In 1899, Allen Whitney introduced a course in 
child study and social education, but the first 
course labeled educational psychology was offered 
by Irving King in 1906, and more advanced work 
began with Charles Johnston's "seminary," (a 
common nineteenth century term for the modem 
"seminar") "Psychological Investigations of Ed­
ucational Processes" in 1909. By 1910 a general 
advanced course in educational psychology was 
offered by Fredrick Breed, and was repeated occa­
sionally thereafter. Arthur Irion, a visiting instruc­
tor in the summer of 1925, gave the first course in 
the psychology of learning, and from 1926 on, 
William Clark Trow continued this course for 
many years (School of Education Bulletin, un­
dated, pp. 108-109). 

Clark Trow (as he was usually called) was a 
major figure in the field at Michigan and in the 
nation. His career spanned the years from the 
World War I period to the 1970s. He was an inno­
vator in concerning educational psychology with 
the real problems teachers faced in the classroom, 
the teaching of specific subject matters, and with 
social behavior and values. He had a lifelong con­
cern with methodology and with technologies. He 
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was instrumental in establishing school psychol­
ogy as a discipline in Michigan, and, in general, 
strove to integrate technology from psychology 
with applied education (Morse, 1983). 

As educational psychology expanded, the Mich­
igan work also diversified. Social education later 
called social learning, was offered nearly fro'm the 
beginning. Exceptional child work began in 1911, 
and continued with considerable involvement with 
other schools and institutions. Psychology of ele­
mentary subjects was introduced in 1912, and a 
reading clinic was established along the way. Men­
tal measurements, emphasizing statistics, appeared 
in 1912 and evolved into more statistics and mea­
surement courses, and other aspects of educational 
measurement began to be an important part of the 
curriculum. 
. Research and experimentation was always 
Important. As early as 1910 Experimental Educa­
tion was offered; by 1914 it became Experimental 
Educational Psychology, and was expanded by 
Guy Whipple in 1921, and by Howard McClusky 
in 1924 (Whitney, 1931). 

University of Minnesota 

In 1905, a formal college of education was es­
tablished in the university. Educational psychol­
ogy courses were offered as earl y as 1915, and 
such courses became the backbone of teacher train­
ing. Beck (1980) observed that "Underlying 
all ... programs was of course educational psy­
chology" (p. 188). The early courses included a 
general educational psychology course, mental 
testing with laboratory, mental diagnosis, and an 
educational psychology seminar (all taught by the 
same man every semester, Melvin Haggerty). 
From 1924 to 1928, the department had a 4-year 
undergraduate program for the training of school 
psychologists; the term is not defined in available 
material, so it is not clear what they were trained to 
do, or actually did in the schools (pp. 187-188). 

From 1925 on, the Institute of Child Welfare 
carried out research and clinical work with chil­
dren. A number of psychologists were attached to 
the Institute, and although it did not join the Col­
lege of Education administratively for some years, 
there was a good bit of interaction between the 
academic educational psychologists and the In­
stitute staff. By 1919, 10 credits were required in 
psychology for all teacher trainees, at least five of 
which had to come from educational psychology 
(Beck, 1980, p. 12). 

University of Missouri 

A Normal College was established shortly after 
the Civil War, but this institution was short-lived. 
In 1883, education reappeared in the university, 
under the Department of English. By 1903, it had 
become a separate department (in another year 
named "Teachers College") and in 1904 one of 
the dozen or so areas offered was educational psy­
chology, taught by the department head, A. Ross 
Hill (Viles, 1939, p. 363). Under the aegis of the 
Graduate College, both AM and Ph.D. degrees 
were offered in education, including educational 
psychology; the first Ph.D. was granted in 1916. 
The institutional name changed again, to School of 
Education during this period. Viles reports that the 
functional psychology of John Dewey was the 
dominant orientation of the school at this time (p. 
367). The education college, and especially educa­
tIOnal psychology, flourished through the 1920s. 

A Department of Experimental Psychology was 
established in the Arts and Science College in 
1909, headed by Max F. Meyer, and education 
students also took courses in this area (Stephens, 
1962, p. 360). 

University of Nebraska 

In 1901-1902, the Regents of the University of 
Nebraska established a College of Education. In 
the listing of departments of the new college was a 
department named Educational Psychology. About 
a year or two later, the phrase "and Measure­
?1ents" was added to the title; early in the century, 
III the eyes of many educators, psychology was 
primarily measurement. In another year or two, the 
Regents removed the addition. During the early 
years, the Arts and Science College had been the 
parent of Education, and was the degree-granting 
authority, but in March 1921, Teachers College 
was freed from this tie, and was granted authority 
to grant its own degrees. By 1924 eight depart­
ments existed in the College, including Educa­
tIOnal Psychology and Measurements (the addition 
having been restored in 1921), headed by Charles 
Fordyce (Baller, personal communication, March 
27, 1972; Sawyer, 1973). 

New York University 

The School of Pedagogy (later called the School 
of Education) was founded in 1890 at New York 
University. Educational Psychology of the time 
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was a part of the program from the beginning: 
when the school opened, a course was offered 
called "The Practical Applications of the Psychol­
ogy of Expressional Activities." By 1910, 25% of 
the school's program was made up of psychology 
courses. By 1915 the catalog listed Child and Ado­
lescent Psychology, Physiological and Experimen­
tal Psychology, and Elementary and Advanced 
Psychoanalysis. As early as 1920, references to 
"special education" appeared in course offerings. 
The faculty in these early years consisted of James 
E. Lough and Robert MacDougall. In 1921, the 
school was renamed as noted above, and the tradi­
tional academic degrees-BS, MA, and Ph.D.­
were authorized. 

In a typical year from the early period, 1924-
1925, the following courses were offered: Psy­
chology of Elementary School Subjects; Psychol­
ogy of High School Subjects; Experimental Study 
of the Learning Process: Habit, Skill, and Memo­
ry; Genetic Psychology: Mental Development of 
the Individual; Principles of Educational Psychol­
ogy; Psychology for Childhood; Psychology for 
Teachers of Backward and Deficient Children; 
Systematic Psychology; Social Psychology; Ele­
mentary Psychoanalysis; Educational Psychology 
(Advanced), and Research in Psychology. 

In 1919, the Department of Educational Psy­
chology was established, with Charles E. Benson 
as Chairman. Charles E. Skinner and Paul V. West 
were early faculty members in the department. In 
1926, Benson, Lough, Skinner, and West pub­
lished Psychology for Teachers. 

Some special programs introduced before 1940 
included training for school psychologists (1929), 
research experts in educational psychology (1932), 
teachers of mentally retarded children (1933), and 
introduction to clinical psychology (1937) (Gold­
ner, 1984; Hug, 1970). 

Ohio State University 

Educational psychology has not been a separate 
department at Ohio State, but many courses that 
could be considered educational psychology have 
been taught in the College of Social and Behav­
ioral Sciences, which has had a specialty area in 
educational psychology as one of its subareas (Os­
ipow, personal communication, Dec. 20, 1983). 

Educational psychology content first appeared at 
Ohio State in a course taught by John Short; this 
was in the department of philosophy. The course 
was later taught sequentially by two university 
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presidents, and a laboratory (with four pieces of 
equipment) existed as early as 1900. A course in 
educational psychology was offered by John Gor­
dy in 1896 in the department of pedagogy, and 
other educational psychology courses were later 
taught in philosophy. 

A psychology department, for many years ad­
ministered by the College of Education, was estab­
lished in 1907, primarily as a universitywide un­
dergraduate service department. Between 1913 
and 1920, graduate work began with the first MA 
in 1915 and the first Ph.D. in 1917. By the middle 
1920s, the department was considerably larger and 
began to distinguish itself. Several familiar names 
appeared during this period: Pressey, Williams, 
Toops, Warfield, and Renshaw, and for a brief 
time Luella Cole and Edgar A. Doll. By 1927, the 
date of the survey reported earlier, 67 MAs had 
graduated, and 30 Ph.D.s. In educational psychol­
ogy alone, 39 MAs and 21 Ph.D.s had been 
granted under Sidney Pressey's direction by 1937. 
Pressey was a sometimes eccentric but creative and 
productive educational psychologist, who kept the 
discipline stirred up in a variety of ways for dec­
ades (Wherry, 1968). 

George Peabody College for Teachers 

Peabody began its psychological work in educa­
tion early in the century. In 1915, the college dedi­
cated Jesup Psychological Laboratory: according 
to E. K. Strong, the first Professor of Psychology 
at Peabody, "Never before, in any institution in 
this country or in Europe has there been a building 
called a psychological building, and devoted and 
dedicated to psychology" (Peabody Alumni 
News, 1916). Both psychology and educational 
psychology were housed in the building. A few 
years later it was reported of faculty members 
Joseph Peterson in Psychology and S. C. Garrison 
in Educational Psychology that "Both hold to the 
experimental type of psychology rather than the 
old philosophical theories" (Peabody Reflector, 
1922). 

S. C. Garrison, the faculty member mentioned 
earlier, had received the first Ph.D. from the De­
partment in 1919. He later became president of the 
college. Other faculty members, and visiting pro­
fessors over the years, included Edgar James 
Swift, E. L. Thorndike, Truman Lee Kelley, 
Robert Morris Ogden, Henry Woodburn Chase, 
William McCall, Arthur I. Gates, Charles E. 
Spearman, Karl Garrison, A. S. Edwards, Paul 
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Boynton, Joseph Moore, Norman Munn, Lyle H. 
Lanier, and others. Besides S. C. Garrison, several 
of these names are of Peabody graduates: Karl 
Garrison, Paul Boynton, Joseph Moore, and Lyle 
Lanier (Hobbs, 1954). By 1930, 19 Ph.D.s had 
been granted (Stanley, 1954). 

University of Pennsylvania 

No formal program in the content areas of edu­
cational psychology appeared at Pennsylvania until 
the 1960s (Dole, personal communication, Sept. 
22, 1983), but the psychology department is one of 
the very old ones in the United States. In 1888, 
James McKeen Cattell was appointed to a Chair in 
Psychology, the first such in the world. In the pre­
vious year, he had established at Penn the first 
psychological laboratory, one of the very early 
ones in America. 

During these early years, teachers took some 
courses in the psychology department. In 1895-
1896, Lightner Witmer, Cattell's successor, gave 
a course on child psychology to a class composed 
primarily of teachers. One of these teachers 
brought to class a bright boy who had been unable 
to learn to read. Witmer and the class were in­
terested and worked with the boy. Other such ex­
periences occurred. In the summer of 1896, in an 
extension class, a horde of problem youngsters 
were brought in for help, and parents also began to 
bring in their own children who had various diffi­
culties-usually school problems. Out of this de­
mand came the establishment of the Psychological 
Clinic, the first in America, if not in the world. By 
1909, the department had been reorganized and 
university appropriations were granted to the 
clinic. A professional staff was built up, and thus a 
link was forged between academic psychology and 
the needs of children (Cheney, 1940, pp. 353-
355; Dowlin, 1940, pp. 22-24). 

Stanford University 

Stanford opened in 1891, and presumably 
worked in teacher training from the beginning, but 
not until 1897-1898 was there any statement in the 
catalog on education. The earliest information con­
cerns Earl Barnes, who studied child psychology 
in this department. He later became Professor of 
Education, and was Secretary of the Faculty from 
1891 to 1897 (Thoresen, personal communication, 
Nov. 8, 1983). The field began to develop with the 
appointment of Ellwood P. Cubberley in 1898 

(Sears & Henderson, 1957, pp. 60-64). His goal 
was to develop a truly professional school of edu­
cation, and by 1907 began to enlarge the faculty; a 
number of his appointees became eminent in edu­
cation and associated fields. 

Before training psychologists were appointed, 
Cubberly included some psychology in his intro­
ductory course: one of his lectures was entitled 
•• Apperception-principles of Psychology Ap­
plied," and he spoke on James' "Talks to Teach­
ers. " Lewis Terman later observed that although 
Cubberly had no training in psychology, he ob­
viously had a good general grasp of the discipline 
(Sears & Henderson, 1957, p. 60). One of Cub­
berly's appointees was Lewis Terman, in 1910. 
Terman, a Clark product, had been teaching at Los 
Angeles Normal School with his friend Arnold 
Gesell, of later developmental psychology fame at 
Yale. E. B. Huey was an old friend of Terman 
from graduate school, and it was Huey who stimu­
lated Terman to begin thinking about mental test­
ing and clinical work with children. A position in 
education at Stanford was first offered to Huey, 
who did not want to leave his work at Johns 
Hopkins. He in tum recommended Terman, who 
accepted (Seagoe, 1975, pp. 36-37). Other psy­
chologists were added later, including Truman L. 
Kelley in 1919. In addition to Terman and Kelley, 
Reginald Bell, a graduate student there at one 
time, became Assistant Professor of Education and 
Assistant Director of Citizenship; he taught child 
psychology (Thoresen, 1983). Only nine master's 
degrees were granted in the first 17 years by the 
Education school, and the first doctorate was 
granted in 1916 (Sears & Henderson, 1957, pp. 
84-85). As the staff and student body expanded, 
courses were added in educational psychology, 
mental testing, educational measurement, statis­
tics, guidance, and in other aspects of educational 
psychology (p. 90). 

Terman began developing new courses at once. 
Among his first courses were those in child and 
adolescent psychology, for example, "Social and 
Moral Education," and "The Literature of Child 
Psychology. " He moved next to school health and 
hygiene, and then to clinical aspects of child psy­
chology and a special course in mental tests. Next 
he added educational psychology through courses 
in experimental pedagogy, educational psychol­
ogy, and educational problems. Finally he worked 
in teacher training and supervision of teachers. But 
eventually, of c04urse, his interest in individual dif­
ferences and intelligence dominated his work (Sea-



34 

goe, 1975, pp. 34-39). By 1916 he had published 
his version of the Binet test, was a full Professor 
and was becoming widely known. A few years 
later, he began his Genetic Studies of Genius, the 
landmark (and still continuing) longitudinal study 
of the gifted. In 1922, he was appointed to succeed 
Frank Angell as head of the Psychology Depart­
ment (he retained his Education professorship), 
which he quickly expanded and upgraded. In 1923 
he was elected president of the American Psycho­
logical Association. 

The School of Education has never had depart­
ments as such, but functions with an area commit­
tee system. Psychological Studies in Education is 
one area with three different subareas: Educational 
Psychology, Child Development and Early Educa­
tion, and Counseling Psychology (Thoresen, per­
sonal communication, 1983). 

Tufts University 

Psychology instruction began very early at 
Tufts, but until 1932, when a separate department 
was established, courses appeared under a variety 
of titles, and in often confusing combination with 
other subjects, usually theology and philosophy. 

A course was offered to juniors in 1854 in Moral 
Science, with text by Alexander, and taught by 
President Ballou, followed in the second semester 
by Intellectual Philosophy, with text by Wayland. 
The first course listed as psychology was offered in 
1869-1870, with a text by Porter; the course was 
called Human Intellect; by 1875 a text by Bain was 
being used. 

For the next three decades, psychology con­
tinued to appear in philosophy and theology under 
a variety of titles. In 1892, psychology was listed 
as a Department of Instruction, offering but one 
course. In the late 1890s physiological psychology 
appeared, and James' text began to be used in 
some courses. In 1899, Robert Cushman became 
philosophy chairman, and psychology was no 
longer primarily a preparatory area for philosophy. 

In 1910-1911, psychology was temporarily re­
moved from philosophy; a new Department of Ed­
ucation and Psychology was created with Dr. Col­
in A. Scott as Chairman. In succeeding years, 
however, courses still appeared in philosophy, in­
cluding a course in experimental psychology with 
a 9-hour laboratory requirement. This was taught 
by Professor Schmidt of philosophy. Educational 
psychology was taught in the Department of Edu-
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cation, by the same Professor Schmidt, who was 
also listed as a mathematics instructor. 

Things continued in this fashion for several 
years. More courses were added in the 1920s; 
Leonard Carmichael was by this time a member of 
the faculty. In 1925-1926, the department was re­
named the Department of Philosophy and Psychol­
ogy, and eight courses were listed, though not all 
were taught, and a major was possible. Fred Keller 
was an instructor during this period. As noted ear­
lier, in 1932 psychology was made a separate de­
partment, and a straight major was possible, with­
out philosophy or education involvement 
(Memorandum on the History of the Department of 
Psychology, Tufts College, undated). 

University of Wisconsin 

In addition to training teachers in the middle of 
the 19th century, Wisconsin forced improvement 
of education in the state through the structure of 
their entrance requirements. In earliest times, 
teachers were trained in a Normal Department, but 
were later cast into a ghetto called the Female Col­
lege. But with changes in administration, teacher 
trainees (presumably all female) came to be 
awarded the same degrees as other students of the 
university in 1869, and by 1873 the Female Col­
lege had disappeared (Pyre, 1920, pp. 181-189). 

Psychology was a regular part of teacher train­
ing. A Professor was appointed in 1849 and as­
signed to deal with mental philosophy (psychol­
ogy), logic, rhetoric, and English literature; this 
was the Normal Professor (Curti & Carstensen, 
1949, I. p. 73). One of the early enthusiasts for 
psychology was the president, John Bascom, who 
published several psychology texts between 1869 
and 1881. During these years, he regularly taught a 
course in psychology, one that "baffled and in­
trigued" students (Curti & Carstensen, 1949, I. 
pp. 281-282). 

In 1884, a Chair of Pedagogy was established, 
and in 1888 a Chair of Psychology. The appointee 
to this Chair was Joseph Jastrow from Johns 
Hopkins; he was hired to establish a psychology 
laboratory and organize an active experimental 
psychology program. Jastrow and the University 
were not always happy together. His interests in 
experimental psychology declined, whereas his in­
terest in education increased (Curti & Carstensen, 
I, 1949, pp. 334-335). However, the department 
progressed. Clark Hull, who took his Ph.D. in 
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1918, began to attract attention before he left for 
Yale in 1929. Daniel Starch, a 1906 graduate from 
Iowa under Carl Seashore, published Experiments 
in Educational Psychology in 1911; this book was 
described as being objective in a fashion similar to 
Thorndike's. Starch later moved to advertising as a 
major interest. V.A.C. Henmon was a Columbia 
product of Cattell and Thorndike, and came in 
1910 to represent educational psychology on the 
faculty. During World War I he worked at aviation 
psychology, taught briefly at Yale, and then re­
turned to Wisconsin (Curti & Carstensen, 11, p. 
334). 

Yale University 

Prior to 1891, occasional courses in psychology 
were offered (in philosophy) by George T. Ladd 
and others, but in this year the Graduate School 
came into being. Professors Hershey Sneath and E. 
F. Buchner taught Pedagogics and included Bain 
and Herbart in their readings, but in 1894 Edward 
Scripture, with a Ph.D. from Leipzig, began to 
teach what he called "Research work in Ped­
agogy"; he had earlier been appointed director of 
the Yale Psychological Laboratory. At about the 
tum of the century, Carl Seashore was on the staff, 
as well as other trained psychologists. The admin­
istration unit under which this work was offered 
was called at various times The Department of Phi­
losophy, The Department of Philosophy and Psy­
chology, and The Department of Philosophy, Psy­
chology, and Education. 

New faculty appeared and offerings were ex­
panded. Charles H. Judd joined the faculty in 
1902, taught psychology, and inaugurated a sum­
mer session aimed primarily at teachers in 1905. 
From 1908 to 1910, however, only a single course 
in educational psychology was taught, by Edward 
H. Cameron. Judd was discouraged at the lack of 
support he found at Yale, and moved to Chicago to 
carry out a distinguished career there. E. C. Moore 
came in 1910, followed by Arnold Gesell in 1912, 
and Charles Kent a year later. 

When the doctoral program in education ma­
tured in the late 1920s and early 1930s, the general 
background required of all Ph.D. candidates in­
cluded the history and philosophy of education, 
educational psychology, and basic educational is­
sues. Educational psychology was one of the nine 
specialization areas most frequently chosen by 
candidates (Brownell, personal communication, 

Sept. 16, 1983). It was not until 1920 that psychol­
ogy was freed from its bondage to philosophy and 
became a department in its own right. New ap­
pointments, expansion, and a growing reputation 
followed quickly (Pierson, 1955, p. 521). 

Concluding Observations 

It would be unrealistic to assume that the 
schools described in the latter part of this chapter 
constituted all the important producers of psychol­
ogists working in teacher education early in the 
century. Other institutions of consequence in the 
field may have failed to respond to the 1927 que­
ries of Robinson (1930) and so escaped notice as 
preparers of psychologists working in education 
during the period. However, the listed schools cer­
tainly were among the primary producers of such 
professionals and would seem representative of the 
rest. 

Who should be included as an early educational 
psychologist is very much a matter of judgment. A 
high proportion of all psychologists from the tum 
of the century onward saw their discipline as a 
potentially useful one, and were eager to apply it. 
In part, of course, this was an aspect of the 
zeitgeist, the optimistic assumption pervading 
Western culture in the late 1800s and early 1900s 
that science and technology of all kinds had the 
capacity to alleviate or solve many of the problems 
of society, and to improve nearly every aspect of 
life. The school seemed a particularly appropriate 
locus for application of the developing science of 
behavior. Need was high because the schools were 
burgeoning, expanding rapidly in number and size, 
and increasingly responsible for new kinds of stu­
dents (e.g., immigrant children and the culturally 
deprived) and were seeking help wherever promise 
seemed to exist. Thus many psychologists who had 
little intrinsic interest in education or the schools 
became involved in the process through profes­
sional obligation or perceived opportunity. 

Searching for early manifestations of psychol­
ogy or educational psychology requires some inge­
nuity because the nomenclature is not clear. Early 
in the century, psychology was likely to appear in 
departments of philosophy, where it lingered in 
some institutions until well into the 1930s or be­
yond. Courses carried a variety of innovative la­
bels: (Mental Philosophy was a favorite, and Men­
tal Science another, with Moral Science and Intel-
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lectual Philosophy also appearing in some pro­
grams). Educational applications of psychology 
often emerged in schools or departments of educa­
tion, with traditional psychology remaining in the 
philosophy department. In at least one institution, 
work in education was administered by the College 
of Agriculture. 

It should be clear that psychologists were not 
just trying to hawk their product to the education 
enterprise: many educators were actively seeking 
and supporting psychology because of their per­
ceptions of its value. A good example of this at­
titude was that of Elwood P. Cubberley, a figure of 
considerable importance in early 20th-century edu­
cation. He acquired a good basic understanding of 
psychology on his own, attracted Lewis Terman to 
his school, Stanford, and encouraged and sup­
ported Terman's work in intelligence, and that of 
other psychologists. 

Who were the major figures in the emergence of 
educational psychology as a discipline? William 
James must be included because his views estab­
lished a direction and orientation for generations of 
American psychologists, an orientation that made 
use and application of the discipline not only possi­
ble, but probable. James' own work in education is 
interesting to observe, but had little long-term ef­
fect other than to reduce the influence of faculty 
psychology. G. S. Hall was of major importance 
for two reasons. One was his emphasis on the cen­
trality of the child in the educational process, rele­
gating content to second place. This emphasis had 
long-term effects because of the second reason for 
his importance: his roster of distinguished stud­
nets, including Jastrow, Burnham, Sanford, Ter­
man and to a lesser degree Cattell and Dewey. 
These men realized in their life work what Hall 
suggested in his teaching. Edward L. Thorndike is 
the dominant figure in the emergence of educa­
tional psychology as a discipline. In his Columbia 
laboratory, for the first time, all the scientific rigor 
and sophisticated measurement emerging in the 
field was applied to the child, and specifically to 
the child as learner in school. If one wishes to 
review the literature of the major aspects of educa­
tional psychology today, one usually starts with 
Thorndike, or encounters his work as a major early 
exploration of the matter under consideration. 
James Angell at Chicago (followed by Harvey 
Carr) resembles G. S. Hall in that the Chicago 
students were influential for years in American ed­
ucation. They carried with them a clear orientation 
to a useful (functional) psychology and a devotion 
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to learning and learning theory; the work of their 
teacher was important in its own right, but the 
students spread out to institutions all over Amer­
ica, bringing with them the Chicago orientation. 
Dewey of course had preceded Angell at Chicago 
and set the tone for the movement that followed, 
but his own psychological work had less impact 
than his theoretical orientation. James, Hall, 
Thorndike, and the Chicago group then seem to be 
leaders without whose influence the discipline 
would not have emerged, or would have taken a 
very different form than it did. 

To delineate the emergence of educational psy­
chology as a discipline, this chapter has neces­
sarily focused on ways in which individuals and 
institutions taught, applied, or promoted educa­
tional psychology as a source of help for educa­
tion. But no discipline can flourish-or even sur­
vive-if it is "applying what it doesn't know" or 
is borrowing its content from some other disci­
pline. So most early educational psychologists 
were producers as well as consumers of research. 
Thorndike of course is the model, with his lifetime 
accumulation of more than 500 publications, most 
of them research based. But he was unusual only in 
volume, not in having a basic concern for scholarly 
work. Space does not permit any exploration of the 
specifics of early educational psychology research, 
but relevant work appeared in most of the general 
psychological journals of the period as well as in 
more specialized periodicals, such as Hall's Ped­
agogical Seminary. first published in 1891 and 
later 'named Journal of Genetic Psychology, the 
Murchison Journal of Educational Psychology, 
with Volume 1 appearing in 1910, and the Journal 
of Educational Research. first appearing in 1910. 
Educational psychology indeed was a research­
based discipline. 

The discipline had not reached its maturity by 
the end of the period discussed in this chapter. It 
was the next generation of educational psychol­
ogists-students from this early period-who 
brought the movement to fruition by their research, 
teaching, and writing. But theirs is another story. 

References 

Allen, G. W. (1967). William James: A biography. New York: 
Viking. 

Allport, G. W., & Boring, E. G. (1947). Psychology and social 
relations at Harvard University. American Psychologist, 2, 
239-243. 

Angell, J. R. (1904). Psychology: An introductory study of the 



CHAPTER 2 • THE EMERGENCE OF EDUCATIONAL PSYCHOLOGY 37 

structure and function of human consciousness. New York: 
Holt. 

Angell, J. R. (1907). The province of functional psychology. 
Psychological Review, 14, 61-91. 

Bain, A. (1884). Education as a science. New York: Appleton. 
BaldWIn, J. (1891). Elementary psvchology and education. 

New York: Appleton. 
Barzun, J. (1983). The masterpiece. In J. Barzun,A Stroll with 

William James (pp. 34-82). New York: Harper & Row. 
Beck, R. H. (1980). Beyond pedagogy: A history of the Univer­

sity of Minnesota College of Education. St. Paul, MN: North 
Central. 

Boring, E. G. (1953). John Dewey, 1859-1952. American 
Journal of Psychology, 47, 145-147. 

Brett, G. S. (1912-1921). History of psychology (Vols. 1-3). 
London: George Unwin. 

Burnham, W. H. (1899). Pedagogy. In W. E. Strong, L. N. 
Wilson (Eds.), Clark University 1889-/899, Decennial Vol­
ume (pp. 161-163). Worcester, MA: Clark UniversIty. 

Catalog and circular of the University of Illinois. (1890-1891). 
Urbana, IL. 

Cattell, J. M. (1930). Psychology in America. Scientific 
Monthly, 30. 

Cheney, E. P. (1940). History of the university of Pennsylva­
nia. Philadelphia, PA: University of Pennsylvania. 

Claparede, E. (1911). Experimental pedagogy and the psychol­
ogy of the child (4th ed.). London: Edward Arnold. 

Cole, L. (1966). A history of education. New York: Holt, 
Rinehart & Winston. 

Crabb, L. C. (1926). A study in the nomenclature and mechan­
ics employed in catalog presentation in courses in education. 
Peabody Contributions to Education, No.2!, 

Cremin, L. A., Shannon, D., & Townsend, M. (1954). A 
history of Teachers College Columbia University. New 
York: Columbia University. 

Curti, M., & Carstensen, V. (1949). The University ofWiscon­
sin: 1848-/925 a history. Madison: University of Wisconsin 
(Vol. I-II). 

Dewey, J. (1886). Psychology. New York: Harper and 
Brothers. 

Dewey, J. (1896). The reflex arc concept in psychology. Psy­
chological Review, 3, 357-370. 

Dexter, T. F. G., & Garlick, A. H. (1908). Psychology in the 
schoolroom. New York: Longmans-Greene. 

Dowlin, C. M. (1940). The University of Pennsylvania today. 
Philadelphia: University of Pennsylvania. 

Evans, R. B. (1984). The origins of American academic psy­
chology. In J. Brozek (Ed.) Explorations in the history of 
psychology in the U.S. pp. 17-60. Lewisburg: Bucknell 
Univ. Press. 

Fisher, K. (1983). Hall: man remembered, science celebrated. 
APA Monitor, 14(12) 29. 

Freeman, F. N. (1919). Courses in educational psychology in 
college, universities and normal schools. Yearbook of the 
National Society of College Teachers of Education, 8, 43-
62. 

Galton, Sir Francis. (1869). Hereditary genius: An inquiry into 
its laws and consequences. London: Macmillan. 

Gates, A. I. (1932). The place of educational psychology in the 
curriculum for the education of teachers. Studies in Educa­
tion Yearbook, 20, 21-43. 

Good, H. G., & Teller, J. D. (1973). A History of American 
Education. New York: Macmillan. 

Hall, G. S. (1901-1902). The ideal school as based on child 
study, The Forum, 32. 

Hall, G. S. (1904). Adolescence. New York: Appleton. 
Hall, G. S. (1911). Educational problems. New York: 

Appleton. 
Herbart, J. (1913). Outlines of educational doctrine. A. F. 

Lange, Trans. Annotated by C. DeGarmo. New York: Mac­
millan. (Original version published 1901). 

Hobbs, N. (1954). Peabody's program in human development 
and guidance. The Peabody Reflector, 28, 4. 

Huey, E. B. (1908). The psychology and pedagogy of reading: 
With a review of reading and writing and of methods, texts 
and hygiene in reading. New York: Macmillan. 

Hug, E. (1970). The department of educational psychology, a 
partial review 1929-1970. Unpublished report. New York: 
New York University. 

James, W. Letter to his wife, July 24, 1896. Cited in G. W. 
Allen (1967) William James (p. 384). New York: Viking. 

James, W. Letter to Rosina Emmet, August 2, 1896. Cited in 
G. W. Allen (1967) William James (p. 384). New York: 
Viking. 

James, W. (1890). Principles of psychology. New York: Henry 
Holt. 

James, W. (1899). Talks to teachers on psychology and to 
students on some of life's ideals. New York: Holt. 

Jarrett, R. P. (1928). Status of courses in psychology in state 
teachers college in the United States. Peabody Contributions 
to Education, No. 47, p. 136. Nashville, TN: George Pea­
body College for Teachers. 

Joncich, G. (1968). The sane positivist: A biography of Edward 
L. Thorndike. Middletown, CT: Wesleyan University. 

Judd, C. H. (1915). The psychology of high school subjects. 
New York: Ginn. 

Judd, C. H. (1918). Introduction to scientific study of educa­
tion. New York: Ginn. 

Judd, C. H. (1932). Autobiography. In C. Murchison (Ed.), A 
history of psychology in autobiography (Vol. 2, pp. 207-
235). Worcester, MA: Clark University. 

Judd, C. H. (1939). Educational Psychology. New York: 
Houghton-Mifflin. 

Kuklick, B. (1977). The rise of American philosophy. New 
Haven: Yale University. 

Luckey, G. W. A. (1903). The professional training of second­
ary teachers in the United States. New York: Macmillan. 

MacDondald, M. E. (1927). A catalog study of courses in 
psychology in state normal schools and teachers college. 
Educational Administration and Supervision, 13, 272-282. 

Memorandum on the History of the Department of Psychology, 
Tufts College. (Undated) Unpublished manuscript. Boston: 
Tufts University. 

Meyers, A. E. (1965). An educational history of the western 
world. New York: McGraw Hill. 

Morse, W. C. (1983). William Clark Trow (1894-1982). 
American Psychologist, 38, 849-850. 

Murphy, G. (1951). Historical introduction to modern psychol­
ogy. New York: Harcourt, Brace. 

Murphy, G. (1971). William James on the will. Journal of the 
History of the Behavioral Sciences, 7, 249-260. 

National Education Association. (1888). Journal of Proceed­
ings and addresses (Vol. 27). Topeka: Kansas Publishing 
House. 

Peabody Alumni News (1916, October). Jesup psychological 
laboratory dedicated, 2(1), 7. 

The Peabody Reflector (1922). Cover, 3, January 25, No.2. 
Perry, R. B. (1935). The thought and character of William 

James (Vol. 2). Boston, MA: Little, Brown. 
Pestalozzi, J. H. (1898). How Gertrude teaches her children. 



38 

(L. E. Holland & F. C. Turner, Trans.) Syracuse, NY: C. 
Bordeen. (Original work published 1802) 

Pierson, G. W. (1955). Yale College, 1921-1937. New Haven, 
CT: Yale University. 

Poffenberger, A. T. (1962). Robert Sessions Woodworth, 
1869-1962, American Journal of Psychology, 75, 677-692. 

Powell, A. G. (1980). The uncertain profession. Cambridge: 
Harvard University. 

Pyre, J. F. A. (1920) Wisconsin. New York: Oxford 
University. 

Robinson, C. L. (1930). Psychology and the preparation of the 
teacher for the elementary school: A survey and an analysis 
of practices in the teaching of psychology in certain profes­
sional schools for the preparation of teachers. Teachers Col­
lege Contributions of Education, No. 418. New York: 
Teachers College, Columbia University. 

Rousseau, J. J. (1883). Emile (E. Worthington, Trans.). 
Boston, MA: D. C. Heath. (Original work publiShed 1762) 

Sawyer, R. M. (1973). Centennial history of the University of 
Nebraska. Lincoln, NE: Centennial Press. 

School of Education Bulletin. (undated). Ann Arbor: University 
of MiChigan, pp. \08-112. 

Seagoe, M. V. (1975). Terman and the gifted. Los Altos, CA: 
William Kaufmann. 

Sears, J. B., & Henderson, A. D. (1957). Cubberley of Stan­
ford. Stanford, CA: Stanford University. 

Shaffer, L. F. (1956). Presentation of the first gold medal 
award. American Psychologist, 11, 587-589. 

Silver, H. (1983). Education as history. New York: Methuen. 
Stanley, J. (1954). Peabody Ph.D.s in Psychology, 1919-

1953. The Peabody Reflector, 28, January, p. 25. 
Stephens, F. F. (1962). A history of the University of Missouri. 

Columbia, MO: University of Missouri. 
Stutz, F. M. (1981). The study of education at Cornell: role of 

the department of education, CALS. Unpublished manu­
script. Ithaca, New York: Department of Education, Cornell 
University. 

Sully, J. (l817). Teachers handbook of psychology, or the 
basis of the "Outlines of Psychology" by James Sully. New 
York: Appleton. 

PART I • BEGINNINGS 

Terman, L. M. (1932). Trails to psychology. In C. Murchison 
(Ed.), A History of psychology in autobiography. (Vol. 2, 
pp. 297-332). Worcester, MA: Clark University Press. 

Tilton, J. W. (1960). The Department of Education at Yale 
University, 1891-1958. New Haven, CT: Yale University. 

Travers, R. M. (1983). How research has changed American 
schools. Kalamazoo, MI: Mythos. 

Viles, J. (1939). The University of Missouri, a centennial histo­
ry. Columbia, MO: University of Missouri. 

Vives, J. L. (1531). De tradendis disciplinis. In F. Watson 
Trans. Vives on education. Cambridge: Cambridge Univer­
sity Press, 1913. 

Watson, F. (1915). The father of modem psychology. Psycho­
logical Review, 22, 333-353. 

Watson, G. (1926). What shall be taught in educational psy­
chology? Journal of Educational Psychology, 17, 577-599. 

Watson, R. I. (1978). The great psychologists (4th Ed.) New 
York: Lippin. 

Wherry, R. J. (1968). A statistical history of the department of 
psychology at The Ohio State University 1907-1968. Colum­
bus, OH: Ohio State University. 

Whipple, G. M. (19\0, April). The teaching of psychology in 
normal schools. Psychological Monographs, 12 (Whole 
#51). 

Whitney, A. S. (1931). History of the professional training of 
teachers. Ann Arbor, MI: George Wahr. 

Woodward, W. R. (1984). William James' psychology of will: 
Its revolutionary impact on American psychology. In J. 
Brozek (Ed.), Explorations in the history of psychology in 
the United States (pp. 148-195). Lewisburg, PA: Bucknell 
University Press. 

Woodworth, R. S. (1914). The psychological research of James 
McKeen Cattell. Archives of Psychology, No. 30. 

Woodworth, R. S., & Sheehan, M. R. (1964). Contemporary 
schools of psychology. New York: Ronald. 

Wundt, W. (1904). Principles of physiological psychology (5th 
German ed.), (Vol. I, E. G. Titchener, Trans). New York: 
Macmillan. (Original work published 1874) 



PART II 

The Development of 
Educational Psychology 

The nine chapters in this section focus on the histories of areas that have had profound 
influences on educational psychology. The study of individual differences, measurement, 
and the various approaches to learning have formed the core of our discipline. The 
relatively short-lived child study movement affected early development of the field and 
our ongoing relationships with school psychology and guidance continue to have impor­
tant implications for our identity. 
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CHAPTER 3 

A History of the Child Study 
Movement in America 

Emily S. Davidson and Ludy T. Benjamin, Jr. 

The child study movement constitutes an important 
chapter in the history of educational psychology. 
Although goals of the movement were diverse, its 
principal purpose was to establish a scientific ped­
agogy, to bring the methods of experimental psy­
chology to bear in discovering all that could be 
known about the child: sensory capabilities, phys­
ical characteristics, humor, play, religious ideas, 
memory, attention span, and so forth. With this 
new knowledge, education would no longer be 
guesswork but a science. Pedagogical practices 
would be restructured in such a way as to be max­
imally effective for all kinds of students. In this 
context, child study was seen as a natural bridge 
between the universities and the schools, a link 
that would aid in the acceptance of an educational 
psychology. 

In this chapter we will describe the development 
of the child study movement from the work of G. 
Stanley Hall, beginning in 1883, through the es­
tablishment of the Child Welfare Research Station 
at the State University ofIowa in 1917. Foundings 
are rarely unequivocal and child study is no excep­
tion; the continuity of ideas that is the intellectual 
history of child study began long before the writ­
ings of Hall and continues today. A myriad of 
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forces related to industrialization, immigration, 
and urbanization, as well as changing philosophies 
of education and of human nature, were antecedent 
to this movement. This chapter will discuss those 
antecedents to child study as well as the legacy of 
child study for contemporary psychology and edu­
cation. But the focus of this history will be on the 
years 1883-1917, with emphases on the goals of 
the movement, the methods used in pursuit of 
those goals, the accomplishments and failures of 
the movement, and the effect of the movement on 
the psychology and education of its time. 

Eighteenth- and Nineteenth­
Century Views of Education 

A new round in the centuries-old debate on 
human nature (and particularly the nature of chil­
dren) was being conducted in the later decades of 
the 18th century. One of the most enthusiastic and 
influential participants for our purposes was Jean­
Jacques Rousseau (1712-1778). The publication 
of Julie ou La nouvelle Heloise in 1761 and Emile 
in 1762 provided Rousseau's major statements on 
the nature and education of children, or at least 
male children. The child was basically good; the 
purpose of education was to use reason to develop 
nature. Further, education should take place in the 
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country (an emphasis on the benefits of rural life 
for children is a theme that runs throughout the 
history of education) largely through direct interac­
tion with the objects in the world. The teacher, in a 
one-an-one relationship, by staying alert to the 
child's individual talents and needs could present 
the child with new objects and new information. 
The child would never be forced to learn anything, 
even reading or writing; rather education was to be 
self-directed. The nature of the female was quite 
different; it was markedly inferior to that of the 
male. She was to be given only as much education 
as necessary to fit her to her life as helper to the 
male (Sahakian & Sahakian, 1974). 

Although Rousseau was roundly condemned by 
the Paris parliament after the pUblication of Emile, 
his works were immensely popular throughout Eu­
rope. His ideas stimulated model schools, such as 
the one founded by German educator Johan 
Bernhard Basedow in 1774. Among the most 
Important individuals influenced by Rousseau was 
Johann Heinrich Pestalozzi. 

Pestalozzi (1746-1827) received the traditional, 
grim schooling of the time, with its emphasis on 
catechism and rote learning. He, like many other 
young people of the time, greeted the publication 
of Emile with great enthusiasm (he even named his 
son for Rousseau). Pestalozzi's first response to 
Rousseau's call for a return to the natural life was 
to become a farmer. This effort was not a success 
and after disposing of his own money and most of 
his wife's inheritance: he turned his efforts in new 
directions, founding a school for poor children at 
Neuhof in 1774. Although this school failed in 
1780, Pestalozzi later worked for and founded 
other schools. A school at Stans for orphans, be­
gun in 1799, was short-lived and Pestalozzi be­
came a teacher at another school in Burgdorf that 
same year. He became director of that school the 
following year, a position he retained until 1804, 
when he founded an experimental school at Yver­
don. That school provided the demonstration of 
Pestalozzi's ideas about education until 1825, 
shortly before his death in 1827 (Downs, 1975). 

Pestalozzi's philosophy of education was heav­
ily influenced by Rousseau, but differed from it in 
important ways. Pestalozzi was strongly commit­
ted to education for the poor; his first school at 
Neuhof was for the poor and 50 years later, near 
the end of his life, he left Yverdon to return to 
Neuhof, founding another school for poor chil­
dren. Poor children had to learn a trade and the 
rudiments of reading and writing. But the method 
was to be similar; learning should be self-gener-

ated through direct observation. Rate learning of 
the catechism was not accepted. In addition, 
Pestalozzi recognized the importance of emotional 
development and viewed the relationship between 
teacher and learner (especially the first teacher, the 
mother) as the critical base for the education of the 
child (Downs, 1975). 

Of course, the demonstration schools were not 
the only way Pestalozzi communicated his philoso­
phy of education. He published a number of books 
expressing his ideas, including an early baby biog­
raphy in 1774 about his young son, Jean-Jacques, 
a novel, Leonard and Gertrude, which went 
through several editions as Pestalozzi's ideas 
changed, and How Gertrude Teaches Her Children 
in 1801. These works were among the best sellers 
of their day and in addition to their influence, also 
brought many visitors to Pestalozzi's schools, 
among them Froebel and Herbart (Downs, 1975). 

Friedrich Froebel (1782-1852) also had an un­
happy childhood and unsuccessful early experi­
ences with school, which may have fueled his in­
terest in education. He visited Pestalozzi's school 
at Y verdon for 2 weeks in 1805 and spent 2 years 
there from 1808 to 1810. He was impressed by the 
emphasis on direct observation, but was also im­
pressed by the lack of organization and the discon­
nectedness of different subjects. In 1817, he 
founded a school in Keilhau, Germany in which he 
could put his own ideas into effect. Because his 
financial abilities were on a level with 
Pestalozzi's, the early years were difficult. Al­
though the school was not a financial success, it 
was an educational one and in 1831, Froebel re­
ceived an invitation to set up a school in 
Switzerland (Downs, 1978). 

During the years in Switzerland, from 1831 to 
1836, Froebel became increasingly convinced of 
the importance of early experiences and envisioned 
a situation in which an educated mother worked 
with her child until the child entered school. He 
left Switzerland in 1836, in part because of re­
ligious opposition to his ideas, and returned to 
Germany, prepared to set up his first institution for 
very young children. Like Pestalozzi and Rousseau 
before him, Froebel believed that children were 
essentially good and needed to be nurtured and 
cared for at an early age. Like young plants, their 
own nature would allow them to develop properly, 
hence the name kindergarten for these institutions. 
The titles infant school and nursery school were 
deliberately avoided because they implied the im­
position of formal education and lessons. 

Froebel's kindergartens combined work and 
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play. The work, at least in the kindergartens with 
which Froebel was directly involved, was garden­
ing. Froebel felt that this taught the child about 
nature through direct observation; and also taught 
the child responsibility and cooperation, because 
each child's plot was part of a larger garden. The 
main emphasis however was play, but carefully 
directed play. 

While still in Switzerland, Froebel had begun to 
develop the "gifts" and "occupations" for which 
he became famous. The "gifts" were a series of 
objects; balls, building blocks, sticks, rings, pa­
per, etc. of increasing complexity. The first gift 
was a set of six wool balls, in six different colors, 
to be given to a child as early as 2 months of age. 
A later gift was a wooden cube, made up of eight 
smaller cubes; by playing with these objects, the 
child would learn form, color, whole-part rela­
tions, number, and the bases for the later study of 
mathematics. The "occupations" were the formal 
activities that used the gifts. Froebel and his as­
sistants devised dozens of games that used the 
gifts, often deriving the games from their observa­
tions of children in free play (children in Froebel's 
kindergartens did not spend all their time in gar­
dening and organized play; they had many oppor­
tunities for free playas well). 

Another component of Froebel' s system of early 
education was music. Songs were to accompany 
various exercises and songs could teach about the 
world (e.g., songs about the moon, or birds, or 
plants). The culmination of Froebel's efforts was 
Mother's Songs, Games, and Stories, published in 
1843. In this book, Froebel described the many 
activities in which a mother should engage her 
child. Although Froebel is known as the founder of 
the kindergarten, he emphasized the importance of 
the family, particularly the mother, in the early 
education of children. 

Johann Friedrich Herbart (1776-1841), another 
visitor to Pestalozzi's school at Yverdon, although 
writing during the same time as Pestalozzi and 
Froebel, had quite different ideas about education. 
Pestalozzi and Froebel believed in the inherent 
good nature of the child; the purpose of education 
was to allow this goodness to develop freely. 
Herbart, by contrast, viewed the child as essen­
tially neutral; the purpose of education was to in­
still moral values. Herbart, unlike Pestalozzi and 
Froebel, had relatively little experience teaching 
children (2 years as a tutor); instead, most of his 
career was spent as a university professor (Dunkel, 
1970). 

Herbart was deeply interested in psychology and 

believed strongly that theories of education should 
be based on psychology, in particular, on an em­
pirical psychology. As an associationist, Herbart's 
ideas about the apperceptive mass (the mass of 
thoughts and ideas already in the mind) and about 
the five steps toward acquiring new knowledge 
(preparation, presentation, association, generaliza­
tion, and application) were very influential in edu­
cational circles of the 19th century. It was his em­
phasis on psychology as science, however, that 
helped to lead to the child study movement 50 
years later. The publication of Psychology as a 
Science in 1824-1825 marked his major statement 
on the subject. Herbart's view of psychology as 
science was that it was empirical, based on direct 
observation, and mathematical; it was not, howev­
er, experimental. His views on empiricism later 
influenced the child study movement via Fechner 
and Wundt, but his rejection of experiment led to a 
rift between the child study movement and the 
American Herbartians (Dunkel, 1970). 

This resurgence of interest in the nature of chil­
dren in the late 1700s and early 1800s combined 
with the accelerating development of psychology 
as a science led a few educators and/or scientists to 
attempt systematic observations of children, in 
these cases, their own. These were the baby biog­
raphies of the 19th century. A very early one was 
by Pestalozzi, Diary on the Education of his 
Three-year Old Son (1774), in which he detailed 
his intensive teaching of his young son. ThIS work 
contained the beginnings of Pestalozzi's ideas 
about education, but on the whole had relatively 
little impact compared to Pestalozzi's other writ­
ings and the schools that he ran. 

At the beginning of the 19th century, education 
was still largely the province of the middle class or 
the wealthy; universal education was not the norm. 
The major goal of the elementary school was to 
teach reading, and to a lesser extent writing. There 
was only sporadic interest in teaching mathemat­
ics, science, or the arts. The secondary schools, 
even more elite than the elementary schools, were 
intended largely as preparation for the university 
and were heavily focused on classical humanism. 
In the United States, religion and education were 
closely tied, and the orthodoxy of the teacher's 
religious beliefs was as important a qualification 
for teaching as the teacher's own level of educa­
tion, which varied widely (Pounds, 1968). 

Systems of education in Europe and the United 
States began to diverge as the century progressed. 
The class system of Europe led to the establish­
ment of a dual system of education, with separate 
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schools for upper and lower classes. In the United 
States, a system developed in which, at least in 
theory, every level of education would be available 
to those with the ability to take advantage of it. 
The poor would be educated for free, establishing, 
after many battles at local levels, the principle of 
free education. A concurrent fight led to the gradu­
al separation of religion from education. Following 
the idea of making education freely available to all 
(dependent on ability) came the idea of requiring 
that all take advantage of it. Massive immigration, 
especially from Europe, gave the schools a new 
role, that of teaching the American culture to the 
new arrivals. Many of the new arrivals had little 
inclination for this indoctrination and had to be 
forced to attend. Massachusetts passed the first 
compulsory school attendance law in 1852 and by 
the close of the century, most states had such laws 
(Pounds, 1968). 

Although one of the purposes of the compulsory 
attendance laws was to change the immigrants, the 
immigrants were also changing the schools. The 
ideas of Pestalozzi, Froebel, and Herbart had their 
influence partly through Americans who went to 
Europe to study these new ideas. But an equally 
important force for change were the immigrants, in 
particular German immigrants who established 
Froebel's kindergarten system in the United States. 

The massive number of students required a mas­
sive number of teachers as well, and as the century 
progressed there was increasing concern over the 
qualifications of those teachers. States began to 
establish normal schools, separate from the col­
leges and universities, whose purpose was to teach 
the methods of teaching. These schools were dom­
inant through much of the 19th century, but gradu­
ally came to be viewed as inadequate, particularly 
for the preparation of secondary school teachers. 
Slowly, the functions of the normal schools began 
to be transferred to already established colleges 
and universities or to newly established teachers 
colleges. 

The Industrial Revolution and the 
Growth of Cities 

The American Revolution established a new po­
litical and economic entity, but one with strong 
roots in English political and economic philoso­
phy. The political system was one that protected 
individual freedoms and encouraged individual ini­
tiatives; the Industrial Revolution was one of the 

results. The technological advances necessary 
were made in the 1700s and early 1800s and indus­
trialization continued its growth in the middle of 
the century. But truly explosive growth occurred 
between the Civil War and World War 1. In that 
time period, the number of manufacturing jobs 
more than tripled, from 1.8 million to 6.3 million. 
Manufacturing required concentrations of workers 
and, as a consequence, the United States became 
increasingly urban. At the beginning, about one 
quarter of the population lived in towns and cities; 
by the end almost half did. The increase in city 
populations came partly from workers moving 
from the country to the city, the dominant pattern 
in Europe, but in the United States many of the 
new city dwellers were immigrants (Hughes, 
1970). 

The new city dwellers faced very different living 
conditions than those of their agricultural parents. 
Agricultural work was usually a family's work, 
tied to the home. In contrast, the factory worker 
was separated from family members, who were 
probably working in other factories. Whether at 
work or at home, the working class existed in 
abysmal conditions. The work day was long, 12 to 
15 hours, even for children, and the work itself 
was brutal and dangerous. Conditions at home 
were little better; cities had not been planned to 
house so many people, buildings were crowded, 
and sanitation totally inadequate (Steams, 1967). 

The middle class also grew during this time, 
both in numbers and in relative wealth. The great 
industrialists usually came from that group, and 
within the middle class as a whole, mobility was 
fairly high. The contrast in living conditions was 
marked in most cities; the middle class responded 
in several ways. For many, the initial response was 
a denial that conditions for workers were really 
that bad; this strategy was difficult to maintain for 
any long period of time. Other responses were to 
explain the discrepancy as being the result of the 
natural order of things or to try to change the 
conditions. 

The publication of Darwin's The Origin of Spe­
cies provided the basis for justifying differences of 
outcome for different people. Herbert Spencer, 
writing during the same period, provided a com­
prehensive philosophy of science, incorporating 
Darwin's biology as well as new discoveries in 
physics, which would explain the workings of hu­
mans and their societies. Just as plant and animal 
life had evolved through natural selection and sur­
vival of the fittest, so too did human societies 
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evolve. That evolution, if left unchecked, should 
lead, eventually, to greater and greater progress by 
society. Many writers of the period equated fitness 
with socioeconomic status: the poor were poor be­
cause they were unfit. The harsh conditions of 
their lives were a natural consequence of their in­
competence, and it was not merely unnecessary to 
alleviate those conditions but actually unnatural 
and inhumane. It was natural for the poor to die 
early and efforts to change this would retard the 
progress of society (Hofstadter, 1945). 

Social Darwinism, like biological Darwinism 
before it, had its critics. Some tried to establish the 
roots of altruism in its evolutionary value, others 
challenged the notion that economic status could 
be equated with fitness. Still others focused their 
attention directly on changing the conditions of the 
working poor. 

The child welfare movement was part of this 
larger effort for reform. Paralleling the rise of in­
dustrialization and urbanization was the rise of the 
progressives, who attempted to change working 
and living conditions. The progressives were am­
bivalent about the poor; they blamed poverty and 
poor living conditions on moral attitudes that led to 
continuing poverty. As a consequence, not only 
did the physical conditions have to be changed 
(more and better housing, improved sanitation), 
the poor themselves had to change in order to ben­
efit from these improvements. No group seemed 
more appropriate for help than children (Lubove, 
1962). 

Children who were particularly vulnerable had 
to be protected. The latter half of the 19th century 
saw the rise of a variety of institutions and laws 
designed to protect them (Siegel & White, 1982). 
Orphanages or foster homes provided care for oth­
erwise normal children not receiving adequate care 
from their families. Special institutions were estab­
lished for retarded children, for the deaf, blind, or 
otherwise physically handicapped. The growth of 
such institutions slowly accelerated as the century 
came to a close, accompanied by considerable de­
bate about the most appropriate treatment for such 
children. 

Children less physically disadvantaged still had 
to be protected from the psychological conse­
quences of poverty. They needed to be prevented 
from vice and instilled with the moral values of 
middle-class society (which provided most of the 
reformers). The institution most responsible for 
these changes was the school. The passage of child 
labor laws got children out of factories, considered 

good in and of itself (it also reduced competition 
for jobs); passage of compulsory attendance laws 
got them into schools. 

Although schools were the major means of train­
ing children in moral values, they were not the 
only means. Adult society was faced with the 
problem of what to do with city children after 
school. One reaction was the development of boys 
clubs (clubs were founded for girls as well, but 
boys were the major focus because they tended to 
get into more serious trouble). Clubs for working 
class boys were largely aimed at providing alter­
natives to being out on the street (Macleod, 1983). 
Most of these clubs, unlike those for middle-class 
children, did not try to build character; if the ac­
tivities provided kept boys off the streets and in a 
state of relative calm, that was sufficient. The 
YMCAs, originally founded to serve the needs of 
young adult men, gradually expanded with junior 
departments to serve boys. They excluded poor 
boys as much as possible, partly through the im­
position of fees that the poor simply could not 
afford. The YMCAs did try to build character­
through religious training, educational programs, 
and physical exercise. Boys' Brigades, with a 
quasi-military structure and an emphasis on tem­
perance pledges, also served the middle class and 
foreshadowed the Boy Scout movement. 

The schools and the youth organizations were 
intended to produce model citizens/workers. 
When that effort failed, another set of institutions 
took over. Although social Darwinist thought 
dominated theories of criminality and suggested a 
strong genetic component in crime, those who ac­
tually worked with young criminals held onto the 
belief that juvenile delinquents could be rehabili­
tated. Beginning in the 1840s and 1850s, state­
supported reform schools, located in the country, 
away from the vice of the cities, were established 
(Kett, 1977). Intended to provide a stable home­
like environment for the lower-class criminal, 
who, presumably, had never experienced it, most 
reform schools quickly developed a prison-like at­
mosphere. 

Concurrent with the development of the man­
ufacturing economy and the intellectual ferment 
that accompanied it was the development of em­
piricism. In Europe, Darwinian theory, (as well as 
a number of other intellectual trends) had sug­
gested that individual humans might differ as much 
as examples of other species. The social Dar­
winists developed these ideas philosophically; the 
empiricists demonstrated them. 
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One of the most important of these early em­
piricists was Francis Galton, whose particular in­
terest was the relationships between individual dif­
ference and heredity (Anastasi, 1965). In his early 
work, he used family history questionnaires, both 
with the talented (Hereditary Genius, 1869; and 
English Men of Science, 1874) and with the gener­
al population (Natural Inheritance, 1889). He was 
also concerned with the actual measurement of dif­
ferent abilities, especially sensory abilities. He de­
vised a number of ways of measuring such things 
as pitch discrimination, reaction time, and strength 
of movement. 

During the same period, Wundt established his 
laboratory in 1879. Although much of the work of 
the first psychologists was aimed at demonstrating 
similarities in human capacities and behavior, 
some students did look at individual differences. 
James McKeen Cattell did his dissertation on indi­
vidual differences in reaction time, and before re­
turning to the United States, made contact with 
Galton in England. 

In the latter part of the 19th century, these forces 
combined to push for the scientific study of chil­
dren. Immigration and industrialization heightened 
the need for schooling, the increasing enrollment 
of students sparked a demand from parents and 
teachers for information about how to teach chil­
dren; the social Darwinists and individual dif­
ference psychologists wanted to know about how 
adult differences started, and the child welfare 
workers wanted help in planning programs to help 
children. The child study movement attempted to 
meet these diverse needs. 

The Founding of Child Study 

Credit for the founding of the Child Study 
Movement in America has historically been ac­
corded to Granville Stanley Hall (1844-1924). 
Hall's commitment to child study covered the 
years 1883 through 1918, although after 1911 his 
involvement lessened. It began in Germany where 
he studied for two years after receiving his docto­
rate from Harvard in 1878. Hall planned to use the 
trip to enhance his knowledge of physiology, and 
indeed he was able to work with Hermann von 
Helmholtz at Berlin and Carl Ludwig at Leipzig. 
But characteristic of his broad intellectual in­
terests, Hall found himself drawn to other subjects, 
including the German educational system and its 
underlying view of the nature of the child (Hall, 

1923). He became familiar with the German stud­
ies of the knowledge of beginning school children 
(Bartholomai, 1870) and these questionnaire stud­
ies became the basis for his similar work with 
Boston public school children. 

Hall admired Preyer's work and was responsible 
for the English translation of his Die Seele des 
Kindes (Bradbury, 1937). His familiarity with the 
problems of education uncovered in the Bar­
tholomai study and his respect for Preyer's scien­
tific approach to the study of children led him to 
propose child study as the nucleus of a new ap­
proach to pedagogy. He made his initial call to 
arms in an address before a gathering of school 
superintendents at a meeting of the National Edu­
cation Association in the spring of 1882 (Ross, 
1972). Later that year he would begin his study of 
Boston school children that would culminate in 
"The Contents of Children's Minds," published 
in an 1883 issue of the Princeton Review. That 
paper is acknowledged as the formal beginning of 
the child study movement (Dennis, 1949). 

For the Boston study, Hall developed a ques­
tionnaire of 134 items, nearly double what Bar­
tholomai had used in his survey. But although the 
questions increased, the nature of the survey was 
very similar, with Hall's questions largely drawn 
from the same seven areas used in the German 
study (e.g., astronomy, animals, plants, mathe­
matics). However, he added some other questions 
that tested children's beliefs, including their under­
standing of right and wrong. Considerable care 
was taken in both the construction of the question­
naire and in its administration. The items were 
pretested to determine their comprehensibility for 
children. Further, the school teachers used to col­
lect the responses were given a standardized ad­
ministration procedure and the principal examiners 
coordinating those teachers were given additional 
training. Once the responses were collected, the 
questionnaire results were divided and reliability 
checks done on the various subsets. For its time, 
Hall's study was reasonably sound meth­
odologically, but has been criticized for its content 
(Ross, 1972) and its interpretation of the results 
(Siegel & White, 1982). 

Like the German study, Hall's questionnaire 
sought to establish what city school children knew 
upon entering school. His questions asked these 
Boston children about beehives, sunsets, brooks, 
crows, rainbows, and growing wheat. Not surpris­
ingly he found much ignorance among the children 
tested. For example, 80% did not know what a 
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beehive was, 93% did not know that leather prod­
ucts came from animals, and 92% could not define 
dew. Indeed, many of the questions favored chil­
dren from a rural existence due to Hall's belief that 
"knowledge of country life constituted 'general' 
knowledge and that it formed a superior mental 
training to knowledge of city life." (Ross, 1972, 
p. 127). So convinced was he of the values of 
knowledge gained from country life that he urged 
city parents to take their children for visits in the 
country to improve their intelligence (Hall, 1883). 

Although some may have taken issue with 
Hall's study, there were many, both educators and 
parents, who viewed the results as strong evidence 
of the need for educational reform in America, and 
in the 1880s, the voices for that kind of reform 
were growing in strength (Hendricks, 1968). How 
could education be effective if teachers were un­
aware of the nature of the child? How might 
knowledge of the mind of a child aid parents in 
providing the proper rearing to assist children in 
reaching their full potential? How might this 
knowledge motivate teachers and ensure greater 
sensitivity and enthusiasm in them? Those were 
some of the questions raised in support of the need 
for child study and its relationship to educational 
reform. 

Hall's study of the contents of children's minds 
was much in demand, so much so that he authored 
a similar version under the title "The Study of 
Children," which was privately published in the 
same year (Hall, 1883). Eight years later the sur­
vey was republished in Hall's journal, Ped­
agogical Seminary, a version that also contained 
some corroborating data from a survey conducted 
in the public schools of Kansas City (Hall, 1891). 
Two years later the 1883 study was reprinted again 
as a separate booklet and sold for 25 cents. It was 
referred to as a classic study that "should be in the 
hands of every teacher" (Wolfe, 1896a, p. 11). 

Such studies were not conducted without re­
sistance, in some cases from teachers, but mostly 
from parents. Some critics argued that studies of 
the kind encouraged by Hall and others advocating 
child study would make children self-conscious 
and would take away the "natural naivete" of 
children. Child study was seen as a kind of "men­
tal vivisection" that should be opposed. Oppo­
nents called for children to be loved, not studied 
(Hall, 1900). 

Child study involved not only the mind, but the 
body as well. Henry P. Bowditch, one of Hall's 
professors at Harvard and an eminent physiologist, 

had conducted a large-scale study of the physical 
measurements of children in the Boston schools in 
1879. His study established some of the earliest 
norms for school children, by age and sex, in phys­
ical dimensions, such as body size and length of 
arms, in motor skills, such as strength of grip and 
running, and in perceptual capabilities including 
tests of vision, audition, and smell. Bowditch's 
study, and those that followed, were part of an 
emphasis on physical hygiene as it related to the 
development of mental abilities or as an indicator 
of the state of a child's mental development. Al­
though these anthropometric studies were of lesser 
importance in the child study movement, they rein­
forced the belief in physical health as a condition 
for maximizing learning and stimulated studies to 
discover how school environments could be altered 
(e.g., ventilation, lighting, temperature) to en­
hance education (Wolfe, 1896a). 

The child study advocates, primarily influenced 
by Hall's work, were able to establish a Committee 
on Pedagogy as a Science, which issued its report 
at an 1884 meeting of the National Education As­
sociation. There was some opposition to the report 
from educators who resented the implication that 
pedagogy to date was unscientific. But support for 
child study was strong and eventually there was 
something of a consensus in the NEA that called 
for educators joining with those specialists who 
were seeking to construct a scientific pedagogy 
(Ross, 1972). 

Interestingly, Hall would be little involved for 
the remainder of the decade. He had been offered a 
faculty position at Johns Hopkins University in 
1882 and would spend the next few years building 
experimental psychology there. Organizational 
efforts with the American Journal of Psychology 
and then the move to Clark University as its presi­
dent would occupy him in the decade to come. 
These duties deprived child study of its most influ­
ential and vocal advocate and for most of the 18805 
the movement was hardly a movement at all. 
Rather, there were pockets of interest, mostly cen­
tered around educational reform, particularly the 
reformers who had returned from their study 
abroad with Herbartian disciples. In 1885, at 
Hall's suggestion, the Worcester State Normal 
School began a program of child study using stu­
dents in the normal school to study children in the 
local schools (Wolfe, 1896a); a Bureau of Child 
Study was established in the Chicago schools in 
1889 (Mullen, 1981); and in 1890, Harry Kirke 
Wolfe began a formal program in child study at the 
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University of Nebraska, training education majors 
in the methods of child study (Benjamin & Ber­
telson, 1975). These events, as well as others, sig­
nalled the growing interest in child study, but there 
was no leader who seemed able to coalesce the 
diverse groups (teachers, principals, psychol­
ogists, physicians, physical education instructors, 
parents) into one, that is, until Hall returned to 
child study in 1891. 

The event was the annual meeting of the NEA, 
which Hall had not attended since 1885. At the 
1891 meeting in Toronto, he placed a notice on a 
bulletin board announcing a gathering of those in­
terested in discussing child study. Approximately 
150 of the NEA attendees were present at that dis­
cussion. The movement had its leader and it was a 
role Hall was ready to assume, partly because of 
his interest in attracting public support for Clark 
University (Ross, 1972), but also because he be­
lieved that experimental psychology had reached a 
state of development that allowed the establish­
ment of a true science of child study (Hall, 1894). 
In support of that belief he established a new jour­
nal, Pedagogical Seminary, in 1891 to publish the 
results of scientific pedagogy. Hall, himself, dated 
the child study movement to this date (1891) and 
not to the "contents" study of 1883. The exact 
founding is of little importance; what is clear is 
that the movement had considerable momentum in 
the 1890s and enjoyed its greatest successes during 
that decade. It was bold in its hopes and in its 
promises, a boldness that attracted supporters and 
participants, as well as detractors. 

Child Study and the New 
Psychology 

In the early 1890s, the science of psychology, 
largely imported from the new German laborato­
ries in Leipzig and Berlin, was barely a decade old 
in America. Not surprisingly, there were many 
critics of the laboratory work in this philosophical 
discourse turned experimental science. The propo­
nents of this "new psychology" encountered 
much resistance in establishing their laboratories 
and were called upon to demonstrate the ap­
plicability of their science. In reacting to the crit­
ics, some psychologists, such as William James, 
acknowledged the fledgling nature of experimental 
psychology, whereas others believed psychology 
was now fully established as a science. For exam­
ple, in an appeal for funding for laboratory equip-

ment and space, H. K. Wolfe wrote to the Univer­
sity of Nebraska Board of Regents in 1890: "the 
study of the mind is the most universally applied of 
all sciences. Because we learn so much about it 
from everyday experience is the reason perhaps 
that it only recently has become an 'exact' sci­
ence" (Benjamin, 1975, p. 376). 

G. S. Hall may not have agreed with Wolfe's 
assessment of psychology as an exact science but 
his 10 years of laboratory work at Johns Hopkins 
and Clark universities had convinced him of psy­
chology's potential for application in education. 
He made that pronouncement at a meeting on edu­
cation in Chicago in 1893, held in conjunction 
with the World's Columbian Exposition. In her 
historical treatment of child study, Dorothy Ross 
(1972) calls that meeting one of the most signifi­
cant events in spreading the gospel of child study 
throughout the country. Hall (1894) followed that 
with an article in Forum entitled "The New Psy­
chology as a Basis of Education." In his summary 
of the value of the new psychology he wrote, "The 
one chief and immediate field of application for all 
this work is its application to education, consid­
ered as the science of human nature and the art of 
developing it to its fullest maturity" (p. 718). 

The Goals of Child Study 

To this point we have treated child study as a 
program in the service of education. That emphasis 
is deserved but not wholly accurate. Definitions of 
child study differed, although most were similar to 
that of G. W. A. Luckey (1896), who wrote that 
the goal of child study is "to make common prop­
erty the best and truest in educational practices 
from the earliest times to the present, and to bring 
our teaching into harmony with the natural stages 
of the growing child as determined by its spon­
taneous interests" (p. 2). 

One of the beliefs of the rational approach to 
education was that teaching was an art and that 
knowledge of child nature and skill in teaching were 
acquired in only one way-by teaching. Those in 
child study opposed that belief, arguing that such a 
practice was bad for children and teachers alike. 
They felt the skills of teaching could be acquired in 
a much shorter time period when teachers were 
taught the laws of development of child nature 
before they were permitted to teach. For many 
parents and teachers, the attraction of the child 
study movement was its promise for an effective 
and painless education. The improvement of educa­
tional practices was clearly of highest priority. 
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Whereas the rank and file of the movement were 
working for a better education for their children 
and students, some of the leaders of the movement 
had other ambitions. We have already mentioned 
that child study offered an obvious link between 
the universities and the schools, a link that was 
probably looked upon with more favor by the uni­
versity side. Schools of education in universities 
were expanding and the beliefs about teacher train­
ing and teaching as a profession supported their 
growth. Child study offered a means to strengthen 
the ties between teachers at the two levels. 

Another goal of child study was to provide the 
knowledge necessary to change parenting tech­
niques. A. E. Winship (1892) described the goal of 
child study as knowing "the present relative matu­
rity and immaturity of the child, physically, intel­
lectually, socially, and religiously, with a view to 
knowing how best to secure the most complete 
maturity at the proper time" (p. 141). Knowledge 
of the child would help parents to see that children 
attained their highest mental, moral, and physical 
development. As noted earlier, the end of the 19th 
century marked significant changes in the nature of 
the American family, especially with removal of 
many children from the work force and increasing 
their time spent in school. Parents looked to pro­
fessionals for help and child study offered the 
promise of that help (Schlossman, 1976). 

Child study coexisted with the beginnings of 
mental testing in America and the two were closely 
related (Mullen, 1981). One anticipated outcome 
of child study was a classification system of chil­
dren based on the huge normative studies encour­
aged by Hall (1903) and others (e.g., Bruce, 
1903). Interest was growing in the psycho­
pathology of the child and it was felt that child 
study might uncover the secrets of such pathology. 
Although Freud's influence in America was still 
some years away, there were child study advocates 
(e.g., James Mark Baldwin) who espoused a belief 
in the importance of early experiences for adult 
behavior. As such, the child study movement 
made some contributions to the development of 
American clinical psychology (Siegel & White, 
1982), but we would not label this contribution a 
goal of the movement. 

In assessing its goals, we should recognize that 
the child study movement was a conglomerate of 
people with diverse interests. It attracted experi­
mental psychologists, teachers, parents, physi­
cians, and social workers. Hall (I900) described 
the movement as composed of psychology, an­
thropology, ethics, philosophy, biology, medico-

hygiene, pedagogy, with a touch of folklore, re­
ligious evolution, and gossip. Not surprisingly the 
coalition was an uneasy one. Some groups were 
better served and would remain with the movement 
for many years, whereas others would desert the 
cause in dismay or dissatisfaction. We will treat 
those issues in a later section of this chapter. 

Scientific Pedagogy at Clark University 

With renewed interest in a national campaign of 
child study research, partly stimulated by the in­
terest shown from those at the 1891 NEA meeting, 
Hall began attempts at a formal organization of the 
movement. At the 1891 NEA meeting, Hall had 
called for a national society for scientific pedagogy 
and the proposal was enthusiastically received. At­
tempts to establish such a group failed, apparently 
due to the narrowness of views represented in 
those individuals Hall chose to serve as directors. 
Although no national child study organization was 
ever founded, the NEA did establish a Child Study 
Department in 1894 as part of the association and 
Hall was elected its first president (Ross, 1972). 

An important step in fostering child study was to 
make significant contacts with teachers. One ap­
proach to that end was the establishment of child 
study programs, typically held on college and uni­
versity campuses during the summer months. The 
most prominent of these summer programs was 
initiated by Hall at Clark University in 1892. 

Sixty-eight attended this first session, including a half-dozen 
principals of normal schools, a like number of city school su­
perintendents, generally from small towns in the East, a few 
university professors of pedagogy, and the rest generally nor­
mal school teachers. The entire Clark faculty led these eager 
students from 8 a.m. to 10 p.m. through cram courses in the 
new psychology and progressive educational ideas, and left 
them, according to report, enthusiastic supporters. (Ross, 1972, 
p. 281) 

These summer programs, typically 2-weeks in 
length, were an annual feature at Clark through 
1903. Similar programs for teachers were estab­
lished a few years later in Illinois, California, and 
Nebraska. 

The focus of scientific pedagogy was the ques­
tionnaire. Although Hall did not originate the tech­
nique, his extensive use of questionnaires has 
caused the method to be associated historically 
with his name. The first of the Clark University 
child study questionnaires was on anger and it was 
printed in October of 1894. This questionnaire, 
like the many that followed, was designed by Hall, 
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his colleagues, and students. By 1903, 96 ques­
tionnaire studies had been completed and by 1915 
that number had swelled to 194 (Hall, 1903, 
1923). Attendees at the summer conferences at 
Clark often participated in collecting the data for 
these surveys and in some cases contributed to the 
content of the questionnaires themselves. 

These 1 94 questionnaire studies carried out over 
a period of 20 years would be used by Hall in four 
books that he published between 1904 and 1911: 
the two-volume work on adolescence (1904), a 
condensed version of that work entitled Youth, Its 
Education, Regimen and Hygiene (1906), a book 
on children and education (1907), and another 
two-volume work on educational problems (1911). 

Child Study in Other Areas of the United 
States 

Hall encouraged states to form their own child 
study societies and eventually about half of them 
formed such groups. The first of these was the 
Illinois Society for Child Study, which was found­
ed at Champaign, Illinois, in May of 1894. That 
society was spawned by Hall's speech at the Co­
lumbian Exposition the year prior. The Illinois so­
ciety held an annual summer conference, lasting 
from four days to a week, which attracted large 
audiences. F. W. Parker, head of the Cook County 
Normal School, W. O. Krohn of the University of 
Illinois (a Hall student from Clark), and C. C. Van 
Liew of the Illinois State Normal University were 
the chief organizers for these early conferences. 
By 1896, membership in the society numbered 
1,300. 

Although few state societies would become as 
large as that of Illinois, most would model their 
organization after it. The organization was domi­
nated by teachers and by teacher trainers from the 
normal schools. Psychologists played a minor role. 
The first work of the Illinois society was to estab­
lish contacts with the regional educational societies 
in the state and to ask that those groups place the 
subject of child study on their respective programs. 
In two years, child study was a standard feature at 
all of the regional educational meetings. The state 
organization also sponsored and encouraged the 
formation of local child study groups with a person 
designated from each group to maintain contact 
with the state society. To aid the local groups, the 
state society arranged roundtables in local commu­
nities that included parents, physicians, teachers, 
and others interested in child study issues on a 
community level. 

The Illinois society also published several vol­
umes on child study that included papers presented 
at the summer conferences, sample questionnaires 
to be used in child study, papers from "leading 
child study specialists" around the country, and 
some original child study work generated within 
the state (Wolfe, 1896b). But publications from 
the state societies were the exception, rather than 
the rule. These societies existed principally to 
organize interested parties within the state and to 
promote the concept of the value of child study. 
Scientific pedagogy was not one of their purposes, 
although they contributed to such efforts in their 
cooperation with educators and psychologists at 
colleges and universities. They existed in part to 
disseminate the latest scientific discoveries in child 
study to their public, namely principals, teachers, 
and parents. 

Following the lead in Illinois, state child study 
societies were formed in Iowa in 1894, in Nebras­
ka in 1895, and in Kansas and Minnesota in 1896. 
By 1910, approximately another 20 states had fol­
lowed suit. Several publications emerged to report 
the activities of these groups. One that was promi­
nent in the child study field was the Northwestern 
Journal of Education, which began focusing on 
child study in 1896, publishing child study re­
search and state society activities from the mid­
western part of the United States. 

University-based research units also emerged in 
the 1890s. The best known of these, outside of 
Clark, was headed by Earl Barnes, a professor of 
education at Stanford University. Barnes con­
ducted summer courses for teachers at Stanford 
and in other locations in California. He began 
working with teachers in 1891, using them to col­
lect data from their classes. By 1896 he had 
gathered responses to various questionnaires from 
more than 75,000 students on topics such as play, 
color choice, ambitions, and theological ideas. His 
evaluation of this work was that it was "most un­
satisfactory, but it has made a beginning" (Wolfe, 
1896a, p. 7). Barnes was principally critical of the 
untrained teachers who had gathered much of the 
data. Still, this research was incorporated into 10 
separate issues of the journal, Studies in Educa­
tion, which Barnes edited in 1896 and 1897. 

Like Hall, Barnes relied primarily on the ques­
tionnaire method, although he recognized the val­
ue of other child study techniques. He generated a 
great number of surveys that would offer direct 
comparisons between children in the West and 
those in the East, tested in Hall's studies. Rigor of 
method was extremely important to Barnes and 
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much of his writing was spent in emphasizing high 
standards for questionnaire research. However, in 
using untrained or semitrained "researchers" this 
standard was more an ideal than a reality. 

In Nebraska, child study was in the hands of 
Harry K. Wolfe, who had earned his doctorate in 
the new psychology from Wundt in 1886. Wolfe 
came from a family of educators and in his initial 
year as professor of philosophy at the University of 
Nebraska (1889) he instituted a course in ped­
agogy. Wolfe was an early convert to child study 
and the following year he added a course for teach­
ers and would-be teachers on the literature and 
methods of child study. Wolfe had begun his own 
research on child study in 1886 with a study of 
color sense in children (Wolfe, 1890). He adopted 
the label "scientific pedagogy" to describe his 
work. All of his students in the child study course 
were required to conduct original research projects 
and many of those studies were published in the 
Northwestern Journal of Education, a journal that 
Wolfe edited for a time. Wolfe made use of the 
questionnaire method, but unlike Hall and Barnes, 
it was used to supplement the data collected using 
other techniques. Wolfe's investigations of child 
nature were essentially of three varieties: (a) natu­
ralistic observation of children involving well-de­
lineated categories of data collection, (b) aptitude 
and ability testing, and (c) psychophysical studies, 
principally involving visual judgments. The influ­
ence of Wundt is clear and sets Wolfe apart, on 
methodological grounds, from some of the other 
psychologists doing child study research. But he 
was a great admirer of Hall and Barnes and he 
shared their vision of child study and the impor­
tance of scientific pedagogy in that endeavor. In 
addition to his own research, he traveled through­
out Nebraska and neighboring states, preaching the 
value of child study and organizing local groups 
for action (Benjamin, 1976). 

The Literature of Child Study 

As child study swept the country in the 1890s, 
publication outlets were needed for the rapidly 
growing body of studies. Some extant journals, 
such as Educational Review, American Journal of 
Psychology, and Journal of Education would in­
clude child study research among their pages. We 
have already mentioned the Northwestern Journal 
of Education, which in 1896 changed its content to 
focus on child study work. But new journals were 
needed to handle the vast amount of research on 
this topic. In addition to Hall's Pedagogical Semi-

nary, W. O. Krohn began publication of the Child 
Study Monthly in 1895, and in 1908, another jour­
nal entitled Child Study began publication. 

Indicative of the volume of literature being gen­
erated were the annual bibliographies compiled by 
L. N. Wilson at Clark University from 1898 
through 1912 (see Wilson, 1975). These bibliogra­
phies were intended to include all articles and 
books on child study published in the particular 
year. The first several bibliographies contained 
about 350 references but by 1910 that number had 
increased to around 1,900 separate titles. Hall had 
tried to collect all these publications for the child 
study library at Clark but "their number soon tran­
scended the resources we desired to devote to this 
subject" (Hall, 1923, p. 392). 

By the turn of the century the child study liter­
ature contained a number of handbooks on child 
study, some intended for parents, but most written 
for teachers (see Kirkpatrick, 1903). These books 
were of two varieties, one intended to teach the 
science of child study to would-be investigators 
and the other to summarize the findings of child 
study for interested parties. These manuals became 
the standard textbooks in departments of pedagogy 
that had formed in most universities at the end of 
the 19th century. Child study was at its peak at this 
time. It boasted its own journals, training manuals, 
a collection of influential expert scientists, well­
organized groups of parents and teachers on a na­
tional scale, and the claim that it was uncovering 
the secrets of child nature. But it was not without 
its detractors, some of whom campaigned vig­
orously against the dangers, if not evils, of child 
study. Much of the criticism concerned the meth­
ods of child study, which are considered in the 
next section. 

The Methods of Child Study 
The methods of child study were diverse and 

sometimes difficult to categorize. Luckey (1896) 
suggested 5 types of work: 

1. Work without method. In this category, 
Luckey put unplanned observation. 

2. The normal method. This involved observa­
tion of children by teachers and Luckey im­
plies that its major worth is to the teacher 
because it "increases her sympathy for 
children and leads her to respect their indi­
viduality" (p. 34). 

The remaining three categories were the ones that 
would be helpful to science. 



52 PART II • THE DEVELOPMENT OF EDUCATIONAL PSYCHOLOGY 

3. Statistical method. By this Luckey meant 
questionnaire studies; he referred specifi­
cally to the work of Hall and Barnes. 

4. The individual method. These were system­
atic observations of individual children over 
a long period of time. 

5. Psychological method. This included labo­
ratory studies of children, much along the 
lines of the experiments being done with 
adults. 

Barnes (1896, cited in Siegel & White, 1982) 
had a more elaborate system of nine categories, but 
discounted the first six, which included reminis­
cences, journals of children, literary treatments, 
etc. He agreed with Luckey that the three methods 
useful to scientists were "direct studies on chil­
dren" (i.e., experiments), biographies of young 
children, and "statistical studies, on the lines of a 
syllabus." These three methods will be described 
in more detail. 

The baby biography, in particular Preyer's The 
Mind of a Child, had helped to inspire the child 
study movement and retained an honored place 
within it. It is difficult to determine exactly how it 
differed from other efforts at observation. Presum­
ably, a useful baby biography was one in which 
observations were recorded as they occurred, and 
observations were made repeatedly on the same 
aspects of the child. Barnes refers to Preyer's; 
Luckey refers to one produced by Millicent Shinn, 
who considered herself part of the child study 
movement (Shinn, 1900). 

Shinn pointed out the advantage of the baby bi­
ography-it was the major form of longitudinal 
study of its day. She accepted the evolutionary 
doctrine of the child study movement and defended 
the baby biography as an important way of study­
ing it: 

The biographical method of child study has the inestimable 
advantage of showing the process of evolution going on, the 
actual unfolding of one stage out of another, and the steps by 
which the changes come about. No amount of comparative 
statistics could give this. (p. II) 

Shinn wrote of "our baby's" (the child was her 
niece) changes in vision, in motor development, 
particularly grasping and walking, and in speech. 
She was familiar with the work of many psychol­
ogists and related that work to the development of 
the baby she observed. 

The experimental method was also being ap­
plied to children. These studies simply took the 

experimental methods being used with adults and 
used children as subjects. Thus, many of the stud­
ies focused on sensation, perception, and learning. 
These studies were done in psychologicallaborato­
ries, including Hall's at Clark University, but they 
were not considered the major method of child 
study; the method most associated with child study 
was the questionnaire. 

The questionnaire or syllabus was the heart of 
the child study method, and its fortunes parallel 
those of the child study movement as a whole. It 
was devised as an alternative to the two chief 
methods of academic psychology of the period, the 
experiment and introspection. According to Hall 
(1897) "We can neither excite the stronger emo­
tions in the laboratory nor coolly study ourselves 
while they are under natural conditions" (p. 147). 
U nfortunatel y, most were not constructed with the 
same care as Hall's first study on the contents of 
children's minds. The questionnaires usually asked 
for accounts of the phenomenon under study, in­
cluding the age, intensity, eliciting stimulus, and 
consequences. In addition, a large number of pos­
sible eliciting stimuli were usually listed. Hall's 
study of fear listed nearly 100 specific fear objects; 
in the study of pity, Saunders and Hall (1900) 
asked about responses to a large number of specific 
situations (e.g., "animals that were tortured, 
found dead, killed, cold, hungry or friendless" (p. 
535). 

The questionnaires were distributed in a variety 
of ways. Sometimes they were published in educa­
tional journals, duplicated by teachers for use with 
classes, or sent to individuals who requested them. 
The instructions that accompanied them suggested 
a variety of ways of administration, including 
adults recalling their own childhoods, adults an­
swering the questions regarding their children, 
teachers assigning the questions to students as 
writing exercises, and principals turning it over to 
teachers. Respondents were requested to mail them 
in, usually to Hall; if they wished the respondents 
could study the results themselves and use them 
"for a lesson in psychology, for a discussion in a 
meeting of teachers or mothers, or an address, or 
an article for the press" (Hall, 1897, p. 149). 

As might be expected, the results were a hodge­
podge of questionnaires. The results considered in 
the "fear" paper were mostly written by high 
school students, but of 266 papers sent by one 
source "134 were original observations, 88 remi­
niscence, 39 hearsay, and the rest from literature" 
(p. 149). In the paper on pity, most of the returns 
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were from adults, but "others have questioned 
young children in order to gather directly and indi­
rectly their experiences with this sentiment" (p. 
534). These returns were from a variety of sources 
"the identity of which has unfortunately been 
lost. " 

Hall described the process of data analysis for 
fears: "The data ... consists of the records of the 
chief fears of 1,701 people, mostly under 23 years 
of age, gathered in different places and by methods 
without great uniformity" (p. 151). 

Hall went through the returns, "copying every 
salient or typical phrase and word" (p. 151); these 
were cut into thousands of slips of paper that were 
"brought into natural groups, and thus allowed to 
classify themselves." In the fear paper, the data 
were presented in tables, giving frequencies of dif­
ferent types of fears, sex differences, and age dif­
ferences. The bulk of the article consisted of exam­
ples of different fears. In the paper on pity, even 
the tables were omitted. 

As noted earlier, almost 200 questionnaire stud­
ies were completed by Hall and his students. A 
selective listing of these studies illustrates the 
breadth of child study as conceived by Hall: crying 
and laughing, 1894; toys and playthings, 1894; 
early sense of self, 1895; appetites and foods, 
1895; feelings about old age, disease, and death, 
1895; the only child, 1896; home and school 
punishments, 1897; obedience and obstinancy, 
1898; perception of rhythm, 1899; straightness and 
uprightness of body, 1900; reactions, thoughts, 
and feelings, toward animals, 1902; interest in 
flowers, 1902; ideas about the soul, 1903; stutter­
ing and other speech defects, 1904; imagination, 
1905; aesthetic interest, 1906; shame, 1908; ambi­
tion, 1909; belief in immortality, 1910; and 
dreams, 1912. 

Criticisms of the Child Study Movement 

Critics of the child study movement included 
some prominent educators and psychologists. 
Among the latter group were William James and 
James Mark Baldwin. Baldwin had initially been a 
supporter and contributor to the movement (see 
Baldwin, 1895) but would later condemn it as "a 
fad" and would argue that teachers conducting 
child study research were being deceived in 
"thinking that they are making contributions to 
science" (Baldwin, 1898, p. 219). The harshest of 
the critics from psychology was Hugo Miinster­
berg, director of the psychology laboratory at Har-

vard University. Writing in an 1898 issue of Atlan­
tic Monthly, he warned teachers: 

This rush toward experimental psychology is an absurdity. Our 
laboratory work cannot teach you anything which is of direct 
use to you in your work as teachers; and if you are not good 
teachers it may even do you harm, as it may inhibit your normal 
teacher's instincts .... You may collect thousands of experi­
mental results with the chronoscope and kymograph, but you 
will not find anything in our laboratories which you could trans­
late directly into a pedagogical prescription. (p. 166) 

Miinsterberg may seem surprising as a critic be­
cause he spent much of his career in applied psy­
chology, especially industrial and forensic psy­
chology, and in promoting the value of psychology 
for the general public (Moskowitz, 1977). But he 
opposed the study of children because he believed 
that it depersonalized the child and would alter the 
way teachers reacted to children. An analysis of 
the individual abilities of children would lead to 
their personalities being dissolved into elements 
and "love and tact have nothing to do with a bun­
dle of elements" (Miinsterberg, 1898a, p. 165). 

But Miinsterberg's principal objection to child 
study was the use of teachers and parents as data 
collectors. In reference to child study he wrote, 
"the work must be done by trained specialists or 
not at all" (Miinsterberg, l898b, p. 114). Further, 
he was critical of the lack of theory guiding child 
study research, noting that "child study ... has 
for its aim only the collection of curiosities about 
the child, as an end in itself" (1898b, pp. 114-
115). In his view child study's value to psychology 
was akin to the value of hunting stories for scien­
tific biology. 

Not surprisingly, Miinsterberg's denouncement 
of the new psychology produced a flurry of re­
sponses disputing his claims (see, for example, 
Bliss, 1898; Davies, 1899). Much of Miinster­
berg's criticism was directed at Hall and his stu­
dents, and after a brief delay, Hall responded with 
his own defense in an article in Forum (1900). He 
argued that child study is in itself an act of love of 
children as parents and teachers are motivated to 
gain the new knowledge which will better help 
them raise and teach these children. Hall criticized 
those parents "who do not love their children in­
telligently enough to study them" (Hall, 1900, p. 
692). 

Hall also reacted to the criticism that data col­
lected by untrained observers would have little val­
ue in pointing to the use of lay observers in an­
thropology and biology. He noted that even 
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Charles Darwin relied on the observations of non­
scientists. Further, he argued that the familiarity 
parents and teachers had with their children could 
lead them to make observations that might be 
missed or misinterpreted by a scientific observer 
not acquainted with the child. 

Clearly Hall recognized the variance of quality 
in the scientific work in child study, work that he 
described as ranging from "utter worthlessness to 
the very highest value" (1900, p. 693). But he was 
dismayed that child study critics chose to focus 
their attacks on the poorest of the work, "van­
quishing the weaklings" as he referred to it. 

Finally, Hall made reference to methodological 
approaches in child study and the misunderstand­
ing and misrepresentation of those methods. In 
spite of these failings, child study was having a 
significant impact on those concerned with 
children. 

Influence of the Child Study 
Movement: 1890-1910 

The child study movement was, in some re­
spects, the "pop psychology" of its day, and sci­
entific psychologists and nonscientific public alike 
responded in much the same way they do today. 
Scientific psychology almost totally rejected it; the 
public embraced it with great enthusiasm. The 
child study movement had as two of its central 
goals the collection of data about children and the 
enlightenment of the data collector, usually the 
teacher. Critics felt that it could not achieve either 
one. 

The public felt a need for information and ad­
vice and the child study movement provided it, 
when more scientific psychologists were unwilling 
to address the need. The public, in the form of 
middle-class mothers, were early advocates (Ross, 
1972). A Society for the Study of Child Nature 
was formed in 1889 and women's groups dis­
cussed child study, very occasionally collecting 
data as well. Hall accepted and encouraged their 
support; he was the main speaker at the first meet­
ing of the National Congress of Mothers in 1897. 

In between the scientific community and the 
public were those who worked directly with chil­
dren: teachers, teacher trainers, and child welfare 
workers. Although they lacked the scientific train­
ing of the psychologists, they had a professional 
interest in child study, unlike the more purely per­
sonal interest of parents' groups. And it was on the 

child care professionals that the child study move­
ment had its biggest impact. 

The child study movement presented a stage the­
ory of development, which emphasized using chil­
dren's own interests to educate them (data col­
lected with the syllabi often addressed these 
topics). Teacher training journals often had articles 
that discussed how to teach particular subjects in 
different grades. Francis Parker, an early advocate 
of child study, began in 1900 to publish The 
Course of Study (which evolved into the Elemen­
tary School Journal); every issue of that first year 
of publication contained a series of articles on what 
and how subjects should be taught in each of the 
elementary grades. 

Hall's interest in children's physical develop­
ment helped lead to a greater emphasis on what 
was called "manual training" and "physical cul­
ture" (Parker, 1900), as did his interest in chil­
dren's music and art. These subjects began to be 
viewed as appropriate areas for the schools. The 
child study movement influenced not only content, 
but also method. Children were not to be drilled, 
rather they should learn through free expression of 
their own ideas (Ross, 1972). The schoolroom was 
changing; the emphasis was no longer on rote re­
citation but on exploration of the new and interest­
ing. Miinsterberg, so vociferous in his criticism of 
the child study movement for its methodology, and 
its effects on teachers, was as harsh in his attack on 
school reform (Miinsterberg, 1900), which, he ar­
gued, extended kindergarden throughout the 
school years. Children do not learn what they need 
to know, but only what they want to know. More 
important! y: 

A child who has himself the right of choice, or who sees that 
parents and teachers select the courses according to his tastes 
and inclinations, may learn a thousand pretty things, but never 
the one which is the greatest of all: to do his duty. He who is 
allowed always to follow the paths of least resistance never 
develops the power to overcome resistance: he remains totally 
unprepared for life. (p. 665) 

According to Miinsterberg, the new school reform 
was only making a bad situation worse. The real 
problem was that the teachers were of low quality, 
undereducated, and poorly trained for teaching (in­
deed he argued against any training because it 
would interfere with the "natural instincts" of 
teaching). 

Educators counterattacked vigorously. Wilbur 
Jackman of the Chicago Institute (Jackman, 1900) 
pointed out that the European system Miinsterberg 
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defended was incompatible with American ideals 
and the United States was filled with people for 
whom that system had failed. Joseph Lee (Lee, 
1900) defended the elective system as one in which 
"the greatest breadth of culture is obtained, not by 
ignoring the individual bent, but by studying to 
give to each mind, not culture in general, but the 
broadest special culture of which that particular 
mind is capable" (p. 130). 

Hall also made suggestions about school reform, 
but they were more compatible with the ideas of 
teachers themselves. In 1896, using data from a 
questionnaire sent to teachers throughout the coun­
try, Hall, like Miinsterberg, called for improved 
basic education for teachers, and pointed to the 
low qualifications of many teachers. However, he 
also pointed out that, if qualifications were to be 
raised, salaries must be raised as well and teachers 
freed from the burdens of overcrowded classrooms 
and political interference (Hall, 1896). Hall and 
the child study movement were trying to make 
teaching a profession. 

Teacher training was changing; teachers were 
learning the new methods coming out of the child 
study movement. New teachers were getting these 
ideas in normal schools and departments of ped­
agogy; they were also being disseminated through 
journals, such as Educational Review and the Ele­
mentary School Teacher. These education jour­
nals, unlike the child study journals, tended to 
publish technique articles based on personal expe­
rience rather than the "data-based" articles of 
child study journals. 

But the psychologists and educators agreed on 
the importance of child study in the training of 
teachers. Parker (1900), describing the purposes of 
the Chicago Institute, suggests that even if the 
teacher cannot "avail himself of a thorough labo­
ratory course in psychology" (p. 21), the teacher 
should use the results of others and engage in child 
study at the individual level. Albert Boyden, prin­
cipal of a normal school in Massachusetts, listed as 
one of the four goals of normal schools that "the 
normal student should be led to make a practical 
study of children" (Boyden, 1900, p. 4). Luckey 
(1896) suggested that by that time "the subject 
[child study 1 is considered . . . in nearly all of the 
leading universities." 

Although child study had its greatest impact in 
education, child welfare workers were also influ­
enced. A particular concern, as noted earlier, was 
what to do with children, especially adolescents, 
when they were not in school. The child study 

movement's emphases on physical development 
and the importance of play fit in well with the 
needs and interests of those trying to organize non­
school activities. Physical activity was closely tied 
to moral development and children and adolescents 
needed the discipline of organized play (Cavallo, 
1981). The relationship between child study and 
the play movement was fairly direct: Henry Curtis 
and George Johnson, two of the movement's 
founders, were students of Hall's at Clark Univer­
sity and Luther Gulick, the first president of the 
Playground Association of America, was a good 
friend of Hall's (Cavallo, 1981). 

The play movement had its peak between 1906 
and 1917; hundreds of cities supported thousands 
of playgrounds and even more thousands of play 
directors (Cavallo, 1981). Through the leaders of 
the movement they were heavily influenced by 
Hall's theories of biological development. Play or­
ganizers used recapitulation theory as a way of 
organizing their own thinking about play. Joseph 
Lee regarded playas part of the instinctive life of 
the primitive boy (Kett, 1977); the purpose of or­
ganized play was to channel these instincts in di­
rections which would be safe and lead to moral 
development (Cavallo, 1981). The tribal character 
of the adolescent boy made him a particularly good 
candidate for team games. 

The playground movement was one approach to 
dealing with children's leisure time. Many of the 
same people were associated with other organiza­
tions. Luther Gulick was also involved in the fur­
ther development of YMCAs. Hall himself served 
on the first National Council of Boy Scouts in 1910 
(Murray, 1937) and both organizations justified 
their emphases on physical exercise and the out­
door life with Hall's theories. Hall and the child 
study movement had so much influence in large 
part because most child welfare workers were rela­
tively unfamiliar with the work of other psychol­
ogists (Macleod, 1983). As the child study move­
ment waned, so did that influence. 

The Demise of the Child Study 
Movement 

Earlier we have shown that a multitude of fac­
tors gave rise to the child study movement; similar­
ly many factors would contribute to its demise. 
Siegel and White (1982) have described child 
study as an amalgam of six different groups, each 
with their own motives for child study: (a) scien-
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tists who looked for the laws of human behavior in 
child study; (b) university administrators seeking 
better means of teacher training; (c) educators de­
siring better quantitative measures of school per­
formance; (d) social workers looking to child study 
data as a base for political advocacy for their work 
and as a means for planning their services; (e) 
clinical psychologists wanting normative data on 
emotional and cognitive development, criticial pe­
riods, and reactions to stress; and (1) parents who 
needed information on child rearing. Despite the 
diversity of their backgrounds and the differences 
in their motives, these groups came together to 
encourage and foster child study. But the cement 
that held these groups together, that made child 
study a movement, was G. Stanley Hall. From the 
beginning it was his movement and when his in­
terests turned to other topics the coalition dissolved 
and the member groups went their separate ways. 
The studies that were the literature of child study 
would form the beginnings of a host of new areas 
focusing on the child, such as experimental child 
psychology, educational psychology, school psy­
chology, physical education, social work, mental 
retardation, mental hygiene, mental testing, and 
early education (Ross, 1972; Siegel & White, 
1982). These are the legacies of the child study 
movement, some of which will be discussed in the 
final segment of this chapter. 

The reasons for Hall's leaving child study are 
not entirely clear. Paradoxically, his two-volume 
work on adolescence (1904), which drew on the 
wealth of extant child study research, would cause 
substantial rumblings among the movement's fol­
lowers. In describing that book, Ross (1972) wrote 
it "was his crowning effort in child study, but it 
followed his far-ranging mind quite beyond the 
pedagogical purposes and mental limits of the 
movement" (p. 325). The book was quite explicit 
in its discussions of adolescent sexuality, too ex­
plicit for many readers, especially many teachers 
involved in the movement, and it was banned from 
some libraries. Hall urged teachers to understand 
sexual urges of children and to help them redirect 
those sexual energies into socially acceptable ends. 
It was not a task teachers were willing to under­
take. The condensed version of the adolescence 
volumes, published in 1906, eliminated the sexual 
content and other passages and was thus appropri­
ate for use as a textbook in normal schools. But the 
adolescence book presented other problems for the 
child study followers, as Hall used its pages to 
defend his views on a number of controversial top-

ics, such as corporal punishment, tolerance for 
male misbehavior as natural and acceptable, sepa­
rate educational curricula for women, opposition 
to coeducational high schools, the unfortunate pre­
dominance of women as school teachers, the belief 
that education was to be reserved for those who 
could intellectually profit from it, and a call for 
education to include moral and religious training 
(Ross, 1972). 

America was changing rapidly in the early days 
of the 20th century. Progressive education would 
find more value in the ideas of John Dewey. En­
vironmentalism was gaining in favor as a major 
tenet of behaviorism and the genetic psychology of 
Hall was fast becoming outmoded. The status of 
women was changing, which would also contrib­
ute to the unpopularity of Hall's ideas. 

Hall persisted in his attempts to hold the child 
study movement together through 1911, despite 
the fact that Clark University had been unable to 
support financially Hall's efforts in this regard. 
The criticisms of child study had weighed heavily 
on Hall and, to some extent, had demoralized him. 
He harbored a vision that the nature of Clark Uni­
versity might be changed so that it could "devote 
all its funds ultimately to the cult of the child .... 
As, however, all hopes of realizing ideals in this 
direction failed, I can now see that I passed 
through something of a crisis, though without real­
izing it at the time, and that my interests slowly 
took a new tack" (Hall, 1923, p. 405). Following 
publication of his 1911 book, Educational Prob­
lems, Hall ceased to lecture on education. He 
turned to interests in psychoanalysis, psychology 
of aging, psychoiogy of religion, and ultimately to 
the self-reflection provided in his two autobiogra­
phies. He would continue to publish occasionally 
on the topic of child study but by 1911 he had 
effectively abandoned the movement, a ship that 
he clearly recognized as sinking. 

Changes marking the final days of the move­
ment included the rise in prominence of other uni­
versities in training education faculty, notably 
Teachers College of Columbia University; the 
change of NEA's Child Study Department to the 
Department of Child Hygiene; the emergence of 
the mental testing movement, largely fostered in 
America by three of Hall's students, Henry Her­
bert Goddard, Lewis Terman, and Frederick 
Kuhlmann; the experimental methods for child 
study offered by Edward L. Thorndike (1903) and 
John B. Watson (1916); and, perhaps most impor­
tant, the establishment of child research centers to 
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use those new observational and experimental 
methods (see Anderson, 1956). 

With the establishment of these new centers, 
such as the Iowa Child Welfare Research Station 
founded in 1917, the child study movement gave 
way to the child development movement. Thus 
child study "bridged the gap between pseudo-sci­
entific, philosophical speculations and a true sci­
ence of the child, between 'rational' education and 
educational psychology, between sentimental and 
scientific principles of child rearing" (Belden, 
1965, p. 2). 

The Legacy of the Child Study 
Movement 

The child study movement's long-term effects 
were, to a large extent, indirect. Its methodology 
and data were rejected by many circles even at the 
height of the movement. But it did establish the 
need to study children scientifically. Others, brief­
ly or not so briefly associated with the child study 
movement, proved more able to meet that need. 
Through them, child study particularly influenced 
education, educational psychology, and child de­
velopment. Those developments are detailed else­
where in this volume; the purpose of this section is 
to discuss their relationship to the child study 
movement. 

John Dewey and J. M. Baldwin were to have a 
significant impact on American education and both 
were touched by the child study movement. Dew­
ey studied briefly with Hall at Johns Hopkins; the 
relationship was not a happy one (Ross, 1972). 
Dewey had other contacts with people in child 
study; he worked with Baldwin at the University of 
Chicago and was influenced by Francis Parker, a 
prominent educator and advocate of child study 
(Boyd & King, 1975). He shared with Hall an 
interest in the role of evolution in child develop­
ment and an interest in the scientific study of chil­
dren (Boyd & King, 1975). He shared with Bald­
win an interest in the social psychology of 
children. His early work was an effort to join these 
ideas in the development of the ideal school. Un­
like Hall, Dewey attempted to create his ideal 
school in the University Laboratory School, found­
ed in 1896. 

J. M. Baldwin, an early member of the move­
ment, was also one of the first to reject it on meth­
odological grounds. He also had a somewhat diffi­
cult, if not acrimonious, relationship with Hall. In 

contrast with the other critics, however, Baldwin 
continued to study children, even though he was 
not involved in the child study movement. He 
shared Hall's concern to develop a genetic psy­
chology and was particularly interested in social 
aspects of child development; a major emphasis 
was imitation, which he viewed as a central 
process. 

The biological slant of child study and its effort 
to provide normative data about children (Sears, 
1975) had its most noticeable impact on the work 
of Arnold Gesell. His work, more than that of most 
of Hall's students, appeared to do what the child 
study movement had originally promised to do. 
After receiving his doctoral degree, he felt limited 
to positions in pedagogy; in order to increase his 
job opportunities, he began work toward a medical 
degree. In 1911 he went to Yale to teach education 
and to finish his medical degree. He remained 
there, collecting huge amounts of data on normal 
children, through the rest of his career (Ross, 
1972). Gesell actually collected the data the origi­
nal child study movement was supposed to pro­
vide; he remained consistent with the broad em­
phasis of child study on the importance of 
biological maturation in child development (Dixon 
& Lerner, 1984). 

Although child development under Gesell was to 
collect the basic scientific data on children, a new 
discipline emerged from child study that more suc­
cessfully joined the science of academic psychol­
ogy to the practical needs of education: educational 
psychology. Educational psychology, under the 
leadership of E. L. Thorndike, had more limited 
and more realistic goals. Educational psychology, 
when it began, focused on efforts to quantify abili­
ties and achievements and to establish a scientific 
basis for learning (Ross, 1972). Both developments 
were spurred by people who began by identifying 
themselves as part of child study. Thorndike's first 
book was entitled Notes on Child Study. Having 
studied under James, and more importantly Cattell, 
he brought a methodological sophistication that so 
many in the field lacked. He attempted, in his early 
work, to organize the findings of child study, point­
ing out when results were inconclusive. He strongly 
criticized recapitulation theory in particular and the 
biological thrust of the movement in general at the 
expense of learning. His own research, especially 
his animal experiments, were leading him to em­
phasize the importance oflearning in development. 
In 1903, he published the first edition of Educa­
tional Psychology. The following year, he pub-
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lished Introduction to the Theory of Mental and 
Social Measurements, which "first made the Gal­
ton-Pearson biometrical statistical methods readily 
available for the run-of-the-mill mental tester" 
(Boring, 1950). In this book, Thorndike also pre­
sented general procedures for test construction. 
Over the next decade, Thorndike and his students 
applied those principles to the development of a 
number of tests of school achievement (Linden & 
Linden, 1968). 

Others with connections to child study were also 
involved in the development of educational psy­
chology, particularly the testing component. Two 
of Hall's students, Terman and Goddard, were es­
pecially influential. Hall himself was not very en­
thusiastic about the testing movement (Ross, 1972) 
but as his students and others developed it and it 
became successful, he attempted to claim it as a 
part of child study. Terman wanted to do his dis­
sertation on tests but Hall's lack of encouragement 
and methodological deficiencies led him to work 
with Sanford. Goddard, who received his degree 
from Hall in 1899, and other Hall students took 
positions at schools for the retarded, Goddard at 
the Vineland Training School for the Feeble­
minded. When Binet's work became known in the 
United States Goddard translated the test and used 
it successfully. Terman also continued his work on 
testing at Stanford. Both Terman and Goddard 
maintained their ties to the child study movement, 
in spirit if not methodology, and presented their 
work to the NEA meetings of the child study de­
partments in 1910 and 1911 (Ross, 1972). 

Ten years after Thorndike published the first Ed­
ucational Psychology the discipline, now com­
pletely independent of, and to a large extent, re­
placing child study, was flourishing. Thorndike 
incorporated the findings of the previous decade 
into a new three volume edition of Educational 
Psychology: The original nature of man, The psy­
chology of learning, and Individual differences 
and their causes. Boring (1950), writing on the 
history of educational psychology, said that 
"Hall's compelling dynamism was what got it 
started." Thorndike, more usually considered the 
founder of educational psychology, continued to 
admire Hall, unlike many others who broke from 
Hall and the child study movement. In the 1913 
edition of Educational Psychology he wrote of 
"Stanley Hall, whose doctrines I often attack, but 
whose genius I always admire." Child study tried 
to do too much, with too little adequate meth-

odology, but it was exciting and set goals that re­
quired several new fields to meet. 

Summary 

The child study movement was a product of a 
variety of intellectual trends and social needs. Edu­
cational theorists, such as Rousseau and later, 
Pestalozzi and Froebel, offered a view of children 
as curious, enthusiastic learners, who should be 
pulled into learning by addressing their interests, 
rather than pushed into learning by rote. The evo­
lutionary theory of Darwin was invoked by the 
social Darwinists to explain the development of 
society and eventually the development of the indi­
vidual. The empiricists, such as GaIton, began to 
develop the methodology to evaluate individual 
differences in adults, and were joined by psychol­
ogists in considering how these differences arose. 

Whereas the intellectuals were considering the 
nature of children in the abstract or in the laborato­
ry, those who worked with children were forced to 
consider the nature of children in very concrete, 
practical terms, in the classroom and on the streets. 
The combining forces of industrialization, immi­
gration, and compulsary school laws faced teach­
ers with thousands of sometimes reluctant learners. 
Child welfare workers struggled with what to do 
with those children after they left the control of the 
teachers. Intellectual needs for data to confirm or 
refute theories and social needs for data to suggest 
practical solutions to real problems came together 
in the child study movement. 

Inspired by questionnaire studies and baby biog­
raphies published in Germany, G. Stanley Hall 
published his first questionnaire study on the con­
tents of children's minds in 1883. If this date 
marks the beginning of the child study movement, 
then its development was sporadic until 1891, 
when Hall announced a meeting for those in­
terested in child study. Interest was high and re­
mained so for the remainder of the century. Ques­
tionnaire studies and experiments with children 
were conducted in great numbers, new journals 
were established to publish the growing body of 
research, child study was introduced into curricula 
of many normal schools and teachers' colleges, 
states formed their own child study societies, and 
Hall and Barnes conducted child study workshops. 

As child study grew, so did the number of crit­
ics. They attacked both its goals, saying that child 
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study would destroy the special relationship be­
tween children and their parents or teachers and, 
particularly, its methodology, arguing the ques­
tionnaire was so unstandardized as hardly to be a 
method at all. Early psychologist advocates, such 
as Baldwin, began to distance themselves from 
child study (although not necessarily from the 
study of children). Although Hall attempted to re­
spond to these criticisms, he was largely unsuc­
cessful; the goals of child study were taken over by 
others, particularly educational psychology and 
child development. 

The child study movement itself was never suc­
cessful in fulfilling its grandiose ambitions. Too 
many people from too many diverse perspectives 
with too many different needs made those ambi­
tions impossible to realize. But child study was the 
first effort to study children scientifically and to 
apply psychology to the practical problems of 
those who deal with children. 
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CHAPTER 4 

Individual Differences In Mental 
Ability 

Arthur R. Jensen 

One of the most obvious "facts of life" to all 
teachers, at every level of education, is the phe­
nomenon of individual differences-in mental 
abilities, special talents, and traits of personality. 
Especially salient are those characteristics of 
pupils that are the most clearly related to the suc­
cess of teachers' efforts to impart knowledge and 
intellectual skills. The most prominent of such 
characteristics is general mental ability, or intel­
ligence. Consequently, the study of individual dif­
ferences, especially differences in intelligence, has 
been one of four major themes of educational psy­
chology (along with development, learning, and 
measurement) ever since this field was formally 
recognized as a branch of psychology. The ideal of 
universal education, which first gained impetus 
and implementation in America, literally forced 
educators' practical and humane concern with the 
problem of making formal schooling a successful 
and rewarding experience for the whole school-age 
popUlation, which ranges widely in mental abilities 
and other characteristics that are importantly relat­
ed to scholastic performance. 

This chapter centers its focus on the history of 
attempts to understand only one of these differen­
tial variables-intelligence. The concept of intel-
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ligence has a longer, more complex, and much 
more controversial history than is found for any 
other theme within the whole purview of educa­
tional psychology. The history of the concept of 
intelligence therefore merits a whole chapter in its 
own right. Indeed, a large book could well be de­
voted to the topic. Other dimensions of individual 
differences are relatively latecomers to educational 
research, and their importance, in terms of their 
relative contribution to variance in scholastic per­
formance, is minor in comparison with the role of 
individual differences in intelligence. Moreover, 
the basic concepts and methodology of measure­
ment and research developed in connection with 
the study of intelligence have considerable gener­
ality, because they have been applied as well to the 
investigation of other educationally relevant traits, 
particularly in the domains of personality and 
motivation. 

Few psychological phenomena, however, are as 
highly relevant to education as individual dif­
ferences in mental ability. Probably because of the 
practical consequences of individual differences 
for scholastic performance and all of its occupa­
tional, economic, and social correlates, this sub­
ject has had perhaps the most tumultuously contro­
versial history of any topic in psychology and 
education. 

There is really no argument about the promi­
nence or importance of the topic itself. The argu-
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ments today involve quite different issues. In the 
past half-century, millions of school children in 
America and the Western world have been given 
tests called "IQ" tests, "intelligence" tests, 
"scholastic aptitude" tests, and the like. (Quota­
tion marks seem advisable early in this discussion, 
first, to indicate loosely defined popular terms, as 
contrasted with precisely defined technical terms, 
and second, to warn against the risk of improper 
reification of terms that represent abstract COR­
cepts.) 

Whatever these tests "measure," which we will 
let remain an open question for the time being, two 
things are now definitely known beyond dispute: 
(a) The majority of such tests (labeled "IQ," "in­
telligence," or "general aptitude") all measure 
pretty much the same source of variance as indi­
cated by high correlations among scores on such 
tests; correlations typically fall in the range of .70 
to .90, averaging close to .80. (b) No other single 
item of information that we can obtain about chil­
dren is as highly correlated with assessments of 
scholastic performance as the children's scores on 
these tests. No other kind of information concern­
ing children's background is as highly predic­
tive-not the socioeconomic status of the chil­
dren's parents, or the parents' education, or 
occupation, or race, or the national origin of chil­
dren's ancestry, or their gender. Children's scores 
on "IQ" tests account fOi" more of the total vari­
ance (i.e., individual differences) in overall scho­
lastic achievement than all of these background 
variables combined, independent of IQ. This ap­
pears to be true in every country, for every type of 
educational system, and for every method of in­
struction yet devised. No attempts, by means of 
varied instructional techniques, to completely 
overcome the correlation between individual dif­
ferences in scholastic performance and scores on 
"IQ" tests, when a fully representative sample of 
the school-age population is considered, have 
come anywhere near success. The fact that this is 
so is scarcely disputed today. But why this is so 
and what it means have long been, and still are, 
questions of intensive inquiry and heated debate in 
educational psychology. 

Through it all, the use of numerous tests of 
"mental abilities" has become widely entrenched 
in education, in connection with "streaming" or 
"tracking" pupils, for placement in special class­
es, for individual diagnosis of learning problems, 
for vocational counseling, and for selection for 
higher education. The lives of countless persons 

have undoubtedly been affected to some degree by 
"mental tests." Just what do such tests actually 
"measure" that would seem to justify such wide­
spread use? 

Similar tests, often called "aptitude" tests, are 
also now commonly used with adults outside the 
school setting, in screening job applicants for in­
dustry, and for selection and allocation to various 
training programs in the armed services. The tests 
commonly used for these purposes have also been 
shown, through correlation analysis, to measure 
much the same individual differences as are mea­
sured by the IQ tests administered in schools. 
There is no longer any question that such tests 
possess some practical validity for predicting job 
performance and success in training programs. The 
persisting question is why such tests have predic­
tive validity for so many practical, real-life cri­
teria. 

The fundamental question implied here, we 
know, has existed long before mental tests were 
ever invented. Stated bluntly in laymen's terms, it 
is the simple question: Why are some people 
smarter than others? Many other questions that 
need to be answered naturally spring from this sin­
gle question, which many persons have viewed as 
the Pandora's box of psychology. Yet for more 
than a century, it has remained, and continues to 
remain, a central question in that branch of psy­
chology now known as differential psychology, or 
the scientific study of individual and group dif­
ferences in psychological traits. The current status 
of research, theories, and controversies on this top­
ic is highly complex and perhaps even perplexing 
to newcomers to this field. It seems likely that the 
present scene can be more clearly understood when 
viewed in historical perspective. The history of 
thought about the nature of individual differences 
in human abilities should essentially enlighten the 
question, how did we arrive at our present state of 
knowledge and theory on this topic? A historical 
overview might also suggest the most promising 
avenues for future research. It is the writer's belief 
that the modern era of research in this field has 
been evincing lively progress toward addressing, 
with advanced statistical and laboratory methods, a 
number of the key questions that have come down 
from the past. It seems unlikely that a historical 
survey of the thinkers and their theories and re­
searches that have led up to the present state of the 
field could justify the wiseacre's definition of his­
tory as "a chronology of events that never should 
have happened." 
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The Prescientific Era 

The concept of mental ability, as we conceive of 
it today, is of surprisingly recent origin in the his­
tory of human thought. There is little evidence of 
association between the concept of mind and the 
concept of ability in the literature of theology and 
philosophy prior to the latter half of the 19th cen­
tury. It is the ability aspect of mental ability that 
was so delayed in making its appearance. The no­
tion of individual differences in mental ability is 
even more scarce in philosophical thought prior to 
the nineteenth century. The leading theologians, 
philosophers, and political and social thinkers be­
fore that time apparently did not concern them­
selves with the subject of individual differences in 
mental abilities. 

Yet it seems almost impossible to imagine that 
since the dawn of history people have not noticed 
differences among their fellows in characteristics 
that today we would think of as constituting mental 
ability. Indeed, the concept of individual dif­
ferences, although not of concern to early philoso­
phers, is evident in literature throughout history. 
Characters have been described in literature by a 
variety of adjectives, such as clever, keen-witted, 
and discerning, or dull-witted, addled, and stupid; 
also, geniuses and feebleminded persons have fig­
ured in literature for centuries. There seems little 
doubt that individual differences in mental traits 
have always been recognized. Why then, we must 
wonder, did it take so long for such an evidently 
well recognized human phenomenon as individual 
differences in mental traits to become a subject for 
systematic thought by the leading thinkers in histo­
ry before about 1850? 

Even after psychology became a formal disci­
pline, with its own textbooks and dictionaries of 
specialized terminology, the ideas of mental ability 
and individual differences were slow to enter. The 
first prominent American psychologist, William 
James (1842-1910), at Harvard University, pub­
lished his famous textbook The Principles of Psy­
chology in 1890, yet it makes only three brief and 
scattered mentions of "intelligence," but only in 
the philosophic sense of "intellect" or "reason," 
and James never makes any reference to individual 
differences. One will search in vain for any men­
tion of intelligence or individual differences of any 
kind in William James's later Talks to Teachers 
(1899). James wrote extensively on such topics as 
perception, association, emotion, will, habit, and 
the "stream-of-thought," but there is no evidence 

that he ever entertained any notion of individual 
differences in abilities. At that time, the subject of 
individual differences was evidently not consid­
ered within the purview of formal psychology. An­
other comprehensive text of that period, Handbook 
of Psychology (1890) by James Mark Baldwin 
(1861-1934) contains two pages on "intellect" 
and nothing at all about individual differences. 
Baldwin's encyclopedic Dictionary of Philosophy 
and Psychology (l90l) does not accord the word 
intelligence a separate entry, but refers to it merely 
as a synonym of intellect. To understand this sur­
prisingly late entry of the concepts of mental abil­
ity and individual differences into psychology, we 
must look back to the earliest recorded beginnings 
of psychological thought. I 

Origins of Psychology 

The great philosopher Plato (427-347 B.C.) is 
credited as the first thinker to distinguish (in The 
Republic) three parts or aspects of the human soul, 
corresponding, in modem terms, to intellect, emo­
tion, and will, or the cognitive, affective, and con­
ative aspects of the human psyche. Dualism, or the 
distinct separation of mind and body, as a formal 
philosophic doctrine in Western thought, probably 
originated with Plato. Intellect, or reason, was re­
garded as an attribute of the perfect or divine soul, 
not of the physical person or the person's observ­
able behavior. Therefore, the soul was thought to 
remain untouched by the existence of individual 
differences that were manifested in man's overt 
behavior. Mind, reason, thought, and intellect­
all more or less synonymous concepts in Plato's 
thinking-were seen as part of the immaterial 
soul, or nous, as Plato called it. The soul, accord­
ing to Plato, transcends mundane activity and dis­
tinguishes man from the lower animals. Thus it 
was viewed as a universal quality incompatible 
with the notion of individual differences. In Plato's 
day, philosophers were mainly concerend with the 
essences that distinguish humans from animals, 
rather than distinctions between individual hu­
mans. Physical distinctions were recognized, of 
course, as were differences in moral character. In 
The Republic, Plato clearly recognized psychologi­
cal differences in classifying people into three 

I BeSides the sources specifically cited, material on the early 
history of the concepts of mind and intellect were obtained 
mainly from the following; Boring (1950), Burt (1955), 
Guilford (1967), Matarazzo (1974), Peterson (1925), Stoddard 
(1943), Watson (1963). 
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types. Plato likened these types, in terms of their 
rarity, to gold, silver, and brass, and held that the 
ideal society would assign people to occupations 
on the basis of this classification. The three main 
divisions were first the philosophers, who would 
govern; then the warriors; and lastly, the artisans. 
But the basis for such a classification of people 
was not made clear, nor were the means of achiev­
ing it. But Plato's idea is probably the first major 
expression of opinion regarding the recognition of 
individual differences as being related to a soci­
ety,s general welfare. 

Plato is also credited as the first thinker to sug­
gest a hierarchical structure of mental functions­
an idea that comes down to the present day. He 
regarded reason, or intellect, as the highest aspect 
of the soul, which ideally dominated the lower 
functions of emotion and drive. In Phaedrus, he 
depicts intellect as the charioteer who holds the 
reins, the emotion and drive are likened to the team 
of horses that draw the vehicle. The charioteer is 
the cybernetic element, the horses the dynamic ele­
ment. Here already we can see some of the basic 
ingredients of modem psychology. 

Plato's illustrious student, Aristotle (384-323 
B.C.), was really the first formal psychologist, in 
that he wrote the first books on the subject, De 
Anima, De Sensu et Sensili, De Memoria et Remi­
niscentia, and On Psyche. Aristotle clearly dis­
tinguished various psychological functions, such 
as sensation, reaction, desire, memory (recogni­
tion and recall), knowing, and thinking. Unlike 
Plato, Aristotle recognized thinking as directly de­
pendent upon what he regarded as the lower pro­
cesses of sensation and memory. Thought was 
viewed as deliberation preceding action. Aristotle 
might also be regarded as the first cognitive theo­
rist. He constrasted actual activity with the hypo­
thetical capacity or mental activity on which it de­
pends; this is the first introduction of the concept 
of ability as a latent trait, distinct from its behav­
ioral expression. 

Aristotle reduced Plato's threefold classification 
of the soul to only two broad divisions, which he 
termed dianoetic (cognitive functions) and oerectic 
(emotional and moral functions). It was the Roman 
author, orator, and statesman, Cicero (106-43 
B.C.), who, in translating Aristotle's Greek termi­
nology, coined the almost exact equivalent of "di­
anoetic" in Latin as intelligentia-hence the ori­
gin of the word intelligence. But neither Aristotle 
nor other ancient Greek philosophers said anything 
about individual differences in the various psycho-

logical qualities that they propounded. Besides the 
fact that these qualities were thought of largely as 
qualities of the soul and hence were exempt from 
human frailty, the social systems of the ancient and 
medieval world, consisting of aristocracies and 
serfdoms, probably afforded little scope for the 
salience of individual differences in abilities. A 
person's occupation and station in society were 
determined by the circumstances of his birth. For­
mal education was the privilege of only an elect 
few, and the great inequality of opportunities for 
education and vocational choice could largely ob­
scure the perception of human differences as repre­
senting characteristics that are intrinsic to individ­
uals. 

Indeed, the first clear statement concerning indi­
vidual differences in mental abilities came some 
years following the heyday of Greek philosophy, 
from the Roman philosopher, Quintillian (A.D. 
35-95), who might well be called the first real 
educational psychologist. He wrote the following 
advice to teachers, which would not look out of 
place in a modem textbook of educational 
psychology. 

It is generally, and not without reason, regarded as an excel­
lent quality in a master to observe accurately differences of 
ability in those whom he has undertaken to instruct, and to 
ascertain in what direction the nature of each particularly in­
clines him; for there is in talent an incredible variety, and the 
forms of mind are not less varied than those of bodies. (As 
quoted in Stoddard, 1943, p. 79) 

It would be a long time, however, before anyone 
else systematically considered the subject of indi­
vidual differences in mental abilities. (Mental 
means simply that individual differences are not 
mainly due to differences in sensory or motor ca­
pabilities per se.) The mind-body dualism pro­
pounded by the early Greek philosophers, and the 
idea of mind as a spiritual essence or soul indepen­
dent of physical or organic cause, was elevated and 
perpetuated by the Christian scholastics. Most 
prominent among them was the Catholic the­
ologian Thomas Aquinas 0225-1274), who fol­
lowed Aristotle in subdividing the functions of 
mind. The first division was between the intellec­
tual and the appetitive functions. The intellectual 
function was further subdivided into sensation, 
perception, memory and reproductive imagination, 
and reasoning and creative imagination. This 
structure of the mind, with minor variations, per­
sisted in philosophical writings down to the 19th 
century. But throughout this period, these catego-
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ries of mind remained philosophic abstractions 
without being viewed in relation to human dif­
ferences in their individual manifestations. That 
conceptual leap would have to await a major revo­
lution in human thought, namely, a fully biological 
conception of the human species, and of human 
behavior, as fundamentally continuous with the 
rest of the animal kingdom, as a product of organic 
evolution rather than of special creation. 

Among early philosophers, John Locke (1632-
1704) has had a lasting influence on this field 
through his most famous work, the Essay Con­
cerning Human Understanding (1690). Essen­
tially, Locke brought mind closer to naturalistic 
explanation. He opposed the notion of innate ideas 
and viewed the human mind at birth as a blank 
tablet, or tabula rasa, which is gradually filled 
with impressions through the avenues of the spe­
cial senses. All knowledge, Locke claimed, comes 
from only two sources, sensation and reflection, or 
"the association of ideas." He wrote, 

Let us suppose the mind to be, as we say, white paper, void of 
all characters, without any ideas; How comes it to be furnished? 
Whence comes it by that vast store, which the busy and bound· 
less fancy of man has painted on it with an almost endless 
variety? Whence has it all the materials of reason and knowl­
edge? To this I answer, in one word, from experience. In that 
all our knowledge is founded, and from that it ultimately de­
rives itself. (Quoted by Boring, 1950, p. 172) 

Thus the line was clearly drawn between nativism, 
or the k~ea that the mind comes equipped with 
certain built-in qualities, and empiricism, accord­
ing to which the properties of the mind are wholly 
attributable to individual experience. Although 
there is nothing explicit in this empiricist philoso­
phy concerning intelligence and individual dif­
ferences, the implications of Locke's tabula rasa 
conception were that both intelligence and human 
differences therein must arise entirely from dif­
ferences in people's experiences-an idea that has 
come down to the present day in the research and 
controversy concerning the relative effects of 
"nature" and "nurture" (or heredity and environ­
ment) on mental abilities and other psychological 
characteristics. 

The British philosopher Herbert Spencer (1820-
1903) was the immediate precursor of the scien­
tific era in the study of intelligence and individual 
differences. He was a Lamarkian evolutionist, who 
propounded his own pre-Darwinian ideas about 
evolution. After the publication of Darwin's Ori­
gin of Species (1858), Spencer was converted from 

Lamarkism to the theory of natural selection, and 
he became the leading philosopher of the Darwi­
nian revolution. Because Spencer was never him­
self an empirical scientist, we must assign him to 
the prescientific era as regards his contributions to 
psychology. However, his textbook, The Princi­
ples of Psychology (1855), was the first psychol­
ogy book to resurrect the term intelligence and to 
pay specific attention to individual differences. 
Spencer viewed human intelligence as a unitary 
trait that emerged through the differentiation of 
adaptive functions in the course of biological evo­
lution. Later, with the publication of Darwin's the­
ory of natural selection as the explanation of evolu­
tion and the "survival of the fittest" as its 
principal mechanism of evolution, Spencer per­
ceived the biological significance of individual dif­
ferences as the essential raw material on which 
evolution depends. Spencer's extension of this line 
of thought to the human social conditions of his 
time has been termed "Social Darwinism," often 
in a pejorative context. However, Spencer's idea 
of intelligence as a biologically adaptive function 
for achieving the "adjustment of internal to exter­
nal relations" is a progenitor of the detailed mod­
em efforts to understand both animal and human 
intelligence in an evolutionary perspective, as 
seen, for example, in Harry Jerison's chapter, 
"The Evolution of Biological Intelligence" in the 
recent Handbook of Human Intelligence (Stern­
berg, 1982). The concept of the phylogeny of intel­
ligence, the idea that intelligence increases pro­
gressively throughout the phylogenic scale of the 
animal kingdom, is also attributable to Spencer. 
His view of the ontogeny, or individual develop­
ment, of intelligence in humans, from birth to ma­
turity, is that it has three main aspects, (a) an in­
crease in the accuracy of inner adjustments to outer 
demands, (b) an increase in the number of items of 
simple knowledge, and (c) an increase in the com­
plexity of consciousness of the external environ­
ment. The idea of accuracy of perceptions was 
likely a precursor of Francis Galton's (1822-1911) 
emphasis on sensory discrimination as a measure 
of intelligence, and the ideas of number and com­
plexity were much later relabeled and empirically 
researched by Edward L. Thorndike (1874-1949) 
as breadth and altitude of intellect (Thorndike, 
Bregman, Cobb, & Woodyard, 1927). But it was 
actually Spencer, rather than Galton, who is so 
often credited (or blamed) for the concept of intel­
ligence as a unitary or general ability. As Guilford 
(1954) has put it, "The conception of intelligence 
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as a unitary entity was a gift to psychology from 
biology through the instrumentality of Herbert 
Spencer" (p. 471). This unitary conception of in­
telligence was destined for a turbulent history. It is 
still a pivotal theoretical issue in contemporary 
psychology. 

The Scientific Era 

The scientific era in the study of individual dif­
ferences is marked by the advent of objective mea­
surement and the quantitative treatment of data. 
Systematic, objective observation and some form 
of measurement are partly what distinguish em­
pirical psychology from speculative philosophy. 
Although measurement does not guarantee the ad­
vancement of a science, without measurement a 
science seldom advances beyond a rudimentary or 
purely descriptive and taxonomic stage. The idea 
of the measurement of mental attributes was partic­
ularly crucial for the development of the psychol­
ogy of individual differences. 

The first actual measurement of any kind of psy­
chological individual differences was performed 
not by a philosopher or a psychologist, but by a 
German astronomer, F. W. Bessel (1784-1846), 
in 1822. He was fascinated by the discovery, made 
in 1795 at the Greenwich Observatory, that indi­
vidual astronomers differed systematically in the 
exact time at which they recorded the transit of a 
star across a hairline in the field of a telescope. 
Telescopic observers could not voluntarily correct 
their errors of observation in order to bring their 
time measurements into perfect agreement. Bessel 
systematically investigated this phenomenon, es­
timating differences in visual reaction times be­
tween individuals in milliseconds. He discovered 
reliable individual differences in reaction time, to 
which he gave the name personal equation. which 
could be used to correct the astronomical observa­
tions of different individuals, thereby improving 
the accuracy of measurement. Bessel discovered 
not only that individuals differed reliably in reac­
tion time, but that there was considerable vari­
ability among a number of reactions by the same 
individual, hence the distinction between interin­
dividual and intra individual variability. The tem­
poral constancy or accuracy of the personal equa­
tion (i.e., interindividual differences in reaction 
time) was seriously limited by the fact that an indi­
vidual's reaction time varies from one occasion to 
another. To read through this intraindividual vari­
ability and discern consistent differences between 
individuals required averaging a large number of 

reaction time measurements obtained from each 
individual. Students of psychometrics will imme­
diately recognize that the basic concepts of classi­
cal test theory. such as true score and error compo­
nents, are latent, if not actually explicit, in this 
early research on reaction time. 

The chronographs and chronoscopes invented 
by astronomers for the precise measurement of re­
action time were soon adopted by physiologists. 
and shortly thereafter, in the 1880s, they became 
standard apparatus in the first psychological labo­
ratory. established in 1879 in Leipzig by Wilhelm 
Wundt (1832-1920). In adopting the reaction time 
technique that astronomers specifically developed 
for studying individual differences, however, ex­
perimental psychologists failed to adopt also the 
astronomers' primary interest in individual dif­
ferences. The primary aim of experimental psy­
chology was to discover general laws of mental 
functioning; individual differences were regarded 
merely as error, noise, or nuisance variance in this 
endeavor, to be minimized as much as possible 
through experimental control, careful selection of 
subjects, and the refinement of procedures. Reac­
tion time became an important technique for the 
objective measurement and analysis of reflexes, 
attention, sensory discrimination, choice decision 
making, association, and recall memory. This line 
of research has come down through a spotty histo­
ry to modem times, where, known as mental chro­
nometry, it has taken on new life as the chief meth­
odology of experimental cognitive psychology 
(e.g., Posner, 1978). 

Reaction time has also figured in the study of 
individual differences in mental abilities, but 
through a quite different tradition of scientific psy­
chology. instigated mainly by Sir Francis Galton in 
the 1860s. The work of Galton marks the real be­
ginning of scientific research on individual dif­
ferences, that is, the fields of differential psychol­
ogy and psychometrics. 2 

In what is probably the most frequently cited 
presidential address by any president of the Ameri­
can Psychological Association, Lee Cronbach 
(1957) in "The Two Disciplines of Scientific Psy­
chology," deplored the theoretical and meth­
odological gulf that, throughout the history of psy­
chology, has separated experimental psychology, 
on the one hand, and differential psychology and 
psychometrics, on the other. The founding fathers 
of these two branches were Wundt, in Germany, 

2Bur! (1962) provides the most useful source on Galton's con­
tributions to psychology. 
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and Galton, in England. Until recent years, these 
two lines have shown only occasional and casual 
interaction. The one subject on which the "two 
disciplines of scientific psychology" have finally 
become focused in a fruitful merger, only within 
the last decade, is the study of human intelligence. 
But the threads of this development really go back 
to Galton in the latter half of the 19th century. 

Sir Francis Galton 

Galton was born the same year as Gregor Men­
del (1822-1884), the father of modern genetics, 
and he died the same year as Alfred Binet (1857-
1911), the inventor of the first practical test of 
intelligence. Interestingly, Galton was the first in­
vestigator of the genetics of intelligence and the 
first to attempt the objective measurement of 
abilities. 

Galton was born into a wealthy English family. 
A half-cousin of Charles Darwin (1809-1882), 
they both were grandsons of the philosopher, phys­
iologist, and poet, Erasmus Darwin (1731-1802). 
Galton was a prodigy who could read and write by 
the age of three. After attending medical school 
and earning a degree in mathematics at Cambridge 
University at 21, he fell heir to a family fortune 
that allowed him freely to pursue his extremely 
wide and varied scientific interests for the rest of 
his long life, without need to earn a living. He used 
his fortune to travel, to finance his research, to 
found journals (Biometrika and Annals of Human 
Genetics, which are still in existence today), to 
endow a chair in genetics (occupied by such lumi­
naries as Karl Pearson and Sir Ronald Fisher) and 
the famous Galton Laboratory at the University of 
London. He also founded the Eugenics Society, 
which still exists. 

Galton was one of the greatest scientific dilet­
tantes of all time. Because he was also a genius, he 
made original contributions to a variety of fields: 
exploration and geography (of Africa), mete­
orology, photography, fingerprint classification, 
genetics, statistics, anthropometry, and psychome­
try. His prolific achievements and publications 
brought him worldwide recognition and many hon­
ors, including knighthood, Fellow of the Royal 
Society, and several gold medals awarded by vari­
ous scientific societies in England and Europe. 3 

3The chief sources on the life of Galton are Galton's Memoirs 
(1908). Pearson's (1914-1930) three-volume biography, and 
a modern bIography. containIng also a complete bibliography 
of Galton's publications, by Forrest (1974). 

What is Galton's legacy to the psychology of 
individual differences? Above all, he vigorously 
promoted the idea of objective measurement and 
quantitative analysis of data, whether by mere 
counting, or by ranking, or by true measurement. 
His favorite motto was, "When you can, count." 
He acted accordingly, some would say, to an al­
most eccentric extreme. He applied this predilec­
tion for quantification mainly to the study of 
human variation in just about every physical and 
mental characteristic that was within his power to 
count, rank, or measure. Unlike Wundt, the father 
of experimental psychology, who saw individual 
differences as a nuisance to be overcome in the 
search for general laws, Galton regarded human 
variation as of paramount importance and as per­
haps the most interesting of all phenomena for sci­
entific study in its own right. Hence the "two dis­
ciplines of scientific psychology, " stemming 
respectively from Wundt and Galton. 

As a result of Galton's pursuit, he was led to 
invent a number of the statistical and psychometric 
concepts and methods familiar to all present-day 
researchers, including the bivariate scatter dia­
gram, regression and correlation, multiple correla­
tion, percentile ranks, standardized or scale-free 
scores, rating scales, the use of the normal, or 
Gaussian, distribution as a basis for the interval 
scaling of traits, and the use of the median and 
geometric mean as measures of central tendency. 
But the details of these contributions more prop­
erly belong in the history of measurement and sta­
tistics per se. 

Galton's main substantive contributions, which 
depended heavily on his quantitative inventions, 
are found essentially in two works: Hereditary Ge­
nius: An Inquiry into Its Laws and Consequences 
(1869), his most famous and most influential 
work, and Inquiries into Human Faculty and Its 
Development (1883). The second work is of in­
terest from our standpoint for its descriptions of the 
odd assortment of "tests" Galton invented for 
measuring human capacities. Successful or not, 
they were the very first objective "mental" tests. 
Like every scientific innovator, Galton was also a 
product of his time. This is reflected in his choice 
of "tests." The prevailing doctrine at the time was 
faculty psychology, which traces back to the an­
cient Greek philosophers, who conceived of the 
mind as consisting of a number of distinct and 
separate powers or faculties, such as sensation, 
discrimination, perception, memory, and reason. 
And the chief techniques of experimental psychol­
ogy at the time were the so-called brass instrument 
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apparatuses of W undt' s laboratory, gadgets for 
measuring various types of sensory discrimination 
and speed of reactions. In keeping with the psy­
chology of his time, Galton believed that because 
all the contents of intellect must come through the 
sense organs, the capacity for fineness of sensory 
discrimination was one of the two main aspects of 
mental ability; the other, because of its supposed 
adaptive evolutionary significance, was sheer 
speed of reaction to an external stimulus. In 
Human Faculty (1883), he argued, 

The only information that reaches us concerning outward events 
appears to pass through the avenue of our senses; and the more 
perceptive the senses are of difference, the larger is the field 
upon which our judgment and intelligence can act. (p. 19) 

Hence, Galton's battery of tests consisted mostly 
of devices for measuring auditory, visual, and kin­
esthetic discrimination, short-term memory span, 
as well as simple reaction time to visual and au­
ditory stimuli. These various tests, along with a 
number of physical measurements, were obtained 
during the brief period between about 1884 and 
1890, on more than 9000 individuals, who paid 
threepence apiece to be run through all the tests in 
Galton's .. Anthropometric Laboratory" in the 
South Kensington Science Museum. Galton ex­
pressed his notion of the aim of such tests as 
follows: 

One of the most important objects of measurement ... is to 
obtain a general knowledge of the capacities of a man by sink­
ing shafts, as it were, at a few critical points. In order to 
ascertain the best points for the purpose, the sets of measures 
should be compared with an independent estimate of the man's 
powers. We thus may learn which of the measures are the most 
instructive. (Quoted in Anastasi, 1965, p. 25) 

Galton's idea was quite sound, and presages the 
modern psychometric concept of external validity. 

Unfortunately, however, Galton's particular 
collection of tests of sensory discrimination and 
reaction time did not prove to be very fruitful in his 
own day. Such simple tests could often distinguish 
the mentally deficient, but differences among per­
sons of normal and superior intelligence, as judged 
by educational and occupational attainments, were 
generally so slight and seemingly unreliable as to 
afford scarcely any evidence for the claim that they 
measured intelligence. At least so it seemed at the 
time. Mere visual inspection of the data yields an 
unpromising picture. Reliability theory had not yet 
been conceived, and modern analyses of Galton's 
data reveal exceedingly low reliability of many of 
his tests. The reaction time tests, for example, 
were based on only a few trials and therefore 

yielded measurements with an average reliability 
of only 0.18 in the total sample. Tests with such 
low reliability could hardly show impressive cor­
relations with any criterion, and mean differences 
between different age groups and occupational cat­
egories look unimpressive to casual inspection. 
Unfortunately, multiple regression analysis and 
statistical tests of significance had not yet been 
invented. When, in recent years, modern statistical 
analyses have been applied to Galton's old data, 
there were found to be highly significant mean 
differences by age group and by five occupational 
categories (ranging from professional to unskilled) 
on many of Galton's measurements.4 Still, Ga­
lton's simple tests, at least in their original primi­
tive form, proved to be practically useless for indi­
vidual assessment. The first practically useful test 
for mental ability was still waiting to be invented 
by Alfred Binet, some 15 years later. 

It was not until almost a century after Galton's 
failed attempt that psychologists have looked with 
renewed interest at Galton's ideas in search of 
more refined techniques for fathoming the nature 
of individual differences in mental abilities. One of 
the leading modern cognitive theorists, Earl Hunt, 
has stated, "We believe that Galton, not Binet, 
had the right approach. Measurement in science 
should be dictated by theory. What is needed is a 
better theory" (Hunt, Frost, & Lunneborg, 1973, 
p. 195). The statement is somewhat reminiscent of 
John Dalton's comment to the effect that the most 
important thing for a scientist is not necessarily to 
be right, but to have the right idea. And Galton had 
the right idea. But he lacked the necessary tech­
nical and statistical apparatus to make it work. 

Galton's ideas about the nature of intelligence 
were not very formalized as a theory in the usual 
sense. Deeply impressed by Darwin's theory of 
evolution and the central role of individual varia­
tion in natural selection and "fitness for survival," 
Galton thought of intelligence as having developed 
in the course of evolution as a general, heritable 
fitness trait in the Darwinian sense, attaining its 
highest development in Homo sapiens, while still 
evincing variation between individuals and be­
tween various subspecies, or races. (One chapter 

4Nearly all of Galton's original data had been secured by Pro­
fessor Gerald McClearn, while at the University of Colorado's 
Institute of Behavior Genetics. Various specialists in genetics 
and psychometrics are in the process of analyzing the data with 
modem statistical techniques. The information reported here 
was provided by one of those who are reexamining Galton's 
data, Professor Ronald Johnson of the University of Hawaii. 
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of Galton's Hereditary Genius is given a title that 
today would surely be viewed as quite unaccept­
able, "The Comparative Worth of Different 
Races.") Galton's view of intelligence stemmed 
much more from his evolutionary philosophy than 
from the disappointing empirical findings based on 
his battery of sensory and motor tests. But Gal­
ton's view of intelligence was also influenced by 
his study of "hereditary genius," in which he 
found that the blood relatives of men who were 
eminent for their intellectual achievements showed 
a markedly higher probability of also attaining em­
inence than would be expected by chance or social 
advantage, and that the probability decreased in a 
regular stepwise fashion the remoter the degree of 
kinship-a pattern that Galton observed. as well in 
the case of various physical characteristics, for ex­
ample, stature and athletic prowess. From this he 
concluded that mental ability was inherited in 
much the same manner and to the same degree as 
physical traits. The fact that eminent relatives in 
the same family line were often eminent in quite 
different fields of endeavor (for example, mathe­
matics, literature, and music) was seen by Galton 
as supporting his idea that mental ability, or at 
least its hereditary component, is a general ability 
that can be channelled, by circumstance or in­
terest, into any kind of intellectual endeavor. 

Thus, Galton's conception of intelligence can be 
summarized as innate, general, cognitive ability. 
The specification cognitive is intended to dis­
tinguish it from the other two aspects of the Pla­
tonic triarchic division of mind-the affective and 
conative. Because Galton thought the inheritance 
of general ability followed the same laws as phys­
ical inheritance, and because Galton found that in­
dividual variation in physical traits, such as stat­
ure, was distributed approximately in accord with 
the Gaussian, or normal, bell-shaped distribution, 
he assumed that the same type of distribution held 
also for general ability. He thereby scaled genius 
and lesser levels of ability on a graded continuum 
by dividing the baseline of the normal curve into 
18 equal intervals. Galton's conception of ability 
as a perfectly continuous trait, aside from the as­
sumption of a normal distribution, represented a 
break with the typological thinking of his contem­
poraries, who viewed genius and mental deficien­
cy as distinct types, separate from the general run, 
rather than as the upper and lower extremes of the 
continuous distribution of a single trait. The ideas 
of the continuity of traits and of the normal curve 
have had a profound and enduring influence in 
differential psychology and psychometrics. 

Galton also recognized the existence of special 
abilities, such as linguistic, mathematical, memo­
rial, and artistic, although he regarded them as of 
secondary importance, believing that general abil­
ity was the primary factor in all intellectual 
achievements, though it is more important in some 
types of achievement than in others. In Hereditary 
Genius (1869), he stated, 

Numerous instances recorded in this book show in how small a 
degree eminence can be considered as due to purely special 
powers. People lay too much stress on apparent specialities, 
thinking that because a man is devoted to some particular pur­
suit he would not have succeeded in anything else. They might 
as well say that, because a youth has fallen in love with a 
brunette, he could not possibly have fallen in love with a 
blonde. As likely as not the affair was mainly or wholly due to a 
general amorousness. (p. 64) 

Thus Galton replaced the doctrine of mental fac­
ulties by the formulation of mental ability as con­
sisting of a general ability and a number of special 
abilities. It is apparent today that virtually none of 
Galton's theoretical ideas concerning mental abil­
ity-the hypothesis of general and special abili­
ties, the normal distribution and inheritance of 
general ability-were rigorously tested or estab­
lished scientifically by Galton's own researches, 
which fall far short of the methodological require­
ments for attaining that goal. Nevertheless, most 
of the key research questions that presently occupy 
contemporary researchers in this field stem directly 
from Galton. It is doubtful that anyone else has had 
a greater influence on our theories of intelligence, 
although Binet unquestionably had the greater in­
fluence on the measurement of intelligence for 
practical purposes. 

Galton's methods were introduced to America 
by James McKeen Cattell (1860-1944). Cattell 
(who was no relation to the contemporarY psychol­
ogist Raymond B. Cattell) was the first American 
to earn a Ph.D. in psychology under Wundt, in 
1886. In 1888, he spent a postdoctoral year in 
England and worked with Galton, whom Cattell 
greatly admired, later referring to Galton as "the 
greatest man whom I have ever known" (Cattell, 
1930). Cattell coined the term mental tests (in 
1890 in the British journal Mind) in reference to 
Galton's battery of techniques for measuring vari­
ous sensory acuities and reaction times. In 1891, 
he founded the psychological laboratory at Colum­
bia University and headed the psychology depart­
ment there for 26 years. He early on emphasized 
research on individual differences along Galtonian 
lines. But his own research with "mental tests" of 
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the Galtonian "brass instrument" variety and, in 
particular, a study published in 1901 by one of his 
Ph.D. students, Clark Wissler (1870-1947), led to 
the early demise of Galtonian methods of mental 
testing in America. 

Wissler, working in Cattell's lab, administered 
to between 90 and 252 Columbia College under­
graduates a battery of Galtonian tests measuring 
various simple sensory and motor capacities, dis­
crimination, short-term memory, color-naming 
speed, and simple visual and auditory reaction 
time, as well as several physical measurements. 
These simple measures were correlated with class 
standing and grades in classics, foreign language, 
and mathematics courses, which were assumed to 
reflect individual differences in general mental 
ability, or intelligence. Pearson ian correlations 
were calculated between each of the "mental 
tests" and the academic "riteria. It was the very 
first use in psychology of lhe product-moment co­
efficient of correlation, invented in 1896 by Karl 
Pearson (1857-1936), protege of Galton. Few of 
Wissler's correlations significantly exceeded zero. 
Unfortunately, Wissler's results, interpretation, 
and conclusions largely reflected psychometric and 
statistical naivete. With the clarity of hindsight, 
modem students can easily see that the deck had 
been strongly stacked against finding significant or 
substantial correlations. Each test score was based 
on an average of only three to five measurements, 
which we now know would result in exceedingly 
low reliability; the "range of talent" was very re­
stricted in this highly selected group of Ivy League 
students, a fact that greatly attenuates correlations; 
and the reliability and validity of course grades as a 
measure of intelligence leave much to be desired. 
(The best present-day IQ tests generally show cor­
relations of less than .50 with grades in selective 
colleges.) Wissler's and Cattell's disappointing re­
sults, coming from the most prestigious psycho­
logical laboratory in America, cast a pall over the 
whole Galtonian approach to studying individual 
differences in abilities. Galton's methods might 
have survived this blow and been developed fur­
ther, however, had it not been for a momentous 
development in France, just 4 years later. 

Alfred Binet 

Binet (1857-1911) was France's greatest psy­
chologist, an investigator of remarkably broad in­
terests, insight, and ingenuity. 5 Trained in experi-

SThe best account of Binet', life and work is the biography of 
Binet by Theta H. Wolf (1973). 

mental and physiological psychology, as well as in 
medicine, Binet was the first major figure in our 
field of interest who could be called a clinical psy­
chologist, who thought and acted like a clinician in 
the best sense of that term. All his predecessors 
perceived themselves either as philosophers or as 
natural scientists. Binet was not a strong theorist, 
and he developed no formal theory of intelligence; 
but his numerous writings afford a fairly clear im­
pression of his conception of intelligence, and his 
methods of developing the first practically useful 
intelligence test have provided many followers, as 
well as critics, grist for theoretical inference about 
the nature of intelligence as conceived by Binet. 

Binet was already eminent when he was drawn 
to the study of intelligence. The story is well 
known, how he and his co-worker, Theodore Si­
mon (1873-1961), a psychiatrist, were commis­
sioned in 1904 by the Minister of Education, to 
devise a practical, objective means for assessing 
mental subnormality in primary school children. 
Contrary to some of the later lore that has grown 
up about Binet, largely through the interpretations 
of American followers who wished to sharpen the 
contrast between Binet and the Galtonian school in 
Britain, Binet, in fact, greatly admired and was 
profoundly influenced by the British evolutionists 
Darwin, Spencer, and above all, Galton. The idea 
that Galton and Binet were at opposite poles is 
false, although their disciples have often been at 
odds. Binet accepted Galton's idea of intelligence 
as a general ability that enters into "nearly all the 
phenomena with which the experimental psychol­
ogist has previously concerned himself-sensa­
tion, perception, memory, as well as reasoning," 
and Binet also distinguished special abilities, 
which he termed "partial aptitudes" (Binet & Si­
mon, 1905a). Binet was also a hereditarian regard­
ing the basis of individual differences and claimed 
that his intelligence scale was expressly devised to 
reflect innate differences, in contrast to "ped­
agogical scales" that measure specifically educa­
tional attainments (Binet & Simon, 1905b). 

It was when Binet actually set about devising a 
test of intelligence that he became truly innovative, 
taking a quite different approach from the one sug­
gested by Galton. Binet was well informed of the 
unimpressive results obtained using the Wundtian 
and Galtonian "brass instrument" techniques of 
measuring simple processes as a means for assess­
ing intelligence. 

In looking around for more promising measures, 
Binet was impressed by a new sentence completion 
test devised by the German psychologist Hermann 
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Ebbinghaus (1850-1909), who is best remem­
bered for his experimental studies of verbal learn­
ing and memory. The completion test consisted of 
sentences with missing words that the subject had 
to fill in with words selected so as to make good 
sense of the incomplete sentence. This was proba­
bly the first successful test of higher mental abili­
ties; it quite clearly discriminated between primary 
school pupils when they were classified by their 
teachers as being good, average, or poor in scho­
lastic standing. (A sentence completion test is still 
in use today, for example, as part of the well 
known Lorge-Thorndike Intelligence Test; and it 
generally shows a higher correlation with the total 
IQ than any other type of subtest.) Ebbinghaus 
emphasized the importance of complexity of a 
task's cognitive demands as being essential for the 
assessment of the higher mental functions thought 
of as intelligence. Complexity thus became a key 
idea in Binet's effort. He abandoned Galton's and 
Cattell's simple sensorimotor tests (except Gal­
ton's test for discriminating weights) and devised 
instead a large number of single-item "tests" 
based, not on laboratory apparatus, but on brief 
tasks children could perform with such com­
monplace. things as pencil, paper, coins, blocks, 
pictures of familiar objects, and the like. Each task 
posed a problem involving attention, adaptability, 
memory, judgment, reasoning, or some common 
item of information. 

Binet's most original contribution was the con­
cept of mental age as a device for selecting and 
scaling items so as to permit a meaningful in­
terpretation of the child's performance. As it was 
obvious to Binet that children's mental capability 
increases with age, he used age as a criterion for 
selecting and grading his test items. By calibrating 
items in terms of the percentage of each normative 
group of children sampled at one-year age intervals 
from age 3 to 15 years who passed the item, it was 
possible to express a child's raw score (i.e., 
number right) on the whole battery of items in 
terms of mental age. A 6-year-old who got as 
many items right as the average 8-year-old, for 
example, would be said to have a mental age of 8 
years. It was the German psychologist, William 
Stem (1871-1938), who suggested dividing the 
child's mental age (MA) by his chronological age 
(CA) in order to express his relative standing, in 
comparison with other children, in rate of mental 
development. The ratio of MA/CA (x 100, to re­
move the decimal), was termed the "mental quo­
tient" by Stem, and was later translated by Lewis 
M. Terman (1877-1956) as "intelligence quo-

tient," or IQ. The Binet-Simon intelligence scale, 
consisting of a graded series of heterogeneous 
items, was the prototype of virtually all subsequent 
tests of intelligence down to the present time. 

Binet never attempted to develop a consistent or 
unified theory, or even a formal definition, of in­
telligence, but from his voluminous writings one 
can discern Binet's implicit conception of intel­
ligence. This effort, however, may be a bit like 
describing a Rorschach inkblot, with different 
writers emphasizing different aspects of Binet's 
rather unsystematic views. Those aspects of Bin­
et's ideas about intelligence that show the least 
similarity to the Galtonian and British lines of 
thought have been the most emphasized by Binet's 
followers in America. Although at times Binet 
writes of intelligence as a general ability, at other 
times he emphasizes its heterogeneity, which 
seemingly (but mistakenly) justifies the hetero­
geneous item content of his test. General intel­
ligence, in Binet's thinking, is not a single func­
tion, but the resultant of the combined effects of 
many more limited functions, such as attention, 
discrimination, and retention. In his later writings, 
he put greater emphasis on the more complex men­
tal functions-logical processes, comprehension, 
jUdgment, and reasoning-as the sine qua non of 
intelligence. He argued that intelligence could be 
measured efficiently only by using a great variety 
of items that "sample" these higher processes. As 
Tuddenham (1962) has aptly put it: "Regarding 
intelligence as a product of many abilities, Binet 
sought in his tests to measure not an entity or sin­
gle dimension- 'general intelligence' -but rather 
an average level- 'intelligence in general''' (p. 
489). 

Tuddenham's characterization of Binet's view 
probably represents the prevailing conception of 
intelligence among the majority of American psy­
chologists and especially among clinical psychol­
ogists. But there are also serious theoretical and 
psychometric problems with this B inetian view, as 
first pointed out by the first really important the­
oretical successor to Galton, Charles Edward 
Spearman (1863-1945). The question of whether 
intelligence is a unitary process or is a resultant of 
the complex interaction of a great many different, 
more specialized processes is one of the chief is­
sues of contention by contemporary theorists. But 
before bringing in Spearman, who begins a whole 
new line of investigation, this would seem the right 
place to mention Binet's main intellectual heirs in 
America. There is not much that needs to be said 
about them in the present context, however, be-
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cause, like Binet, they were mainly applied psy­
chologists and test developers, rather than major 
theorists of intelligence. 

The Binet-Simon Intelligence Scale was trans- ' 
lated into English and introduced to American psy­
chology by Henry H. Goddard (1866-1957), a 
leading researcher on mental retardation. Iron­
ically, although Goddard was impressed by the 
usefulness of Binet's test in his research with re­
tarded children, he was actually a follower of Gal­
ton and was an ardent evolutionist and heredi­
tarian, imbued with enthusiasm for Galton's idea 
of eugenics, or the improvement of the human spe­
cies through genetic means. He was also the most 
energetic early promoter of the use of mental tests 
in clinics and schools in America. His contribu­
tions to theory and measurement, however, were 
nil. 

Lewis Madison Terman (1877-1956) was the 
most important representative of the Binet tradition 
in America. As a professor at Stanford University, 
he translated and reworked the Binet-Simon 
scales, adapting, extending, and norming them for 
the American population, to produce the Stanford­
Binet Intelligence Scale. It was first published in 
1916, with revised editions appearing in 1937, 
1960, and 1972. 

Terman was not a very explicit or original theo­
rist in this field; he largely echoed Binet's notions 
about the nature of intelligence, although he at­
tached greater importance than did Binet to the 
capacity for abstract thinking as a necessary at­
tribute of intelligence. Terman was mainly preoc­
cupied with investigating the validity ofthe IQ, not 
only for predicting scholastic performance, but for 
predicting occupational and personal success in 
adult life as well. His truly monumental study of 
gifted children, published in five volumes under 
the general title Genetic Studies of Genius, had this 
purpose. This famous longitudinal study of more 
than I ,500 children selected on the basis of Stan­
ford-Binet IQs of 140 and above (i.e., the top 1% 
of the school-age population) is still in progress, 
now under the supervision of Robert Sears and Lee 
Cronbach at Stanford University, both of whom, 
interestingly, were themselves subjects in Ter­
man's study. Terman's intellectually gifted sub­
jects are now in their late 60s and early 70s. The 
group as a whole shows much higher levels of 
occupational and intellectual achievements than a 
random sample of the general population, or even 
when randomly selected subjects are matched with 
the parental socioeconomic and educational back­
ground of the gifted group. 

David Wechsler (1896-1981) followed in es­
sentially the same tradition as Binet and Terman, 
mainly as an applied psychometrician and con­
structor of tests, rather than as a theorist or re­
searcher on the nature of intelligence (Matarazzo, 
1974; Wechsler, 1958, 1975). Wechsler is best 
known for the intelligence scales that bear his 
name: The Wechsler Preschool and Primary Scale 
of Intelligence (WPPSI), the Wechsler Intelligence 
Scale for Children (WISC), and the Wechsler 
Adult Intelligence Scale (WAIS). They are now 
the most widely used individual tests of intel­
ligence. Wechsler was the first to abandon Binet's 
mental age scale, which not only seemed indefen­
sible for the measurement of adult intelligence, but 
has other psychometric defects as well. (The 
Wechsler IQ scales are all based on standardized 
scores within narrow age groups of the normative 
population.) Wechsler conceived of intelligence 
perhaps more broadly than any of the formal theo­
rists, as an aggregate or global capacity for pur­
poseful action, rational thought, and effective in­
teraction with the environment, a view that 
broadens the concept of intelligence beyond the 
strictly cognitive sphere into the realm of affect, 
motivation, and personality. Wechsler's concep­
tion was probably too all-inclusive to attract se­
rious theoretical or scientific interest and, although 
it has been the favored view of clinical psychol­
ogists for half a century, it has been virtually a 
cipher in the theoretical development of differen­
tial psychology. 

The Factor Analysts 

Charles Edward Spearman 

Spearman (1863-1945) was the first realty ma­
jor theorist of human ability. His interest was in 
founding an empirically based scientific theory of 
mental ability. Although test development and 
other aspects of applied psychometrics were, for 
Spearman, necessary for the realization of his aim, 
they were quite incidental adjuncts, never holding 
the center stage in his thinking and research. Yet 
he was the first important theoretical psychometri­
cian. He presented the first clear conception of 
what today is referred to as "classical test theory"; 
he developed the modem concept of reliability, 
invented the correction of the correlation coeffi­
cient for attenuation, formulated precisely the rela­
tionship between the length of a test and its relia­
bility (i.e., the Spearman-Brown prophesy formu-
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la), and derived the formula for the nonparametric 
rank-order correlation coefficient. But his greatest 
methodological contribution was the invention of 
factor analysis, a methodology that has developed 
and dominated the study of human abilities ever 
since it was first introduced by Spearman in 1904. 

Spearman came to psychology relatively late in 
life. After a career as a British Army officer, from 
which he retired, at age 34, with the rank of major, 
he began a new career by earning a Ph.D. degree 
in psychology at the University of Leipzig, under 
Wundt. He then joined the psychology faculty at 
the University of London, and soon thereafter he 
was appointed successor to William McDougall as 
professor and head of the psychology department, 
a chair he held for 25 years. In terms of the impor­
tance of the topics he researched, his great origi­
nality, and his enduring influence, Spearman was 
unquestionably Britain's greatest psychologist. 
Besides his intellectual brilliance and mathe­
matical talent, the traits that characterized his ca­
reer were his clear, no-nonsense, scientific style of 
thinking about psychological problems and his un­
alloyed impatience with armchair philosophizing 
and speculation. This hard-nosed attitude led 
Spearman into conflict with much of the psycho­
logical thought of his day. In his autobiography, 
Spearman (1930a, p. 330) described his career as 
"one long fight." For the present purpose, unfor­
tunately, it is impossible to do more than summa­
rize Spearman's contributions rather too briefly 
and hence inevitably with considerable simplifica­
tion. Spearman's major works, however, are still 
worth reading, as many of the issues he raised are 
still very much alive in contemporary research on 
intelligence (Spearman, 1904, 1923, 1927, 1930b; 
Spearman & Jones, 1950). Spearman's most fa­
mous book, in which he most completely explica­
tes his main contributions, is The Abilities of Man 
(1927). It still ranks near the top of the list of 
"must" reading for students of individual dif­
ferences. Virtually all the basic questions that con­
tinue to occupy contemporary researchers and 
theorists of human ability were first clearly posed 
by Spearman. 

When Spearman began his career in psychol­
ogy, the doctrine of formal faculties was the gener­
ally accepted view of individual differences in 
abilities. Persons differ in the powers of the many 
distinct "faculties" that constitute the mind, such 
as perception, discrimination, memory, recollec­
tion, attention, reason, common sense, language, 
imagination, invention, comprehension, motor 
control, kinesthetic sense, visualization, and so 

on. One theorist even listed as many as 48 distinct 
mental faculties, including "sense of the ridicu­
lous. " 

Spearman questioned whether the numerous list­
ed faculties were truly distinct components of the 
mind. Are "memory" and "recollection" really 
different abilities, or "imagination" and "in­
vention," or "reason" and "comprehension"? If 
so, mental ability could be objectively measured 
only by devising special tests for each of the many 
faculties. But there were endless armchair debates 
among psychologists concerning the number and 
names of the faculties. Spearman saw an objective 
solution to this problem by the use of correlation. 
If two (or more) nominal faculties were claimed to 
be distinct, it should be possible to devise tests of 
each one, to administer the tests to a group of 
persons who show individual differences in the 
power of the faculties in question, and show that 
the measurements of the different facuIties are 
uncorrelated. 

Spearman performed this type of study with 
school children, using tests, examination marks, 
and teacher ratings on a variety of variables, in­
cluding classics, French, history, geography, 
mathematics, "common sense," musical talent, 
and measures of auditory, visual, and kinesthetic 
(weight) discrimination. The matrix of correlations 
among all of these tests revealed all positive inter­
correlations, suggesting to Spearman that all of the 
measures reflect a common factor, that is, a com­
mon or unitary source of the covariance among the 
variables. Individuals who scored exceptionally 
high on anyone variable tended to score above 
average on all the others as well. Moreover, the 
correlation matrix displayed a quite regular varia­
tion among the sizes of the correlation coefficients, 
such that by arranging the variables in the matrix in 
the order of their average correlation with every 
other variable, the correlations displayed what 
Spearman referred to as a hierarchy, that is, the 
correlations in the matrix decreased regularly in 
both the horizontal and vertical directions from the 
diagonal, going from the upper left to the lower 
right comer of the matrix. It especially impressed 
Spearman that in this hierarchical pattern of cor­
relations there was no clear discontinuity between 
the scholastic measures (classics, etc.) and the 
measures of musical ability and of sensory dis­
crimination. This observation seemed to confirm 
Galton's notion that discrimination ability is a 
basic aspect of general intelligence. Spearman 
showed mathematically that such a hierarchical 
correlation matrix could be "explained" in terms 
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of a single factor (Le., source of variance) that 
every test in the matrix has in common. He later 
assigned the label g to this general factor, which 
he identified with general intelligence. Spearman 
hypothesized that every type of cognitive test mea­
sured g in addition to one other source of variance 
(besides error), labeled s (for specific). The s is 
entirely specific to a particular test (or a very nar­
row class of highly similar tests). This hypothesis 
became known as Spearman's "two-factor theo­
ry" of ability, according to which the total true­
score variance (a;} on any test is expressed as the 
sum of two components, g variance (a~) and s 
variance (a;>, hence a~ = a~ + a;. 

Spearman invented a method, now known as 
factor analysis, but actually a rather simple fore­
runner of the modem techniques under this name, 
that made it possible to determine precisely the 
proportion of g variance in each of the variables 
that are entered into a correlation matrix. The 
square root of this proportion can be interpreted as 
the test's correlation with the hypothetical ability 
represented by g; this correlation between a test 
and a factor is commonly termed the loading of the 
test on a given factor (in this case g). 

Much of Spearman's subsequent research con­
sisted of determining the g factor loadings of nu­
merous diverse tests. As many as 94 various tests 
were factor analyzed in one study (Spearman & 
Jones, 1950, Chap. 8). Various tests differed 
widely in their g loadings, even when the loadings 
were corrected for attenuation, ranging from 
slightly greater than zero up to .80 and above. 
Spearman regarded the differences in tests' g load­
ings as a basis for discovering the essential nature 
of g. He attempted to do this by comparing high 
and low g-loaded tests for their similarities and 
differences. The types of tests with the highest g 
loadings, he found, were those that require induc­
tive or deductive reasoning and have a quality of 
abstractness. In general, the g loadings of tests 
were found to increase, going from tests of simple 
sensorimotor abilities, to tests of rote and asso­
ciative memory, to tests involving the grasping of 
conceptual or abstract relationships, as typically 
found in verbal and figural analogies tests. Hence, 
Spearman characterized g, or general intelligence, 
as the "eduction of relations and correlates," that 
is to say, inductive and deductive reasoning. But 
this is merely a description of the types of tests that 
best measure g.. these are tests requiring fairly 
complex mental manipulations in order to arrive at 
the correct answer. But this empirical observation 

can hardly be called a theory of g. It does not tell 
us what g is, independently of the very mathe­
matical operations of factor analysis, by means of 
which we have determined the "existence" of g 
and the extent of its loading in various tests. Nor 
does the description of g in terms that characterize 
the most highly g-loaded tests tell us why even 
tests that involve no reasoning or conceptual con­
tent, such as pitch discrimination and choice reac­
tion time, also have some moderate g loading. 
Spearman fully admitted that factor analysis does 
not, and logically cannot, permit a declaration of 
the nature of g, but can only point to those tests 
that measure it best. This "defining of g by site 
rather than by nature," he wrote, is a "way of 
indicating what g means . . . just as definite as 
when one indicates a card by staking on the back of 
it without looking at its face" (1927, p. 76). 

Spearman (1927, Chap. 7) considered many dif­
ferent speculative hypotheses of the nature of g. 
He settled on the hypothesis of a unitary mental 
energy. This "energy" was deployed to whatever 
specific "engines" or brain processes were in­
volved in different mental tasks, some tasks requir­
ing more energy, and some less, and hence their 
different g loadings. In Spearman's view, this uni­
tary source of energy enters into every kind of 
mental task, and the observed positive correlation 
between all tests is a result of individual dif­
ferences in the amount of mental energy that peo­
ple brought to bear on the tests. The specificity 
peculiar to different tests was attributed to lo­
calized or specific energies. "Successful action 
would always depend partly on the potential ener­
gy developed in the whole cortex and partly on the 
efficiency of the specific group of neurons in­
volved" (1923, p. 6). 

The main problem with Spearman's theory of g 
as "mental energy" is not that it is necessarily 
wrong, but that no means have been found to test it 
empirically. Theories are scientifically useful only 
when opposing theories can be pitted against one 
another in an empirical test. Thus, without an em­
pirical means of being tested, Spearman's theory 
of g remains only speculative and problematic to 
this day. The g factor itself, however, remains se­
cure as an established empirical phenomenon, 
summarizing the observation that virtually all men­
tal tests that are scorable according to an objective 
standard of performance are positively intercorre­
lated in an unrestricted sample of the general 
population. 

The application of Spearman's method of factor 
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Persons 

Test X, Y, & Z A 8 c 
~~ ________ L-________ ~ 

(Factor I ) 2 3 

Rank 

Figure 1. Representation of the rank order (i.e., 1,2,3) of three persons (A,B,and C) on three tests (X, Y, and Z) in a hypothetical 
one-dimensional (i.e., one factor) test correlation matrix. 

analysis to a variety of test batteries by other pi­
oneers of factor analysis, such as Sir Cyril Burt 
(1883-1971), as well as by Spearman and his stu­
dents, soon made it apparent that the two-factor 
theory of ability was too simple to account for the 
data. 6 Spearman had proven that if only one factor, 
say g, accounted for all of the intercorrelations 
among a collection of tests, the correlation, r xy' 

between any two tests, x and y, would be equal to 
the product of their g factor loadings, gx and gy 
(i.e., r = gx X gy). Hence, if g were partialled 
out of the correlations between tests, the resulting 
residual correlations should be reduced to zero. 
But often, this outcome would not be found; after g 
was partialled out, the residual matrix, although 
markedly reduced in total variance, would reveal a 
number of significant correlations, usually among 
tests of similar content, such as verbal tests, or 
numerical and mathematical tests, or spatial visu­
alization tests, or tests of memory. This meant that 
there were actually other factors in addition to g, a 
fact that Spearman reluctantly conceded. He 
termed these additional factors group factors, be­
cause, unlike the general factor, g, which is loaded 
on every test, the other factors showed substantial 
loadings on only certain groups of tests. The so­
called group factors could be easily named in terms 
of the similar features of the tests with the largest 
loadings on a given factor. Among the main group 
factors identified by Spearman were verbal, me­
chanical (or spatial), mathematical, and memory 
factors. When these group factors were viewed as 
residual sources of test variance, that is, the re­
maining reliable variance after g is partialled out, 
they usually accounted for a relatively small pro­
portion of the total variance in test scores, as com­
pared with the amount of variance accounted for 

6A detailed critique of Spearman's two-factor theory and of 
later developments and results of factor analysis can be found 
in two articles by Burt (l949a, b). 

by g. Thus we have a hierarchical factor model, in 
the sense that g, at the pinnacle, is correlated with 
every test, whereas each group factor is correlated 
with only a limited domain of tests that are quite 
similar to one another. In this system, g and each 
of the group factors are said to be orthogonal (i.e., 
uncorrelated) dimensions. 

To those who are not familiar with the mathe­
matical operations of factor analysis, the idea of 
factors can be made less mysterious if they are 
thought of as dimensions. The question, then, is 
how many dimensions are needed to represent the 
covariation (or correlation) among a number of 
tests. The conceptually simplest example can be 
illustrated by assuming three tests, labeled X, Y, 
Z, given to three persons, named A, B, C. Rather 
than using scores, for simplicity we can simply 
rank these persons' performance on the tests, giv­
ing ranks 1, 2, 3. Consider the following data ma­
trix; the correlation matrix is below. 

X 
Test Y 

Z 

Test X 

A 

Person 

Y 

B 

2 
2 
2 

z 

X 1.0 1.0 

c 

3 
3 
3 

Y 1.0 1.0 
Z 1.0 1.0 

Only one dimension (or factor) is needed to de­
scribe these results; the persons show the same 
rank order on every test. One dimension can be 
represented by a straight line (see Figure 1). 
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Test Z 

(Factor :n:) 

3 ~B 

2 C 

B 

2 

Test X &. y 

(Factor 1) 

C 

3 

Figure 2. Representation of the rank order of three persons on three tests in a hypothetical two-dimensional (i.e., two factors) test 
correlation matrix. 

A two-factor (2-dimensional) case: 

Person 

A B C 

X 2 3 
Test Y 2 3 

Z 3 2 

Test X Y Z 

X 1.0 0.5 
Y 1.0 0.5 
Z 0.5 0.5 

A 2-dimension space is needed to represent these 
data (see Figure 2). 

A three-factor (3-dimensional) case: 

A 

X 
Test Y 1 

Z 2 

Person 

B 

2 
3 
3 

c 

3 
2 
1 

Test 

X 
Y 
Z 

X Y Z 

And a 3-dimension space is needed to represent 
these data (see Figure 3). 

One can go on adding dimensions, although it 
becomes impossible to depict more than three di­
mensions graphically, and the geometry of n-di­
mensional space can be treated only in purely 
mathematical terms. The scientifically desirable 
economy of factor analysis as a means of describ­
ing the "structure" of a correlation matrix results 
from the fact that most of the covariance among a 
large number of tests can be accounted for in terms 
of a relatively much smaller number of factors, 
because many different tests share some of the 
same factors in varying degrees. 

It is important to recognize just what factor anal­
ysis does and does not tell us. It tells us which tests 
"go together," that is, it parsimoniously describes 
the correlations among a number of diverse tests in 
terms of a limited number of uncorrelated common 
sources of individual differences variance, called 
factors, that are shared by all mental tests (in the 
case of g) or by particular groups of tests (in the 
case of group factors). Thus factor analysis is es-
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Figure 3. Representation of the rank-order of three persons m a hypothetical three-dimensional (i.e .• three factors) test correlation 
matrix. 

sentially descriptive. It is said to describe the struc­
ture of abilities. It is not an explanatory theory. It 
does not explain why various tests are correlated as 
they are, or why various tests show quite different 
average correlations with all the other diverse tests 
in a battery. Factors merely afford a systematic 
description of phenomena with unknown causes. 
Factors themselves are not the causes of anything; 
they are simply descriptive abstractions. The basic 
empirical phenomena from which factors are de­
rived are individual differences in test scores and 
their intercorrelations among diverse tests. It is 
these phenomena, and consequently the factors to 
which they give rise, that are in need of scientific 
explanation in causal terms. 

If we accept g, the largest common factor, as a 
working definition of intelligence, then a major 
aim of a theory of intelligence is the explanation of 
g. This boils down to an explanation of why differ­
ent tests are correlated with one another and why 
some tests are correlated more highly than others. 
As already noted, Spearman put forth a unitary or 
monistic explanation of g in terms of a hypo­
thetical "mental energy." He hoped that future 
neurophysiological research would discover indi­
vidual differences in some form of general neural 
energy in the cerebral cortex. Spearman's monistic 

theory of g as mental energy was soon challenged 
by rival theories. 

Edward Lee Thorndike. The leading Amer­
ican educational psychologist, Thorndike (1874-
1949) was best known for his studies of learning. 
But he also played a major role in the development 
of intelligence tests and was the first American to 
espouse a theory of intelligence, the elements of 
which were borrowed directly from his theory of 
learning as the formation of new stimulus-re­
sponse (S-R) bonds under the influence of reward, 
or positive reinforcement. For Thorndike, learning 
was a process of "selecting and connecting"; 
hence his term connectionist theory. An indi­
vidual's behavioral and intellectual repertoire was 
made up, basically, of innumerable S-R connec­
tions in the nervous system, the specific connec­
tions being acquired through experience in the en­
vironment. Thorndike's theory of intelligence was 
set forth in his major contribution to this field, The 
Measurement of Intelligence (Thorndike et ai., 
1927), which is also one of the major classics of 
this field that is still rewarding to read. According 
to Thorndike, individual differences in intelligence 
reflect the number of S-R bonds that persons ac­
quire by a given age. He hypothesized that persons 
differ innately in the number of potential neural 
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connections that they possess, so that even given 
the same environment and experience, two indi­
viduals may differ markedly in the number of S-R 
bonds they can acquire, and hence they will differ 
accordingly in intellect. 

In Thorndike's theory, the ubiquitous positive 
correlations between tests, and the g factor that can 
be extracted from all their intercorrelations, result 
from two hypothetical conditions: (a) various tests 
draw on different numbers and combinations of 
neural bonds, and (b) there is overlapping of the 
bonds "sampled" by different tests. Thus, accord­
ing to Thorndike, there is no unitary factor, such as 
Spearman's "mental energy," that underlies g. 
The g factor, and all other factors as well, are 
artifacts resulting from different tests sampling 
common bonds. The elemental bonds themselves 
could be entirely uncorrelated, differing only in 
their quantity from one individual to another. A 
person's score on an intelligence test represents an 
average of all the particular connections tapped by 
the test items. 

Spearman (1927, Chap. 5) termed this kind of 
theory "anarchic." He argued that it was a scien­
tifically inadmissable basis for the measurement of 
intelligence. Taking an average of what he termed 
a "hotchpot" of test items, which was the method 
of the Binet tests, for example, did not meet essen­
tial criteria of scientific measurement. How could 
one claim that any given item or class of items 
measured intelligence? What rational basis is there 
for giving all types of items equal weight in the 
composite average? Should memory items and rea­
soning items be weighted equally? Questions such 
as these could be debated endlessly or decided ar­
bitrarily. Factor analysis provided an objective 
means for dealing with them. The fact that 
"hotchpot" tests such as the Binet and Wechsler 
scales actually tum out to be quite good measures 
of intelligence, or g, and show substantial correla­
tions with real-life, commonsense criteria of intel­
ligence is explained by Spearman's principle of 
"the indifference of the indicator" of g. Because 
every kind of mental task involves g to some extent 
(in addition to any other more specific factors), the 
larger and more diverse that the collection of tasks 
is, the greater is the cumulative proportion of g 
variance relative to the variance attributable to the 
many task-specific factors, which, being uncorre­
lated across diverse tasks, cancel each other out, so 
to speak. Hence the summed scores over a wide 
variety of tasks may represent a rough approxima­
tion to the measurement of g. 

In the early days of factor analysis, a great deal 
of argument was wasted on the question of whether 
g did or did not "exist." The answer now is clear: 
certainly g exists as a product of the factor analysis 
of any sizable collection of diverse mental tests.7 
The fact that a very substantial g, in the sense of 
proportion of total variance accounted for, is found 
in virtually any sizable collection of diverse tests, 
and that the g is highly similar for different collec­
tions of tests, provided each collection is reasona­
bly diverse in form and content, is a fundamental 
and important empirical discovery. 

The crucial issue that remains worth considering 
is the question, What causes g? That is to say, 
what are the mechanisms or processes, entirely in­
dependent of factor analysis, that could explain the 
positive intercorrelations among individual dif­
ferences in performance on virtually all mental 
tasks and hence make possible the extraction of a 
predominant g factor from any large collection of 
mental tasks? To argue, as do some psychologists, 
that because g is a mathematical abstraction, it 
cannot be thought of as having a cause, is fall­
acious, in that it fails to take account of the fact 
that a g factor need not be found at all. If all mental 
tasks involved only specific abilities, no g factor 
could emerge by any method of factor analysis, 
and persons' scores on tests would vary solely as a 
function of the particular collection of tasks (or 
items) included in the test, plus errors of measure­
ment. All the correlational evidence, however, 
completely contradicts this possibility. But this 
fact alone cannot prove that the g factor has a 
single or unitary cause. The g factor could be ex­
plained, as did Thorndike, by hypothesizing a mul­
titude of independent components (S-R bonds, 
neural elements, or whatever) of ability, a number 
of which are necessarily sampled by any task, and 
a larger number being sampled by the more com­
plex tasks. Indeed, it is observed that complex 
tasks are more highly correlated with one another 
than simple tasks are correlated with one another. 
This is just what one would predict from the hy­
pothesis that complex tasks sample more elements 
than do simple tasks, and therefore increase the 
proportion of overlapping elements between the 
tasks. It could also be argued equally well that 
more complex tasks are more g loaded because 

7By far the most profound and sophisticated discussion of the 
logical and metaphysical status of the mental factors yielded 
by factor analysis that I have found is in The Factors of the 
Mind by Burt (1940). 
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they require more mental energy. From the view­
point of sampling theory, however, the factors re­
vealed by factor analysis really describe the char­
acteristics of tests rather than factors of the mind. 
Although "sampling theory," as it later came to 
be known, originated with E. L. Thorndike, it was 
formalized mathematically by the British psycho­
metrician and educational psychologist, Sir God­
frey H. Thomson (1881-1955), who had spent a 
year (1923-24) at Columbia University working 
with Thorndike. Thomson's (1951) "sampling 
theory" of g was seen as a challenge to Spear­
man's "mental energy" theory. It has gained con­
siderable popUlarity among psychometricians, es­
pecially in the United States. Although the 
"sampling theory" has been around since at least 
1914, when first introduced by Thorndike, it has 
never given rise to any empirical research that 
could put it to a significant test. Its appeal is en­
tirely intuitive. The typical criticism of Thorn­
dike's and Thomson's sampling theory has been 
cogently expressed by Jane Loevinger (1951): 

The sampling theory hardly qualifies as a true theory, for it does 
not make any assertion to which evidence is relevant. Perhaps 
the large number of adherents to this view is due to the fact that 
no one has offerei evidence against it. But until the view is 
defined more sharply, one cannot even conceive of the pos· 
sibility of contrary evidence, nor, for that matter, confirmatory 
evidence. A statement about the human mind which can be 
neither supported nor refuted by any facts, known or conceiv· 
able, is certainly useless. Bridgman and other philosophers of 
science would probably declare the sampling theory to be 
meaningless. (p. 595) 

Louis L. Thurstone. The leading American 
psychometrician and factor analyst, Thurstone 
(1887-1955) developed a method of "multiple 
factor analysis" (Thurstone, 1947) that facilitated 
the extraction of a number of factors from a cor­
relation matrix of numerous diverse tests, and 
along with it he proposed an objective criterion for 
the "rotation" of the factor axes that he called 
simple structure, intended to yield psychologically 
interpretable factors. Rotation of the factor axes to 
the simple structure criterion maximized the load­
ings of certain tests on particular factors and mini­
mized the tests' loadings on other factors, making 
it relatively easy to describe the various uncorre­
lated factors in terms of the particular tests on 
which they had the largest loadings. Ideally, each 
factor would load only on certain tests and each 
test would be loaded on only one factor, in which 
case it could be called a "factor pure" test. 

Applying his method of multiple factor analysis 
to large batteries of tests, Thurstone (1938) ex-

tracted a number of factors that he termed primary 
mental abilities: verbal fluency, verbal com­
prehension, numerical, spatial, reasoning, percep­
tual speed, and associative memory. There was no 
g factor in this structural model of abilities, for the 
simple reason that the criterion of simple structure 
mathematically precludes the extraction of a gener­
al factor. This limitation of Thurstone's method 
became a point of considerable contention between 
British and American psychometricians. The ap­
propriateness of the simple structure criterion in 
the domain of human abilities was soon chal­
lenged. It was noted that a good simple structure 
could not be achieved with orthogonal (uncorre­
lated) factor rotation; allowing oblique rotation of 
the factor axes, so that the axes were at less than 
right angles and were thus oblique, or correlated, 
factors, permitted a much closer approximation to 
the ideal simple structure. Thurstone himself re­
solved the conflict with Spearman. By factor ana­
lyzing the intercorrelated primary factors, Thur­
stone showed that the g factor emerged as a sec­
ond-order factor, or superfactor. Thurstone's 
method of multiple factor analysis with orthogonal 
rotation to simple structure had merely scattered 
the large g factor among the so-called primary fac­
tors. When Eysenck (1939) reanalyzed Thur­
stone's correlation matrix of more than 50 diverse 
tests, using a method of factor analysis that allows 
the appearance of a general factor and various 
group factors, he found that the g factor accounted 
for more of the total variance in all the tests than 
the variance accounted for by all of the remaining 
group factors combined. In fact, it has proved im­
possible to construct factor-pure tests of 
Thurstone's primary mental abilities that do not 
also measure Spearman's g, and usually each test 
is more highly loaded on g than on the primary 
factor it was specially devised to measure. At best, 
so-called factor-pure tests measure g plus the one 
primary factor they were devised to measure. 

Contemporary Theorists 

The two leading contemporary factor analysts of 
the abilities domain are Joy Paul Guilford (b. 
1897) and Raymond Bernard Cattell (b. 1905). 

Guilford (1959, 1966, 1967, 1977) has pro­
posed a complex scheme, or "facet" model, for 
the classification of abilities that he has called the 
Structure of Intellect (SOl) model. The hypo­
thetical abilities of the SOl model represent the 
intersections of 5 different mental operations (cog-
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nition, memory, divergent production, convergent 
production, and evaluation) x 5 different types of 
contents (visual, auditory, symbolic, semantic, 
and behavioral) x 6 different types of products 
(units, classes, relations, systems, transforma­
tions, and implications), making for 5 x 5 x 6 = 
150 abilities in all. Guilford regards each of the 
SOl abilities as unique, or factorially distinct from 
all the others. The SOl model thus suggests a pos­
sible 150 types of tests, and from year-to-year new 
tests are reported as having been devised to mea­
sure stilI a few more of the abilities suggested by 
this model. The number of such tests must now 
exceed 100. If all these tests were subjected to a 
type of factor analysis that does not mathe­
matically prohibit the extraction of a general fac­
tor, it seems virtually certain that a large g would 
emerge. Yet the SOl does not admit a g factor. A 
model with 150 hypothesized unique abilities, 
however, is actually beyond the reach of factor 
analysis for all practical purposes, and so the 150 
abilities have not come anywhere near being sub­
stantiated by factor analysis. The testability of the 
SOl model poses such staggering problems that it 
seems unlikely that it will ever be able to face the 
challenge of empirical verification (Undheim & 
Hom, 1977). Scientifically, the SOl model has not 
really advanced beyond a purely formal system 
(one of many possible rational systems) for the 
generation and classification of mental tests. Al­
though Guilford's SOl is apparently a quite com­
prehensive and fine-grained system of categories 
into which an extremely great variety of tests may 
be classified, it is highly arguable whether it actu­
ally tells us anything about the nature of intel­
ligence. It completely evades the central question: 
Why are all tests correlated with one another, 
thereby giving rise to g? 

Cattell (1963, 1971) has distinguished two as­
pects of g, which he has termed fluid (gf) and 
crystallized (gc). Tests based on specific knowl­
edge and cognitive strategies acquired prior to tak­
ing the test, such as general information, vocabu­
lary, arithmetic, scholastic knowledge and skills, 
and the like, are most heavily loaded on the gc 
factor. Tests with little or no knowledge content 
but that depend on short-term memory for novel 
material presented in the test situation (e.g., digit 
span memory) and novel problem solving involv­
ing reasoning about figural materials (e.g., figure 
analogies, matrices, series completion) are the 
most heavily loaded on the gf factor. People reach 
their peak power on gr in their late teens or early 

twenties, whereas g,. gradually increases until old 
age, provided persons are not entirely cut off from 
experiences that afford opportunities for new 
leaming. The gc factor can be interpreted as re­
flecting the knowledge and skills acquired through 
the individual's investment of gfin specific forms 
of learning and experience. Consequently, indi­
vidual differences in gf and gc will be more or less 
highly correlated depending on the degree of sim­
ilarity in people's educational experience and in 
the cultural values that influence the types of expe­
rience in which gf will be invested. The correlation 
between gf and gc again yields the superfactor g. 
Recent studies (Gustafsson, 1984; Undheim, 
1981) based on a hierarchical type of factor analy­
sis of collections of tests well representative of 
fluid and crystallized abilities suggest that gr is 
"absorbed" into the g (a "neo-Spearmanian" g) 
at the top of the factor hierarchy; that is, when g is 
partialled out of gp the residualized gf is reduced to 
zero, and hence it is concluded that gf is the same 
factor as Spearman's g (or vice versa). The gc 
factor remains as one of two or three second-order 
factors in the hierarchy. 

In contrast to the factor analytic school, a quite 
different approach, clinical and qualitative, to the 
study of intelligence was taken by the noted Swiss 
child psychologist Jean Piaget (1896-1980). In his 
major work on this subject, Piaget (1950) viewed 
intelligence as a biological process of adjustment 
between the conscious organism and its physical 
and social environment. The term intelligence in­
dicates the forms of organization or equilibrium by 
which the organism cognitively structures its sen­
sory and motor experiences. The complexity of the 
cognitive structures increases and changes 
qualitatively through different stages of the child's 
mental growth. Piaget's descriptions of the stages 
of mental growth developed from his observations 
of children when confronted by various problems 
cleverly devised by Piaget to reveal the "logic" of 
children's thinking at different stages of their men­
tal development. Briefly, Piaget viewed the mental 
development of the child as going through four 
main stages, which are invariant in sequence for all 
children: (a) the sensorimotor stage (onset from 
birth to about 1 year) is the first phase of intellec­
tual development, in which knowledge and 
thought are intimately tied to the content of specif­
ic sensory input or motoric activity of the child; it 
includes conditioning, stimulus-response learn­
ing, reward learning, perceptual recognition, and 
associative or rote learning and memory. (b) The 
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preoperational stage (onset ages 1 to 2 years) is a 
transitional period between the sensorimotor stage 
and the next stage and is mainly characterized by 
symbolic play and cognitive egocentrism, that is, 
the child in this stage can view objects and rela­
tionships only in terms of his own relation to them. 
(c) Concrete operations (onset 6 to 7 years) is the 
first stage of what Piaget called operational think­
ing, which characterizes his view of intelligence. It 
involves the capacity for performing mental opera­
tions on concrete objects, such as numeration, se­
riation, and classification or other forms of group­
ing, and the ability to conceive the invariant 
structure of classes, relations, and numbers. (d) 
Formal operations (onset 11 to 13 years) is the 
final level of operational thinking, manifested in 
logical reasoning (not dependent on the manipula­
tion of concrete objects), propositional thinking, 
combinatorial and inferential thinking that involve 
using hypothetical possibilites, abstractions, and 
imaginary conditions, as well as the mental manip­
ulations of symbols for real or experiential knowl­
edge. The main stages are claimed to be invariant 
in sequence for all children, but there are indi­
vidual differences in the rate of progress from one 
developmental stage to the next, attributable to 
both innate factors and environmental influences. 
In the light of numerous empirical studies by other 
experimental child psychologists, Piaget's theory 
of qualitatively distinct stages of mental growth 
has come under increasingly severe criticism and 
doubts in recent years (e.g., Brainerd, 1978). 

Piaget's methode clinique, consisting of various 
tasks administered individually with careful inqui­
ry to elicit the child's thought processes, has been 
psychometrized, in the fashion of the Binet scale, 
by Tuddenham (1970), Vernon (1965), and others. 
When the Piagetian tasks have been factor ana­
lyzed along with a large number of conventional 
psychometric tests, they show quite large loadings 
exclusively on the g factor; there is no group factor 
that is unique to the Piagetian tasks. Thus even 
Piaget's quite different approach to the study of 
intelligence, in the final analysis, reveals essen­
tially the same g factor as originally discovered by 
Spearman. (For a review of the relevant research, 
see Jensen, 1980, pp. 669-677). The behavioral 
manifestations of g are almost infinitely multi­
farious, and much has been written, and will no 
doubt continue to be written, by way of describing 
the many behavioral aspects of g throughout the 
course of development from infancy to old age. An 
understanding of the essential nature of g, howev-

er, would depend on approaching the problem 
from a different level of analysis than that afforded 
either by Piaget's methode clinique or by the ap­
plication of factor analysis to conventional psycho­
metric tests. 

Information Processing Theories 

By the mid-1940s, the factor analysis of abilities 
had about run its course in its potential conceptual 
contribution to the study of human intelligence. 
From the viewpoint of theoretical development, 
the whole field went into the doldrums for nearly a 
quarter of a century. Strictly methodological and 
statistical developments and refinements in factor 
analysis and test theory came to occupy the center 
stage, whereas the substantive issues of differential 
psychology remained virtually at an impasse. It 
became increasingly clear that the factor analysis 
of psychometric tests alone could serve only a de­
scriptive function and could not compel any partic­
ular structural model. Such basic questions as 
whether intelligence is singular or plural could not 
be settled by any methodology available in tradi­
tional psychometrics. The explanation of the de­
scriptive factors yielded by the factor analysts 
would have to be explained by means that are en­
tirely independent of factor analysis itself. It is 
important to recognize that the results of factor 
analysis describe individual differences in abilities 
rather than the abilities themselves. Abilities can 
show up as factors only to the extent that there is 
individual variation in the abilities. If there are 
abilities, even very crucial abilities, which every­
one possesses to much the same degree, they will 
not be revealed as important abilities by factor 
analysis. Hence, not all of the operating features of 
the mind-call them cognitive processes-are 
necessarily revealed by factor analysis. The­
oretically, all mental processes could not be re­
vealed by factor analysis as it is traditionally used, 
unless it were assumed that there are substantial 
individual differences in all of the processes. 

In the 1960s, psychologists whose chief in­
terests were not individual differences or psycho­
metrics, but the experimental psychology of learn­
ing, memory, and problem solving, turned to the 
newly developed information processing theory as 
a model for the intervening variables, or hypo­
thetical constructs, needed to explain the complex 
types of behavior that strictly behavioristic S-R 
theories seemed inadequate to cope with. Informa­
tion processing theory, or cognitive theory, is a 
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"black box" approach, in which the processing of 
information, from sensory reception to motor re­
sponse, is explained in terms of the operations of a 
number of hypothetical constructs termed "ele­
mentary information processes," which act in se­
quence (or, on occasion, in parallel) to mediate 
problem solving (Newell & Simon, 1972). 

Because tests involving problem solving are 
among the most highly g loaded, it is not surpris­
ing that the information processing approach to 
problem solving was soon perceived as a promis­
ing new paradigm for the study of intelligence. 
Information processing research on human abili­
ties sprang up like mushrooms in the 1970s and has 
since become one of the liveliest fields in contem­
porary psychology. Among the leading pioneers in 
this relatively new field that brings the information 
processing paradigm to bear on the problems of 
differential psychology on which traditional psy­
chometric approaches had run out of steam are J. 
B. Carroll (1976,1980), E. B. Hunt (Hunt, 1976; 
Hunt et al., 1973), and R. J. Sternberg (1977, 
1979). An introduction to the major developments 
in this approach can be found in several multi­
authored books edited by Resnick (1976), R. J. 
Sternberg (1982a, 1982b, 1984), and Eysenck 
(1982a).8 

Processing theory attempts to analyze various 
cognitive tasks in terms of a limited number of 
"information processes" (or "components" in 
Sternberg's theory) having the status of interven­
ing variables or theoretical constructs that are hy­
pothesized to execute different cognitive functions 
termed elementary information processes. Among 
the more prominently invoked processes are visual 
search, stimulus encoding, discrimination-com­
parison, scanning short-term memory, storing in­
formation in intermediate and long-term memory, 
and memory search and retrieval of information. 
Metaprocesses are those executive functions that 
deploy and integrate the elementary processes, di­
rect and monitor performance, and invoke ac­
quired learned strategies for more efficient infor­
mation processing, such as chunking or grouping 
stimuli, use of S-R mediators and verbal 
mnemonics, rehearsal of associations, and the like. 
These hypothesized elementary information pro­
cesses are operationally definable, and individual 

SA comprehensive discussion of the educational implications of 
information processing conceptions of intelligence, as con­
trasted with the psychometric and Piagetian views, is present­
ed by Wagner and Sternberg (1984). 

differences in them can be measured, at least indi­
rectly, by various chronometric techniques that 
measure reaction times in the performance of sim­
ple tasks that are contrived to elicit certain infor­
mation processes. Because the experimental tasks 
are usually so very simple that error rates are ex­
tremely small, individual differences must be mea­
sured in terms of reaction time (RT) or response 
latency, usually in milliseconds. For example, the 
speed of scanning for an item in short-term memo­
ry has been measured by displaying a set of any­
where from 1 to 5 digits, which the subject studies 
for 2 seconds. The series then disappears from the 
screen, and immediately a single probe digit ap­
pears. The subject responds as quickly as possible 
by pressing one of two keys labeled "yes" or 
"no," as to whether the probe digit was or was not 
a member of the previously presented set (S. 
Sternberg, 1966). 

According to the information processing view, 
there are individual differences in the speed or effi­
ciency of the various elementary processes and in 
the presence or absence of certain metaprocesses, 
and these differences account for the differences in 
performance on psychometric tests and the kinds 
of educational and occupational performance crite­
ria predicted by conventional test scores. The as 
yet unrealized task of information processing re­
search is to show that individual differences in the 
same limited number of elementary cognitive pro­
cesses are indeed involved in a wide variety of 
superficially different kinds of test items and can 
thereby afford an adequate explanation of the 
sources of variation in, and correlations between, 
standard psychometric tests. The g yielded by fac­
tor analysis of psychometric tests, according to in­
formation processing theory, results from there 
being certain elementary information processes 
and perhaps also certain metaprocesses that are re­
quired for successful performance on virtually all 
test items (Sternberg & Gardner, 1982). But it 
turns out that measures of the elementary cognitive 
processes are themselves intercorrelated, and when 
factor analyzed they yield a g factor that is corre­
lated with the g of psychometric tests. If the ele­
mentary processes are themselves g loaded, the 
explanation of g is merely passed on to another 
level of analysis. At the end of this reductionistic 
regress of g to more and more elemental levels of 
analysis, presumably, is some physiological sub­
strate, the precise nature of which is still highly 
speculative. Research on the electrical potentials 
of the brain evoked by simple auditory stimuli 
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("clicks") while the conscious subject does noth­
ing overtly has shown remarkably high correla­
tions between psychometric g and certain indexes 
derived from the average evoked potential. Both 
Eysenck (1982b) and Schafer (1985), in indepen­
dent studies, have found that the degree to which 
indexes of the average evoked potential are corre­
lated with each of the II diverse subtests of the 
Wechsler Adult Intelligence Scale is directly relat­
ed (with correlations of +0.90 and +0.95) to the 
size of the g loadings of each of the subscales. In 
other words, the Wechsler subtests with the high­
est g loadings also show the largest correlations 
with the average evoked potential. The specific 
neural mechanisms that mediate this impressive re­
lationship between evoked potentials and psycho­
metric g are not yet known and the field is wide 
open for theoretical speculation and empirical in­
vestigation. It is entirely possible, some would 
even say likely, that the basis of g at the level of 
brain physiology could be much simpler than the 
multifarious manifestations of g that we can ob­
serve at the psychological or behavioral level of 
analysis. 

The Inheritance of Mental Ability 

The correlation of g with measures of the brain's 
electrophysiological response to sensory input is 
surely consistent with Galton's view of intel­
ligence as a biological phenomenon and is there­
fore influenced by hereditary factors. Although the 
belief that mental traits are inherited much as are 
physical characteristics can be traced at least as far 
back as the philosophers of ancient Greece, it was 
Galton who first tried to put this idea on an em­
pirical, scientific footing. He can therefore be 
claimed as the founder of behavioral genetics, 
which is now recognized as the application of the 
principles and methodology of quantitative genet­
ics to the study of individual differences in behav­
ioral traits. The essential features of quantitative 
genetic analysis are seen in their present form in 
Galton's own work in Hereditary Genius (1869). 
Inferences concerning the relative effects of genet­
ic and environmental factors on individual varia­
tion are based on quantitative estimates of the 
varying degrees of resemblance, or correlation, be­
tween relatives of different degrees of genetic 
kinship. Galton was also the first scientist to recog­
nize the value of monozygotic (MZ) and dizygotic 
(DZ) twins for genetical analysis. 

With the advent of psychometric tests and the 

development of quantitative genetics by Sir Ronald 
A. Fisher (1890-1962) and others, it became pos­
sible, using various kinship and twin correlations, 
to analyze the variance in any given metric trait 
into its genetic and environmental components. 
The second quarter of this century brought forth a 
number of now classic studies in this vein, most of 
them showing that a substantial proportion of the 
population variance in IQ, at least half and perhaps 
as much as three quarters, is attributable to poly­
genic inheritance. Consider such findings with re­
spect to IQ as the following: the pattern of various 
kinship correlations rather closely approximates 
the pattern of correlations predicted by a simple 
ploygenic model; MZ twins reared apart are much 
more similar in IQ than DZ twins or full siblings 
reared together; the IQs of genetically unrelated 
children reared together show a much lower cor­
relation than the correlation of full siblings reared 
together; the IQs of adopted children are more 
highly correlated with the IQs of their biological 
parents than with the IQs of their adoptive parents; 
inbred children born to genetically related parents 
(e.g., incestuous matings and cousin matings) 
show lower IQs, on average, than children born to 
genetically unrelated parents-a genetically pre­
dictable phenomenon known as "inbreeding de­
pression" (Jensen, 1978, 1983). Such findings vir­
tually defy explanation in strictly environmental 
terms; yet rather simple polygenic models fit these 
data remarkably well. The methodology and typ­
ical findings of quantitative genetic research on 
human abilities have been explicated in a non­
technical fashion by Jensen (1981), Plomin, De­
Fries, and McClearn (1980), and Vernon (1979). 
A more technical and comprehensive review of the 
evidence is provided by Scarr and Carter-Saltzman 
(1982). 

At the same time that the early classic studies of 
the inheritance of intelligence were taking place, a 
new development, radical behaviorism, under the 
leadership of John Broadus Watson (1878-1958), 
was on the ascendance in American psychology. 
Watson hoped to explain all behavior, including 
individual differences, in terms of Pavlovian con­
ditioning and learning. Watson's bold challenge, 
in Behaviorism (1925), to the Galtonian idea of 
inherited mental capacity has been often quoted: 

Give me a dozen healthy infants, well-formed, and my own 
specified world to bring them up in and I'll guarantee to take 
anyone at random and train him to become any type of spe­
cialist I might select-doctor, lawyer, artist, merchant-chief, 
and yes, even beggar-man and thief, regardless of hIS talents, 
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penchants, tendencies, abilities, vocations, and race of his an­
cestors. (p. 82) 

Watson's view, although usually expressed in less 
brash tones, became the dominant sentiment in 
American psychology, sociology, and cultural an­
thropology. The heated polemics of opposition and 
conflict between the hereditarian and environmen­
tal positions in all their aspects regarding the ex­
planation of individual differences, as well as of 
social class and racial differences, in mental test 
scores and scholastic achievement have long been 
known as the nature-nurture controversy. The 
controversy, with roots going back at least to 
Locke's tabula rasa theory of the mind and the 
egalitarian philosophy of 19th century liberalism, 
has actually been fueled more by philosophical, 
political, and ideological values than by the intrin­
sic scientific problems of behavior-genetic analy­
sis. An excellent account of the history of the 
nature-nurture controversy is provided by Loehlin 
(1984). Researchers in behavioral genetics are 
confronted with a quite different order of the­
oretical and methodological issues than those that 
are paraded under the popular banner of the 
nature-nurture controversy. The real scientific 
questions now are not whether genetic factors are 
importantly involved in human variability in men­
tal abilities, but concern the details of the genetic 
architecture and its evolutionary basis, the specific 
nature of the pathways from genes to behavior, and 
the forms of interaction and covariance of genetic 
and environmental factors. The controversies en­
gendered in this endeavor are of a highly technical 
nature intrinsic to the scientific issues, and bear 
little resemblance to popular hereditarian or en­
vironmentalist ideologies. 

Along with the decline of interest in the theory 
of intelligence following World War I, there was a 
corresponding waning of genetic studies of intel­
ligence. Interest in this field almost completely 
disappeared from the psychological scene. Howev­
er, in the late 1950s and early 1960s, the increas­
ing national concern over the quality of public edu­
cation and the increasingly conspicuous inequali­
ties in scholastic performance among different seg­
ments of the population stimulated a renewed 
interest in the improvability of intelligence, edu­
cability, and scholastic achievement by means of 
environmental interventions, especially during the 
crucial developmental period in early childhood. 
Research and action programs in this vein, made 
possible under the War on Poverty and the Great 

Society programs of Presidents Kennedy and John­
son, received a level of federal support previously 
unknown in the behavioral and social sciences. 

Probably the single most influential publication 
of the 1960s, with respect to the thinking of the 
psychologists and educators who were concerned 
with bringing about greater equality of educational 
performance, was Intelligence and Experience 
(1961) by J. McVicker Hunt (b. 1906). A schol­
arly and persuasively argued work, it greatly mini­
mized the role of genetics and strongly emphasized 
the effects of early environmental stimulation on 
intellectual development. Hunt's thesis was per­
ceived by many as the needed theoretical rationale 
for innovative programs in early childhood educa­
tion and compensatory education. 

By the late 1960s, after such educational pro­
grams had already been in effect for several years, 
the evidence from various large-scale compensato­
ry education programs and Head Start had not 
shown the theoretically predicted effects of mark­
edly raising the IQs or scholastic achievements of 
the children these programs were specifically 
intended to benefit. Intellectual development and 
its manifestation in scholastic performance, it ap­
peared, were not as easily alterable as the then 
prevailing theory led many psychologists and edu­
cators to believe. In 1969, the present writer, at the 
request of the editors of the Harvard Educational 
Review, prepared a lengthy critique (Jensen, 1969) 
of the overly extreme environmentalist theory that 
had engendered unrealistic expectations regarding 
the susceptibility of human differences in ability to 
psychological and educational manipulation. 9 This 
article, entitled "How Much Can We Boost IQ 
and Scholastic Achievement?" included a fairly 
comprehensive review of the then available re­
search on the heritability of intelligence. Largely 
because the article not only revived what, since the 
1930s, had become an unpopular view-that IQ 
differences have a genetic basis-but also because 
it conjectured that genetic as well as environmental 
factors were probably involved in the observed sta­
tistical differences between social class and racial 
groups, the article became widely cited and stirred 
up a storm of protests and criticisms and debates. 
Some of these events have been detailed in the 
Preface of Genetics and Education (Jensen, 1972), 
a volume that also contains the original article that 
set off all the commotion. These events also coin-

9 A recent review of the evidence on attempts to raise IQ is 
provided by Spitz (1986). 
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cide with the beginning of what appears as a new 
era of scientific interest, research, and publication 
concerned with the theory of intelligence and the 
behavior-genetic analysis of individual dif­
ferences. Besides many dozens of books and hun­
dreds of articles published on these topics since 
1970, and numerous research programs addressed 
to fundamental issues, there also now are two 
quarterly journals that publish research exclusively 
in these areas: Intelligence and Behavior Genetics. 
By the mid-1980s, the era of vehement controver­
sy on these topics seemed a thing of the past. The 
arguments that we can expect in the future of this 
thriving branch of science will most likely be more 
the kind of intrinsic controversy that is seen as a 
normal and necessary aspect of every lively and 
developing science. 

Intelligence and Education 

Theories of education, of its proper aims and the 
means for achieving them, have been strongly in­
fluenced, implicitly or explicitly, by theories of the 
nature of intelligence. Throughout the history of 
education, theories of intelligence and of the 
nature of individual differences therein have 
ranged between polar opposites: the notion of indi­
vidual differences as completely innate and immu­
table, and the notion of almost unlimited plasticity. 
The idea that individual differences in intelligence 
are predominantly a product of differences in the 
opportunities for learning and in cultural privileges 
afforded by the environment and, by the same 
token, can be markedly shaped by educational 
means has been a dominant theme in American 
educational philosophy. Yet scholastic achieve­
ment, and, by inference, scholastic aptitude, or 
intelligence, persistently vary over a wide range. 
Quite large differences are often seen even be­
tween full siblings reared together in the same fam­
ily, the average IQ difference between siblings 
being II to 12 IQ points (after correction for errors 
of measurement). And ~hese IQ differences are 
highly correlated with scholastic performance. IQ 
differences are manifested in different rates of 
learning scholastic subject matter, in the level of 
cognitive or conceptual complexity of the material 
that can be mastered at a given age, and probably, 
for all practical purposes, in the level of complex­
ity of the material that can ever be mastered with 
any amount of training. Obviously, not everyone 
can become a Shakespeare, a Beethoven, or an 

Einstein, however excellent their training and 
plentiful their opportunities. 

The ubiquity of large individual differences in 
pupils' performance in every type of instructional 
program that has ever been tried inevitably raises 
the question whether education should attempt to 
overcome or minimize individual differences so as 
to shape all children to similar educational goals 
and attainments or should itself be shaped to meet 
the needs of children varying widely in abilities. 
The preponderance of the research evidence to date 
inescapably supports the view that schooling, by 
every method of instruction yet tried, is capable of 
inculcating knowledge and skills, interests and at­
titudes, but has relatively negligible effects on the 
wide spread of differences in the rates of acquisi­
tion of knowledge and skill and in the levels of 
subject-matter complexity that can be com­
prehended at any given age. The problem of indi­
vidual differences may well be one of those many 
aspects of reality that have no universally satisfac­
tory solution from the standpoint of individual 
aspirations. 

To the best of our present knowledge, it appears 
that some substantial part of the variance in IQ and 
scholastic achievement-probably somewhere be­
tween 50% and 70%, according to the best evi­
dence on the heritability of IQ-is probably not 
subject to manipulation by strictly psychological or 
educational treatment. The reason for this, pre­
sumably, is that the main locus of control of that 
apparently unyielding variance is more biological 
than psychological or behavioral. At an even more 
fundamental level, we might ask why variance in 
intelligence should be so suprisingly resistant to 
experimental manipulation. This apparent re­
sistance to manipulation seems less surprising if 
we view human intelligence as an outcome of 
biological evolution. Genetic variation is the one 
absolutely essential ingredient to enable evolution 
to occur. If intelligence has evolved as a fitness 
characteristic in the Darwinian sense-that is, as 
an instrumentality for the survival of humankind­
it is conceivable that the biological basis of intel­
ligence has a built-in stabilizing mechanism, rather 
like a gyroscope, that safeguards the individual's 
behavioral capacity for coping with the exigencies 
of survival. If that were the case, mental develop­
ment would not be wholly at the mercy of often 
erratic environmental happenstance. A too mallea­
ble fitness trait would afford an organism too little 
protection against the vagaries of its environment. 
Thus, as humanity evolved, processes may also 
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have evolved to buffer human intelligence from 
being pushed too far in one direction or another, 
whether by adventitiously harmful or by inten­
tionally benevolent environmental forces. 

What many contemporary educational psychol­
ogists would consider a realistic position regarding 
the broad implications for education of our present 
knowledge of intelligence can be summarized as 
follows. Individual differences in measured intel­
ligence are reflected in the child's performance in 
school in a variety of ways: in the age at which he 
reaches optimal readiness for beginning classroom 
instruction in certain school subjects (especially 
reading and arithmetic), in the ease and speed with 
which he learns scholastic subjects under ordinary 
conditions of instruction, in his generalization and 
transfer of learning from one lesson to the next and 
from one subject to another, and in his ability to 
apply principles learned in one context to some­
what novel situations. Given other necessary con­
ditions of learning, such as good motivation and 
good study habits, differences in intelligence are 
also reflected not only in the rate of attainment but 
also in the levels of mastery and complexity that 
are generally reached. The learning of addition and 
subtraction, for example, will not reflect IQ dif­
ferences to as great an extent as the more complex 
operations of multiplication and long division, 
which in tum are not as discriminating as the still 
more complex and abstract concepts of algebra, 
geometry, and calculus. Similarly, penmanship 
and spelling ability are much less differentiated 
along the lines of IQ than is ability in written 
composition. 

Despite real differences in ability, however, a 
diversity of appropriate instructional programs and 
flexibility in the age grading of school subjects can 
make it possible for the vast majority of children to 
attain at least the basic scholastic skills during their 
years in school. 

Because mental abilities are distributed over a 
wide range and are reflected in differences in edu­
cability, and because most of this variability is 
related to both genetic and environmental factors 
that are not directly under the school's control, it 
seems a reasonable conclusion that schools and 
society must provide a range and diversity of edu­
cational methods, programs, and goals, and of oc­
cupational opportunities, just as wide as the range 
of human abilities. Equality of educational oppor­
tunity accordingly is not to be interpreted as uni­
formity of instructional facilities and techniques 
for all children. Diversity rather than uniformity of 

approaches holds greater promise for making edu­
cation rewarding for children over the full range of 
abilities. The reality of individual differences 
should not mean educational rewards for some 
children and frustration and defeat for others. If the 
ideal of universal education is to be successfully 
pursued, the extent to which all children can be 
beneficiaries of the educational system will depend 
in large part on the proper recognition of individual 
differences. 
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CHAPTER 5 

Measurement and Educational 
Psychology 

BEGINNINGS AND REPERCUSSIONS 

John B. Carroll 

Introduction 

Insofar as educational psychology was to make a 
contribution to the use of scientific principles and 
methods in education, it was early realized that it 
was necessary to develop the theory and practice of 
educational measurement. The most notable state­
ment of this idea was written by Edward L. Thorn­
dike, the founder of scientific educational psychol­
ogy in America: 

Whatever exists at all exists in some amount. To know it thor­
oughly involves knowing its quantity as well as its quality. 
Education is concerned with changes in human beings; a change 
is a difference between two conditions; each of these conditions 
is known to us only by the products produced by it-things 
made, words spoken, acts performed and the like. To measure 
any of these products means to define its amount in some way 
so that competent persons will know how large it is, better than 
they would without measurement. . . . This is the general 
Credo of those who, in the last decade, have been busy trying to 
extend and improve measurements of educational products. 

This is obviously the same general creed as that of the physicist 
or chemist or physiologist engaged in quantitative thinking­
the same, indeed, as that of modern science in general. And, in 
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general, the nature of educational measurements is the same as 
that of all scientific measurements. (Thorndike, 1918) 

Thorndike went on to remark, however, that 

in detail ... there are notable differences. An educational 
product ... is commonly a complex of many sorts of 
things .... What we do, of course, is ... to measure the 
amount of some feature, e.g., the general merit of the composi­
tion or the richness of its vocabulary. . . . Every measurement 
represents a highly partial and abstract treatment of the product. 

He expressed concern that educational measure­
ments usually lack zero points and have ill-defined 
units of measurement. Nevertheless he felt that 
carefully made measurements could be of great 
practical use to educators. 

Thorndike realized that measurements of many 
sorts would be indispensable in scientific research 
on educational problems. He was among the first 
to develop scientifically based procedures of mea­
surement for such research. With his Introduction 
to The Theory of Mental and Social Measurements 
(Thorndike, 1904, 1913) he was the first to offer a 
treatment, comprehensive for its time, of statistical 
methods in educational research. 

Space does not permit presenting a complete 
history of the beginnings and development of mea-

89 



90 PART II • THE DEVELOPMENT OF EDUCATIONAL PSYCHOLOGY 

surement in educational psychology. There are nu­
merous sources for facts and interpretations of this 
history (Cook, 1952; DuBois, 1970; Ebel & 
Damrin, 1960; Engelhart, 1952; Linden & Linden, 
1968; Ross & Stanley, 1954, Chap. 2; Travers, 
1983). Jon<;ich's (1968, Chap. 13) biography of 
Thorndike gives an illuminating account of his role 
in the development of educational measurement. 
Monroe (1945) contrasted the status of educational 
measurement in 1945 with that in 1920. In the 
early years of its existence, the National Society 
for the Study of Education published several year­
books devoted to educational measurement issues; 
for example, Whipple (1918) edited one on the 
measurement of "educational products" in which 
Thorndike contributed the previously quoted homi­
lyon educational measurement and its uses. The 
periodic reviews of educational and psychological 
testing research in the Review of Educational Re­
search, starting with that in Volume 3 (1933) and 
ending with that in Volume 39 (1969) (after which 
the journal changed its format), can be consulted 
for details and bibliographies. 

The focus here is on the development of educa­
tional measurement as a technology. I note and 
comment on what I regard as major breakthroughs 
and influential contributions. Because another 
chapter in this volume discusses the history of re­
search on individual differences in intelligence and 
aptitudes, I confine my attention chiefly to tech­
nology in the measurement of educational achieve­
ment, but the problems and methods discussed ap­
ply in other areas, including the study of individual 
differences in intelligence, aptitudes, personality, 
and interests. I mention the history of statistical 
method only to the extent that it relates to develop­
ments in educational measurement as such. Treat­
ments of the history of statistics by Walker (1929) 
and Dudycha and Dudycha (1972) may be con­
sulted for further details. 

The purpose is to make readers aware of the 
antecedents of present-day practices and trends and 
thus to encourage them to realize that most of the 
basic problems in educational measurement have 
been recognized, and have been persistent, 
throughout the whole history of this art and 
science. 

Methods of Testing 

In hindsight, the development of contemporary 
methods of testing has had a long and tortuous 
history. From time immemorial-even in ancient 

China (DuBois, 1970), Greece, and Rome-the 
traditional way of assessing students' progress in 
learning has been some form of oral or written 
examination, and this mode of testing is still wide­
ly used, though perhaps with more observance of 
standards and safeguards than in earlier times 
(Coffman, 1971). Examinations have been of 
many kinds, ranging from simple spelling and 
arithmetic tests to the writing of long essays in 
response to questions or problems posed. But even 
the written examination was not widely used until 
means of writing (paper, pens, pencils) became 
readily available in schools in the 19th century 
(Travers, 1983, pp. 96ff.) It was not until the 20th 
century that the use of "new-type" or "objec­
tive" examinations became at all prevalent. 

The objective or new-type test, consisting of se­
ries of completion, true-false, or multiple-choice 
items, grew mainly out of early efforts to measure 
mental abilities (Whipple, 1910). Ebbinghaus 
(1896-1897) was the originator of the completion 
or fill-in test-the forerunner of the cloze tech­
nique later developed by Taylor (1953) to measure 
the readability of prose. Using the completion 
technique, Trabue (1916) developed scales for 
measuring the level of language knowledge and 
understanding. Other types of objective test items 
were derived, in part from the work of Binet, by 
Yerkes, Bridges, and Hardwick (1915). Just be­
fore the entry of the United States into World War 
I, Otis had developed a group intelligence test for 
elementary school children that was completely 
objective in the sense that it could be scored by 
checking responses against an answer key. His 
tests, and related materials, were models for the 
Alpha and Beta examinations rather hastily con­
structed for testing mental abilities of Army re­
cruits (Yerkes, 1921). Otis (1918) published an 
account of his group intelligence test, interesting 
for the statistical methods of scaling and item anal­
ysis that he used. 

The success of objective-type items in the mea­
surement of abilities encouraged educators to im­
port this type of test into the measurement of 
school learning and achievement. McCall (1920) 
described "a new kind of school examination" 
that was actually nothing more or less than the 
true-false test (the multiple-choice item was not 
even mentioned, even though this type had been 
used, at least in an elementary form, in the Army 
tests). The multiple-choice type of achievement­
test item started to become prevalent in the 
mid-I920s. It was also in this period that test stan­
dardization procedures were developed and be-
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came widely used, although even as early as 1917 
a textbook on educational measurements by 
Monroe, DeVoss, and Kelly (1917) listed "stan­
dardized" tests in a variety of school subjects­
tests that did not, however, generally use objec­
tive-type items. 

Methods and guidelines for the actual writing of 
objective tests were slow to appear. Little or no 
information on this matter is to be found, for ex­
ample, in the text by Monroe et al. (1917) just 
cited, but McCall (1922) treated the topic fairly 
extensively. Starting in 1927, Ruch and Rice 
(1930) conducted a nationwide contest in the con­
struction of objective examinations; they published 
an extensive sample of examinations that were 
awarded prizes. In evaluating the entries, no ex­
plicit consideration was given to whether the ex­
aminations covered specified educational objec­
tives; apparently appropriateness to educational 
objectives was taken for granted. Much more con­
sideration of educational objectives, and methods 
of writing items to test them, was given in a collec­
tion of articles edited by Hawkes, Lindquist, and 
Mann (1936) under the auspices of a committee of 
the American Council on Education. In these arti­
cles, authors suggested ways of testing understand­
ing and other "higher mental processes," but in 
general, the many achievement tests constructed 
during the 1930s were limited to the testing of 
elementary skills and factual knowledge. The tests 
used in the well-known Pennsylvania Study of 
high school and college students' subject-matter 
attainments (Learned & Wood, 1938) were of this 
type. A departure from this tradition came with the 
tests constructed for the so-called Eight-Year 
Study (Smith & Tyler, 1942), to measure higher 
mental processes, social sensitivity, appreciation, 
and personal and social adjustment. 

During the early years of educational measure­
ment, there was considerable ambiguity and confu­
sion as to what kind of measurement could be 
called objective. At first, objectivity was defined 
simply in terms of "freedom from personal opin­
ion in scoring." McCall (1922, p. 312) stated that 
"a test is perfectly objective when identical results 
are secured from two applications of the same test 
to the same pupils by different examiners. " Later, 
objectivity came to be defined in terms of whether 
tests could be scored by clerks, or even by 
machine. 

Restricting attention to the process of test writ­
ing, I see at least two important trends in the period 
since about 1935 (that is, the last 50 years): 

1. Gradual acceptance and implementation of 

the idea that tests must be closely geared to the 
measurement of specified educational objectives. 
Bloom's (1956) Taxonomy of Educational Objec­
tives played an important role here, as did later 
work (e.g., Bloom, Hastings, & Madaus, 1971) on 
the specification of behavioral objectives, inspired 
by programmed instruction and similar develop­
ments. Tests were planned in terms of grids or 
outlines specifying contents and item types in rela­
tion to objectives. Standardized achievement tests 
paid more attention to common elements in curric­
ula nationwide, and this led to criticisms of these 
tests as forcing undue uniformity of curricula and 
as not adequately reflecting local curriculum 
variations. 

2. There was more knowledge about, and great­
er appreciation of, characteristics of good as op­
posed to poor test items in terms of wording, for­
mat, dependence on the objective to be tested, and 
the influence of specific determiners (attributes of 
items that might bias the examinee's response 
apart from content). In the 1930s and 1940s, there 
was much research on characteristics of various 
types of objective items, and on their validity as 
compared to that of free-response and essay tests. 
Manuals of item-writing techniques also became 
available (e.g., Wood, 1961), a trend culminating 
in such more recent works as those of Bormuth 
(1970) and Roid and Haladyna (1982) offering a 
"technology for test-item writing." 

Although test item writing may have become 
more of an established discipline for professional 
test constructors, it is anybody's guess how well 
this discipline has penetrated into the actual prac­
tices of teachers in the schools. To be sure, depart­
ments and colleges of education have long offered 
courses in educational measurement and statistics 
for teachers, and occasionally schools conduct 
workshops on the subject for their staffs, but there 
has been continued failure on the part of many 
teachers to address themselves to the preparation 
of well-designed classroom tests and the use of 
simple statistical procedures, such as item analy­
sis, to make effective diagnostic and evaluative 
instruments. 

Theory of Measurement 

In his Introduction to the Theory of Mental and 
Social Measurements (Thorndike, 1904, 1913)­
which may be characterized as an early textbook on 
statistics rather than one on educational measure­
ment-Thorndike pointed out the "special diffi-
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culties" of mental measurements, "due chiefly to 
(1) the absence or imperfection of units in which to 
measure, (2) the lack of constancy in the facts 
measured, and (3) the extreme complexity of the 
measurements to be made" (1913, p. 4). His chap­
ter "Units and Scales" pointed out "common de­
fects in scales for measuring mental and social 
facts," such as the arbitrariness of a scale from 0 to 
100 or from 0 to 10. He distinguished objective 
from subjective scales, absolute from relative 
scales, discrete from continuous series, and abso­
lute from arbitrary zero points. He hinted at notions 
of reliability and validity of measurements, al­
though he did not use those terms. (In a later chap­
ter, "The Reliability of Measures," reliability re­
ferred to what would now be called the standard 
errors of statistics. In 1904, the theory of test relia­
bility was only beginning to be explored.) 

In Thorndike's early work, the ideal scale for an 
educational measurement was perceived as one 
that presented specimen educational products of 
different degrees of quality from very poor to ex­
cellent, with numbers assigned to these different 
products in such a way that they formed approx­
imately what would now be called an interval scale 
with equal units of measurement. Thorndike 
(1910) presented a handwriting scale following 
this scheme. In use, samples of handwriting were 
to be matched as accurately as possible to spec­
imens on the scale. The equality of units was es­
tablished by analyzing judges' ratings according to 
Fullerton and Cattell's (1892) theorem that dif­
ferences that are equally often noticed are equal. 
Inspired by this work, scales for other kinds of 
educational products, such as drawings and En­
glish compositions, were constructed by Thorn­
dike or his students (Hillegas, 1912), and appar­
ently put into fairly wide use. It seems, however, 
that in the subsequent history of educational mea­
surement relatively little use has been made of this 
technique, at least not in the careful way that 
Thorndike and his students employed it. For exam­
ple, the technique can be used in the measurement 
of public speaking performances, foreign language 
speaking and writing proficiency, and the excel­
lence of mathematical proofs. 

The problem of measurement scales arose in a 
more critical way when points were assigned to 
answers to a series of discrete items, resulting in 
test scores. Here there was no satisfactory way, as 
Thorndike realized, to assume equality of units. 
Based on statistical work done in the 19th century 
on distributions of personal attributes like height 

and weight, it was widely assumed that underlying 
distributions of ability and school achievement 
would approximate normality; witness a statement 
by Monroe, DeVoss, and Kelly (1917, p. 276): "It 
is a well-known fact that when a group of pupils is 
measured with respect to a mental or physical char­
acteristic they are found to be distributed as shown 
in [a figure representing a normal distribution]." 
There was concern, therefore, with how test scores 
could be evaluated with reference to a normal dis­
tribution. Thorndike (1904, 1913) presented meth­
ods for translating scores into percentiles (the per­
centile was a concept originated by Galton) and 
then to normal curve equivalents. Monroe et ai. 
presented (p. 260) a method of translating test 
scores into school mark scales. 

There was also the question of assessing and 
scaling difficulty of particular questions, exer­
cises, or items. Monroe et al. (1917) refer to meth­
ods used by Buckingham (1913), Trabue (1916), 
and Woody (1916) in translating percent of correct 
responses into P. E. (probable error) equivalents. 
(The P. E. is .6745 times the Standard Deviation). 
Apparently these authors were the first to convert 
proportions correctly into normal curve equiv­
alents, at least to create something like a reason­
able interval scale. Strangely, however, they were 
also concerned with establishing an absolute zero 
point on this basis. Monroe et ai. state that 

to express the absolute value of an exercise a zero point must be 
established. This is done by constructing an exercise which 
calls for zero ability. The other exercises are then compared 
with this one. (p. 277) 

According to current theory, of course, such a pro­
cedure makes little sense, or would be considered 
invalid. 

These early procedures formed the basis for ex­
pressing scores in terms of norms, whether in per­
centiles, P. E. scores, T scores (McCall, 1922), or 
scaled scores (Flanagan, 1939a). By the 1960s, 
many tests were being criticized as "norm-refer­
enced" because their results could be interpreted 
only with reference to norms. Yet, it should be 
pointed out that early educational measurers had a 
strong desire to express tested educational out­
comes in terms of what would now be called crite­
rion referencing (Berk, 1980), that is, in terms of 
what actual kinds of performance a score would 
refer to. In the early years of the century, there 
were many attempts to make test scores criterion­
referenced in the contemporary sense of the term. 
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The logical problems of establishing measuring 
scales began to be formalized with the work of 
Stevens (1946, 1951, 1968) in distinguishing four 
basic scale types: nominal, ordinal, interval, and 
ratio. (Actually, even in 1904 Thorndike had al­
ready perceived differences among some of these 
scale types.) This work has had more importance 
in the use of measurement scales in statistical re­
search than in the actual construction of classroom 
tests. The importance has been in connection with 
the assumptions underlying various statistical pro­
cedures, such as correlation (Carroll, 1961) or 
analysis of variance. It has been argued that data 
that are no more than ordinal are inappropriately 
analyzed with parametric statistics, or at least, that 
much caution must be used in using such statistics 
with them. The question of the necessity of observ­
ing rules about scale types has been debated for 
many years. The latest exchange has been between 
Gaito (1980) and Townsend and Ashby (1984), the 
former arguing, with Lord (1953), that "the num­
bers do not know where they come from" and 
therefore that they can be treated as pure numbers 
without regard to type of measurement scale, and 
the latter pointing out that ignoring scale type can, 
at least in some circumstances, lead to serious er­
rors in interpreting statistical results. On the other 
hand, even though many test scores are technically 
no more than ordinally scaled, most educational 
researchers believe that it usually does little vio­
lence to use parametric statistics with them, 
providing their distributions are approximately 
normal. 

Even more formal considerations of measure­
ment problems have been made by philosophers 
and logicians who have attempted to construct an 
axiomatic system for defining scales (Krantz, 
Luce, Suppes, & Tversky, 1971a; Suppes & 
Zinnes, 1963). I am not aware, however, that any 
of this work has as yet influenced educational mea­
surement or educational research. 

One basis for establishing a scale of ability, pro­
ficiency, or achievement is to select a series of 
tasks, all of which are considered or demonstrated 
to measure the same trait, but which vary in appar­
ent difficulty or complexity, and then to determine 
the proportion of individuals in some representa­
tive sample who are able to perform, solve, or 
master each task. The ability scale is then formed 
by arranging the tasks in order of proportion cor­
rect. On the assumption that the underlying ability 
is normally distributed in the sample of individuals 
tested, the tasks are assigned difficulty values in 

terms of normal deviate units corresponding to the 
proportions. (We have already seen that this tech­
nique was used by early test constructors, except 
that "probable error" units were employed.) Kel­
ley (1916) presented a curve relating "proportion 
missed" to the difficulty of spelling words. In their 
work on the construction of a scale of intelligence, 
Thorndike, Bregman, Cobb, and Woodyard (1927, 
Chapter II) were impressed with the fact that for a 
group of persons at any given ability level, there 
was a regular curve of relation between task diffi­
culty and percent correct for that particular group. 
In fact, by shifting origins for different groups, 
curves for different groups coincided and appeared 
to have the same (reverse normal ogive) form. It 
was on this basis that Thorndike et al. established a 
scale for specifying the "altitude" of an indi­
vidual's intellect. 

A problem with this approach (apparently not 
recognized even by Thorndike) was that the pro­
cedures did not guarantee that the scale was uni­
dimensional. Almost any series of tasks, as long as 
they have some correlation among themselves, 
could generate an "altitude" scale like Thorn­
dike's. The tasks assigned to different levels, how­
ever, might measure somewhat different traits. 
The first breakthrough in solving this problem was 
made by Walker (1931, 1936, 1940) in a series of 
papers appearing in the British Journal of Psychol­
ogy. Walker noticed that at least for certain tests, 
the students' answers followed a systematic pattern 
when they were studied in relation to item diffi­
culty. Students who were able to perform the most 
difficult tasks could also perform all or nearly all 
tasks of less difficulty. Likewise, students who 
failed easy tasks also failed all or nearly all tasks of 
greater difficulty. Tests that had this characteristic, 
according to Walker, were called "unig"; tests 
that did not were said to have an element of "hig" 
(from "higgledy-piggledyness", as suggested by 
Godfrey Thomson). Thus, Walker anticipated the 
work of Guttman (1941), who regarded a series of 
tasks or items showing the previously described 
answer pattern as being unidimensional. In fact, 
the scalogram technique developed by Guttman is 
simply a way of seeing the extent to which Walk­
er's "unig" pattern is displayed by a set of data. 
Perhaps the so-called Guttman scale should be re­
named the Walker scale. 

Eventually there were further developments 
along these lines; for the most part, the various 
contributors were unaware of each other's work. A 
Walker scale was assumed by Ferguson (1941) and 
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Carroll (1945) in their work on the variance and 
correlational properties of such scales. Ferguson 
was concerned with the effects of using tasks on 
such scales in item factor-analysis; Carroll consid­
ered the additional complications introduced when 
items, or sets of them, could be passed by chance 
guessing. Mosier (1940, 1941) related such mental 
test scales to psychophysical scales, by pointing 
out that they constituted a relation between the 
nature of the stimulus (its difficulty, complexity, 
or whatever) and the individual's characteristic 
level of ability. Loevinger's (1947) index of homo­
geneity was a measure of the extent to which a test 
conforms to the properties of a perfect Walker­
Guttman scale; Carroll (1951) pointed out, howev­
er, that Loevinger's index could be seriously de­
pressed by unreliability and chance guessing ef­
fects. The full ramifications of this line of research 
on unidimensional tests have never been worked 
out, even today. (Item response theory, to be dis­
cussed later, concerns relations between propor­
tion correct and ability rather than task difficulty, 
without necessarily assuming unidimensionality of 
the items or of the ability measured.) 

Test Theory 

Some of the topics mentioned in the preceding 
section might more properly be considered under 
what has come to be known as "test theory," or 
sometimes, "the theory of mental tests. " Test the­
ory concerns the particular problems of statistical 
analysis associated with the construction of tests 
and other kinds of variables dealt with in psycho­
logical and educational research, such as ratings, 
questionnaire responses, and the like. The prob­
lems dealt with in the preceding section, on units 
of measurement, have close relations with prob­
lems of test theory; it is difficult to draw the line, 
in fact. Nevertheless, in test theory it is possible to 
distinguish between problems having to do with 
variables as such, and problems having to do with 
composites of variables, which is, in reality, what 
many tests are. That is, much of test theory con­
cerns how tests should be constructed as com­
posites of items, each item usually consisting of a 
stimulus and a response that is scored di­
chotomously, that is, as either 1 or 0 (for example) 
depending on whether the response is considered 
correct or incorrect. The total test score is a sum of 
the item scores, or sometimes a sum of the weight­
ed item scores. First we consider that part of test 

theory that concerns scores, ratings, or other mea­
sures as variables rather than as composites. Later, 
theories of test scores as composites of items will 
be considered; this part of test theory was devel­
oped somewhat more recently than the former. Ac­
tually, all of this theory is considered as part of 
classical test theory, as opposed to what has come 
to be called item response theory (to be considered 
still later). 

Most of classical test theory can be derived from 
certain elementary theorems about the correlation 
of sums, the sums being regarded as containing 
both true scores and error scores. It thus harks back 
to a period when applications of correlation theory 
were being developed. It is perhaps difficult for the 
present-day student to realize that the theory of 
correlation is less than 100 years old. As discussed 
by Walker (1929), the idea of correlation arose in 
the mind of Francis Galton (as it had also in the 
minds of various mathematicians in the early 19th 
century), but the actual mathematical formulation 
ofthe theory was done by Karl Pearson, an associ­
ate of Galton, around 1895. The ordinary, familiar 
correlation statistic is called the Pearsonian prod­
uct-moment correlation because it was formulated 
by Pearson as the mean of the products of standard 
deviation scores of two variables. Pearson and his 
students also developed (in the period 1900-1910, 
approximately) variants of the correlation coeffi­
cient such as the biserial and the tetrachoric coeffi­
cients, and worked out the theory of multiple and 
partial correlation. Thus, the groundwork was al­
ready laid for developing a theory of test reliability 
when, shortly after 1900, Charles Spearman began 
his studies of tests of mental abilities. 

The basic theory of reliability was set forth in a 
paper by Spearman (l904a). The term reliability 
was not used in that paper, however; it did not 
appear in print until 1910, when Spearman defined 
it as "the coefficient between one-half and the 
other half of several measurements of the same 
thing." (Strictly speaking, this would now be 
called the reliability of a half-length test.) The 
modem student of test theory, working through the 
derivations presented by Spearman and others, will 
see this development as rather tortured; the deriva­
tions given by Spearman seem much more compli­
cated than they need to be. Nevertheless, the basic 
idea of a test score as a composite of a true score 
and an error score is certainly implicit in Spear­
man's discussion in 1904; in fact the other paper 
that Spearman (l904b) published that year, on the 
concept of intelligence, provided an example of 
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the use of what would now be called the correction 
for attenuation. The correction for attenuation and 
the so-called Spearman-Brown prophecy formula, 
however, were not formalized until 1910 in papers 
independently published by Spearman (1910) and 
Brown (1910), coincidentally in the same issue of 
the British Journal of Psychology. 

Use of the term reliability as referring to the 
correlation between equivalent measures, and thus 
as an indication of the accuracy of a measurement, 
was slow to penetrate educational measurement 
procedures in the United States. Even in the re­
vised edition of his textbook on mental measure­
ments, Thorndike (1913) used the term only to 
refer to standard errors of statistics. Similar use of 
the term was made by Rugg (1917) in his text on 
statistics. Monroe, DeVoss, and Kelly's text 
(1917) used the term in its general sense, but not 
with reference to actual coefficients of reliability. 
Otis (1916) concluded that the most "reliable" 
measures of an ability (spelling) are obtained by 
using items for which there is an average of 50% 
correct answers. He also remarked that he believed 
it was 

better to express the unreliability of scores in terms of a median 
deviation or "probable error" of the scores than in terms of a 
coefficient of correlation, since the latter is affected by the 
degree of heterogeneity of the group. (p. 796) 

Working without knowledge of Spearman and 
Brown's efforts, Truman Kelley (1916) developed 
a formula for the "index of reliability" (the cor­
relation between an observed score and the true 
score), and in a footnote offered a formula similar 
to the Spearman-Brown prophecy formula. It was 
not until about 1921, however, that usage of the 
term reliability as the name of a particular kind of 
correlation coefficient began to be standardized 
and widely recognized among test constructors 
(see Kelley, 1921, 1923, who defined reliability as 
"the extent to which the test measures what it in 
reality does measure-not necessarily that which it 
is claimed to measure"). Only by the time of Kel­
ley's (1927) Interpretation of Educational M ea­
surements can one find a more or less complete 
discussion of reliability coefficients and their use, 
including formulas for the standard error of mea­
surement and the effect of the range of talent on the 
reliability coefficient. Kelley even went so far as to 
specify certain values for "minimal satisfactory 
reliabilities as measured by a reliability coefficient 
determined from the pupils in a single school 
grade" for tests serving different purposes. 

One of the clearest, simplest presentations of 
classical test theory, with derivations, was given 
by Thurstone (1931b); later and more advanced 
presentations are those of R. L. Thorndike (1949) 
and Gulliksen (1950). Further, a discussion of 
classical reliability forms the early part of Lord and 
Novick's (1968) authoritative text. 

It is interesting that in the first several decades 
of the test movement there was much controversy 
and empirical research concerning the accuracy 
and utility of the Spearman-Brown prophecy for­
mula in predicting the reliability of lengthened 
tests. Some of this research was briefly treated by 
Osburn (1933, p. 36) and subsequent reviewers in 
the Review of Educational Research. Evidently the 
problem was not really resolved until Gulliksen 
(1950) pointed out that the accuracy of the formula 
depends on the degree to which its assumptions are 
valid for a particular use of the formula. 

Prior to the work of Kuder and Richardson 
(1937), estimates of test reliability were generally 
made by split-half, test-retest, or alternate form 
techniques. Using theorems associated with vari­
ances and correlations of sums, Kuder and Rich­
ardson showed how test reliability could also be 
determined from internal item statistics. Their for­
mulas 20 and 21 (the numbers are those of the 
actual formulas in their mathematical develop­
ment) are now regularly used in this connection, 
although the assumptions underlying their use are 
not always recognized. For about the next 10 
years, the journal Psychometrika contained numer­
ous articles concerned with issues of test reliabili­
ty. Articles by Wherry and Gaylord (1943, 1944) 
are of note, concerned with the effect of factorial 
composition on reliability. An article by Tucker 
(1946) led to concern with the "attenuation para­
dox" (Loevinger, 1954) to the effect that under 
certain conditions test validity can seem to de­
crease as reliability increases, contrary to classical 
test theory predictions. This problem was not re­
solved until the advent of Lord and Novick's 
(1968) item response theory; it was seen that the 
paradox arose because of the incorrect assumption 
of linearity in test validity coefficients. 

Early educational researchers occasionally en­
countered the problem of assessing the reliability 
of multiple measures, such as a series of ratings. 
Commonly this was done by finding the average 
correlation among such measures and using the 
Spearman-Brown prophecy formula to estimate the 
reliability of the composite of the ratings; Edgerton 
and Toops (1928) presented a short-cut for these 
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computations. It was not until 1951 that Ebel 
(1951) perceived the applicability of ANOYA 
techniques to this problem. Already in 1941 Jack­
son and Ferguson (1941) had applied such tech­
niques to test scores. Later presentations by 
Stanley (1971) and Winer (1972) have shown how 
variances due to trait, item difficulty, rater bias, 
and error can be computed and used in the assess­
ment of the reliability with which a variable is 
measured. 

In the meantime-in fact as early as 1908 with 
Stone's (1908) arithmetic tests-test constructors 
were concerned with the properties of particular 
,test items as contributing to measurements of vari­
ables. One problem was the distribution of item 
difficulties. We have already mentioned Otis's 
(1916) observation that the most reliable test 
would be composed of items of 50% difficulty. 
This seemed, to some, to be contrary to common 
sense and logic, and the usual practice among early 
test constructors was to compose tests from items 
graded in difficulty from fairly easy to fairly diffi­
cult. Others, however, felt that all items should be 
fairly easy, in order to detect pupils who were not 
able to pass items "crucial" for a given grade. For 
moSt of the history of test construction, the tenden­
cy has been to use item difficulty distributions 
peaked at about the mean difficulty level expected 
for the sample or population to be tested, although 
it can be shown that this policy is unwise under 
certain conditions. 

In assessing the validity of an item-that is, the 
effectiveness of an item in measuring a trait or an 
educational achievement, techniques in an almost 
startling variety were devised. J. A. Long and 
Sandiford's (1935) survey and analysis of these 
methods will be found instructive. One easy meth­
od was to split the total score distribution at the 
median and compare percents correct in the two 
halves. A somewhat more sophisticated technique 
was developed by Flanagan (1939b) on the basis of 
a proof by Kelley (1939) that in general, and under 
certain assumptions, maximum accuracy would re­
sult from comparing percents correct from the up­
per and lower 27% portions of the distribution. 
Brigham (1932) used the Pearson- and Kelley-de­
veloped biserial correlation in his work on devel­
oping the Scholastic Aptitude Test. 

My consideration of the latter-day history of test 
theory can be brief. Credit goes to Lord (1952) for 
making test theory into a discipline soundly based 
on statistical theory and a general mathematical 
model of the functioning of items in measuring 

"latent traits" of ability or achievement. The cen­
tral idea of item response theory (IRT), as intro­
duced in Lord and Novick's (1968) classic text, is 
that subjects' likelihoods of correct response to an 
item can be described by a functional equation that 
may have one or more parameters-usually three. 
The most important parameter is one representing 
the item's overall level of difficulty on the scale of 
the latent trait measured by the item. (The latent 
trait may be either unidimensional or multidimen­
sional.) Two other parameters are one describing 
the slope of the function as ability varies and one 
representing the probability of correct response for 
a subject whose ability is infinitely low, but who 
may nevertheless perform the item correctly 
through guessing or other chance phenomena. As 
Lord (1980) has shown, IRT has many applica­
tions, as in developing more reliable, better scaled 
tests, in equating tests, in using "tailored" tests, 
in studying item bias, and so forth. IRT involves 
highly technical computations, and generally re­
quires large samples to fit and test models. Its main 
virtue is that it resolves, or claims to resolve, many 
of the difficulties presented in classical test theory. 

Test theorists have divided into several schools 
of thought and interest. One school, led by Wright 
and Stone (1979), puts emphasis on a one-param­
eter item response model derived from the work of 
Rasch (1960, 1980). Another school of thought, 
led by Popham (1978), Berk (1980), and others, 
has devoted its attention to the development of 
criterion-referenced tests based on domains of 
items. A criterion-referenced test is one whose 
outcomes help to indicate and describe students' 
performances with reference to educational objec­
tives more directly and substantively than do the 
scores of norm-referenced tests, which only indi­
cate students' performances relative to norms. It is 
claimed that special procedures for determining re­
liability and validity are required for such criteri­
on-referenced tests. Cronbach, GIeser, Nanda, and 
Rajaratnam (1972) elevated reliability theory into 
what they call generalizability theory, concerned 
with the replicability of measurements over sam­
ples of items and examinee populations. 

In the midst of the excitement, many readers 
were startled to see Lumsden's (1976) evaluation 
of test theory as having "few major ideas," 
"dominated by an inappropriate and unfruitful 
model." What Lumsden seems to have been call­
ing for would be a test theory more concerned with 
construct validity and trait measurement than with 
matters of reliability, scaling, and other nice math-
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ematical properties. In some ways, Lumsden's cri­
tique brings test theory fulI circle back to the con­
cems voiced by Edward L. Thorndike in the early 
years of the century. But even Thorndike was 
perhaps unduly distracted by his attempts to devel­
op "scientific" measurements with defined, equal 
units. 

Factor Analysis 

Factor analysis has been intimately involved in 
the history of educational measurement. The term 
Jactor analysis refers to a colIection of techniques 
for determining the latent dimensionality of a set of 
measures (variables) applied to a sample of per­
sons or objects and for assessing the extent to 
which each variable measures each of the latent 
dimensions. In simple terms, factor analysis can 
help one decide how many different kinds of abil­
ity traits or dimensions of learning there are, and 
how different tests measure those traits or 
dimensions. 

Although the variables studied in factor-analytic 
investigations have most often been measures of 
mental abilities and attributes of personality, they 
have also included measures of students' educa­
tional achievement, attributes of schools or school 
systems, and characteristics of educational mate­
rials and products. 

Factor analysis originated in a famous paper by 
Spearman (l904b), which presented an analysis of 
a smalI matrix of correlations among certain tests 
of sensory discrimination, reaction time, and 
school marks. (This long and detailed paper is welI 
worth reading even today, since it includes a cri­
tique of earlier attempts to measure intelIigence.) 
Spearman claimed that his matrix could be ac­
counted for by a single latent dimension of general 
intelligence, especialIy if the correlations were 
corrected for errors of measurement. Over the 
years 1904 to 1927 Spearman developed his two­
factor theory of intelIigence, which proposed that 
any test of intelligence measured a factor of gener­
al intelligence, designated g. and a factor specific 
to that test, designated s. This theory was present­
ed in detail in his book The Abilities oj Man 
(1927), but the term Jactor analysis does not ap­
pear in that book. Nevertheless, various British 
statisticians addressed the mathematical problems 
of testing the two-factor theory and determining 
factor loading coefficients, sometimes criticizing 
Spearman's theory (e.g., Emmett, 1936). Gradu-

ally, factor analysis became a recognized field of 
statistical psychology. It seems that Thurstone 
(1931 a) was the first to use the term Jactor 
analysis. 

During the period of Spearman's domination of 
the field, the principal debate concerned whether 
intelligence could be satisfactorily accounted for 
by the two-factor theory. Even Spearman (1931) 
was finally led to admit that some group factors of 
intelligence existed alongside g. In the United 
States, Holzinger (1931; Holzinger & Harman, 
1937) developed a bi-factor method of finding fac­
tors and factor loadings. (Holzinger had been a 
student of Spearman and was associated with him 
in a study of unitary traits; Holzinger, 1936). Kel­
ley (1928, 1935) was another American educa­
tional psychologist who developed methods of fac­
tor analysis that could yield multiple factors. 
Holzinger and Kelley's methods, however, did not 
gain wide acceptance, partly because they seemed 
to present computational difficulties and partly be­
cause they did not have the clarity and force of the 
multiple factor analysis model presented by 
Thurstone (I931a, 1935, 1947). 

Over the period 1935 to about 1970 the domi­
nant model and method of factor analysis was 
Thurstone's; as characterized by Tucker (1955) it 
would now be called a model and method for ex­
ploratory factor analysis, as opposed to confir­
matory factor analysis (to be mentioned later). Ex­
ploratory factor analysis proposes to take any 
given correlation matrix and determine the number 
of meaningful common factors in it, as well as the 
coefficients of equations specifying the factorial 
composition of the variables. Thurstone recom­
mended use of his centroid method for determining 
an orthogonal factor matrix that would approx­
imately reproduce the given correlation matrix; the 
coordinates on which this factor matrix was based 
were then to be rotated to what Thurstone called 
simple structure. Thurstone and his students con­
ducted a number of classic factor-analytic investi­
gations using this method (e.g., Thurstone, 1938). 
He saw that it was often desirable to allow factors 
to be correlated. In this way, one could arrive at 
second- and higher-order factors to account more 
satisfactorily for the correlations of a set of vari­
ables. Schmid and Leiman (1957) developed this 
idea further to arrive at hierarchical factor solu­
tions in which the independent contributions of 
higher-order factors could be expressed in the fac­
torial equations for variables. 

After Thurstone's death in 1955, research work-
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ers continued to perform many exploratory factor 
analysis studies using his model and methods. 
Thurstone had been aware of the contribution of 
Hotelling (1933) in developing the principal com­
ponent method, that relied on finding the eigen­
values and eigenvectors of the correlation matrix 
(with unities on the diagonal). For large matrices, 
this method could not readily be used with hand 
computation methods, however. When high-speed 
computers became available, the principal compo­
nent method, or several variants of it (chiefly, the 
principal factor method, analyzing common factor 
variance rather than total variance) were applied to 
numerous data sets. The question of whether prin­
cipal component or principal factoring procedures 
are preferable is still unresolved (Velicer, Pea­
cock, & Jackson, 1982). 

Thurstone's concept of simple structure has 
given rise to much controversy and investigation. 
Although the principle of simple structure has gen­
erally gone unquestioned, some workers (e.g., 
Guilford, 1967) have questioned whether factors 
should be allowed to be correlated. A number of 
investigators, being dissatisfied with the largely 
subjective, graphical methods developed by 
Thurstone, have attempted to develop more objec­
tive, "analytic" methods of factor rotation (e.g., 
Carroll, 1953). Kaiser's (1958) Varimax solution 
became the most generally accepted procedure for 
orthogonal rotation of axes, but it has not been 
possible for research workers to decide which of 
numerous available procedures is preferable for 
oblique rotation to correlated factors (Hakstian & 
Abell, 1974). Exploratory factor analysis has been 
plagued with the number-of-factors problem, that 
is, the decision as to the number of significant 
common factors to be analyzed in a correlation 
matrix. With his scree test, Cattell (1966, 1978) 
has offered one solution to this problem, as have 
Montanelli and Humphreys (1976), but experience 
with applying these criteria to real data sets does 
not indicate that any final and general solution is 
yet in sight. 

It has been claimed (e.g., J. S. Long, 1983) that 
most of the problems of exploratory factor analysis 
vanish when confirmatory techniques are em­
ployed. Confirmatory techniques derive initially 
from the work of Lawley and Maxwell (1963), and 
others, in providing maximum likelihood methods 
of factor extraction, accompanied by statistical 
tests of hypotheses as to number of factors and 
factor structure. Even statistical tests, however, 
merely indicate probabilities, which are a matter of 

degree. Confirmatory techniques have received 
their greatest development at the hands of J6reskog 
and his associates (J6reskog & S6rbom, 1979). 
With his techniques, and with use of the so-called 
LISREL program, it is possible to set up and test 
hypotheses concerning the factorial structure of a 
set of variables, and to gain information as to how 
those hypotheses might be modified to obtain more 
satisfactory fit of model to data. Because of the 
recency of these developments, they have not as 
yet been applied to sufficiently varied samples of 
data to permit definitive evaluations of their utility, 
but it can be said that they are highly promising. 

Despite the methodological problems inherent in 
factor analysis, of either the exploratory or the 
confirmatory kind, factorial results cannot be dis­
missed as having little or no significance. If meth­
ods are used carefully and intelligently, the find­
ings have the same general patterns with different 
methods, and can make a distinct contribution to 
the understanding of educational measurement 
data (Carroll, 1985). 

Test Validity 

The idea that a test, or other educational mea­
surement procedure, should yield information on 
what is claimed to be measured is a very old one, 
certainly implicit in discussions going back to the 
days of E. L. Thorndike or earlier. Nevertheless, it 
was not until the 1920s that the term validity ac­
quired anything like the technical meaning it pos­
sesses now, nor can one find extended discussion 
of the concept of validity before that time. Validity 
was viewed as being supported by either or both of 
two kinds of evidence: (a) chiefly in the case of 
achievement tests, judged faithfulness of the test 
content to the curricular objectives covered, and 
(b) chiefly in the case of mental ability and ap­
titude tests, correlations of measurements with ex­
ternal criteria, such as other measurements 
intended to measure the same thing, school 
achievement, or judgments of job performance. 
The former came to be called content validity, and 
the latter, predictive validity. As an example of 
predictive validity, we may cite the concern of the 
developers of the Army Alpha test to demonstrate 
its high correlations with individual scales of intel­
ligence such as the Binet (Yerkes, 1921). One of 
the first extended discussions of the concept of 
validity was given by Kelley (1927, pp. 29-32). 
He felt that tests-even particular items in tests-
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should be shown to be valid in tenns of both con­
tent and correlations with external criteria. Among 
other matters, he discussed the relative emphasis 
that ability and achievement tests should give to 
"speed" and "power," pointing out that speed 
elements might often interfere with valid measure­
ment of the abilities and achievements one might 
wish to tap. Further discussions oftest validity can 
be found in works by Hawkes et al. (1936) and 
Smith (1938). The validity of particular tests, and 
the evidence or lack of evidence for it, was a favor­
ite topic for test reviewers in the Mental Measure­
ment Yearbook series initiated by O. K. Buros in 
1935. 

More modem concepts of validity developed out 
of much experience in attempting to evaluate the 
validity of various types of tests-mental ability, 
scholastic aptitude, school achievement, and per­
sonality tests, among others-in a wide variety of 
situations. It was recognized, for example by R. L. 
Thorndike (1949) and Cureton (1951), that the 
concept of validity presented many logical and 
even philosophical problems, in addition to statis­
tical ones such as that of cross-validation (valida­
tion of tests, item scoring keys, or batteries on 
samples other than those used in initial validation). 
The first edition of Technical Recommendations 
for Psychological Tests and Diagnostic Tech­
niques (American Psychological Association, 
1954) distinguished four types of validity-con­
tent, predictive, concurrent, and construct, and 
noted trat "the vagueness of [aJ construct is an 
inevitable consequence of the incompleteness of 
current psychological theory, and cannot be rec­
tified faster than theory grows and is confinned" 
(p. 15). The next version (1966), compilation of 
which had been conducted with the collaboration 
of educational measurement groups, collapsed pre­
dictive validity and concurrent validity into a sin­
gle category, criterion-related validity. The evolu­
tion of the concept of validity was influenced by 
considerations from the logic and philosophy of 
science as reviewed by Cronbach and Meehl 
(1955); an advanced treatment of the topic is to be 
found in a chapter by Cronbach (1971). 

Research Design 

Most research designs in educational psychol­
ogy prior to about 1950 would be regarded as rela­
tively primitive by contemporary standards. Often 
they involved small groups matched on some vari-

able thought to be in need of experimental control. 
If it was necessary to evaluate a difference in 
means, most often a "critical ratio" of the dif­
ference to its probable error was detennined and 
evaluated. Monroe (1934, fn. p. 40) stated that "a 
difference is commonly called statistically signifi­
cant when it is equal to or greater than four times 
its probable error." Because a critical ratio of 4 is 
approximately equivalent to a t value of 2.7, p 
< .005 for 40 degrees of freedom, early statistical 
tests of significance may be characterized as suita­
bly conservative in avoiding Type I errors. 

Occasionally more involved designs were used; 
for example Campbell and Stanley (1963) cited a 
study by Thorndike, McCall, and Chapman (1916) 
that used a "rotation experiment" design that was 
essentially equivalent to what would now be called 
a Latin square. Campbell and Stanley praised Mc­
Call's (1923) book How to Experiment in Educa­
tion as "an undervalued classic," pointing out that 
it recommended random selection as the best pro­
cedure for obtaining equated groups. 

In the meantime, more sophisticated procedures 
of experimental design were being developed in 
Great Britain by R. A. Fisher (1925), chiefly in 
agricultural research. The introduction of Fisherian 
designs, small-sample statistics, and analysis of 
variance and covariance (ANOY A) procedures 
into educational and psychological research was 
slow. Rucci and Tweney (1980), in a comprehen­
sive historical analysis of the period from 1925 to 
1950, suggest three stages: 

(a) an initial, expository phase lasting until the onset of World 
War II, (b) a wartime interregnum during which use of 
ANDY A declined, and (c) a postwar resurgence, characterized 
by the institutionalization of ANOYA training. 

Leaders in introducing these techniques included 
Jackson (1940), working in an educational re­
search setting in Toronto, and Lindquist (1940, 
1953), with influential textbooks on statistics and 
experimental design. Deemer and Rulon (1942) 
conducted one of the earliest large-scale educa­
tional experiments using the Johnson and Neyman 
(1936) technique to find regions of an aptitude 
space where differences in perfonnance were sig­
nificant as a function of type of training in short­
hand, but use of the Johnson-Neyman technique is 
still fairly infrequent, even in aptitude-treatment 
interaction (A TI) studies (Cronbach & Snow, 
1977). 

It was recognized that small-sample statistics 
and ANOY A techniques had the possible draw-
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back of requiring strong assumptions about the 
scaling and distributional characteristics of vari­
ables. As one way of circumventing this draw­
back, educational researchers were introduced to 
nonparametric statistics by Siegel (1956). 

It is probably not worthwhile to recount the 
more recent history of experimental design and sta­
tistical methods in educational and psychological 
research. A classic statement on experimental and 
quasi-experimental designs in research on teaching 
(and other topics) was published by Campbell and 
Stanley (1963); it has continued to have a strong 
influence on research practices. Increasingly com­
plex designs have come into use, and many re­
searchers have become thoroughly familiar with 
various forms of multivariate analysis as detailed 
in texts like those of Cooley and Lohnes (1971) 
and Tatsuoka (1971). 

Computational and Test Scoring 
Technology 

It is almost banal to remark that most of the 
present-day advances in educational measurement 
technology could not have come about had it not 
been for advances in devices for performing com­
putations and various data collection and clerical 
functions, mechanically or electronically. Nev­
ertheless, present-day students need to realize that 
around the beginning of the century, desk-top hand 
(mechanical) calculators had only recently become 
available. These machines were used by Pearson 
and his students in performing statistical calcula­
tions and preparing statistical tables. Presumably, 
they were also available to Thorndike and other 
early researchers; yet, Thorndike (1913) deemed it 
advisable to supply his readers with multiplication 
and square root tables to aid in hand calculations. 
Until well into the 1950s, most psychological and 
educational research computations were performed 
either by hand, by slide rule, or with the aid of 
desk-top mechanical calculators. Motor-driven 
calculators (favorite brands were Friden, 
Marchant, and Monroe) facilitated such work from 
about 1930 on. Correlations were often computed 
with the use of various worksheets whereby one 
would make a scatterplot of the data and follow 
certain rather involved algorithms to find the value 
(e.g., Toops, 1921). All such computations were 
highly error prone and it is indubitable that sub­
stantial numbers of published results were 
inaccurate. 

Early in the century, the U. S. Census Bureau 

began using machines for tabulating data recorded 
on punched cards. Warren and Mendenhall (1929) 
developed a method for using tabulating machines 
for computing the sums and sums of squares and 
cross-products required for correlation tables, but 
the final computations still had to be done with 
hand calculators. These and related procedures 
were extensively employed in the personnel re­
search programs of World War II. 

It was not until the advent of high-speed elec­
tronic calculating machines, in the middle 1950s, 
that educational and psychological researchers 
were readily able to process large quantities of data 
and make elaborate statistical computations. For 
example, Lord (1956) reported using the Whirl­
wind I computer, sponsored by the Office of Naval 
Research, to perform a factor analysis of 39 vari­
ables by Lawley's maximum likelihood method. 
Since that time, various computer packages for 
performing all sorts of statistical computations for 
educational and psychological research have be­
come available, and the speed of mainframe com­
puters has increased by several orders of magni­
tude. The latest advance, of course, has been the 
introduction of microcomputers and associated 
software. (For example, I find that with a desktop 
microcomputer I can perform a factor analysis with 
nearly the same speed and capacity that I had avail­
able in 1956 with a mainframe computer that oc­
cupied a very large area.) Unfortunately, the avail­
able hardware and software is not always used as 
competently and intelligently as it might be, and 
some software programs continue to have errors 
and bugs of various sorts that unsuspecting users 
may not recognize. 

Similar technological advances have been made 
in the scoring of tests and the handling of test data. 
The test scoring template, for use with objective 
tests, was introduced in 1918 for the Army Alpha 
examination (Yerkes, 1921), and shortly after 
World War I most published standardized tests be­
gan to include scoring stencils in sets of materials 
for users. In 1935, the IBM Corporation marketed 
a test scoring machine based on measuring the con­
ductivity of graphite marks made by examinees on 
special answer sheets. These IBM scoring ma­
chines were in wide use until about 1970, when 
optical scanning machines for test scoring had be­
come perfected. Since 1970 or even earlier, there 
have been attempts to use computers for scoring 
and otherwise evaluating outcomes of tests and ex­
aminations other than those of the purely objective 
type, for example, essays and English composi­
tions. Thus far, there has not been unqualified suc-
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cess in this effort. However, mention should be 
made of uses of computers (either large-frame or 
micro) in the administration and scoring of "tai­
lored" tests in which items are presented and se­
quenced dependent on examinee's responses 
(Lord, 1970, 1980). As of this writing, both the 
underlying measurement theory and the hardware 
technology are available, but tailored testing with 
computers is only beginning to be put into wide 
use. 

Institutional and Organizational 
Arrangements 

As a specialty, measurement (or psychometrics) 
has taken somewhat different directions in depart­
ments of psychology and in departments or schools 
of education, although actually the connections 
have generally been close. 

In psychology, the study of measurement and 
statistics has usually been part of the regular train­
ing of all psychologists, though only a small pro­
portion of psychologists have specialized in it. De­
partments of psychology where there was a strong 
emphasis on psychological measurement in the 
first decades of the century included those at 
Clark, Columbia, Johns Hopkins, and Stanford 
Universities. Later, psychometrics flourished nota­
bly at Stanford University (under L. M. Terman, 
T. L. Kelley, and Q. McNemar), the University of 
Chicago (under L. L. Thurstone), and the Univer­
sity of Southern California (under J. P. Guilford). 

In education, the main line of development de­
rives from E. L. Thorndike's work and teaching at 
Teachers College, Columbia University; many 
Ph.D. dissertations appeared under his auspices in 
the Teachers College Contributions to Education. 
Many of the early standardized tests in education 
were developed by Thorndike's students. Since the 
early decades of the century, there has been a grad­
ual evolution of educational measurement as a spe­
cialty. Lindquist (1951, p. vii) remarked that in 
1945 very few institutions offered advanced gradu­
ate level courses in educational measurement. At 
present, however, many university departments 
and schools of education maintain programs of 
graduate study in measurement. 

Professional Organizations and Journals 

The earliest organization devoted to educational 
research as such, and thus incidentally to problems 
of measurement, was the Society of Educational 

Research, founded in New York City in 1903 (Tra­
vers, 1983, p. 122), but it was short-lived. A more 
successful organization was the National Associa­
tion of Directors of Educational Research, founded 
in 1915 and devoted largely to problems of con­
ducting school surveys-a prevalent concern in 
those days. This association became a department 
of the National Education Association (NEA) in 
1930, and at that time changed its name to the 
American Educational Research Association 
(AERA). Shortly thereafter, in 1931, the AERA 
founded the journal Review of Educational Re­
search, which, as has been mentioned, published 
periodic reviews of educational research and mea­
surement topics for many years. As the AERA 
became more interested in scholarly, psychologi­
cal, and technical issues, in 1968 it severed its ties 
with the NEA and formed divisions of mem­
bership, one of which (Division D) was devoted to 
measurement and research methodology. In its 
publication program, the AERA exhibited its 
strong interest in educational research and mea­
surement, continuing the Review of Educational 
Research (but in a different format from pre­
viously), and founding such journals as the Ameri­
can Educational Research Journal (from 1964) 
and the Journal of Educational Statistics (from 
1976). Still another organization devoted to mea­
surement was the National Council on Measure­
ments Used in Education (founded in 1938 and in 
1961 renamed the National Council on Measure­
ment in Education), responsible for publishing the 
Journal of Educational Measurement (from 1964). 

In the meantime, the American Psychological 
Association, which had been founded in 1892, had 
in 1945 formed itself into divisions, Division 5 
being that devoted to psychological and educa­
tional measurement. Psychological and educa­
tional measurement concerns were centered in the 
APA's publication of the Journal of Educational 
Psychology (which it took over from a private pub­
lisher in 1957) and a statistical section of the Psy­
chological Bulletin. Independent of the APA, 
scholars concerned with psychological measure­
ment, especially factor analysis and test theory, 
founded the Psychometric Society in 1935, which 
has published the increasingly technical journal 
Psychometrika since 1936. There is also a Society 
for Multivariate Experimental Psychology, found­
ed by R. B. Cattell in 1960, which has concerned 
itself extensively with psychological and educa­
tional measurement problems, publishing the jour­
nal Multivariate Behavioral Research from 1966. 

Thus, persons interested in psychological and 
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educational measurement have increasingly had a 
wide choice of organizations, conventions, and 
journals, to the point that it is now quite difficult to 
keep abreast of the great diversity of activities and 
journal articles. The privately published journal 
Educational and Psychological Measurement 
(from 1941) also deserves mention as influential in 
the development of the field. 

Test Publishing 

The first successful commercial test publication 
in the United States was that of the Courtis Stan­
dard Research Tests in Arithmetic, by the World 
Book Company (now a division of Harcourt Brace 
Jovanovich), in 1918. Starting as early as the 
1920s, a number of publishers have had extensive 
test development departments devoted to the con­
struction, analysis, and standardization of tests. 
The Psychological Corporation, founded in 1921 
by 1. McK. Cattell, E. L. Thorndike, and R. S. 
Woodworth, has provided an outlet for many psy­
chological tests; it has now been acquired by Har­
court Brace Jovanovich. Science Research Associ­
ates (from 1938) was another large commercial test 
publishing organization, now a division of the 
IBM Corporation. Important nonprofit testing or­
ganizations have included the Cooperative Test 
Service, the Graduate Record Examination, and 
Educational Records Bureau; in 1947 these three 
organizations were absorbed into the newly found­
ed Educational Testing Service, which has con­
tinued important practical and theoretical work in 
measurement. 

The role of profit and nonprofit testing organiza­
tions in education was examined by Holmen and 
Docter (1972). They concluded that despite some 
shortcomings and problems, the influence of these 
organizations on education has been generally sa­
lutary and wholesome. They remarked, however, 
that "the good practices at the test-research and 
development level are not sufficient at this time to 
offset testing system inadequacies at the test user 
level" (p. 171). 

Test Review and Evaluation Procedures 

There has been a persistent problem in monitor­
ing the testing industry, and all makers of tests, 
even individual scholars, for the quality and excel­
lence of the products. Probably the most important 
and effective method of meeting this problem is 
represented in the series of Mental Measurement 

Yearbooks edited by O. K. Buros over the period 
1934 to 1978 (Buros, 1978). (With Buros's death 
in 1978, the series is being continued by the Buros 
Institute of Mental Measurement at the University 
of Nebraska.) Expert reviews have served to point 
out to the profession, and to test users, the 
strengths and weaknesses of published tests and 
other measurement procedures. In the long run this 
has improved the quality of these materials. Paral­
lel to this, professional organizations (APA, 
AERA, and NCME) have published, starting in 
1954, guidelines and standards for psychological 
and educational tests (APA, 1954, 1966); it can 
hardly be questioned that these standards have had 
an important influence on test makers and 
publishers. 

Even with such arrangements to maintain the 
integrity and scientific excellence of the testing 
profession, many tests in print fail to meet high 
standards, and there is a certain tendency for tradi­
tion and inertia to cause undesirable or outdated 
materials and techniques to persist after their time. 

Summary Comments 

Viewing the whole history of the testing move­
ment in education, one can see many substantial 
advances and breakthroughs in the field since the 
time of Edward L. Thorndike. Were he alive to­
day, I believe Thorndike would be more pleased 
than displeased with the current state of the art and 
science that he set in motion. Certainly he would 
be pleased with the great advances in the tech­
nology of test preparation, the theory of measure­
ment, test theory, factor analysis, the theory of test 
validity, and computational methods that have 
been reviewed here. He would note with approval 
the great expansion of institutional and organiza­
tional arrangements surrounding the testing move­
ment, for Thorndike himself was a great organizer. 
But he would probably voice some complaints 
about developments in the field. 

He might have reason to complain that educa­
tional measurement has not yet approached the ful­
fillment of many of its promises. He might be dis­
turbed that most psychological and educational 
measurements still are not based on scientifically 
grounded units of measurement. He would deplore 
the fact that psychological measurements often do 
not have well-established construct validity, and 
that there are insufficient links between educa­
tional measurements and the educational objec-
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tives that need to be assessed. He would lament 
that measurement procedures-for example, avail­
able standardized tests-are all too frequently not 
kept up to date with technological advances. He 
would be dismayed that teachers and school per­
sonnel are insufficiently trained in measurement 
techniques, and that they frequently misuse or mis­
interpret measurement information. 

Probably Thorndike's greatest disappointment 
would come with his realization that educational 
and psychological measurement does not now have 
the degree of public approval and support that he 
firmly believed it would come to deserve. He 
might be genuinely perplexed by the fact that 
whereas, on the one hand, the public seems to 
attach great significance to comparative test score 
statistics and highly publicized scholastic aptitude 
score declines, on the other hand it does not fully 
approve, and along with the media and certain ac­
ti vist groups often attacks, the use of tests for se­
lection, placement, guidance, and diagnosis of 
learning difficulties. 

Thorndike's response to all this, I think, would 
be to offer the opinion that the profession of educa­
tional measurement has done great things, but that 
it still has a long way to go in reaching the goals he 
set out for it. He would emphatically urge, in addi­
tion, that the profession do a better job of selling 
itself to its clientele and to the public. 
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CHAPTER 6 

From Parsons to Profession 

THE HISTORY OF GUIDANCE AND COUNSELING 
PSYCHOLOGY 

David N. Dixon 

Counseling psychology, counselor education, and 
guidance and counseling as representative of dif­
ferent professional areas in counseling share much 
common history with other areas of applied psy­
chology and education. These counseling fields 
share much of the same history, both in terms of 
societal factors, significant events, and important 
people. Counseling shares much with educational 
movements such as vocational education and indi­
vidual education. Psychology has provided coun­
seling a theoretical base for understanding and 
changing human behavior. These factors do little 
to separate counseling from educational psychol­
ogy as elaborated earlier in this book. However, a 
strong case could be made for the striking lack of 
commonality between counseling and educational 
psychology. Educational psychology has become 
less interested in application whereas counseling is 
by definition oriented toward change and the ap­
plication of principles of change. Educational psy­
chology has always been closely tied to under­
graduate teacher education, its very existence 
arising from the early application of psychology to 
teacher training. The scope of its knowledge base 
is reflected in, if not identical with, the content that 
undergraduate teacher trainees are expected to 
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master (as defined by the required educational psy­
chology courses). No such direct tie between 
teacher training and counseling exists (except in 
the case of school counseling). Counseling is al­
most exclusively a graduate program with, in some 
cases, no tie to colleges of education. As this chap­
ter develops the history of the guidance movement 
and counseling psychology, further points of com­
monality and distinctiveness can be seen. 

In looking at the history of guidance and coun­
seling psychology, a plausible case could be made 
for including a number of contributive events in a 
story of complex developments. It is difficult to 
look back and select those people, circumstances, 
and events that provide a history for guidance and 
counseling. In like manner, it is difficult to look 
forward from a place in history (e.g., the publica­
tion of Parson's Choosing a Vocation) and trace 
the impact of particular people, events, and cultur­
al circumstances. A particular key event may have 
direct and indirect consequences for not only guid­
ance and counseling, but may also be part of the 
history of other areas as well. To write a history of 
a professional area the author must choose not only 
from antecedents but also a set of consequences or 
outcomes. In order to limit the historical scope, 
one must first determine the phenomena one is 
attempting to explain. 

This chapter will first examine the current status 
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of guidance and counseling, recognizing that there 
are other professional areas that incorporate many 
similar techniques and goals. It is clear that the 
training of counseling professionals has become 
increasingly divergent. Counseling professionals 
are trained at undergraduate, masters, and doctoral 
levels, with the majority of direct service providers 
being trained at the masters level. Each of the lev­
els is based on different assumptions and resultant 
models of what is needed for effective interven­
tion. This description will restrict itself to those 
professional areas variously described as: (a) coun­
seling psychology, (b) counselor education, and 
(c) guidance and counseling. This chapter will then 
trace those significant factors that contributed to 
and focused the development of the current 
situation. 

The Counseling Professions 

The counseling psychology area includes only 
those doctoral programs meeting APA-accredita­
tion standards. The counselor education area in­
cludes all other doctoral programs in counseling. 
Guidance and counseling will be used as an in­
clusive category for all subdoctoral programs, in­
cluding such programs as school counseling, agen­
cy counseling, college counseling, marital and 
family counseling, and rehabilitation counseling. 
We will look first at the status of counseling psy­
chology as a professional field. 

Counseling Psychology 

One of the major indexes of status is the growth 
of the number of APA-accredited programs in 
counseling psychology. The American Psychol­
ogist (Committee on Accreditation, 1984) lists 41 
doctoral programs as being either fully accredited 
(34) or provisionally accredited (7). Of these pro­
grams nine were accredited in the 1950s, three in 
the 1960s, 11 in the 1970s, and 18 have received 
accredited status in the 1980s. Obviously, the im­
petus to become an accredited doctoral program 
has greatly increased and generally reflects an in­
creased identity with psychology in those 
programs. 

The identity with psychology has been greatly 
influenced by the credentialing process. Licensure 
laws for psychology exist in 48 states, with gradu­
ation from an accredited program allowing for ac­
cess to the examination process in most states. Ac-

cess to third-party payments for the provision of 
mental health services is also greatly enhanced by 
graduation from an accredited program. Further, 
the majority of 275 accredited predoctoral in­
ternship training programs in psychology (with no 
distinction made between clinical and counseling 
internships) either require or highly prefer appli­
cants who have graduated from accredited pro­
grams. It appears that the professional stature and 
access provided by the doctoral degree in counsel­
ing psychology clearly make it the preferred de­
gree for counseling professionals. Both career and 
training opportunities are enhanced by credentials 
made more available through APA accredited pro­
grams. Further, it appears that those programs with 
adequate strength and resources have moved in this 
direction. In fact, some of the more recently ac­
credited programs were not too long ago identified 
as leading counselor education programs. 

The identity with psychology has also required 
curriculum that ensures adequate psychology con­
tent. Hollis and Wantz (1983) summarize the APA 
criteria: 

Professional psychology programs generally are located in uni­
versities or schools of professional psychology that offer doc­
toral training and are approved by one of the six regional ac­
creditation bodies recognized by the Council on Post-Secondary 
Accreditation (COPA). 

Program must be clearly identified and labeled as a psychol­
ogy program and must be a recognizable, coherent organization 
entity. 

Faculty must be well qualified and must have clear authority 
and primary responsibility for all aspects of the program. 

The plan of study must be integrated and organized with 
assurance of breadth of exposure to the field of psychology 
including a curriculum with equivalency of at least three aca­
demic years of full-time resident graduate study. The course­
work must include scientific and professional ethics and stan­
dards, research design and methodology, statistics and 
psychological measurement, biological bases of behavior, cog­
nitive-affective bases of behavior, social bases of behavior, 
individual bases of behavior, and courses in specialty areas. 

Supervised practicum, internship, and field or laboratory 
training must be included. The minimum practicum experience 
is 300 hours, of which at least 150 hours are in direct service 
experience and 75 hours of formally scheduled supervision. 
Internship must be full-time for one year or the equivalent with 
an experience of at least 1500 hours. (pp. 65-66) 

Counseling psychology as a recognized special­
ty in psychology (Committee on Professional Stan­
dards, 1981) is also represented by a research liter­
ature through the Journal of Counseling Psycho­
logy (an official publication of APA) and The 
Counseling Psychologist (a publication of the Di­
vision of Counseling Psychology). The Journal of 
Counseling Psychology is primarily concerned 
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with "reporting the results of empirical studies 
about counseling processes and interventions, the­
oretical articles about counseling, and studies deal­
ing with the evaluation of applications of counsel­
ing and counseling programs" (Gelso, 1982). The 
Counseling Psychologist is a theme-oriented jour­
nal that requests and approves proposed issues 
dealing with timely topics related to counseling. 

Di vision 17 of AP A represents the Counseling 
Psychology field within AP A and also to the pub­
lic. Membership in Division 17 of APA lists 224 
Fellows, 2,182 Members, and 148 Associates 
(APA Membership Register, 1984). The American 
Board of Professional Psychology offers diplomate 
status in Counseling Psychology with 262 indi­
viduals so recognized (APA Membership Register, 
1984). 

Another parallel professional group is the Coun­
cil of Counseling Psychology Training Programs. 
This group is concerned with training issues and 
with representing counseling psychology student 
and program interests with the Association of Psy­
chology Internship Centers (APIC), state licensing 
boards, the Veterans Administration (VA) and 
with other specialty areas in psychology. 

Counselor Education 

Hollis and Wantz (1983) surveyed 506 institu­
tions and 584 administrative units offering coun­
selor preparation programs. Units surveyed offered 
a wide range of counseling specialties, (e.g., coun­
seling psychology, counseling and guidance, com­
munity counseling, marriage and family counsel­
ing, rehabilitation counseling, and school counsel­
ing). From the reported data, Hollis and Wantz 
extrapolated that 222 doctoral degree programs are 
offered. From the large number of programs it is 
not difficult to conclude that nearly every univer­
sity, college, or professional school that offers a 
doctoral degree offers one in a counseling related 
area. From this frequency it could also be assumed 
that counseling doctoral programs are cost efficient 
from the institution's perspective, (i.e., they take 
few resources to establish other than faculty, they 
have high enrollments, and they generally make 
money). From the graduates surveyed, 19% of 
them were identified with counseling psychology. 
The other 81% were identified as counseling, 
counselor education, counseling and guidance, or 
some other related designation. 

Counselor education doctoral programs are 
more diverse than those in counseling psychology, 
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so it is more difficult to assess the status of these 
doctoral programs. Counselor education programs 
are best represented by the Association of Coun­
selor Education and Supervision (ACES), a Divi­
sion of the American Association of Counseling 
and Development (AACD; previously the Ameri­
can Personnel and Guidance Association). AACD 
is the major professional organization representing 
counselors at the masters level and counselor edu­
cation at the doctoral level. Although AACD 
membership is predominantly made up of master's 
level professionals, membership in ACES is pri­
marily doctoral. 

ACES first approved training standards for Ad­
vanced Preparation (Doctoral) in Counselor Edu­
cation in 1977. Hollis and Wantz (1983) summa­
rize the standards as follows: 

The doctoral program consists of a minimum of four academ­
ic years of graduate preparation. including the entry program 
and a year of internship. A minimum of one academic year of 
full-time graduate study beyond the entry program (masters and 
specialists) is required. 

Supervised experiences include the completion of at least one 
academic year (36 weeks) of full-time internship. 

Competencies in statistics, research design, and other re­
search methodology are to be obtained by all students. 

In additlon to the core areas of preparation, students are to 
gain a depth of knowledge and skills in one or more areas such 
as learning theory, career guidance, research. testing, or 
evaluation. 

Beyond course work and semmars students are to be provided 
opportunities to participate in conferences, workshops, special 
training programs, and other professional activities that will 
assist in bridging the gap between the campus and the profes­
sional world. (pp. 67-68) 

Sixteen programs have received accreditation 
for doctoral studies from the Council for Ac­
creditation of Counseling and Related Educational 
Programs (CACREP; 1984). Thus, only a minority 
of doctoral level counselor educators have gradu­
ated from a program that has met national training 
standards and been the subject of external peer 
evaluation (a few other programs may have been 
accredited by the American Association for Mar­
riage and Family Therapy, AAMFT, the Council 
of Rehabilitation Education, CORE, or other ac­
creditation groups). 

The utility of CACREP (and also AAMFT and 
CORE) accreditation is still uncertain. Certainly 
such standards assist a doctoral training program in 
self-evaluation studies, but whether it serves a cre­
dentialing function for graduates is unclear. Many 
graduates of non-APA approved doctoral programs 
seek licensure as psychologists, often unsuc-
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cessfully and frequently with a great deal of ques­
tioning from state licensing boards. Several states 
have passed counselor licensing bills, but these 
have not clearly facilitated the collection of third­
party payments or allowed the licensed counselor 
any special privileges. They have served to restrict 
the title and thus protect the public by ensuring that 
those with such credentials have met minimal 
standards. 

Counselor Education as a professional field is 
represented by the Journal of Counseling and De­
velopment and other AACD publications. The 
Journal of Counseling and Development (formerly 
the Personnel and Guidance Journal) has been pri­
marily a practitioner-oriented journal with little 
theoretical, empirical research reported. However, 
with the recent change of editorship a more schol­
arly emphasis is evident. The editor, associate edi­
tor, and column editors are also professionals with 
heavy involvement in counseling psychology. 

Current leadership in AACD and its divisions is 
decidedly void of individuals who also are leaders 
in counseling psychology. This has not always 
been the case as early leaders in APA Division 17 
and AACD were often drawn from the same lead­
ership pool. 

Counseling and Guidance 

Based on the 418 units analyzed by Hollis and 
Wantz (1983), 407 programs offered one or more 
masters and specialists degrees. They estimated 
that more than 24,000 master's students with some 
type of counseling major are graduated each year. 
Of these, approximately half seem to be prepared 
for jobs in school settings, although not all these 
graduates are finding employment in schools. The 
remainder are preparing for positions outside the 
school setting in such areas as rehabilitation coun­
seling, student personnel development, and com­
munity and agency counseling. 

Again, it would not be presumptuous to con­
clude that nearly every postsecondary institution 
offering graduate degrees offers a master's degree 
in guidance and counseling or a similarly named 
field. Many of the programs began in response to a 
tremendous demand for counselors in the schools 
and once developed, have continued to graduate 
large numbers of counselors despite an imbalance 
between demand for graduates and the number of 
graduates. 

One response has been a great expansion of the 

number of specialties offered by the programs. 
Many employers have also gradually raised re­
quirements from the paraprofessional level to the 
master's degree as the preferred entry level prepa­
ration. Vocational rehabilitation counseling in­
creased its standards during the 1970s and the 
same change is currently evident in the substance 
abuse area. Alcohol treatment centers are in­
creasingly seeking people with greater credentials 
and training, with a similar trend becoming evident 
in correctional settings. 

The master's degree in counseling and guidance 
is also viewed as a robust degree. Teachers, need­
ing additional coursework for advancement, see a 
counseling degree as a way to increase salary and 
expand options. With the degree, the person is 
eligible for a position as a school counselor and 
also has a credential that may allow for work out­
side the elementary/secondary school environ­
ment. Additionally, many people find master's de­
gree programs interesting and applicable to their 
own lives and their environments. They are per­
ceived as providing a set of skills that can be used 
in a range of noncounseling settings from real es­
tate sales to business management. Unfortunately, 
because of the demand/graduate imbalance, stu­
dents with more focused vocational goals may find 
that the degree fails to result in the career creden­
tial sought. 

The Association for Counselor Education and 
Supervision accepted standards for the entry prepa­
ration (master's and specialists) of counselors and 
other personnel services specialists in 1973. Hollis 
and Wantz (1983) summarize the training stan­
dards as follows: 

The Program must have objectives that were developed by 
the faculty in the institution of higher education where offered. 
The institution must provide a graduate program in counselor 
education with opportunity for full-time study throughout the 
academic year. 

The program of study includes a core of courses with content 
applicable to the following areas: human growth and develop­
ment, social and cultural foundations, helping relationship, 
groups, lifestyle and career development, appraisal of the indi­
vidual, research and evaluation, and professional orientatIOn. 

The program must provide specialized studies necessary for 
practice in different work settings so that each student may gain 
skills needed to work effectively in the professional setting 
where the student plans to practice. 

Supervised experiences include laboratory, practicum, and 
internship. The minimum practicum requirement is sixty clock 
hours extended over a minimum nine-month period. Internship 
is a postpracticum experience where the intern spends in the 
field placement a minimum of 300 clock hours on the job under 
supervision by a qualified supervisor. 
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Research facilities must be available within the counselor 
preparation institution to faculty and students. (p. 67) 

A small percentage of master's level programs 
are accredited by ACES (27 as of Jan. 1, 1984, 
CACREP, 1984). However, several others have 
met AAMFf, CORE, or other standards and a 
large number of them meet minimal standards set 
by their state departments of education in order to 
recommend graduates for credentials as guidance 
counselors. 

These programs differ widely in the extent of 
psychological content in their curriculum. Some 
by virtue of administrative location include signifi­
cant coursework in psychology or educational psy­
chology whereas others, often housed independent­
ly from a psychology or educational psychology 
department, may be openly antagonistic toward 
psychology and are regarded with disdain by psy­
chologists on campus. The controversy over the 
relevance and adequacy of psychology as the pri­
mary discipline base for counselor training has been 
a controversial one and the "gulf between counsel­
ing psychology and counselor education appears to 
be growing" (Dowd, 1984, p. 303) over this issue. 

Master's degree training of counselors often ex­
ists within the context of teacher training. The gen­
esis of many of the programs was the training of 
school counselors; thus, these programs developed 
almost exclusively in colleges of education. Sever­
al recent national studies of education have sug­
gested that teacher training would be improved if 
many of the less equipped institutions would get 
out of the business (e.g., National Commission for 
Excellence in Teacher Education, 1985). This 
same recommendation would certainly apply to 
graduate training in counseling. There are far too 
many programs with less than minimal faculty and 
other resources, with ill-defined curricula, and 
without adequately supervised practicum experi­
ences producing poorly prepared graduates. 

The training of master's degree counselors is, 
however, an important function. The profession 
would be ill-served to devote all resources to doc­
toral training. In nearly all situations, (e.g., em­
ployment services, community mental health cen­
ters, schools, correctional facilities, and mental 
health institutions) a great percentage (in most cases 
a majority) of direct services are provided by sub­
doctoral personnel. A master's degree program can 
provide entry level preparation for these roles. As 
identified earlier, many areas are undergoing in-
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creased professionalization (e. g., substance abuse, 
corrections), and the master's level professional 
represents a level offormal training well beyond the 
current, typical service provider. Just as the posi­
tion of school counselor evolved from the teacher 
who showed a knack for counseling, to the 90-day 
wonder with limited training, to the master's degree 
as the minimal entry requirement, the master's de­
gree represents a significant increase in profes­
sionalization in many settings. There is, however, 
no longer a need for programs that cannot provide 
rigorous, well-developed academic and practical 
experiences. 

What is labeled as counseling is diverse and 
wide-ranging. An analogy from the geography of 
the United States seems descriptive of the current 
status of counseling and its history. 

A River Story 

The Platte River, beginning in the Rocky Moun­
tains, fed by melting snow, flowing through the 
prairies of Eastern Colorado and Nebraska, and 
finally merging with the mighty Missouri River 
has been described in its prairie version as a "mile 
wide and an inch deep." In all its forms, the Platte 
River has primarily been a nurturant river 
(Michener, 1974). It has been a site for camps of 
prairie Indians. As a guide for western migration it 
nourished the pioneers on the Oregon and Mormon 
Trails. It continues to supply irrigation water for 
farms and ranches and its underlying aquifer sup­
plies water for the cities of Nebraska. 

However, the further the Platte River gets from 
its source the less vigor it appears to have. Unlike 
its beginnings as a tumbling, vibrant mountain 
river, it widens and seems to be more a river of 
sand and sandbars than of water. One must be 
reminded that most of its water supply has been 
diverted upstream to fill irrigation and recreational 
lakes. Likewise, many of its contributory rivers 
have also been bled for irrigation purposes. One 
must remember that this mile-wide river has a 
channel, first on one side of the river, only to cut 
through the sand to the other side, which flows 
swiftly to its confluence with the Missouri. Like 
the downstream portion of the Platte River, the 
enterprise currently described as counseling is 
broad and sometimes meandering. The remaining 
portion of this chapter will examine the headwaters 
and upstream contributaries of counseling. In like 
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manner, diverted resources and hidden channels 
will be described. 

Historical Contributions 

Vocational Guidance Movement 

The mountain beginning of counseling was 
clearly the vocational guidance movement. This 
interesting and robust heritage, itself the product of 
diverse sources, grew from a period of social prob­
lems, but yet one that was characterized by opti­
mism. Rockwell and Rothney stated that the 
"guidance movement was born in the swelter and 
confusion of protest, reform, utopian idealism, and 
defenses of the status quo which were rampant in 
the late nineteenth and early twentieth century" 
(1961, p. 349). The industrial revolution resulted 
in a concentration of the workforce, a demand for a 
skilled workforce, and uncertainty in the labor 
market. Subsequently, there was a growth in sec­
ondary school enrollment and a challenge to the 
relevance of a classical education for preparing a 
skilled workforce. 

Brewer (1942) identified four social cues that 
led to the development of vocational guidance in­
cluding: (a) the division of labor, (b) the growth of 
technology, (c) the extension of vocational educa­
tion, and (d) the spread of democracy. From such, 
vocational guidance began as a movement by phi­
lanthropically minded citizens to improve the 
postschool vocational adjustments of boys and 
girls. People such as Frank Parsons at the Civic 
Service House in Boston and Jesse B. Davis in the 
schools of Detroit and Grand Rapids began to de­
velop approaches to vocational guidance that al­
lowed a person to study self and aptitudes and 
occupations and to make wise decisions based on 
this study. Vocational guidance was not only 
viewed as assisting the development of indi­
viduals, but was also seen as a means for achieving 
social goals. 

The contribution of psychology to the vocational 
guidance movement was described by Brewer 
(1942) "the psychologists and their researches did 
not lead to the organization of a systematic plan for 
guidance; the plan came from the work of the pub­
licist, the social worker, the teacher, the promoter 
of adult education" (p. 9) and "while the practice 
of vocational guidance has been greatly aided 
through the researches of the psychologists, in no 

sense can it be said that experimental or theoretical 
psychology contributed to its actual origin" (p. 9). 

The importance of Frank Parsons' thinking as 
reflected in his 1908 book Choosing a Profession, 
must be emphasized. Whereas the need for study­
ing an individual and prescribing a career had long 
been advocated, Parsons' emphasis on self-discov­
ery and decisions is a legacy clearly reflected in 
counseling. Sources that document this early influ­
ence include books such as History of Vocational 
Guidance (Brewer, 1942) and Social Reform and 
the Origin of Vocational Guidance (Stephens, 
1970) and articles such as "Some Social Ideas of 
Pioneers in the Guidance Movement" (Rockwell 
& Rothney, 1961) and "Transition: From Voca­
tional Guidance to Counseling Psychology" 
(Super, 1955). 

Psychological Testing 

The next contributing source for counseling, as 
represented by the vocational guidance movement, 
was the great progress being made in psychologi­
cal testing. Whereas vocational guidance has a his­
tory separate from psychology, the history of the 
testing movement is in many ways the history of 
psychology, at least for a significant period. First, 
the work of Alfred Binet on the measurement of 
intelligence provided the impetus for the develop­
ment of measures of aptitudes and interests. Sec­
ond, the process of classification in World War I 
developed a technology for matching recruits and 
military jobs. This technology provided a major 
resource for the vocational guidance movement. 

The testing movement, obviously, was never to­
tally subsumed by the guidance movement. How­
ever, the testing movement served to provide a 
conceptual strength and methodology to guidance. 
It also served to provide a formal tie between guid­
ance and psychology. The strength of this tie has 
been a source of ongoing controversy for the iden­
tity of counseling. 

Both counseling and clinical psychology have 
roots in the psychometric trend. Watkins (1983) 
differentiated the effects of the psychometric trend 
on counseling and clinical psychology. Whereas, 
"in the early years, the clinical psychologist was 
basically a psychological examiner, who adminis­
tered intelligence and projective tests" (with this 
being the case until World War II), "psycho­
metrics was incorporated into vocational guidance 
work" with the main purpose "not to assess the 
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personality in depth; rather the counselor was in­
terested first and foremost in interests and ap­
titudes" (p. 77). 

The adaptation of psychometric techniques by 
the vocational guidance movement provided a 
strong bridge to psychology. As Aubrey (1977) 
stated, "the movement was largely devoid of phil­
osophical or psychological underpinnings" (p. 
290) prior to this incorporation. Stone (1984) 
stated that the testing movement and 

developments in trait and factor psychology provIded the tech­
nologies that enabled guidance workers to conduct individual 
and job assessments. Moreover. such scientific methods helped 
transform guidance workers into psychologists. and established 
the respectability of vocational counseling. (p. 300) 

Such a transformation was largely carried out at 
the University of Minnesota through the pioneer­
ing work of Donald Paterson and his colleagues 
and students, especially E. G. Williamson. 

Mental Hygiene Movement 

Just as the vocational guidance movement 
sprang from a period of intense social reform, re­
form of our mental health services was facilitated 
by Clifford Beers and his book A Mind That Found 
Itself (1908). Coinciding with the introduction of 
psychoanalytic theories to the United States at the 
tum of the century, (e.g., 1909 Psychology Con­
ference at Clark University; Evans & Koelsch, 
1985), the mental hygiene movement contributed 
to the acceptance and understanding of mental ill­
ness by our society. Although this influence was 
not immediate in counseling, it certainly had an 
indirect, and more recently a direct, impact 
through the inclusion of counseling/psychological 
services in the provision of health services. 

The Psychotherapy Influence 

Counseling from Parsons on was largely a pro­
cess of providing information and assisting the cli­
ent with rather direct decision making. Even 
though several, mostly imported, approaches to 
psychotherapy were part of psychiatry and psy­
chology in the United States, these lacked the prac­
tical orientation required by vocational guidance 
counselors. 

The impact of Carl Rogers and his book Coun­
seling and Psychotherapy (1942), therefore cannot 
be underestimated. Not only did this approach pro-
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vide a way to expand the focus of vocational guid­
ance, it also provided a vehicle that later would 
take counseling far from its vocational guidance 
origin. Rogers' theoretical and practical approach 
was philosophically consistent with the goals of 
vocational guidance, was easily understood, and 
was easily taught. 

Post-World War II: The Emergence of 
Counseling Psychology 

Coming out of the Second World War was a 
profession, although not clearly defined, primarily 
concerned with educational-vocational issues, tied 
to psychology through the psychometric testing 
thread, and employing a client-centered meth­
odology for communicating with clients. From 
these mountain beginnings and tributaries, the time 
was right for professional definition and continued 
lateral expansion. 

Educational-vocational guidance had been intro­
duced to the college-university campus before 
World War 11 (Williamson, 1939). 

The role of counseling (before 1945) was broadly defined as 
helping students remove a variety of obstacles or problems (e.g .. 
personality. educational, occupational, financial, and health) so 
that students could maximally benefit from course instruction. 
(Heppner & Neal, 1983, p. 82) 

It had also gained a foothold in the schools of the 
United States, also with a primary focus on educa­
tional/vocational guidance. Paralleling the widen­
ing of a river as it flows downstream this lateral 
expansion is described by Russo (1985) ". . . the 
evolution of psychologic thought and practice has 
periodically grown to encompass new meth­
odologies, clinical populations, or sites to prac­
tice ... " (p. 43). 

Clinical psychology at the end of WWII largely 
used traditional psychological approaches charac­
terized by work with deviant populations (Wat­
kins, 1983). Thus, there was a clear and definite 
position in relation to developmental concerns, vo­
cational/career issues, and problems of living not 
addressed by clinical psychology and for which 
counseling psychology emerged as a recognized 
specialization (Super, 1955). 

Counseling psychology as a separate psycholog­
ical specialty developed from the reorganization of 
the American Psychological Association during 
and following World War II. In an effort to bridge 
the gap between AP A and the American Associa-
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tion for Applied Psychology, a merger of the two 
organizations resulted in a new structure of APA 
with the emergence of divisions. First designated 
the Division of Personnel Psychologists, it met of­
ficially as a charter division of APA titled the Divi­
sion of Counseling and Guidance. Pepinsky stated 
that 

the origins of counseling psychology are implied in these earlier 
titles. Most of the division's early leaders were university 
teachers and administrators. training and supervising others for 
activities that had become generally known as "student person­
nel work" in colleges and universities and as "guidance" in 
elementary and secondary schools. By 1946 the "counseling" 
of students in face-to-face interviews had come to be regarded 
as an essential part of both guidance and student personnel 
services. (1984, p. 119) 

The final postwar movement in the transition 
from vocational guidance to counseling psychol­
ogy resulted from an invitational meeting held at 
Northwestern University in 1951 called by C. 
Gilbert Wrenn. Based on reports prepared by early 
leaders (Edward S. Bordin, Francis P. Robinson, 
and Donald E. Super) the term counseling psychol­
ogy was adopted and standards for the training of 
counseling psychologists were proposed (Super, 
1955). In 1952, the division changed its title to the 
Division of Counseling Psychology. This explica­
tion of training standards and title change was part­
ly in response to Veterans Administration's need 
for staff members to "help emotionally disturbed 
veterans to obtain and maintain suitably gainful 
employment outside the hospital" (Pepinsky, 
1984, p. 119). Also in 1952, the VA announced 
two major positions: counseling psychologist (vo­
cational), a doctoral-level position under VA's Di­
vision of Medicine and Neurology and counseling 
psychologist (VR & E), a subdoctoral position un­
der the VA's Division of Vocational Rehabilitation 
and Education (Pepinsky, 1984). 

Throughout this period conceptual development 
was solid (Whiteley, 1984). The founding of the 
Journal of Counseling Psychology in 1954, exten­
sive writing on career development and vocational 
choice (e.g., Ginzberg, Ginsburg, Axelrad, & 
Herma, 1951; Super, 1953), further refinement of 
counseling uses for the Strong Vocational Interest 
Blank and the Minnesota Multiphasic Interest In­
ventory, and research on the practice of various 
theoretical orientations all have had lasting influ­
ence (Wrenn, 1954). 

The transition to counseling psychology resulted 
in energy focused on increased standards and other 
professional issues. Counseling psychology was 

concerned with trying to define itself as a distinct 
specialization within psychology. As a result of 
this focus, a major opportunity was missed and 
diversion of a portion of the counseling stream 
occurred. 

NDEA: A Missed Opportunity 

In 1957 the Russians beat the United States into 
space and our national pride was wounded. In re­
action, the National Defense Education Act 
(NDEA) of 1958 was passed. This act, in the name 
of national defense, was intended to identify young 
persons with exceptional talents, guide them into 
proper careers, and provide them with adequate 
opportunities for training. To accomplish this, ma­
jor funds were allocated for the training of subdoc­
toral counselors to work in elementary and second­
ary schools. 

Division 17, as representative of Counseling 
Psychology, remained relatively uninvolved in this 
entire process. Despite the warning of divisional 
presidents such as Ralph Berdie and Edward 
Shoben, no organized response from counseling 
psychology was effective in shaping legislative di­
rections or becoming involved in the conse­
quences. Wrenn (1980) described the outcomes of 
NDEA vis-a-vis counseling psychology as permit­
ting the training of thousands of counselors at both 
the doctoral and master's level with many at the 
doctoral level clearly not being psychologists. 
Many colleges of education began or greatly ex­
panded counseling programs during this period to 
take advantage of federal funding. 

Perhaps the splitting of the profession between 
counseling psychology with its clear allegiance to 
doctoral level training and its roots in psychology 
and counselor education and counseling and guid­
ance with its roots in education and multilevel 
training was unavoidable. Counseling psychology, 
as a developing specialty, was in no position to 
jeopardize its position within psychology' and the 
recognition by the V A system for which it had 
fought. 

The 1960s 

NDEA affected the size of programs training 
school counselors as well as the number of col-

[Note the continuing conflict within school psychology with its 
doctoral level (APA, Division 16) and its subdoctoral level 
(NASP) training standards and organizations. 
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leges of education involved in counselor training. 
It served as a springboard for continued program 
expansion. 

The 1960s were a time of expansion in higher 
education. Increased enrollments from the baby 
boom resulted in the addition of faculty and stu­
dent services. More doctoral level graduates were 
needed to fill new faculty lines, counseling centers 
grew, and community colleges were established 
throughout the nation. Counselors were needed at 
all levels to keep up with this expansion. 

At the same time, training standards for school 
counselors were further developed to, in most 
cases, set the master's degree as the minimum 
level of preparation. Many of the counselors 
trained through the early NDEA institutes sought 
additional preparation and credentialing. 

Also during this decade federal and state legisla­
tion, intended to provide greater services in the 
least restrictive environment, both mandated and 
funded greatly expanded community mental health 
services. Thus, counselors at all levels were again 
needed as this new domain was opened. 

Social concerns about racial inequities, the 
physically handicapped, and the Vietnam War all 
came to the forefront in the 1960s. Our so­
cial! educational institutions were directly con­
fronted by the challenges presented. Counselors 
and student personnel workers were seen as key 
problem solvers in working with the challenges 
presented by the disadvantaged and alienated. 

Also in the 1960s, various theoretical perspec­
tives served to give direction to the training and 
practice of counseling. The behavioral revolution 
in counseling (e.g., Krumboltz, 1966) pulled some 
counseling psychologists away from existing para­
digms and further legitimized behavior science as a 
source for counseling procedures. Other coun­
selors stayed away from behavioral science, 
choosing the more humanistic approach (e. g. , 
Rogers, 1965). The human potential movement as 
a means for personal fulfillment and the explora­
tion of potentialities also served to further separate 
some from counseling as a psychological special­
ty. For some, counseling became an experiential 
event not to be studied through acceptable scien­
tific paradigms. 

Counseling psychology was actively engaged 
during the 1960s in defining itself and strengthen­
ing its position as a psychological specialty. The 
Greyston Conference (Thompson & Super, 1984) 
served to assess the status of counseling psychol­
ogy and to identify needs in relation to such issues 
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as research, the substantive base for counseling, 
and the professional roles of counselors. Whiteley 
(1984) states that an "important legacy of the pre­
vious ... [efforts] ... in counseling psychol­
ogy's growth as an organized applied-scientific 
specialty was a much clearer definition of the cen­
tral thrust of the profession" (p. 69). This is repre­
sented by the statement by Jordaan, Myers, 
Layton, and Morgan (1968), which identified three 
clear roles for the counseling psychologist; the re­
medial or rehabilitative, the preventive, and the 
educative and developmental. 

The 1970s 

Whereas in previous years psychology in gener­
al was concerned with differentiating itself as a 
field, freedom of choice legislation changed the 
movement. The push now became one to show that 
psychology could provide cost-effective, quality 
mental health services. Freedom of choice legisla­
tion was fostered nationwide to allow the con­
sumer to choose from a variety of health service 
providers, including psychology. 

Reimbursement for health service provision was 
primarily for remedial or rehabilitative services, 
however, and not for the preventive or educa­
tional. Counseling psychology was pulled closer to 
APA accreditation criteria, was more influenced 
by state licensure procedures, and was attracting 
students more and more interested in working with 
those clients/patients qualified for health services. 
This movement toward health service provision 
served to distance counseling psychology further 
from some other counseling specialties and further 
from educational institutions. 

The expansion of employment opportunities in 
mental health agencies was accompanied by a re­
striction of opportunities in educational settings. 
As the baby boom passed through elementary/ sec­
ondary schools and then into institutions of higher 
education, the demand for new counselors and fac­
ulty in these institutions was greatly reduced. 
Training institutions and students interested in 
counseling careers began to train counselors for an 
ever widening array of roles and settings as pre­
vious employment opportunities declined. 

Social concerns with women, cultural diversity, 
and the Vietnam veteran continued or began to 
influence counselor training. Not only was ac­
cessibility of ethnic and gender groups into coun­
seling careers an issue, but counselors were forced 
to look at attitudes and practices in dealing with 
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diverse client populations. Multicultural and wom­
en's issues increasingly became a legitimate focus 
for research by counseling psychologists. 

Conceptual developments included the further 
refinement of behavioral techniques with the addi­
tion of cognitive domains (Ellis, 1969; Mahoney & 
Thoreson, 1974). Another line of research applied 
social psychological processes to counseling 
(Strong, 1968). Social psychology continues as a 
rich source for counseling research (see summaries 
by Corrigan, Dell, Lewis, & Schmidt, 1980; Hep­
pner & Dixon, 1981). Whiteley (1984) charac­
terized the theoretical and research literature of the 
early part of the 1970s as showing a "steady in­
crease in sophistication and methodological rigor, 
though it lacked the originality of the theoretical 
formulations of the 1950s" (p. 81). Whiteley sum­
marized the theoretical and research literature of 
the later 1970s and early 1980s as characterized by 
"consistent programmatic inquiries in psycho­
metrics, student development, behavior change, 
vocational psychology, and career development 
and interventions" (p. 87). 

Current Status 

C. Gilbert Wrenn, in reviewing the current sta­
tus of counseling psychology, stated, "The chal­
lenges to the profession are unmistakable. But I 
think, however, that anybody ... would feel it 
was worth all the struggle we have been through 
over the past 30 or 40 years" (Whiteley, 1984, p. 
87). 

Counseling psychology stands as a clearly rec­
ognized specialization in psychology. In 1984, the 
executive committee of Division 17 approved the 
following definition of counseling psychology. 

Counseling psychology is a specialty in the field of psychol­
ogy whose practitioners help people improve their well-being, 
alleviate their distress, resolve their crises, and increase their 
ability to solve problems and make decisions. Counseling psy­
chologists utilize scientific approaches in their development of 
solutions to the variety of human problems resulting from in­
teractions of intrapersonal, interpersonal, and environmental 
forces. Counseling psychologists conduct research, apply inter­
ventions, and evaluate services in order to stimulate personal 
and group development, and prevent and remedy developmen­
tal, educational, health, organizational, social, and/or voca­
tional problems. The specialty adheres to standards and ethics 
established by the American Psychological Association. (APA 
Division 17, 1985, p. 141) 

It is not too difficult to look back upstream and see 
the sources for that definition. 

The evolution of specialties in psychology paral­
lels the specialization in other professions. Just as 
the apostle Paul was raised a devout Jew but be­
came a zealous Christian, the founding fa­
thers/mothers of any specialty were never trained 
in that specialty. They either were trained in a 
different area entirely or at a more general level. 
The earliest counselors were not trained as coun­
selors, the first counseling psychologists were 
trained in other areas of psychology, and the first 
educational psychologists were typically trained as 
psychologists with no adjectival modifier. In­
creased specialization seemingly is the wave from 
the past into the future. Currently, the general label 
of counseling psychologist or educational psychol­
ogist is often inadequate, needing additional de­
scriptors (e.g. marital and family emphasis or sta­
tistics and program evaluation emphasis) to 
adequately describe the professional. 

How the specialties of counseling and educa­
tional psychology relate to one another is difficult 
to describe. The relationship in some situations is 
organizational in nature (e.g., both areas may be 
located in a college of education). The complimen­
tarity of the two specialties on conceptual issues 
include: a) research-with theory development 
currently more emphasized in educational psychol­
ogy and application of theory to the change process 
relatively more emphasized in counseling psychol­
ogy, b) theory base-with educational psychology 
concerned with theories in learning, cognition, and 
problem solving that have direct relevance to the 
counseling process, and c) psychometrics-with 
educational psychology focusing on basic issues 
that may have relevance to the assessment tech­
niques and tests used and developed by counselors. 
The conceptual divergence is appreciable as well; 
however, the growth of cognitive theories and ap­
proaches in counseling and educational psychol­
ogy holds promise for some productive 
convergence. 

The foci for application of counseling and edu­
cational psychology are also related in a complex 
manner. Historically, both specialties have been 
concerned with solving problems related to educa­
tion. The applied field for educational psychology, 
in a sense, has been teacher training and the devel­
opment of knowledge to influence what future 
teachers learn and ultimately do. The settings for 
counseling and counseling psychology are de­
creasingly in formal educational institutions. 
Counseling psychology, as distinct from guidance 
and counseling, has never had a major emphasis in 



CHAPTER 6 • FROM PARSONS TO PROFESSION 

K -12 schools, although it has had an emphasis in 
higher education through the college student per­
sonnel areas. 

There are still many challenges to the profession 
of counseling psychology. One tension that con­
tinues is that between psychology and education. 
Counseling programs are frequently located in col­
leges of education whereas others are located in 
departments of psychology. Colleges of education 
ask for relevance to college goals (usually teacher 
training), they frequently have large master's pro­
grams, and they are generally concerned with the 
preparation of school counselors. Colleges are in­
creasingly faced with accountability issues both in­
side and outside the university. As universities are 
faced with declining resources, colleges of educa­
tion are forced to respond to the university value of 
scholarship and research productivity. At the same 
time, they are held accountable for the condition of 
education in our nation's schools. Counseling psy­
chology programs in colleges of education often 
assist colleges in meeting university goals (schol­
arship), but are less involved in contributing to 
college goals (teacher training). On the one hand, 
they are viewed as contributing strongly to 
accountability within the university, but perhaps 
less so to society demands for educational quality. 

Another, perhaps more serious challenge, lies 
within the profession itself. Two commentaries 
from clinical psychology are especially pertinent. 
Peterson (1985), in reviewing the 20-year history 
of practitioner training (as opposed to the scientist­
practitioner model), observed that few practitioner 
programs are in major research universities and 
that the "number of students enrolled in scientist­
practitioner programs and the number enrolled in 
professional schools appear to be about equal" (p. 
444). McFall (1985) stated that 

psychology is under attack by a growing coalition of psychol­
ogists concerned almost exclusively with the professionaliza­
tion of the mental health field. They are out to promote psychol­
ogy as a cure-all, and are not about to allow the skeptical 
attitudes of research psychologists to slow them down. (p. 30) 

This split within psychology over the impor­
tance of research training and professional practice 
is not as new to counseling psychology as perhaps 
to clinical psychology; the split between counsel­
ing psychology and non-psychological-based 
counseling has been discussed earlier in this chap­
ter. This challenge, however, may create some 
strange alliances. Perhaps as Watkins (1985) and 
Levy (1984) suggest, clinical and counseling psy-

117 

chologists with certain professional goals may 
evolve into a human services psychology defined 
to include 

all professional psychology specialties concerned with the pro­
motion of human well-being through the acquisition and ap­
plication of psychological knowledge concerned with the treat­
ment and prevention of psychological and physical disorders 
(Levy, 1984, p. 490). 

Where programs in counseling (or clinical) psy­
chology with a strong commitment to the scientist­
practitioner model will be if human services psy­
chology merges is uncertain. Perhaps the scientist­
practitioners within counseling psychology, 
clinical psychology, and school psychology will be 
forced into an alliance in response. The commit­
ment to methodological inquiry as opposed to a 
nonresearch professional model may be a source of 
greater commonality than the current professional 
specialty designations. 

Conclusion: A Return to the River 

The mountain beginnings with the vocational 
guidance movement provided a strong impetus; 
this stream was fed by such sources as the test­
ing/psychometric movement and the mental hy­
giene/ client-centered counseling influence. From 
these sources counseling psychology emerged. 
Many outstanding figures have been part of the 
historical voyage including: Frank Parsons, E. K. 
Strong, Jr., Donald G. Paterson, E. G. Williamson, 
C. Gilbert Wrenn, Sidney Pressey, John Darley, 
Donald Super, G. Frederic Kuder, Francis Robin­
son, Harold Pepinsky, Robert Hoppock, John HoI­
land, Leona Tyler, Barbara Kirk, Cecil H. Patter­
son, Ralph Berdie, Edward Bordin, and Anne Roe. 

Without question these historical figures, and 
many others, have provided the major conceptual 
and research leadership in vocational psychol­
ogy/career development (e.g., Super, Roe, HoI­
land, Tiedeman, Osipow, Dawis, Lofquist, Krum­
boltz). In addition, psychometric developments in 
relation to these theories have been extensive 
(e.g., Kuder Occupational Interest Inventory, 
Strong-Campbell Interest Inventory, Holland's­
Vocational Preference Inventory, Crites' -Career 
Maturity Inventory, and Super's-Career Develop­
ment Inventory). Counseling psychology has, and 
continues to be, tied to education through concep­
tual contributions in the vocational/career area ben­
efitting not only counseling practice, but also relat­
ed fields such as vocational education and career 
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education. The work of counseling psychologists 
has also contributed greatly to college student per­
sonnel as a field (e.g., Williamson, Kirk, Wrenn, 
Clyde Parker, Harold Cottingham, Thomas 
Magoon, Robert Brown, Ursula Delworth). The 
study of counseling process, whether from a client­
centered perspective or more recently from a social 
psychological perspective, has been a focus for 
counseling psychology. Additionally, counseling 
psychology has greatly contributed to the research 
literature in the training and supervision of 
psychotherapists. 

The quality of university-based training pro­
grams in counseling psychology is stronger than it 
ever has been. The position of counseling psychol­
ogy as a specialty in psychology is also better es­
tablished than ever before. The challenges to coun­
seling psychology, and psychology in general, 
from related, but less established areas are definite 
and increasing. How counseling psychology with 
its historical roots in social reform and its strength­
ened tie to psychology responds to the challenges 
of a complex society will determine its future. Its 
ability to address personal and social needs using 
psychological methods will guarantee the con­
tinued vitality of counseling psychology. 

The Platte River is wide, but shallow. The 
strong, often hidden channels are hard to detect. A 
traveler on the river can easily lose the channel 
only to end up on a sandbar. The challenge is to 
keep in the channel. Human needs coupled with 
scientific methodology are the currents of 
progress. 
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CHAPTER 7 

School Psychology 

A DEVELOPMENTAL REPORT WITH SPECIAL 
ATTENTION TO EDUCATIONAL PSYCHOLOGY 

Jack J. Kramer 

Introduction 

One does not need to be intimately involved in 
either school psychology or educational psychol­
ogy to suspect that these two fields might share 
many common features. Upon inspection of only 
the names of the two disciplines a naive observer 
might inquire as to whether there could be any 
significant characteristics that distinguish the two 
disciplines. After all, the primary purpose of 
schools is education, and most formal education in 
our society does take place within schools. Thus, 
both school psychology and educational psychol­
ogy must involve the study of the relationships 
among human behavior, educational processes, 
and the settings in which teaching and learning 
take place-and so it is. Not surprisingly, these 
common interests have resulted in numerous sim­
ilarities within these disciplines. However, impor­
tant differences remain between the disciplines and 
are evident upon closer inspection. 

The primary purposes of this chapter are to trace 
the development of school psychology and to iden­
tify the nature and extent of the school psychol­
ogy-educational psychology connection. That is, 

Jack J. Kramer • Department of Educational Psychology, 
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to what extent has the evolution of school psychol­
ogy been influenced by educational psychology 
and how much of school psychology's past can be 
traced to factors outside of educational psychol­
ogy? In addition, this chapter explores the current 
school psychology-educational psychology rela­
tionship with an eye towards future developments. 

In order to provide a context in which to com­
pare school psychology and educational psychol­
ogy, an overview of the historical development of 
school psychology will be presented. Similarities 
and differences between these disciplines are enu­
merated and finally, suggestions are offered for 
future cooperative endeavors that may serve to bet­
ter both fields. 

School Psychology: A 
Developmental Analysis 

During the past few years numerous accounts of 
the history of school psychology have appeared in 
the literature (e.g., Fagan & Delugach, 1984; 
French, 1984; Grimley, 1985). Further, in a con­
tinuing series in The Journal of School Psychol­
ogy, a number of distinguished school psychol­
ogists have detailed historical developments in 
school psychology (e.g., Bardon, 1981; Crissey, 
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1983; Mullen, 1981; Newland, 1981; Perkins, 
1984: Phillips, 1984; Porter, 1984; Reynolds, 
1985; Sarason, 1983; Shaffer, 1984; Tindall, 
1983). Taken collectively, these efforts provide a 
comprehensive review of school psychology's 
past. The current chapter borrows heavily from 
these previous efforts and provides but an over­
view of the many events and individuals that have 
shaped the development of the school psychologi­
cal specialization. The following sections of this 
chapter outline three generally agreed on stages in 
the evolution of the delivery of psychological ser­
vices in American schools and serve as a founda­
tion for subsequent comparisons of school psy­
chology and educational psychology. 

The Itinerant Years 

The evolution of psychology in the schools has 
been traced to earlier centuries when Greek philos­
ophers debated the nature of man and universal 
laws of behavior (Tindall, 1979). Most others sug­
gest school psychology's creation to have coin­
cided with the child study movement and the asso­
ciation of psychology and the public schools that 
occurred at the tum of the last century (e.g., 
French, 1984; Slater, 1980). The laboratory clinic 
developed by Lightner Witmer at the University of 
Pennsylvania in 1896 often has been cited as the 
birthplace of school psychology and Witmer com­
monly is acknowledged as the founding father of 
both school and clinical psychology in America 
(Reynolds, Gutkin, Elliott, & Witt, 1984). 
Witmer's clinic, like others established around the 
tum of the century, was important in that it empha­
sized the delivery of psychological services to chil­
dren. Furthermore, these clinics stressed teaching, 
service, and research as well as the importance of 
developing cooperative alliances between psychol­
ogy and education. Professors Davidson and Ben­
jamin provide an excellent review of the child 
study movement in an earlier chapter of this vol­
ume. Regardless of the century, decade, or year of 
its creation, it is clear that the merger of psychol­
ogy and American schools has evolved in an in­
teresting and somewhat controversial fashion. 

It has been assummed that in the United States 
the title of "school psychologist" was first granted 
to Arnold Gesell in 1915 by the state of Connect i­
cut (Bardon & Bennet, 1974; Fagan & Delugach, 
1984). It is also clear that during the first quarter of 
this century there was a definite connection be­
tween the development of the mental testing move-

ment and the provision of special services for the 
mentally retarded within and outside of the public 
schools (Bardon, 1982; Cutts, 1955). Indeed ex­
perimental and physiological psychologists sought 
to work in Chicago schools as early as 1899 
(Slater, 1980). In the same year the Chicago Bu­
reau of Child Study was established as the first 
psychoeducational clinic serving a public school 
district and offering formal training in school psy­
chology (Tindall, 1979). 

Guydish, Jackson, Zelhart, and Markley (1985) 
report that by 1920 school districts in 18 major 
cities were delivering psychological services to 
pupils. In many of these instances districts sought 
"Binet testers" capable of identifying those chil­
dren least likely to profit from instruction. These 
testers were often trained as clinical psychologists 
and provided services to schools on a part-time 
basis. Meanwhile, in rural districts where financial 
constraints and distance from urban and university 
clinics were factors, efforts to provide psychologi­
cal services in schools were infrequent, though oc­
casionally reported (Kramer & Peters, 1986). Itin­
erant psychologists such as Arnold Gesell, T. Er­
nest Newland, Marie Skodak, and George Kelly 
"rode the circuits" in rural areas of the country, 
conducting psychological evaluations, academic 
assessments, and preschool screenings as well as 
engaging in consultation with parents and school 
personnel. During the 1930s field and extension 
clinics appeared in some areas, thereby providing 
rural areas with centrally located, yet available 
services. 

Bardon (1981) refers to this early period (prior 
to 1944) as school psychology's "prehistory," be­
cause there was no formal professional organiza­
tion to define issues or conduct discussions per­
taining to psychological practitioners' and 
researchers' interests in providing positive benefits 
to children in schools. Bardon states that 

although there were school psychological services in some ur­
ban and suburban school districts prior to 1944. the practice of 
psychology in the schools until about the end of World War II 
tended to reflect developments that were not closely related to a 
particular field of psychology or of education. (p. 199) 

It is obvious from the early history that the prac­
tice of psychology in the schools was limited in 
scope and in significance. School districts that pro­
vided psychological services hired itinerant psy­
chologists trained in clinical psychology, psycho­
logical services in most areas were a "one person" 
operation, and services usually consisted of the 
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application of the new psychometric devices. 
However, itinerant services reported to have been 
established prior to WW II are on record, and to 
some extent serve as models for the effective deliv­
ery of services to contemporary schools. During 
this period schools were beginning to identify the 
potential benefits of providing psychological ser­
vices to children and states were beginning to es­
tablish regulations for school practitioners. The 
stage was set for the emergance of the school psy­
chology specialization. 

The Move Toward Specialization 
As noted above, prior to WW II psychology was 

being practiced in the schools, albeit infrequently. 
However, there was not a distinct, identifiable en­
tity called school psychology. Others (e.g., Bar­
don & Bennett, 1974; Fagan, 1985; Reynolds et 
al., 1984) have described some of the events with­
in American psychology that have helped to pro­
vide school psychology with an identity, includ­
ing: the creation of a number of graduate level 
school psychology training programs during the 
1940s and 1950s, the establishment of Division 16 
of the American Psychological Association (APA) 
in 1946, and the Thayer Conference in 1954 at 
which the first definitive statement related to the 
training and practice of school psychologists was 
drafted. 

Although Fagan (1985) has suggested that at 
least two school psychology programs were in ex­
istence prior to 1940, it was not until the 1940s and 
the 1950s that graduate level school psychology 
training programs were firmly in place at institu­
tions of higher learning. It is clear that during this 
early period there were no universally held as­
sumptions that guided training program philosophy 
and curriculum. According to Reilly (1973) there 
were at least six different training models during 
the first quarter century (approximately 1940-
1965) of graduate training in school psychology: 
(a) the clinical/medical model, (b) the psycho­
educational model, (c) the educational program­
mer model, (d) the data-oriented problem solver 
model, (e) the social facilitation model, and (f) the 
preventative mental health model (see Brown, 
1982; Reilly, 1973 for a more complete discussion 
of these models). Just as there had been a number 
of diverse influences on the emergence of school 
psychology, there continued to be different ap­
proaches to the training of school psychologists 
and diverse philosophies regarding the roles to be 
filled by school psychologists. 
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Although there is some debate as to when Divi­
sion 16 was established as part of the American 
Psychological Association, it is clear that the Divi­
sion was a part of the APA structure by 1946 
(Reynolds et al., 1984; Tindall, 1979). During the 
first 40 years of the century influences associated 
with the child study movement, the call for an 
increase in mental health services during the 
1920s, the emergence of child guidance and exten­
sion clinics during the 1930s, and the explosion of 
interest in intelligence testing had served to focus 
the attention of a small group of psychologists on 
the delivery of psychological services to children 
and schools. Bardon (1981) has suggested, howev­
er, that although all of these influences were 
important, the true birth of school psychology 
came at the point in which the American Psycho­
logical Association and the American Association 
of Applied Psychology joined forces. A divisional 
structure was created within this new organization 
and, in spite of recommendations to the contrary 
(Doll, 1946), school psychology was included as a 
seperate division. This division 

brought together a small number of psychologists who, for the 
first time to my knowledge, used "school psychologist" as a 
rubric. a focal point, to think about the issues and problems 
faced by psychologists working in the schools or by those in­
terested in the direct application of psychological knowledge 
and skills to the solution of problems of children in schools. 
(Bardon, 1981, p. 2(0) 

In 1948 there were only 90 members of Division 
16, however, the total swelled to 270 by 1951 
(Newland, 1981) and currently stands at 2,261 
(American Psychological Association, 1985). 

Because of the lack of consensus regarding the 
appropriate role for school psychologists and be­
cause of shortage of trained school psychologists, 
T. Ernest Newland in 1952 suggested that leaders 
in school psychology meet to chart the future of the 
profession. In 1954 at the Hotel Thayer, West 
Point, New York, 48 individuals met to produce a 
definitive statement regarding the functions, quali­
fications, and training of school psychologists. 
Cutts (1955) summarized the conference in a vol­
ume entitled School Psychologists at Mid-Century. 
The conference participants drafted recommenda­
tions suggesting that school psychologists be in­
volved in: 

1. The assessment and interpretation of intel­
lectual, social, and emotional development 
of children 
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2. Collaboration with other professionals in 
the identification of exceptional children 
and the development of remedial programs 

3. The development of strategies to facilitate 
the learning and adjustment of all children 

4. The initiation of research programs and the 
interpretation of research findings relevant 
to the solution of school problems 

5. The diagnosis of educational and personal 
problems and the recommendation of pro­
grams for the resolution of these problems 

During the conference it was agreed that there 
was a need for individuals trained at both the pre­
doctoral and doctoral levels. Two years of study 
with a half-year internship was considered to be 
the minimal amount of training necessary to enter 
the profession. Doctoral programs were to consist 
of 4 years of advanced study with a I-year in­
ternship. As a result of the Thayer Conference, 
school psychologists had, for the first time, 
reached consensus regarding standards of training 
and major functions for school psychologists. The 
Thayer Conference was a major milestone in the 
history of school psychology and did a great deal 
to enhance the reputation ofthose who were identi­
fied as school psychologists (Reynolds et ai., 
1984). 

At the time of the Thayer conference (Cutts, 
1955) there appear to have been at least 28 institu­
tions offering school psychology programs (Fagan, 
1985). Approximately 10 of these offered doctoral 
training in school psychology. Most of these pro­
grams were housed in departments of psychology 
rather than schools/colleges or departments of edu­
cation (White, 1963-1964), although the exact 
distribution is not known. 

It is also interesting to note that in American 
society the postwar period was a time of social 
emphasis on achievement and emotional well 
being. These factors, combined with the 
emergence of a school psychological specialization 
and surging economic growth and opportunity, 
gave rise to the demand for more psychological 
services for children. In the years following the 
war there were, after all, more children in the 
schools and as the demand for more services rose, 
more school psychologists were hired. This in 
tum, led to state departments of education begin­
ning to establish tighter controls on quality and 
accountability (Fagan, 1985). 

Although all of the previously cited factors were 
important in the development of school psychol-

ogy, these events did not immediately change 
school psychological services from a "one person 
operation" in most school districts across the na­
tion (Herron, Green, Guild, Smith, & Kantor, 
1970). It is true, however, that school psychology 
was beginning to gain an identity as a specialty 
area in psychology and positioning itself for future 
collaborative efforts with public education. 

Recent Developments 

Not all school psychologists were pleased with 
the role of school psychology as one of many disci­
plines in generic psychology. Many school psy­
chologists felt greater kinship with education than 
psychology. As a result of this dissatisfaction and 
the perceived need for an organization to represent 
practitioners, the National Association of School 
Psychologists (NASP) was formed in 1969. 
NASP's inception coincided with a rapid growth in 
the demand for school psychologists and today, 
NASP's membership is listed as 8,222 (or 3 and a 
half times that of Division 16 of APA) (NASP 
Membership Directory, 1985). Major differences 
in philosophy between NASP and APA center on 
whether: (a) school psychology is an independent 
profession or a part of generic psychology, and (b) 
school psychologists should be able to enter the 
profession at the sixth-year level (Educational S pe­
cialist degree) or at the doctoral level (Brown, 
1979a, 1982). The debate continues between the 
proponents of each position and is an issue in state 
legislatures across the country. 

Even more significant than the emergence of 
NASP on the recent development of school psy­
chology have been judicial decisions pertaining to 
the constitutionality of testing, protecting indi­
vidual and parental rights, and bias toward minor­
ity students. The impact of judicial decisions and 
the subsequent landmark legislation, Public Law 
94-142, The Education for All Handicapped Chil­
dren Act of 1975, is immeasurable. As a result of a 
number of judicial decisions (e.g., Diana v. State 
Board of Education, 1970; Larry P. et ai. v. Riles; 
PARC v. Pennsiyvania, 1971) as well as the afore­
mentioned legislation, service delivery in schools 
has changed in both quantitative and qualitative 
aspects. In many areas where little or no psycho­
logical assistance to school children existed prior 
to 1975, services have expanded to become com­
prehensive (e.g., involving more than just IQ test­
ing) and multidisciplinary (Le., involving a variety 
of professionals representing different disciplines 
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in the decision-making process) in nature. Since 
the introduction of P.L. 94-142 every handicapped 
student has been entitled to a "free, appropriate" 
education, which has therefore increased the 
number of students qualifying for and receiving 
special services. Handicapped students cannot re­
ceive services nor be placed in special services 
unless comprehensive psychoeducational evalua­
tions have been completed. In almost all cases, 
these evaluations involve school psychologists. 

Clearly, the nature and extent of psychological 
services in schools changed following the imple­
mentation of P.L. 94-142. States and school dis­
tricts were required to develop plans detailing how 
schools that previously lacked psychological and 
special education services would, in a relatively 
short period of time, provide free, appropriate edu­
cation for all handicapped children. It is clear that 
no other event prior or subsequent to the passage of 
P.L. 94-142 has had as much impact as has this 
legislation in guaranteeing the existence of psycho­
logical services in schools. 

P.L. 94-142, and the manner in which indi­
vidual states have interpreted this mandate, con­
tinues to have major impact on the practice of 
school psychology. For the most part, this impact 
has been positive and has resulted in the develop­
ment of systems for providing psychological ser­
vices to handicapped children and in the training of 
individuals to provide these services. The ramifi­
cations of this federal mandate have not, unfortu­
nately, all been positive. Today, far too many 
school psychologists function in a limited, psycho­
metric capacity in public schools. This role is not 
unlike the role performed by the early "Binet test­
ers." The Education for All Handicapped Children 
Act cannot be blamed for the fact that school psy­
chology's history is tied to the mental testing 
movement; however, the case can be made that 
P.L. 94-142 is the glue that has cemented (or per­
haps, institutionalized) our role "as a tester, a 
number-getter, whose sole usefulness is his or her 
authority to remove a deviant youngster from a 
classroom" (Ysseldyke, 1978, p. 374). Dissatis­
faction with this role has been evident for years; 
and today there is a growing consensus that the 
utilization of school psychologists in this manner is 
a wasted resource and that the time for the intro­
duction of alternative delivery systems for the 
provision of psychological services in the schools 
is now. Research investigating the value of an in­
creased emphasis on school psychologists serving 
as educational and psychological consultants in 
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schools (e.g., Conoley, 1980; Gutkin & Curtis, 
1982) and the importance of serving all children 
within an ecological or systems approach to human 
behavior (e.g., Reynolds et al., 1984) suggest that 
more productive and efficient models of school 
psychological services are available for 
implementation. 

Clearly, there are a number of critical issues in 
need of resolution within school psychology in the 
mid 1980s. To believe otherwise would be to ig­
nore major problems confronting the profession. 
Many of these problems are interrelated and have 
been mentioned above. They include, among oth­
ers: (a) determination of whether school psychol­
ogy will be identified as a specialization within 
generic psychology or as a separate discipline; (b) 
evaluation of whether school psychology will be 
best represented by APA, NASP, or whether con­
tinued coexistence of these national organizations 
is possible and productive; (c) resolution of the 
debate regarding the extent of training necessary 
for entry into the profession; and (d) delineation of 
alternative models for the delivery of psychologi­
cal services in the schools. 

No attempt will be made here to detail the nature 
of nor to suggest strategies for the resolution of 
these problems. These issues have been dealt with 
extensively elsewhere (e.g., Conoley, in press; 
Lambert, 1981; National School Psychology lnser­
vice Training Network, 1984; Oakland, 1986; 
Reynolds, 1986) and a thorough treatment of the 
material is beyond the scope of this chapter. Suf­
fice it to say that the manner in which school psy­
chologists respond to these challenges will do 
much to determine the future role of psychologists 
in the schools and the very nature of school 
psychology. 

The Nature and Extent of the 
School Psychology-Educational 

Psychology Connection 

Similarities and Differences: A Historical 
Analysis 

It is of interest to note that both school psychol­
ogy and educational psychologys' origins are 
traced to the child study movement of the late 19th 
century (Davidson & Benjamin, this volume; 
French, 1984; Slater, 1980). According to David­
son and Benjamin,'s analysis "child study was 
seen as a natural bridge between the universities 
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and the schools, a link that would aid in the accep­
tance of an educational psychology." In fact, the 
truth of the matter is that the child study movement 
gave rise to two educational psychology disci­
plines: school psychology and educational psy­
chology (as well as perhaps, clinical psychology). 

There is little information available, however, 
that would suggest that school psychology's devel­
opment was tied to educational psychology in any 
substantive manner. That is, although educational 
psychology programs and departments preceded 
school psychology programs by more that two dec­
ades and even though both disciplines trace their 
historical roots to the child study movement, there 
is little evidence that these departments of educa­
tional psychology played a major role in the devel­
opment of the school psychology specialization. 
Yes, throughout its development school psychol­
ogy programs were occasionally housed in educa­
tional psychology departments, just as they were in 
departments of psychology, counseling psychol­
ogy, school counseling, clinical psychology, de­
velopmental psychology, community psychology, 
special education, elementry education, admin­
istration, and school psychology (Brown, 1982). 
Yet there is little evidence that would suggest that 
factors or individuals from educational psychology 
were significant influences on the development of 
school psychology. 

More often, school psychology has been con­
ceptualized as an offshoot of clinical psychology. 
As indicated earlier in this chapter, during the 
1930s psychological services often were provided 
to schools by individuals trained in specialities 
other than school psychology, most notably, 
clinical psychology. Clinical psychology had 
evolved in response to many of the same factors as 
had school psychology, primarily the need to iden­
tify and classify special needs children (Bardon, 
1982). However, clinical psychologists served a 
variety of institutions of which schools were but 
one example. During World War II there was a 
need for individuals trained to provide services to 
individuals suffering from emotional and person­
ality problems and clinical psychologists quickly 
moved to fill void. According to Bardon (1984), 
following the war 

clinical psychology rapidly became the glamour speciality in 
psychology as it moved the practice of psychology from psy­
chometric testing to diagnostic testing and on to the practice of 
psychotherapy. (p. 5) 

Others have reviewed these events and suggested 
than rather that conceptualizing school psychology 

as an offshoot of clinical psychology "it seems 
nearer the truth to view school psychology as an 
offshoot of applied psychology which 'stayed at 
home,' while clinical psychology moved on to new 
neighborhoods" (Harris, 1980, p. 15). 

In either case, whether conceptualized as an off­
shoot of clinical or applied psychology, it is clear 
that school psychology evolved more in response 
to the need for applied psychologists in the 
schools, whereas educational psychology re­
sponded to the need for a data base to use in the 
application of psychology in the schools. These 
disciplines appear to have a similar intellectual his­
tory originating in the child study movement and 
continuing today as manifested in a commitment to 
applying psychology to education. However, the 
disciplines have diverged as they have responded 
to the need for practitioners and researchers knowl­
edgeable in both psychology and education. Ac­
cording to Glover and Ronning (this volume) edu­
cational psychology developed in order to fill the 
need for a "middleperson who applied the princi­
ples of psychology to education". In educational 
psychology this application generally has involved 
the discovery of knowledge, that is, research. 
Those individuals who refer to themselves as edu­
cational psychologists typically have been re­
searchers first. This is not meant in any way to 
deny the existence of many educational psychol­
ogists who have worked in applied settings, but 
rather an ordering of priorities within the educa­
tional psychology discipline. In contrast, it is clear 
that school psychology developed largely to fill the 
need of schools for a very specific set of applied 
skills. 

Before moving on to an examination of the cur­
rent relationship between educational psychology 
and school psychology, it is appropriate to note a 
series of events that appears to be characteristic of 
both disciplines. In their attempt to be a healthy 
mix of education and psychology, educational psy­
chology and school psychology often have experi­
enced a great deal of tension. This tension has 
often resulted in a great deal of internal debate as 
the disciplines struggle to form an identity. In edu­
cational psychology the debate has involved role 
definition (What do educational psychologists 
do?), professional affiliation (Do we identify with 
the AP A or the American Educational Research 
Association?), extent of emphasis on research 
and/or practice (Should we emphasize basic re­
search or practical research with direct application 
to education?), and a variety of other factors. If 
one were to substitute NASP for AERA in the 
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previous statement, the analysis would be a good 
fit for the type of self-questioning that school psy­
chology has engaged in since its inception. Ob­
viously, the marriage that these disciplines have 
attempted to effect between education and psy­
chology has not been without turmoil. The 
emergence of these disciplines as important influ­
ences in both education and psychology suggest, 
however, that there have been benefits to the edu­
cation/psychology union as well as limitations. 
There is, however, no end in sight to the debate in 
either school psychology (see, for example, Bar­
don, 1979, 1985; Brown, 1979b; Trachtman, 
1985) or educational psychology (see, for exam­
ple, Roweton, 1976; Scandura et al., 1978). 

The Current Relationship 

In the opening chapter to this volume Glover 
and Ronning provide a cogent summary of educa­
tional psychology as it exists today by describing, 
"who are educational psychologists." Their con­
clusions tell us not only about what educational 
psychology looks like today, but, when examined 
in light of data from school psychology, also pro­
vide evidence of the similarities and differences 
between educational psychology and school psy­
chology as they exist in the mid-1980s. 

It appears that for educational psychology the 
only major professional organization representing 
the interests of the specialization is Division 15 of 
the APA, although the representativeness of this 
group is questioned by Glover and Ronning. Clear­
ly, there has been a different scenario for school 
psychology where both NASP and AP A are strong 
voices (although with different messages) repre­
senting the interests of school psychologists. How­
ever, even in school psychology only about one 
half of all school psychologists belong to one or 
both of the two national organizations (Zins & 
Curtis, in press). 

Both educational psychology and school psy­
chology exist primarily as a graduate specializa­
tion. In both disciplines (educational/school) there 
are approximately three times as many nondoctoral 
(180/254) as doctoral (60179) programs. Today, 
there are approximately 15,000 school psychol­
ogists with more than 250 training programs. Al­
though the number of students in these programs 
has grown consistently since the inception of the 
profession, it also appears that the rate of growth 
has slowed or perhaps even plateaued (much as has 
the population at large) (Zins & Curtis, in press). 
These figures indicate that although there may be 
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more individuals who identify themselves as 
school psychologists as opposed to educational 
psychologists, a larger percentage of the latter are 
trained at the doctoral level. Furthermore, both 
disciplines are training fewer students than was 
once the case (Glover & Ronning, this volume; 
Zins & Curtis, in press). 

Whereas educational psychology has no agreed 
upon standard of training, school psychology can 
look towards the training standards of both NASP 
and APA for guidance. The influence of these 
standards is apparent in that the profession has wit­
nessed an increase in the number of programs ac­
credited by both professional organizations during 
the past decade. (Technically, the National Coun­
cil for Accreditation of Teacher Education is the 
vehicle for NASP accreditation.) Conoley (in 
press) has suggested that this trend will continue as 
NASP and APA exert influence on state depart­
ments of education and state boards of psychology 
to adopt the training standards of the respective 
organizations. This trend has had the effect of ex­
erting pressure on training programs to fall in line 
and seek accreditation by these national organiza­
tions in order to insure that the training programs 
will be able to attract students and, more impor­
tantly, that graduates of these programs will be 
eligible for certification and licensure. 

Finally, over the past two decades more school 
psychology programs have appeared within educa­
tion academic units. In the past most graduate pro­
grams in school psychology were located in de­
partments of psychology. More recently, Fagan 
(1985) found that school psychology training pro­
grams are almost evenly distributed between psy­
chology (40%) and education (42%) academic 
units (with the remainder split among different ac­
ademic and interdepartmental programs). The spe­
cific cause of this shift is unclear; however, the 
emergence of NASP with its focus on practitioners 
in the schools and the passage of P.L. 94-142 with 
its emphasis on special education are probably 
both significant factors. Whatever the reasons, the 
trend toward more school psychology programs in 
education would appear to present school psychol­
ogy and educational psychology with unparalleled 
opportunities for interaction. Although the poten­
tial for interaction has always existed (e.g., many 
educational psychology programs are housed in 
departments of psychology as have been most 
school psychology programs), the increased prox­
imity suggested by the data presented earlier 
should facilitate cooperation between the disci­
plines. Whether this potential is realized during the 
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coming years remains to be seen. Some sug­
gestions for increasing the likelihood of cooper­
ative interaction are presented in the following 
section. 

Summary and Conclusions: 
Maintaining the Diversity and 

Maximizing the Interaction 

It is apparent that the diversity of developmental 
influences that have shaped the profession of 
school psychology has had a positive impact. As 
we move towards the 21st century it will be impor­
tant for school psychology to maintain that same 
type of diversity. 

Houtz (1985), in his analysis of the future of 
educational psychology, voiced similar sentiments 
when he stated that 

educational psychology should continue as a discipline gener­
ally defined; a field of study concerned with conducting re­
search into the problems of education. What may be a reason­
able suggestion, however, is that individual educational 
psychology programs in universities and colleges. especially at 
the doctoral level, respond appropriately to the increasing spe­
cializations within the discipline .... Some schools and pro­
grams may find it desirable to remain research-oriented. Others 
may wish to become more service oriented, concentrating on 
teaching functions or contributions to local schools and commu­
nity. Both types of "missions" are valuable. (p. 4) 

Although it is true that school psychology will 
be more concerned with the delivery of psycholog­
ical services than with research, the emphasis on 
balance and diversity is important. School psy­
chology must continue to look to the fields of psy­
chology, educational psychology, special educa­
tion, counseling psychology, clinical psychology, 
as well as the many disciplines in regular education 
if it is to remain responsive to the changes that are 
sure to occur in psychology and education. One 
method of insuring that this vigilance occurs is for 
school psychology programs to continue to exist in 
the same departments (or in close proximity to) the 
previously cited disciplines. We can be sure that 
this type of balancing of diverse influences from 
education and psychology will cause tension with­
in the field; however, in the final analysis, the 
potential benefits would seem to outweigh the 
problems. 

It should also be clear from the analysis pro­
vided herein that although school psychology and 
educational psychology share many common char-

acteristics, there are many differences between the 
disciplines. As has been the case since its incep­
tion, educational psychology remains concerned 
primarily with the generation of knowledge and 
appears today to be focusing more on the the­
oretical rather than the practical side of its fence 
(Glover & Ronning, this volume). In contrast, 
school psychology has had a clear and consistent 
clinical focus and continues to move away from its 
reliance on assessment to concern for the whole 
child and the child's interaction with the school 
and family. Although there is little doubt that 
school psychology's history is more closely tied to 
disciplines other than educational psychology, 
there is clear evidence that there exists a great deal 
of untapped potential for interaction. It appears 
that this opportunity has developed as a result of 
the natural similarities in the fields rather than as a 
result of a concerted effort by professionals to 
bring the disciplines together. 

In fact, very little has been written about the 
manner in which these two disciplines can cooper­
ate for the betterment of both. When discussions 
have appeared in the literature (e.g., Bardon, 
1983; Phillips, 1984) they generally have focused 
on the belief that educational psychology serves as 
the knowledge base for school psychology. Given 
educational psychology's emphasis on research, 
this is as it should be. In his 1983 analysis of 
doctoral study in school psychology, Jack Bardon 
suggested that to survive and thrive a discipline 
must have a base of "research and inquiry." He 
further suggested that school psychology should 
look to educational psychology for that base. 
Clearly there is no other discipline whose interests 
so closely parallel those of school psychology. It is 
suspected, however, that the impact that these dis­
ciplines have on each in the future will not (or at 
least should not) be unidirectional. School psy­
chologists work, for the most part, in the schools. 
This regular and continual association with the 
schools may enable school psychology to assist 
educational psychology in the prioritizing of issues 
in need of research in the schools. 

Further, during the last decade school psychol­
ogy has moved more towards an ecological or sys­
tems perspective of human behavior (e.g., Reyn­
olds et ai., 1984) and this trend appears likely to 
continue in the future (Conoley, 1985). Although 
educational psychologists are undoubtedly con­
cerned with the whole child, the discipline is often 
construed as a collection of learning, development, 
and measurement specialists (among others) with 
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common interests in education. Educational psy­
chology's association and collaboration with 
school psychology may well serve as a unifying 
force that assists educational psychology as it at­
tempts to integrate the research from its component 
parts. School psychology can provide an important 
assist in the integration of educational research into 
meaningful information and ultimately, educa­
tional policy. In this manner these disciplines can 
cooperate to facilitate our understanding of the 
many influences impacting on children, parents, 
families, and education. 
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CHAPTER 8 

The Impact of Behaviorism on 
Educational Psychology 

Thomas R. Kratochwill and Sidney W. Bijou 

Introduction 

Contemporary behavior modification in educa­
tional psychology can be traced to a philosophy of 
science called behaviorism that holds that psychol­
ogy is the study of individual behavior in interac­
tion with the environment. Behavior involves the 
total functioning of an individual as he or she in­
teracts with the environment. The environment 
consists of the conditions, functionally and re­
ciprocally defined, under which the species 
evolves (philogeny) and in which the individual 
develops (ontogeny) and functions. It should be 
emphasized that behavior analysis is not a theory, 
but rather a system that contains the following 
components: 

1. It is tied to a philosophy that postulates that 
the subject matter of psychology is the continuous 
interaction between any behaving organism and 
physical and social observable objects and events. 

2. It is a general theory in that its functionally 
defined laws relate to (a) the strengthening and 
weakening of environment-behavior relations (as 
in learning and development); (b) the evolution 
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and devolution of behavior topographies (as in 
changes in abilities and skills); (c) the maintenance 
of behavior; and (d) the generalization, induction, 
or transfer of interactions. 

3. It has a characteristic research methodology 
for investigating the behavior of an individual in 
relation to the specific events and setting factors: 
that constitute his or her environment (i.e., the 
single case research strategy). 

4. It has an explicit procedure for relating basic 
and applied research and for practical applications 
(Bijou, 1979, p. 4). 

Each of these features is elaborated in detail in 
the context of historical issues in the development 
of behaviorism. Specifically, we trace the philo­
sophical, biological, and physiological origins of 
behaviorism, and focus on the development of the 
experimental analysis of behavior and applied be­
havior analysis because of their major impact on 
psychology and education. Special emphasis is 
placed on the relation of behaviorism and educa­
tional psychology. The roots of behaviorism lie in 
the experimental analysis of infrahuman behavior 
initially studied in laboratory settings (Skinner, 
1938). Experimental analysis of behavior falls 
within the domain of behaviorism, which grew out 
of objectivism in psychology, and embraces ex­
perimental methodologies to study its subject mat­
ter. It was (and is) a methodological revolt in the 
development of the scientific study of psychology. 
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Particularly impressive about behaviorism are the 
basic and applied research it has spawned as well 
as the controversy surrounding its basic tenents. 

Philosophical, Biological, and 
Physiological Origins 

Empiricist Roots 

Although it is not possible to link behaviorism to 
a specific influence during ancient times, the em­
pirist roots traced to such individuals as Aristotle, 
Descartes, Locke, Berkeley, and Hume are note­
worthy. Aristotle's major contribution to psychol­
ogy was his attempt to interpret human experience 
and behavior in concrete terms (Murphy, 1949). 
Of particular impact on later psychology was his 
argument that individuals remember events due to 
"contiguity, similarity, and contrast." This con­
ceptualization set the stage for later empirical work 
on learning that was to be a major focus of 
behaviorism. 

The behaviorism later supported by John B. 
Watson evolved from a philosophical tradition of 
objectivism espoused by Rene Descartes during 
the 17th century. Descartes argued for a dualistic 
conception of man, the brain as mediator of behav­
ior, reflex as the unit of behavior, internal stimuli 
as determinants of body behavior, and internal ca­
pacities, such as innate ideas. Descartes' account 
of involuntary action became known as the reflex 
arc. The reflex arc was said to account for all 
behavior of animals and involuntary behavior of 
humans (Schwartz, 1978). These notions were fur­
ther developed by associationist philosophers to be 
discussed in the following. 

Associationism (and with it, British Empiri­
cism) was concerned with discovery of the laws of 
the mind (Schwartz, 1978). John Locke, a fol­
lower of Hobbes, is credited with developing an 
empirical psychology. Hobbes viewed voluntary 
action as a feature of the mind, but in contrast to 
Descartes he posited that activities of the mind 
could be explained by mechanical laws. Locke 
suggested that complex ideas are created by com­
bining simple ideas, a kind of mental chemistry. In 
fact, he noted that mental life could be reduced to 
association of ideas. Murphy (1949) noted: 

Locke's greatest contribution to psychology thus lay In making 
explicit the possibilities of a theory of association which should 
start with the data of experience and work out the laws govern­
ing the interconnections and sequences among experiences. The 

Concern of associationism had, of course. been apparent In the 
work of Hobbes, which in tum went back to Aristotle. But 
Locke's lucid exposition of the implications of empiricism, and 
of the possibility, through analysis, of clearly understanding the 
origin and organization of ideas, gave the empirical approach 
an appealing and challenging quality which greatly contnbuted 
to its strength and influence. (p. 29) 

George Berkeley can be regarded as one of the 
founders of association psychology, He argued, in 
contrast to Locke, that there are no qualities in 
experience except those that are subjective. In ef­
fect, he argued that there is no world other than 
that experienced through sensations, and therefore 
experience was a property of the soul. David 
Hume, on the other hand, held that experience was 
the primary force of association and a "soul" was 
not necessary in analyzing experience, 

Associationist School 
Although Berkeley and Hume set the stage for 

associationism, Hartley launched what may be 
called a psychological system (Murphy, 1949), 
Unlike his predecessors, he created a hypothetical 
physiological basis for the associational perspec­
tive, speculating, for example, on the physical 
basis for memory or memory sequences. 

James Mill and John Stuart Mill were to have 
major influence in the development of associa­
tionism, James Mill adopted the position that men­
tal life can be reduced to sensory particles and 
suggested that complex emotional states could be 
reduced to more simple sensory activities. This 
extreme view was tempered by John Stuart Mill's 
position that the mind was an active rather than a 
passive entity. Nevertheless, he argued that sensa­
tions could be combined like chemical elements 
(i,e" sensations combined to form compound 
ideas), 

The last two great defenders of associationism 
were Alexander Bain and Herbert Spencer. Bain, 
who incorporated a great deal of biological re­
search into his writings, contributed to behav­
iorism by his work on learning and habit. He con­
ceptualized learning in terms of "( I ) random 
movements, (2) retention of acts which bring 
pleasant results, and elimination of those bringing 
unpleasant results, and (3) fixation through repeti­
tion" (Murphy, 1949, p, 106). 

Spencer, a contemporary of Darwin, elaborated 
on the development of the mind, claiming that the 
mind develops and gains substance through adap­
tation to diverse environments. He suggested that 
organisms engage in random activity and that some 
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of these activities result in pleasurable conse­
quences, which eventually promoted the selection 
of activities that preceded them, a principle that 
later became the law of effect (Schwartz, 1978). 

Conditioning Research in Russia 

Three Russian scientists, Ivan M. Sechenov, 
Ivan P. Pavlov, and Vadimir M. Bechterev, con­
tributed substantially to behaviorism primarily 
through their mechanistic interpretations of subjec­
tive processes and overt behavior of infrahuman 
organisms (Kazdin, 1978). Although all three men 
were involved in experimental neurophysiology, 
their work ultimately became part of the domain of 
psychology, namely, the use of an experimental 
methodology that emphasized objective research 
procedures. 

Sechenov (1829-1905). Sechenov has been 
regarded as the father of Russian physiology be­
cause he introduced experimental methods into 
physiological investigation. His interest in psy­
chology, which he regarded as an inexact science, 
led him to introduce more objective measurement 
into psychological research. For example, he ar­
gued that all behavior is reflexive, that the initial 
cause of human action lies outside man, and sug­
gested that the experimental methods employed by 
physiologists were also appropriate for psycholo­
gists. 

Within the context of his contributions to behav­
iorism, two features are salient (Kazdin, 1978). 
First, in emphasizing that the methodology used in 
physiology was appropriate for psychology, 
Sechenov helped to bring more rigor to psycholog­
ical research at that time. Second, in emphasizing 
the role of reflexes and learning in behavior, he 
focused psychology's efforts on understanding be­
havior in relation to the environment. 

Pavlov (1849-1936). Pavlov's research fol­
lowed in the tradition of Sechenov, but has gained 
more recognition. As part of his investigation of 
the functions of the alimentary canal, he demon­
strated that certain reflexes could be conditioned. 
Later, he limited his work to the salivary reflex in 
dogs. Pavlov documented the nature of the condi­
tioned reflex by repeatedly pairing a stimulus that 
elicited a reflex reaction (labeled an unconditioned 
stimulus) with a neutral stimulus that did not (la­
beled a conditioned or reinforcing stimulus). 
Among the more famous of his experiments was 
the conditioning of dogs to salivate at the sound of 
a tone. In the experiment an unconditioned stim-
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ulus (e.g., diluted acid on the dog's tongue) was 
observed to be slow in eliciting drops of saliva 
(unconditioned response). The conditional stim­
ulus (i.e., a tone) was sounded a certain number of 
times and was followed each time by the acid. In 
test trials, the tone was sounded but was not fol­
lowed by the acid. When the dog began to salivate, 
Pavlov counted the number of drops of saliva, 
which he considered as the strength of the condi­
tioned reflex. 

Like Sechenov, Pavlov promoted the use of ob­
jective experimental methods in the studying of 
conditioning. Moreover, his work went beyond 
this contribution; he elucidated a number of pro­
cesses associated with conditioning, including ex­
tinction, generalization, and differentiation. 

His major contribution to behaviorism lies in his 
research methodology (Johnston & Pennypacker, 
1980). Pavlov (1927) wrote: 

In the course of a detailed investigation into the activities of the 
digestive glands, I had to inquire into the so-called psychic 
secretion of some of the glands, a task which I attempted in 
conjunction with a collaborator. As a result of this investigation 
an unqualified conviction of the futility of subjective methods 
of inquiry was firmly stamped upon my mind. It became clear 
that the only satisfactory solution of the problem lay in an 
experimental investigation by strictly objective methods. For 
this purpose I started to record all the external stimuli falling on 
the animal at the time its reflex reaction was manifested (in this 
particular case the secretion of saliva), at the same time record­
ing all changes in the reaction of the animal. (p. 5) 

Bechterev (1857-1927). In the same tradi­
tion as Sechenov and Pavlov, Bechterev used ob­
jective methods to study psychological processes. 
However, when the experimental findings of 
Pavlov and Bechterev did not show agreement, 
Pavlov attacked him on the discrepancies in print 
(Fancher, 1979). Bechterev is credited with devel­
oping reflexology, which involved the investiga­
tion of response patterns and association reflexes, 
and with making two major contributions to the 
behavioral movement (Kazdin, 1978). First, he 
furthered the position that external behavior was 
the only suitable area for scientific study. Second, 
he discussed a wide range of topics, including vari­
ous psychiatric disorders and treatment. It should 
be mentioned that Pavlov also attempted to relate 
conditioning to psychiatric disturbances in indi­
viduals (Pavlov, 1932). 

Learning Research in the United States 

Edward L. Thorndike (1874-1949). Thorn­
dike, working in the associationistic tradition, 
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made major contributions to animal learning. His 
work differed from that of the Russian physiol­
ogists, particularly Pavlov and Bechtenev, who 
studied the relation between conditioned and un­
conditional stimuli and reflexive responses. Thorn­
dike focused on the acquisition of responses, such 
as how cats, dogs, and chickens learned means of 
escape from puzzle boxes. Thorndike recorded the 
number of trials required for a hungry animal to 
escape from a puzzle box or pen to obtain food. He 
viewed his area of investigation as instrumental 
learning in that the animal's learned responses 
were instrumental in getting it to the sources of 
food. 

Thorndike hypothesized that through repeated 
trial-and-error learning, certain connections be­
tween stimuli and responses are strengthened or 
weakened by the consequences of behavior. He 
invoked two principles-the Law of Effect, and 
the Law of Exercise-to account for this kind of 
learning (Thorndike, 1911). Although Thorndike's 
laws of learning were later modified by other in­
vestigations (i. e., the law of effect was revised to 
conform with new findings and the law of exercise 
was found to be unnecessary), he made important 
methodological contributions and showed the im­
portance of consequences of voluntary behavior. 

Whereas Thorndike's contribution to behav­
iorism is noteworthy, his work influenced more the 
development of the field that became known as 
educational psychology, a term that he succeeded 
in spreading through the quotations in his text Edu­
cational Psychology in 1903. Thorndike empha­
sized the scientific approach in his test. As he 
stated in the preface to his 1903 text, Educational 
Psychology, 

This book attempts to apply to a number of educational prob­
lems the methods of expert science. I have therefore paid no 
attention to speculative opinions and very little attention to the 
conclusions of students who present data in so rough and in­
complete a form that accurate quantitative treatment is impossi­
ble. (1903, p. v.) 

Thorndike also carried the position over to a lead 
article in the first issue of the Journal of Educa­
tional Psychology. 

The introduction of the scientific method in edu­
cational psychology may have had a positive influ­
ence on the field, but it could not be said that the 
field was saved through Thorndike's influence. 
Grinder (1982) noted: 

Emphasis on methodology led educational psychology to the 
brink of scientific respectability, but this approach has brought 

neither unity within educational psychology nor integration 
with other disciplines. A divisive fissure runs through the entire 
history of the discipline. Educational psychologists have never 
agreed upon who they are or what they are about. Their history 
is marked, on the one hand, by struggles with metaphysicians 
and philosophers for academic esteem and, on the other, by an 
increasingly restrictive methodological posture in respect to so­
cial engineering and applied psychology. Thorndike performed 
a pivotal role in the sequence of frays. He led the vanguard that 
helped purge metaphysics from educational psychology, and he 
set in motion a rush of educational research that even now 
continues to accelerate. But the methodological trajectory on 
which he launched it was so narrow that the danger today of 
educational psychology passing into oblivion is more real than 
apparent. (p. 357) 

Although Thorndike overcame some of the 
problems of educational psychology of his time 
(e.g., he attacked the child study movement, spec­
ified laws of learning), he fell short of establishing 
any unity in the field of educational psychology for 
several reasons (Grinder, 1982). To begin with, 
Thorndike maintained a metaphysical position in 
that he contended that many behaviors were in­
stinctive. This was in dramatic contrast to Watson 
(see discussion in next section). I Second, his em­
phasis on learning research led to a de-emphasis of 
the broader problems facing education and conse­
quently, may have led to a gap between research 
and the practice of education (see also Jackson, 
1981). 

John B. Watson (1878-1958). Watson was 
the undisputed leader of behaviorism when it made 
its appearance in America. In order to understand 
the context for Watson's contributions, it is neces­
sary to consider the functionalist school that domi­
nated American psychology at the time of his grad­
uate training at the University of Chicago. This 
school of psychology, associated with the work of 
John Dewey, James Angell, and Harvey Carr, 
among others, focused on treating psychological 
processes as functions, in the context of Herbert 
Spencer's philosophy and Charles Darwin's theory 
of evolution. Primarily interested in functions re­
lated to adaptive behavior, they concerned them­
selves with all the activities of an organism. Al­
though functionalism developed, in part, as a 
reaction to structuralism, both schools employed 
introspection as an experimental method of investi­
gation. Despite his functionalist -type training, 
Watson was influenced greatly by a movement al-

IThorndike was rejected as a behaviorist by Watson (1919) 
because some of his learning formulations included hypo­
thetical states or components of consciousness (Kazdin, 
1978). 
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ready gaining momentum in psychology called ob­
jectivism,2 which de-emphasized private experi­
ences and advocated more objective methods in 
experimental work. 

In 1913, Watson presented his ftrst published 
statement in an article entitled "Psychology as the 
Behaviorist Views It." He noted: 

Psychology as the behaviorist views it is a purely objective 
experimental branch of natural science. Its theoretical goal is 
the prediction and control of behavior. Introspection forms no 
essential part of its methods, nor its scientific value of its data 
dependent upon the readiness with which they lend themselves 
to interpretation in terms of consciousness. The behaviorist, in 
his efforts to get a unitary scheme of animal response, recog­
nizes the dividing line between man and brute. The behavior of 
man, with all of its refinement and complexity, forms only a 
part of the behaviorist's total scheme of investigation. (Watson, 
1913, p. 158) 

Watson's behaviorism had two main charac­
teristics that distinguished it from structuralism and 
functionalism (Bijou, 1985). First, Watson argued 
that psychologists should discard mentalistic con­
cepts that characterized these schools, and should 
favor a stimulus and response formulation, an ap­
proach that eventually became known as "S-R 
psychology." Second, he maintained that the goal 
of psychology should be to predict and control 
behavior rather than explore consciousness through 
the method of introspection. 

Watson is also well known for his research on 
the conditioning of human emotions, and his work 
in that area is noteworthy for at least two reasons 
(Kazdin, 1978): (a) he demonstrated that the emo­
tions could be studied by objective methods, and 
(b) he showed that emotional problems (e.g., dis­
turbing fears) might be treated by objective condi­
tioning techniques. 

A classic study, often surrounded by controver­
sy, was reported by Watson and Rayner (1920), 
while Watson was at Johns Hopkins University. 
The study dealt with three major issues: (a) 
whether an infant could be conditioned to fear an 
animal that was presented simultaneously with a 
fear arousing sound, (b) whether this fear could be 
transferred to other animals or objects, and (c) to 
know how long such fears would persist. At the 
age of approximately 9 months, an infant named 
Albert was tested to determine whether he feared 

2Several individuals had earlier written books that either mini­
mized or rejected the study of consciousness in psychology 
(e.g., McDougall, 1905, 1909; Pillsbury, 1911; Meyer, 
1911). 
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live animals (e.g., a rat, a rabbit, a dog) and cer­
tain objects (e.g., cotton, human mask, burning 
newspaper). Although no fear reaction was ob­
served during testing, Albert did display a fear 
reaction when a steel bar behind his back was 
struck with a hammer. Watson and Rayner then 
presented a white rat to Albert followed by the 
loud sound of a hammer hitting a steel bar when­
ever he touched the animal. Following seven pair­
ings of reaching for the rat and loud noise, Albert 
responded by crying and avoiding the rat when it 
was presented even without a loud noise. Watson 
presented the loud noise contingent upon Albert's 
reaching for the animal, thereby following the in­
strumental or operant paradigm rather than the 
Pavlovian model in which conditioned and uncon­
ditioned stimuli are paired. Yet Watson and 
Rayner's research is usually referred to as Pavlo­
vian or classical conditioning. 

A test of generalization was conducted by pre­
senting the rat, a set of familiar wooden blocks, a 
rabbit, a short-haired dog, a seal-skin coat, a pack­
age of white cotton, and a bearded Santa Claus 
mask, and in addition, Watson and two assistants 
bowed their heads before him so that he could 
touch their hair. The researchers reported that Al­
bert showed a strong fear response to the rat, rab­
bit, dog, and seal-skin coat, a somewhat negative 
response to the mask and Watson's hair, and only a 
mild fear response to the package of cotton. He 
presumably played freely with the wooden blocks, 
and with Watson's assistants' hair. 

After 5 days, Albert was reconditioned to the rat 
and an attempt was also made to condition him 
directly to fear the previously presented rabbit and 
dog. He showed only a slight negative reaction to 
the rat, dog, and rabbit. Thereafter, the rat was 
again paired with a loud noise. Unfortunately, the 
dog began to bark at Albert during this period, thus 
confounding the experiment. 

Watson and Rayner subsequently conducted a 
series of tests to determine whether Albert would 
show a fear reaction to the Santa Claus mask, seal­
skin coat, the rat, the rabbit, and the dog. Al­
though he made contact with the coat and the rab­
bit, he showed some ambivalence. At this point, 
the experiment was concluded because Albert's 
mother removed him from the hospital setting. 

This study and the conclusions aroused consid­
erable controversy. (The original accounts of the 
experiment have apparently been distorted in intro­
ductory textbooks and even in the behavior modift­
cation literature.) Harris (1979), for example, con-
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cludes that a critical reading of Watson and 
Rayner's (1920) study reveals little evidence that 
Albert ever developed a fear response or rat pho­
bia, or even that the animals evoked any fear reac­
tions during the experiment itself. However, the 
more serious problem with the investigation ap­
pears to be difficulties in replicating the work 
(e.g., Bregman, 1934; English, 1929). For exam­
ple, Bregman (1934) was unsuccessful in her at­
tempts to condition infants to fear wooden and 
cloth objects using aversive sound as an uncondi­
tioned stimulus. Differences in procedures might 
account for the discrepency. 

Watson's theory, too, has been the target of crit­
icism, even among other behaviorists, such as 
those aligned with the neobehavioristic (S-R) the­
ory (e.g., Eysenck, 1979, 1982). Among the more 
salient criticisms include the following (Eysenck, 
1982, pp. 213-216): 

1. The Watson and Rayner (1920) study is based on a single 
case, and thus, coupled with the failures to replicate do not 
fonn a solid base for the rather large theory based upon it. 
2. Phobias are not as simple as Watson seemed to postulate. 
Watson accepted the assumption of equipotentiality (i.e., one 
CS is as good as another in producing conditional responses). 
3. Watson assumed that various disorders start with a single 
traumatic conditioning event (or with a series of similar events 
of this nature). Yet, disorders such as phobias may occur with­
out one traumatic UCS. 
4. Watson's theory cannot explain the development of problems 
when the conditions of the laboratory are not met, as in real life 
settings. 
5. Extinction occurs with phobias, and Watson seems to have 
assumed that early conditioned reactions will occur throughout 
life. 
6. There is often a failure to observe the expected extinction of 
the unreinforced CS, and an incremental (enhancement) effect 
is found such that the unreinforced CS produces more anxiety 
(CR) with successive presentations of the CS. 
7. Physical pain or restraint (UCS), prominent in Watson's 
theory, may play little or no part in producing fear or anxiety, 
such as in adult disorders. Thus, the theory may have little to 
offer for understanding adults. 

Watson's contributions to education and educa­
tional psychology have been considered negligible 
by some scholars. With regard to education, Tra­
vers (1983, p. 430) notes: 

Watson wanted teachers to view children as empty black boxes, 
such that the outputs could be controlled by the inputs. This was 
an unacceptable philosophical position in the 1930s, when edu­
cators were becoming concerned with the thoughts of children 
and how they viewed the educational experiences provided for 
them. It was an age in which education was centered on the 
child as a self-devoted and self-energized system. The black­
box conception of the pupil had no place within the prevailing 
educational philosophy. 

On the topic of educational psychology, Travers 
(1983, p. 30) writes: 

The contemporaries of Watson in educational psychology who 
might have sponsored his course, viewed him only as a man of 
unreasonable excesses. It must have been known to Judd at 
Chicago, but Judd's writings completely ignored the existence 
of Watson. Thorndike also ignored Watson, though one sum­
mer Watson lectured at Teachers College, but Thorndike was in 
no mood to strike up a friendship with Watson. Watson was 
never an easy man to relate to, except on his tenns. 

Although Travers minimizes Watson's contribu­
tions, behaviorism at the time could be best viewed 
as a cultural expression (Krasner, 1982). Although 
behaviorism was already well in progress moving 
toward objectivism (Kazdin, 1978), Watson com­
bined elements of behaviorism into a social move­
ment and gave it a new momentum. 

Moreover, although a number of uncertainties 
surround the initial study, the experiment opened 
up a new area of investigation and promoted future 
work on conditioning, exemplified by the work of 
Mary Cover Jones (1924a, b) who extended the 
procedures of Watson and Rayner's to eliminate 
fear reactions in children. Jones' (1975) research 
was recognized as seminal to the development of 
behavior therapy at the First Temple University 
Conference in Behavior therapy and Behavior 
Modification, titled "Behavior Therapy-50 
Years of Progress." The conference was held in 
Philadelphia, November, 1974. 

Although Watson's contributions indeed set the 
stage for theoretical and empirical investigations 
within the behavioral school, they nonetheless 
generated much criticism. Most controversial was 
his position that mental states and processes (the 
major focus of structuralism) could not be investi­
gated in the domain of science because they were 
not publicly observable. His belief that all psycho­
logical phenomena are determined by observable 
or potentially observable conditions also aroused 
criticism. And finally, Watson's philosophical re­
ductionism, characterized by explaining psycho­
logical interactions in terms of physiological ac­
tivities, was looked upon unfavorably by those 
who advocated a natural science approach. Despite 
these problems and criticisms, Watson's point of 
view was a major force in shifting psychology 
from the study of consciousness and subjectivism 
to materialism and objectivism (Bijou, 1985). 

The Vienna Circle. Over the two decades 
following Watson's work, the behavioral perspec­
tive as a system of psychology did not take hold. 
Nevertheless, some important philosophical devel-
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opments were occurring that would revive the 
movement. A group of philosophers of science, 
the Vienna Circle, prompted this renaissance (Tra­
vers, 1983). The individuals affiliated with this 
group, which included Rudolf Carnap, Herbert 
Feigl, Gustav Bergmann, and Kurt Godel, met in 
Vienna during the 1920s to discuss issues related 
to the language of science and scientific meth­
odology. Bergmann was to have a decided influ­
ence on Kenneth W. Spence at the University of 
Iowa, a leading proponent of Hullian behaviorism 
during the 1930s and 1940s. Spence, in turn, later 
influenced the work of Sidney W. Bijou. 

According to Travers (1983) the Vienna Circle 
emphasized primarily logical positivism, scientific 
empiricism, neopositivism, and the unity-of-sci­
ence movement. The movement was characterized 
as follows: 

A basic concept of the Vienna Circle philosophy was that all 
statements, to be meaningful. had to be reducible to empirical 
statements, that is, to statements in which the terms pertained to 
verifiable observations. The statements of a science had to be 
verified from publicly observable data. The concept of the unity 
of science was introduced through the idea that all the state­
ments involved in the scientific, social, and historical disci­
plines could be reduced to statements involving physical obser­
vations of the real world. The views expressed by the members 
of the Vienna Circle in their writings were at a sophisticated 
level. (Travers, 1983, p. 432) 

This movement not only helped to move science 
toward more operational and reproducible con­
cepts, but also had a positive impact on education 
in that colleges and schools of education were 
forced to reevaluate vague and nonobjective vari­
ables then being investigated. In fact, the opera­
tional specification of independent and dependent 
variables had a positive impact on curriculum de­
sign and evaluation of student outcomes, a feature 
that characterizes contemporary behavior modifi­
cation in education. 

N eobehaviorism 

Following the work of the early behaviorists, a 
number of American psychologists, including Ed­
win R. Guthrie, Edward C. Tolman, Clark L. 
Hull, Kenneth W. Spence, O. Hobart Mowrer, and 
B. F. Skinner formulated various neobehavioral 
learning theories. Unlike their predecessors in psy­
chology, most of the neobehavioral scholars devel­
oped essentially "mini" theories that were cir­
cumspect and restricted in focus and content 
(Bijou, 1985). Skinner's work, however, devel-
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oped and expanded into a system of psychology 
that has had a major impact on educational 
psychology. 

Edwin R. Guthrie (1886-1959). Guthrie, 
who remained closest to Watson's position and is 
best known for his contiguous conditioning con­
cept (1952), contended that learning occurs 
through the pairing of a stimulus and response. 
Thus, a response performed in a given situation 
under given conditions will likely be repeated in 
that situation. Guthrie claimed that rewards did not 
strengthen connections learned through pairing a 
stimulus and response but that responses were 
important because they change the stimuli so that 
new responses are not associated with previous 
stimuli. This aspect of the theory has been refuted 
because it has been demonstrated that conse­
quences (reinforcement or punishment) do indeed 
alter the strength of a response class. 

Edward C. Tolman (1896-1961). Tolman 
is best known for his Purposive Behaviorism 
(1932). Maintaining that all behavior was purpos­
ive or goal directed, his position was a contrast to 
that of Watsonian behaviorists who avoided goal­
mediated constructs. Tolman also created interven­
ing variables to account for processes that occurred 
between the stimulus and response. Moreover, he 
argued that organisms learn meanings and develop 
cognitions during learning stimulus-response con­
nections, and that goal attainment leads to confir­
mation of the goal expectation. Rewards played a 
more minor role in this process than in Thorndike's 
position in that they were purported to assist in 
confirming experiences that the goal was reached. 

Clark L. Hull (1884-1952). Hull is best 
known for his hypothetic-deductive approach to a 
theory of behavior (1951). In one way, Hull's 
work was similar to Tolman's because both used 
intervening variables in a stimulus-response learn­
ing framework. Among the more important aspects 
of Hull's intervening variables were habit strength 
and drive. Habit strength was the strength of the 
stimulus response connection that was learned 
through reinforcement, drive was conceptualized 
as reinforcement that became functional during 
some arousal state, such as hunger. Actually, 
Hull's system was quite complex and was often 
presented in a mathematical formulation. Another 
significant contribution of Hull's was his synthesis 
and extension of the work of Pavlov and Thorn­
dike. Drive reduction was invoked to explain the 
role of reinforcement and conditioned responses in 
the two systems, respectively. Kenneth W. Spence 
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(1907 -1967) worked in close collaboration with 
Hull and published a number of formulations that 
synthesized their work (cf. 1956). 

O. Hobart Mowrer (1907-1982). Mowrer 
developed a two-factor theory of learning in an 
attempt to integrate the work of Pavlov and Thorn­
dike (Mowrer, 1947, 1960). He contended that 
Hull's drive reduction theory could not account 
for complex learning, especially the learning of 
emotions, nor could drive reduction account for 
avoidance learning, especially under punishment 
conditions. He argued, moreover, that punishment 
could strengthen learning, a view that disagreed 
with Thorndike's, which stated that, through the 
law of effect, punishing consequences stamped out 
responses, but resulted in no learning. Mowrer 
also maintained that learning to avoid aversive 
events contributed to the avoidance behavior, 
something that was not accounted for by the Pavlo­
vian conditioning paradigm. 

In contrast to previous work among behav­
iorists, Mowrer proposed a two-factor theory of 
learning: sign learning and solution learning. Sign 
learning included the conditioning of involuntary 
responses of organs, glands, and emotions. Solu­
tion learning involved the problem-solving re­
sponses that were acquired in drive reduction and 
demonstrated in the performance to reduce drives. 
Mowrer (1960) later revised his two-factor theory 
to incorporate acquisition and avoidance of fear 
within the sign-learning paradigm. Although 
Mowrer made contributions to learning theory 
(i.e., combining conditioning and trial-and-error 
learning to explain avoidance behavior), his work 
probably has had greatest impact on psycho­
pathology and psychotherapy based on his original 
two-factor theory (Kazdin, 1978). 

Perspectives on Early Behaviorists 

Watson launched a behavioristic model that pro­
moted objective measurement of overt behavior. 
Nevertheless, his paradigm, as well as those of the 
Russian researchers, was considered inadequate as 
an explanation of learning, or at least incomplete. 
The neobehaviorists extended the understanding of 
basic learning processes by developing alternative 
principles to explain observable responses. There 
were many similarities among the theories of Hull, 
Guthrie, and Tolman, and some (e.g., Schwartz, 
1978) have regarded them more alike than differ­
ent. Although the roles of Guthrie, Tolman, Hull, 
Spence, and Mowrer should not be minimized in 

terms of their influence on learning theory and the 
development of educational psychology as a pro­
fession, their main contribution was to learning 
theory and subsequent research in behavior modifi­
cation. In this sense their contributions set the 
stage for accelerated development of that field. But 
it is the work of one neobehaviorist, B. F. Skinner, 
that has influenced profoundly basic and applied 
research and practice in the field of educational 
psychology. 

Operant Conditioning and 
Development of the Experimental 

Analysis of Behavior: B. F. Skinner 

B. F. Skinner (1904) has made and continues to 
make major contributions to diverse areas of the 
social sciences, most notably to education and psy­
chology. His original theory has evolved into a 
system of psychology that encompasses a philoso­
phy of science (radical or root behaviorism), a the­
ory of behavior (experimental analysis of behav­
ior), a research methodology (single-case designs), 
and a wide range of applications through the ex­
perimental analysis of behavior and applied behav­
ior analysis (a subdivision of behavior modifica­
tion). 

Skinner's radical behaviorism differs from Wat­
son's classical behaviorism in two salient dimen­
sions (Bijou, 1985). Skinner's view is that covert, 
implicit, or private events can be studied by ac­
ceptable scientific procedures, and that psychology 
should promote the functional analysis of the en­
vironment's (stimuli) influence on behavior (re­
sponses), without resorting to reductionism. This 
contrasts with Watson's mechanistic notion that an 
individual's behavior, defined physiologically, is 
examined through its interactions with the environ­
ment, also defined in physical terms. 

Skinner's early work (1935, 1937, 1938), like 
Hull's and Mowrer's, examined the relationship 
between the learning paradigms of Pavlov and 
Thorndike. He concluded that there are two types 
of responses and conditioning. Responses are clas­
sified as respondents that are elicited and as oper­
ants that are emitted (i.e., no eliciting stimulus is 
identified). Conditioning is classified as either 
Type S or Type R. Type S conditioning involves 
the conditioning of respondent behavior wherein 
the conditioned stimulus is paired with the uncon­
ditioned stimulus and eventually elicits the condi-
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tioned response (i.e., Pavlovian or classical condi­
tioning). On the other hand, the Type R procedure 
refers to the conditioning of operant behavior 
wherein a consequent stimulus strengthens a class 
of behavior or subsequent similar occasions, a for­
mulation similar to Thorndike's instrumental 
learning. 

Experimental Analysis of Behavior 

Skinner's major contribution is termed the "ex­
perimental analysis of behavior." Within this 
framework the investigator demonstrates func­
tional relations between behavior and various en­
vironmental stimuli. These functional relationships 
are investigated within a natural science orienta­
tion. Some writers recognize Skinner as the found­
er of the natural science approach to the study of 
behavior as an independent discipline (Johnston & 
Pennypacker, 1980). In The Behavior of Orga­
nisms (1938) Skinner notes: 

When a science of behavior had once rid itself of psychic fic­
tions, it faced these alternatives: either it might leave their 
places empty and proceed to deal with its data directly, or it 
might make replacements. The whole weight of habit and tradi­
tion lay on the side of replacement. The altogether too obvious 
alternative to a mental science was a natural science, and that 
was the choice made by a non-mentalistic psychology. The 
possibility of a directly-descriptive science of behavior and its 
peculiar advantages have received little attention. (p. 4) 

Espousing this natural science viewpoint, Skin­
ner became well-known for his rejection of hypo­
thetical accounts of behavior, and especially rejec­
tion of cognitive states or processes in accounting 
for observed behavior. In this regard, several char­
acteristics of the experimental analysis of human 
behavior distinguish it from other approaches to 
psychology (Johnston & Pennypacker, 1980; Ka­
zdin, 1978). 

Objective Description. Central to the sci­
ence of behavior is objective description of observ­
able past and present events without resorting to 
nonobservable constructs. Skinner was especially 
concerned with the practice of using hypothetical 
constructs to explain learning and suggested that 
theoretical accounts with hypothetical constructs 
were inadequate for the future development of a 
science of behavior. Indeed, Skinner argued that 
faulty theory is an outgrowth of not understanding 
the basic subject matter under investigation and he 
favored the inductive rather than the deductive 
method of theory construction advocated by the 
philosophers of the Vienna Circle. 
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Measurement Paradigm. The basic mea­
surement employed in the experimental analysis of 
behavior includes standard and absolute units an­
chored to the amount of a physical property being 
measured. For example, Skinner (1953b) empha­
sized the frequency or rate of responding because it 
could be used to predict and even control behavior. 

Skinner, as well as other early behaviorists, em­
braced a measurement system that has been labeled 
idemnotic, which stands in sharp contrast to vag­
anotic measurement used in other areas of the so­
cial sciences (Johnston & Pennypacker, 1980). 
Vaganotic measurement involves the development 
of scales and units of measurement based on the 
variability in a set of scores or measures in a spec­
ified population. 

In educational psychology, the use of vaganotic 
measurement, known as norm-referenced mea­
surement, is predominant, and is represented es­
pecially by academic, intellectual, and psychologi­
cal tests. To illustrate, IQ tests are developed on 
the basis of items thought to represent the construct 
of intelligence and are administered to large num­
bers of students to develop norm groups at differ­
ent age levels. The mean and standard deviation 
are determined and assigned values on an equal 
interval scale (e.g., T-scores, Z-scores). As noted 
by Johnston and Pennypacker (1980), vaganotic 
measurement provides a way for defining phe­
nomena into existence (e.g., intelligence is devel­
oped and defined as the basis of scores on IQ 
tests). Moreover, different tests that purport to 
measure the same construct often use different 
scales and norms; consequently one is not sure 
what it is that is being measured. 

ldemnotic measurement, on the other hand, em­
ploys standard and absolute units as the data base. 
The meaning of scores in idemnotic measurement, 
like the meaning of scores on criterion-referenced 
tests (Glaser, 1971), can be established prior to 
and separate from the actual measurement opera­
tions (see following). 

Experimental Datum. In concert with the 
use of objective data and absolute unit-based mea­
surement, Skinner (1953a) argued for the use of 
frequency (or rate) of responses to establish a sci­
entific basis for the understanding of behavior. The 
advantages of frequency measures were that they 
were regarded as an extremely orderly datum, 
were easily reproduced, contained an immediate 
referent to the individual, provided a continuous 
measure of behavior, lent themselves to "automat­
ic experimentation" (i.e., automated electrical or 
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electronic apparatus), and provided a basis for the 
concept of a probability of action (Skinner, 1953b, 
p. 77). 

Especially important in the use of frequency 
data was the ease of graphing responses as a 
cumulative record that provided an ongoing,record 
of the dependent variables (behavior) in experi­
mentation. From the graph the investigator could 
usually inspect patterns of the data to examine the 
influence of various independent variables 
(stimuli). 

Establishing Functional Relations. At the 
heart of the experimental analysis of behavior is 
the identification of the functional relationship be­
tween behavior and environmental events. The be­
havioral researcher demonstrates experimental 
control over certain environmental variables so 
that any observed changes in behavior can be at­
tributed to the manipulated variable and not to 
other variables. As noted earlier, repeated mea­
sures (frequencies) of the behavior are gathered 
over time to determine the reliability of the func­
tional relation. In this process uncontrolled sources 
of variability are examined and attempts are made 
to control the variance, rather than to treat it statis­
tically as error. Moreover, the researcher is in­
terested in establishing the generality of the func­
tional relationship across individuals in interac­
tions with similar situations, rather than groups of 
subjects. 

Methodology. As noted earlier, the experi­
mental analysis of behavior is concerned with the 
study of individuals. Working from this paradigm, 
the unit of measurement is a response class of an 
individual monitored over time. Single subject de­
signs are employed to demonstrate a functional re­
lationship. A class of procedures called "intrasub­
ject replication designs" (Sidman, 1960) was 
developed by workers in the field. These designs 
schedule a replication of the independent variable 
on various dependent variables. The most common 
designs include the replication design, in which 
baseline and experimental performances are re­
peated, and designs for comparing the effects of 
two or more variables, or for comparing the effects 
across individuals and situations. 

The designs originally used by Skinner and oth­
ers working within the experimental analysis para­
digms benefitted from considerable scientific vis­
ibility through the publication of Sidman's now 
classic Tactics of Scientific Research (1960). The 
text represented the first major work to outline re­
search strategies within this approach. Since that 
time, many other texts describing single-subject 

research methods have appeared (e.g., Barlow & 
Rersen, 1984; Rersen & Barlow, 1976; Johnston 
& Pennypacker, 1980; Kazdin, 1982; Kratochwill, 
1978; Tawney & Gast, 1984). 

Operant Conditioning 

Skinner refined and elaborated the basic princi­
ples of operant conditioning and helped to eluci­
date the factors that contriubted to understanding 
the variables that influence the conditioning pro­
cess. A discussion of operant responses and the 
principles of operant conditioning will illustrate 
how these areas set the stage for the development 
of applied behavior analysis and specific contribu­
tions to educational psychology. 

Operant Responses. As noted above, Skin­
ner focused his research on operant behavior, that 
is, behavior-that operates directly on the environ­
ment. In his early research on free-operant re­
sponding, animals were placed in an experimental 
chamber equipped with a lever that could produce 
a consequence when pressed. Various schedules of 
reinforcement were then examined, and identical 
schedules were compared across different species. 
An important feature of the experimental work by 
Skinner and others was that operant responding 
involved not a single response but a class of func­
tionally similar responses, that is to say, the data 
for analysis are the number of bar presses and not 
the almost infinite number of ways in which an 
animal can press the bar. 

Principles of Operant Conditioning. 
Skinner articulated the principles of operant con­
ditioning that described the relations between op­
erant behavior and the functional environment, 
or the environment that affects it (e.g., Skinner, 
1953a). Table 1 presents a summary of the basic 
principles of operant conditioning. It must be em­
phasized that these are the most basic principles, 
and that there are many other details (e.g., positive 
and negative reinforcement, schedules of rein­
forcement, etc.). 

During the 1950s the basic principles of operant 
conditioning were being investigated in animal 
laboratories using mostly rats and pigeons. The 
generalizabiIity of operant principles was first rec­
ognized at the conceptual, and later at the em­
pirical level. Skinner extended his operant condi­
tioning principles into a description of a utopian 
society in Walden Two (1948), to the operation of 
social institutions (government and law, religion, 
psychotherapy, economics, and education) in Sci­
ence and Human Behavior (1953a), and to an anal-



CHAPTER 8 • THE IMPACT OF BEHAVIORISM 141 

Table 1. Summary of Basic Principles of Operant Conditioning 

Principle 
Characteristic procedure 

or operation Effect on behavior 

Reinforcement 

Punishment 

Extinction 

Presentation or removal of an 
event after a response 

Presentation or removal of an 
event after a response 

Ceasing presentation of a rein­
forcing event after a response 

Increases the frequency of the 
response 

Decreases the frequency of the 
response 

Decreases the frequency of the 
previously reinforced response 

Stimulus control and 
discrimination training 

Reinforcing the response in the 
presence of one stimulus (SD) 
but not in the presence of 
another (S"') 

Increases the frequency of the 
response in the present of the 
SD and decreases the frequen­
cy of the response in the pres­
ence of the S'" 

Source: Adapted from Kazdin, A. E. (1978). History of behavior modificatIOn: Experimental foundations of contempo­
rary research (p. 100). Baltimore, MD: University Park Press. 

ysis of language behavior in Verbal Behavior 
(1957). Likewise, Keller and Schoenfeld (1950) 
indicated that operant principles were soon to con­
tribute greatly to the scientific understanding of 
human behavior. 

We now tum our attention to some of the early 
developments in the extension of operant condi­
tioning to human behavior in psychology and 
education. 

Development of Applied Behavior 
Analysis 

During the 1950s, behavioral research began to 
take on a definite, applied bent: humans were in­
cluded as subjects, socially meaningful responses 
were studied, and much discussion ensued regard­
ing the practical significance of the experimental 
results. Understandably, this early work was tin­
ged with a laboratory flavor because the techniques 
of the laboratory were used to control independent 
variables and to measure dependent variables. 

The expansion of operant research, made prac­
tical application of operant principles inevitable, 
not only in the United States but in other countries 
as well. This work was later to be incorporated 
within the rubric of behavior modification. Dissat­
isfied with psychoanalysis and the treatment ap­
proaches associated with that school, Joseph 
Wolpe and his co-workers in South Africa were 
beginning treatment research on adult psycho­
pathology based on the Hullian model of learning 
theory. At approximately the same time, Hans J. 

Eysenck and his associates in the Maudsley Hospi­
tal in London, England, also began a similar 
Hullian-type research program applying learning 
principles to the treatment of disturbed (neurotic) 
adults. These investigators likewise rejected psy­
choanalysis as a treatment approach and like the 
South African group, embraced Hull's learning 
theory. The rejection of psychoanalysis, as well as 
the disease model and associated constructs, repre­
sented a common theme in the development of 
behavior therapy and behavior modification, in­
cluding the then relatively newly emerging field of 
applied behavior analysis (Kazdin, 1979). 

The extension of operant research to psycho­
pathology in adults included work by Skinner and 
O. R. Lindsley (e.g., Lindsley, 1960; Skinner, 
1954a; Skinner, Solomon, & Lindsley, 1953; 
Skinner, Solomon, Lindsley, & Richards, 1954). 
Although these contributions to the field were of 
great significance, our emphasis here is the ap­
plication of behavior principles to educational set­
tings. (The interested reader may wish to read Ka­
zdin, 1978, for an overview of the early 
applications of applied behavior analysis to mental 
health and psychotherapy.) 

Teaching Machines and Programmed 
Instruction 

Whereas Sidney J. Pressey (1926, 1927) is gen­
erally credited with introducing the teaching ma­
chine, it was Skinner who stimulated interest in the 
use of programming devices for educational pur­
poses. Skinner had already presented possible ap-
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plications of operant conditioning principles for 
use in education (Skinner, 1953a), but his Harvard 
Educational Review article entitled "The Science 
of Learning and the Art of Teaching" (1954b), 
was more explicit and described how operant prin­
ciples could be used for instructional purposes. 
Skinner noted at the time that traditional teaching 
strategies provide aversive rather than positive 
consequences for learning and fail to sequence cur­
riculum material so as to maximize learning. 

As an alternative to traditional teaching pro­
cedures, Skinner (1954b) recommended that teach­
ing machines be used to individualize instruction, 
including the arrangement of the curriculum mate­
rials and contingencies surrounding learning. In 
effect, instruction could be programmed by taking 
into account the following considerations (Ausubel 
& Robinson, 1969, p. 325-326): 

(a) The instructional goal would be defined in concrete behav­
ioral terms. 
(b) The task to be learned would be broken down into a smaller 
number of subtasks. 
(c) Each frarne or item of the program would require the student 
to make an observable response. 
(d) The student would be provided immediate feedback. 

Although teaching machines and programmed 
instruction became active areas of research (e.g., 
the Journal of Programmed Instruction was found­
ed in 1962) and an increasing number of edited 
volumes were devoted to work in the area (e.g., 
Lumsdaine & Glaser, 1960, 1965), most of the 
research eventually was carried on outside the 
scope of the operant paradigm. Nevertheless, the 
concept has continued throughout Skinner's writ­
ings on American education. In a recent American 
Psychologist article, Skinner (1984) presented his 
views under the title, "The Shame of American 
Education." His proposed solutions will be famil­
iar to those who are acquainted with Skinner's ear­
ly work on teaching machines and programmed 
instruction. Among the solutions (e.g., "Be clear 
what is to be taught," "Teach first things first," 
and "Stop making all students advance at the same 
rate", pp. 950-951), Skinner (1984) recom­
mended the following: 

Program the subject matter. The heart of the teaching machine, 
call it what you will, is the prograrnming of instruction-an 
advance not mentioned in any of the reports I have cited. Stan­
dard texts are designed to be read by the student, who will then 
discuss what they say with a teacher or take a test to see how 
much has been learned. Material prepared for individual study 
is different. It first induces students to say or do the things they 
are to learn to say or do. Their behavior is thus "primed" in the 

sense of being brought out for the first time. Until the behavior 
has acquired more strength, it may need to be prompted. Primes 
and prompts must then be carefully "vanished" until the be­
havior occurs without help. At that point the reinforcing conse­
quences of being right are most effective in building and sus­
taining an enduring repertoire. (p. 951) 

Skinner (1984) suggests that most current prob­
lems in education could be solved if students had 
the opportunity to learn twice as much in the same 
time frame with the same degree of effort. Com­
menting on the country's unhappy state over edu­
cation he writes: 

Everyone is unhappy about education, but what is wrong? Let 
us look at a series of questions and answers rather like the series 
of propositions that logicians call a sorites: 
I. Are students at fault when they do not learn? No, they have 
not been well taught. 
2. Are teachers then at fault? No, they have not been properly 
taught to teach. 
3. Are schools of education and teacher's colleges then at fault? 
No, they have not been given a theory of behavior that leads to 
effective teaching. 
4. Are behavioral sciences then at fault? No, a culture too 
strongly committed to the view that a technology of behavior is 
a threat to freedom and dignity is not supporting the right be­
havioral sciences. 
5. Is our culture then at fault? But what is the next step? 
Let us review the sorites again and ask what can be done. Shall 
we: 
1. Punish students who do not learn by flunking them? 
2. Punish teachers who do not teach well by discharging them? 
3. Punish schools of education which do not teach teaching well 
by disbanding them? 
4. Punish behavioral science by refusing to support it? 
5. Punish the culture that refuses to support behavioral science? 
But you cannot punish a culture. A culture is punished by its 
failure or by other cultures which take its place in a continually 
evolving process. (p. 953) 

Operant Conditioning with Children 

Sidney W. Bijou. At approximately the same 
time that Skinner and Lindsley were involved in 
operant research on adult psychiatric individuals, 
Bijou was applying operant principles in the study 
of children. Because we were both at the same 
university several years ago, the first author avail­
ed himself of the opportunity and pleasure of con­
ducting an interview with the second author. When 
we were invited to write this chapter, we decided 
to include the interview so that readers could have 
an upclose and personal perspective of the field of 
behavior modification. The following section is 
that interview with Bijou, updated somewhat, 
which took place on April 12, 1979 at the Univer­
sity of Arizona, Tucson, Arizona. 
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DR. KRATOCHWILL: Sid, I'd like to thank you for sharing 
your thoughts about behavioral psychology. There is 
a variety of theories of child development which have 
evolved over the years. Your work has been affiliated 
with the behavioral model. How does this approach to 
child development differ from another major the­
oretical approach, the cognitive position? 

DR. Buou: The main difference between the behavioral 
and the cognitive approach to child development is in 
the definition of the subject matter. In the behavioral 
approach, the subject matter is the interaction be­
tween a total functioning individual and the environ­
ment, with all terms functionally and reciprocally de­
fined. Human development, from this perspective, 
consists of progressive changes in the relationships 
between a biologically maturing individual and the 
successive social, physical, and organismic environ­
ment. In the cognitive approach, the focus is on the 
progressive changes in some mental construct. 
Changes in behavior-environment interactions are 
observed and measured in research only insofar as 
they throw light on the nature of inner, hypothetical 
events. In sum, the behavioral approach eschews non­
observable hypothetical concepts; the cognitive ap­
proach embraces them as the essence for study. This 
distinction often leads to the erroneous conclusion 
that behaviorists are not interested in that part of a 
human interaction that is not observable. Behaviorists 
are interested in all aspects of an individual's psycho­
logical life but study them by objective means and in 
terms of empirically derived constructs. 

DR. KRATOCHWILL: What would be an example of a 
hypothetical construct in a cognitive position and how 
would that contrast with the behavioral approach that 
you're talking about? 

DR. Buou: Cognitive structures, cognitive processes, 
and information processing are some well-known ex­
amples of hypothetical constructs. Such concepts are 
created to account for perceiving, thinking, knowing, 
remembering, feeling, and so on. In contrast, the be­
havioral perspective demands that interactions involv­
ing the behavior of an individual, the current stimulus 
situation, and the setting conditions (context) all be 
functionally and reciprocally defined. More specifi­
cally, the way a person behaves in a specific situation 
is a function of his or her history of interactions in 
similar situations and the current stimulus conditions. 
Take thinking as an example. To cognitivists, think­
ing involves hypothetical cognitive processes (some­
times fictitiously linked with brain activity) which in 
some way bring together past experiences and the 
demands of the current situation. To behaviorists, 
thinking is a series of interactions between implicit 
responses and substitute stimuli, beginning and end­
ing in a situation that requires thinking behavior as 
part of an adjustive response. In other words, thinking 
generates from a situation in which an individual can­
not make an adjustive response without first engaging 
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in certain precurrent activities such as rearranging the 
context of the problem. 

DR. KRATOCHWILL: Sid, what is the functional analysis 
of child behavior and development? Could you elabo­
rate on what that means in contemporary behavioral 
psychology? 

DR. Buou: The best description of a functional analysis 
of child behavior and development that I know of 
appears in a paperback book I wrote with Don Baer, 
Behavior analysis of child development, published by 
Prentice Hall in 1978. In essence, the view is that 
psychological behavior evolves from interactions be­
tween the behavior of an individual and the environ­
ment. Hence, a child's development depends on the 
specific ways in which past and present events trans­
form him or her from a state of complete helplessness 
into one of relative independence. In behavior analy­
sis, the child is conceptualized as a unique biological 
structure having the capacity for activities charac­
teristic of his or her specie, including linguistic be­
havior, who is always in a symbiotic relationship with 
stimuli that constitute his or her environment. The 
environment is conceptualized functionally as internal 
and external stimuli and setting conditions that in­
teract with an individual. The unit of study is not the 
child, but the child in interaction with the 
environment. 

A child is genetically endowed to make adjust­
ments both to situations that involve the pairing of 
antecedent stimuli (respondent interactions) and the 
pairing of behavior and consequent stimuli (operant 
interactions). Principles derived from research are 
used to account for how a child acquires, maintains, 
and generalizes simple (fear of water) and complex 
(creative behavior) respondent and operant capacities 
that make up his or her personality. Personality devel­
opment goes through three stages: foundational, in 
which the motor and linguistic equipment is estab­
lished; basic, in which the fundamentals of the per­
sonality are laid down; and societal, in which patterns 
of general social behavior are incorporated into the 
personality of the individual. As you can see, the 
functional analysis of child development concerns it­
self thoroughly and completely with the behavior of 
individuals in interactions with his or her environ­
ment. It is the psychology of the individual. 

DR. KRATOCHWILL: Sid, you first came into contact with 
B. F. Skinner at the University of Minnesota in 1940 
and again with him in 1946 at Indiana University. 
How did Skinner influence your thinking and what 
effect did this have on your own personal work? 

DR. Buou: My first contact with Skinner was during a 
visit to his laboratory at the University of Minnesota 
in 1940 when he was studying the behavior of rats. At 
the time, I was a graduate student of Kenneth 
Spence's at the University of Iowa and my purpose in 
going to Minnesota was to see the apparatus that 
Stuart Cook had used to study experimental neurosis 
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in rats. I was interested in Cook's procedure and find­
ings as background material for a doctoral study I was 
about to launch on the role of conflict in producing 
experimental neurosis in rats, using the Pavlov­
ian model of constraining the animal to a fixed posi­
tion. 

So I decided that while I was at Minnesota, I'd stop 
in to see Skinner and learn something about his re­
search. I was particularly curious because in Spence's 
learning and conditioning course I learned that Skin­
ner, one of the neobehaviorists, had been using non­
traditional learning terms such as respondent and 
operant conditioning, and was presenting his data. 
not on graphs with discrete points, but on graphs 
with cumulated values and pips to indicate reinforce­
ments. 

When I got to his laboratory, I was amazed to see 
that his apparatus was entirely mechanized. He had a 
large number of rats, each responding separately in 
his own experimental chamber. Bar-pressing re­
sponses were mechanically recorded so that means 
and central tendencies were automatically shown on a 
large display. My amazement stemmed from the fact 
that at Iowa the faculty and graduate students were 
conducting animal studies on small groups of subjects 
(Lindquist's influence) and time and errors were taken 
on each animal's performance in a variety of large and 
cumbersome mazes. 

In 1945, Skinner went to Indiana University as 
chairman of the department of psychology. Soon 
after, at the recommendation of Kenneth Spence, 
Skinner invited me to head up the newly formed 
clinical program. He wanted someone with both 
clinical and experimental training who would be will­
ing to emphasize in the training program experimental 
psychopathology rather than psychometrics, projec­
tive tests, and psychoanalysis. We were successful in 
instituting a graduate program in psychopathology 
with an experimental orientation, despite the fact that 
the clinic staff had a traditional clinical bent. 

Although I worked in the clinical setup, I continued 
my research on experimental neurosis and extended it 
to include problems of conflict in accordance with 
Neal Miller's model of approach and avoidance gra­
dients. Skinner, too, continued his research, working 
with graduate students among whom were Norman 
Guttman and William Estes. Skinner was now study­
ing the behavior of individual animals. His apparatus 
was equipped with circuitry systems to present and 
withdraw antecedent and consequent stimuli and to 
record bar presses on cumulative, ink-on-paper 
recorders. 

Skinner never directly attempted to influence my 
research. When I commented one day that I wasn't 
getting the results I had anticipated, he merely re­
marked with a smile that "the animal is always 
right. " 

At one time at Indiana, Skinner and Kantor present-

edjointly a lively and memorable seminar. There was 
also a graduate student and faculty seminar on the 
views of Skinner, Kantor, and Hull. Having been 
trained by Spence, I of course sided with the Hullians 
and had great fun ridiculing the inductive approach to 
theory construction. However, Kantor, with his prob­
ing questions about the place of physicalism, reduc­
tionism, and hypothetical constructs in behavior theo­
ry, began to plant seeds of doubt about the efficacy of 
Hull's approach to a science of psychology. 

In 1947, I left Indiana to go to the University of 
Washington as Director of the Institute of Child De­
velopment, and Skinner left for Harvard. Now I had 
an opportunity to establish a research program with 
children and began by studying children in doll play 
situations, as did Robert Sears, one of Hull's out­
standing students. The procedure consisted of placing 
a preschool child in a playroom with a family con­
stellation of dolls and doll furniture, and an observer 
recording the child's interactions with the pieces. 
Data were analyzed in terms of the child's actions 
toward the dolls and doll furniture and interpreted in 
psychoanalytic concepts of personality traits, needs, 
and like. There was no control over the stimuli to 
which the child was exposed since he or she could do 
as each pleased with the material; there was no objec­
tive recording of the child's responses; and the in­
terpretation of findings was based on concepts far 
removed from the interactions observed. 

Having come from several years of experience in 
laboratory research with infrahuman subjects, I was 
terribly disillusioned about the possibility of doing 
sound research in child development based on the 
Sears' conception of applying Hull's system to the 
study of children's behavior. 

At that point, I decided to study child behavior in 
the mode of operant research with infrahuman sub­
jects. To do this, I had to be fully acquainted with 
Skinner's approach. Fortunately, his Science and 
human behavior (1953) had just become available to 
help me with that task. I devised an apparatus that 
automatically presented antecedent (lights and 
sounds) and consequent stimuli (trinkets or goodies) 
and tallied responses (dropping a ball, pressing a lev­
er, or pushing a button) on a Gerbrand cumulative 
recorder so that I could study simple schedules of 
reinforcement which had close relationships with the 
then current research in animal operant laboratories. I 
also equipped a traveling laboratory (a reconstructed 
mobile home) so that I could have the ~ame space and 
equipment for all the research, whether conducted at 
the Institute or at several other nursery schools in 
Seattle. 

So you see that Skinner's influence was not so 
much personal and direct as that my acquaintance 
with him and his work at Indiana pointed the way to a 
new direction in research with children. I must also 
credit Spence for training me as an experimental psy-
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chologist, and Kantor for helping me to evaluate 
Hull's hypothetical approach to theory construction. 

DR. KRATOCHWILL: Despite the fact that behavior modi­
fication has made a tremendous impact on psycholog­
ical and educational practice, some individuals have 
been critical of its influence. For example, some peo­
ple note that behavior modification is too powerful, 
some say its too mechanistic and antihumanistic, and 
there are even some who say that it's too simplistic in 
accounting for the richness of human performance 
and behavior. What are your thoughts on some of 
these issues? 

DR. BIJou: There are indeed many critics of the behav­
ioral approach. Let me deal with the criticisms you 
mentioned. The first-that behavior modification is 
too powerful-means to me that behavior modifica­
tion techniques practiced by untrained people could 
produce harmful rather than beneficial results. This is 
a criticism not of the approach but of the laxity of 
governmental, professional, and educational agencies 
in setting inadequate standards for practitioners who 
hold themselves out as qualified to apply behavior 
principles. Applications of the principles of any 
branch of the natural sciences have often led to abuses 
or self-serving ends by untrained and unethical per­
sons. Society seeks to reduce or eliminate instances of 
malpractice by establishing qualification standards. 
When requirements and standards are established for 
those wishing to apply behavior modification to edu­
cational or clinical settings, both the frequency of 
misuse and the frequency of criticisms will be reduced 
greatly. 

The second criticism-behavior modification is 
mechanistic and antihumanistic-denotes a misun­
derstanding of the nature of contemporary behav­
iorism. Watsonian or classical behaviorism certainly 
is mechanistic, with its concept of the passive indi­
vidual and active environment and the telephone 
switchboard metaphor. Contemporary cognitive psy­
chology is also mechanistic in that the human being is 
viewed as a computer with stimulus input, throughput 
(information processing), and response output. But 
behavior modification is not based on a mechanistic 
model; it is based on a functional, reciprocally relat­
ed, interactional model. That is to say, behavior is 
analyzed in terms of a person's interactional history 
and the current situation. The environment can only 
be understood in terms of his or her past interactions 
under similar circumstances. Modern behaviorism 
views both the person and the environment as being 
active from prenatal viability to death. 

The antihumanistic criticism is no doubt voiced by 
those who misperceive the nature of the natural sci­
ences and their application. They seem to believe that 
behavioral educators and mental health practitioners 
are more intent on furthering the science of psychol­
ogy than on enhancing the education, development, 
and welfare of pupils and clients. This is an erroneous 

145 

conception. The only objective of the well-trained and 
ethical practitioner is to blend his or her knowledge of 
behavior principles and an existing situation so as to 
help an individual learn and develop. Behind the prac­
ticing behaviorists, working in universities, institutes, 
and laboratories are two groups of researchers: those 
interested in applying well-documented behavioral 
principles to practical, everyday problems, and those 
seeking new knowledge about the nature of psycho­
logical interactions. 

DR. KRATOCHWILL: I have one final question. What are 
some of your thoughts on the future development of 
behavioral psychology? What is the outlook? 

DR. BIJou: I believe that behavioral psychology, as an 
integral part of psychology, will expand and change 
in accordance with findings in research and reevalua­
tions of its basic assumptions, that is, its philosophy. 
During the past 65 years, its growth has been marked 
by vicissitudes. High points have been associated 
with Watson, Hull, and Skinner: low points with the 
surge of other views of psychology as science, such as 
those of Freud, Rogers, Lewin, Piaget, Maslow, and 
Bruner. 

It's my belief that behavioral psychology is des­
tined to have a long and fruitful life because its con­
cepts and principles are made up of empirically estab­
lished behavior-environment relationships that have 
evolved gradually and carefully through laboratory 
research throughout its history. When these concepts 
and principles are properly applied to practical prob­
lems, they have worked, the reason being that they 
are, after all, replications of demonstrated natural 
phenomena. 

I further believe that the kinds of problems that are 
studied in the future will shift. Basic behavioral re­
search to date has emphasized relationships that have 
direct effects on the environment, such as operant 
behavior. Although behaviorists will continue to work 
on these relationships, they will devote more attention 
to language behavior, which I consider to be the key 
to understanding much of human behavior. This trend 
is already underway. Investigators will probably also 
focus more on long-range interactions involving cog­
nitive or knowing behavior, thinking and creative be­
havior, and feeling reactions. There is reason to ex­
pect that applied behavioral research in the future will 
be more concerned with complex educational and so­
cial treatment programs, with the processes in self­
control, and with the role of feelings, attitudes, and 
knowledge on effective behavior. 

I'm confident that those who anticipate that behav­
iorism will soon pass as another fad in psychology 
will be disappointed. Judging from the trends in the 
history of modern psychology, behavioral psychology 
is very likely to remain as that part of psychology that 
is concerned with a natural science approach to the 
understanding of the individual. 

DR. KRATOCHWILL: Thank you, Sid. 
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Extensions of Applied Behavior Analysis 
to Educational Settings 

In the late 1950s and 1960s a number of operant 
researchers extended their work to applied settings 
with an emphasis on the clinical treatment of dis­
turbed children and adults. Although this early 
work unquestionally greatly influenced educa­
tional psychology and, specifically, treatment ap­
proaches in school psychology, we do not include 
these extensive contributions here because they 
have been covered adequately elsewhere (See Kaz­
din, 1978, 1982 for a review.) We focus, rather, 
on the application of behavioral principles to spe­
cific educational concerns. 

During this period Bijou was working with nor­
mal and retarded children at the Institute of Child 
Development at the University of Washington. In 
collaboration with Bijou, Donald M. Baer began 
research with children on imitation and a number 
of contingencies including punishment, escape, 
and avoidance using simple responses such as bar 
pressing. Baer (1962) also extended this basic 
work to an analysis of thumb sucking in five-year­
old children. 

At Arizona State University in the early 1960s 
Arthur W. Staats demonstrated that operant princi­
ples could be applied to clinical and educational 
problems. Although he was interested primarily in 
the application of behavior principles with psychi­
atric clients, he also did research on teaching read­
ing to young children. In laboratory settings, 
Staats conducted a series of investigations in which 
marbles, as generalized conditioned reinforcers 
(tokens), were delivered contingent upon correct 
reading responses. Later, the marbles were ex­
changed for toys, pennies, edibles, and the like. In 
an extended series of investigations that included 
normal, retarded, culturally deprived, and dis­
turbed children, Staats showed that by using be­
havioral techniques, various academic skills (e.g., 
reading, writing, arithmetic) could be improved 
(e.g., Staats, 1968, Staats & Butterfield, 1965; 
Staats, Staats, Schulz, & Wolf, 1962; Staats, 
Minke, Finley, Wolf, & Brooks, 1964; Staats, 
Minke, Goodwin, & Lindeen, 1967; Staats, 
Minke, & Butts, 1970). 

As Bijou continued his laboratory research with 
normal and retarded children, he realized that an 
experimental classroom at the Rainer School, a 
state residential school for handicapped clients, 
would be an excellent setting in which to study 
ways of improving the reading, writing, and arith-

metic of retarded children. He proceeded to estab­
lish an experimental classroom at the school, and 
asked Montrose M. Wolf, who had worked with 
Staats at Arizona State University and was now 
(1962) a member of the Institute staff, to work 
with him on this special project. A token system of 
reinforcement was set up in which the tokens were 
check marks that could be traded for activities, 
money, prizes, and edibles. Jay C. Birnbrauer, 
who received behavioral training at Indiana Uni­
versity established carefully graded programs in 
reading, writing, and arithmetic. Research at the 
school indicated that academic tool subjects, as 
well as social behavior, could be greatly improved 
through effective programming, systematic moni­
toring of progress and a token reinforcement sys­
tem (Bijou, Birnbrauer, Kidder, & Tague, 1966; 
Birnbrauer, Bijou, Wolf, & Kidder, 1965). Mean­
while, at the University of Washington, research 
was underway on developing social skills and de­
creasing problem behaviors, such as ag­
gressiveness, shyness, operant crying, etc. (e.g., 
Harris, Johnston, Kelly, & Wolf, 1964; Harris, 
Wolf, & Baer, 1964; Hart, Allan, Buell, Harris, & 
Wolf, 1964; Johnston, Kelly, Harris, & Wolf, 
1966; Sloane, Johnston, & Bijou, 1967). These 
wide-ranging efforts, combined with other work 
by these investigators, established the basis for an 
effective technology for teaching and treating 
young handicapped children. 

In 1965 Bijou left the University of Washington 
to join the psychology faculty at the University of 
Illinois at Urbana-Champaign, where he estab­
lished the Child Behavior Laboratory to continue 
his research with exceptional children. Wesley 
Becker, whose interest lay in the application of 
operant techniques in classroom settings, was also 
at Illinois at the time. Becker and his students later 
demonstrated that praise, tokens, and other inter­
ventions could be readily applied to managing the 
behavior of children in the classroom (Becker, 
Madsen, Arnold, & Thomas, 1967). 

At the same time that Bijou went to the Univer­
sity of Illinois, Baer moved to the University of 
Kansas, where he was instrumental in recruiting 
other behavioral researchers. Among whom were 
Montrose M. Wolf, Todd R. Risley, James A. 
Sherman, Barbara C. Etzel, and Judith M. Le 
Blanc. Others who eventually joined the faculty 
include Vance Hall, Betty Hart, William Hopkins, 
Keith Miller, Donald Bushell, and K. Eileen 
Allen. 

With this staff, all of whom had at one time been 
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associated with the University of Washington, he 
was successful in establishing what hils become 
one of the outstanding centers for research in ap­
plied behavior analysis. 

Professional Developments in 
Behaviorism 

A clearer picture of the growing influence of 
behaviorism is reflected in the professional devel­
opments that occurred in the field. Of utmost im­
portance was the emergence of associations to 
bring together individuals interested in basic and 
applied behavioral research that lent momentum to 
the advancement of the behavioral approach. 

Developments in Basic Research 

In the 1940s a small group of faculty and stu­
dents from Columbia and Indiana Universities, 
spearheaded by Keller, Skinner, and others, met 
occasionally to discuss topics regarding the experi­
mental analysis of behavior. A more formal meet­
ing of the expanding membership was held at Indi­
ana University in 1946, and subsequently, meetings 
were held annually in conjunction with meetings of 
the American Psychological Association (AP A). 

Initially, this group affiliated with the APA Di­
vision of Experimental Psychology (Division 3) 
where operant conditioning represented a subin­
terest in the larger domain of experimental psy­
chology. In 1964, in order to have more presenta­
tion time in the APA annual program and to have a 
voice in the APA Council of Representatives, they 
formed their own division, the Division of the Ex­
perimental Analysis of Behavior (Division 25). 

Representation in the APA was only one area of 
concern in the broader context of the psychological 
political arena. As research on operant condition­
ing proliferated during the 1950s, it became appar­
ent that publication outlets were limited. Re­
searchers encountered difficulty in getting articles 
published because their research did not fit into the 
mainstream of experimental investigation, which 
was characterized by group designs, large sam­
ples, and reliance on statistical analysis. In con­
trast, operant researchers relied on single subject 
designs, (n = 1) with a limited number of subjects 
for replications, and visual analysis of graphic dis­
plays. To provide a publication outlet, leaders in 
the field formed the Society for the Experimental 
Analysis of Behavior (SEAB), which began pub-
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lication of the Journal of the Experimental Analy­
sis of Behavior (JEAB) in 1958, with Charles B. 
Ferster as the first editor. 

Developments in Applied Research 

The extension of operant research into applied 
areas led to a need for another kind of journal 
because JEAB was concerned primarily with pub­
lishing reports of basic animal research. In 1968, 10 
years after the founding of JEAB, the society estab­
lished the Journal of Applied Behavior Analysis 
(JAB A) as a publication outlet for applied research. 
Montrose M. Wolf was its first editor and Donald 
M. Baer was the associate editor. Although many 
other journals now publish this type of research, 
JABA has remained the primary publication outlet. 
On its masthead was the following: 

The Journal of Applied Behavior Analysis is primarily for the 
original publication of reports of experimental research involv­
ing applications of the analysis of behavior to problems of 
social importance. It will also publish technical articles relevant 
to such research and discussion of issues arising from behav· 
ioral applications. (JABA, 1968, p. i) 

In a feature article in JABA's first issue, Baer, 
Wolf, and Risley (1968) elucidated how applied 
behavior analysis differed from the more traditional 
experimental analysis of behavior. They stated: 

Thus, the evaluation of a study which purports to be an applied 
behavior analysis is somewhat different than the evaluation of a 
similar laboratory analysis. Obviously, the study must be ap· 
plied, behavioral, and analytic; in addition, it should be tech· 
nological, conceptually systematic, and effective, and it should 
display some generality. (p. 92) 

Spread of Behavior Modification 
Organizations 

Behavior modification began to expand in scope 
during the 1960s and 1970s. Interest groups repre­
senting different areas of research, focus, and ori­
entation formed three major organizations: the As­
sociation for the Advancement of Behavior Thera­
py (AABT),3 the Behavior Therapy and Research 
Society (BTRS), and the Midwestern Association 
of Behavior Analysis (MABA), which subse­
quently became the Association for Behavior Anal­
ysis (ABA), An International Organization. 

The AABT was formed in 1966 as a multi-

3The original name was Association for Advancement of Be­
havior Therapies, but this was changed to "Therapy" in 1969. 
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disciplinary group to represent the research and 
practice interests of behavior therapists. After a 
few years of publishing a newsletter, a journal, 
Behavior Therapy, was started, although it still 
puts out its newsletter, The Behavior Therapist, 
which also includes a few empirical studies and 
conceptual pieces. Here again, the group initially 
held annual meetings in conjunction with APA, 
but now holds an independent national meeting, 
and occasionally a special international meeting. 

In 1970, in order to organize a professional 
group of behavior therapists, Joseph Wolpe 
formed the BTRS, which promotes research on 
behavior therapy and fosters information exchange 
through The Journal of Behavior Therapy and Ex­
perimental Psychiatry. Wolpe serves as the editor, 
and L. J. Reyna as associate editor of this inter­
disciplinary journal. The society meets in conjunc­
tion with the annual convention of American Psy­
chiatric Association. 

Table 2. Major Conferences in the United 
States on Behavior Modification 

Conferences 

Association for Advancement of 
Behavior Therapy (originally 
held in conjunction with APA 
annual meeting) 

Conference on Behavior Analysis 
in Education 

Southern California Conference on 
Behavior Modification 

Brockton Symposium on Behavior 
Modification 

National Behavior Modification 
Conference 

National Conference on Behavior 
Research and Technology in 
Higher Education 

Temple University Conference on 
Behavior Therapy and Behavior 
Modification 

Drake Conference on Professional 
Issues in Behavior Analysis 

Midwestern Association of Behav­
ior Analysis in 1978 became the 
Association for Behavior 
Analysis 

Date of 
inception/state 

(1968) 

(1968, KS) 

(1969, CAl 

(1971, MA) 

(l971,CO) 

(1973, GA) 

(1974, PAl 

(1974, IA) 

(1974, IL) 

Source: Adapted from Kazdin (1978. p. \99). 

Table 3. International Conferences on 
Behavior Modification 

Conference 

Banff/International 
Conference 

Annual International Sym­
posium on Behavior 
Modification 

Conference on Behavior 
Modification 

European Conference on 
Behavior Modification 

Latin American Congress 
on Behavior Analysis 

Mexican Congress on Be­
havior Analysis 

International Symposium 
of Applied Behavior 
Analysis 

Date of 
inceptionllocation 

(1969. Alberta, Canada) 

(1970. Mexico) 

(1970, New Brunswick, 
Canada) 

(1971) 

(1973, Mexico) 

(1974, Mexico) 

(1981, Mexico City) 

Source: Adapted from Kazdin (1978. p. 200). 

The MABA, organized in 1974 as a protest 
against the limited time that the Midwestern Psy­
chological Association (MPA) allowed for single 
subject research reports, originally met at the time 
of MPA conventions. In 1978, MABA changed its 
name to the Association for Behavior Analysis to 
indicate its national and international character, 
began to publish the Behavior Analyst, and holds 
independent annual meetings in various parts of 
the country. 

Because of these and other organizational devel­
opments, a growing number of behavioral-type 
conferences and conventions now take place both 
in the United States and around the world. Table 2 
lists some of those originating and held in the 
United States over the past 15 years. Among be­
havior modification groups and societies in exis­
tence abroad are those in England, France, West 
Germany, The Netherlands, Sweden, Israel, Ja­
pan, Italy, Mexico, Peru, Australia, Venezuela, 
Uruguay, Belgium, and South Africa. Conferences 
have taken place in a number of these and other 
countries (see Table 3). As behavior modification 
grew in popularity, journals devoted to the pub­
lication of research and theory proliferated. Table 
4 displays a chronological listing. It should be em­
phasized that this list represents only the major 
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Table 4. Major Journals Devoted to 
Publishing Papers on Research and Theory in 
Behavior Modification 

Journal 

Journal of the Experimental Analysis of 
Behavior (Basic Research) 

Behavior Research and Therapy 
Journal of Applied Behavior Analysis 
Behavior Therapy 
Journal of Behavior Therapy and 

Experimental Psychiatry 
Behaviorism 
Journal of Personalized Instruction 
Behavior Modification 
The Behavior Analyst 
Education and Treatment of Children 
Behavior Analysis Newsletters: An 

International Journal 

Date of 
inception 

1958 

1963 
1968 
1970 
1970 

1972 
1976 
1977 
1977 
1977 
1981 

journals. Many other journals in psychology and 
education publish original research and/or concep­
tual papers in behavior modification. 

Concluding Perspectives 

The Impact of Behaviorism 

To summarize the contributions of behaviorism 
to educational psychology is difficult for several 
reasons. To begin with, the movement has been 
intertwined with other movements and develop­
ments in psychology and education (Travers, 
1983). For example, Skinner has had a great im­
pact on the programmed instruction movement, 
but this area has also developed within education 
somewhat independently of its historical roots and 
is usually not viewed as a part of contemporary 
behavior modification (Lumsdaine & Glaser, 
1960). Similarly, many behavior management and 
consultation strategies used in educational settings 
represent a hybrid combination of behavioral and 
other techniques that are not part of the behavioral 
approach. 

Second, it is useful to distinguish behaviorism 
as a scientific and technological discipline from the 
dissemination and applications of the research and 
technology. Kazdin (1981 a) notes: 
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Within the scientific and technological discipline. several ques­
tions remain to be investigated to increase the overall under­
standing of existing practices and to extend their effectiveness. 
However, even at this point in time, remarkable advances have 
been achieved in identifying techniques and applications that 
improve student and teacher behaviors. A major limitation in 
applying behavior modification in education pertains to dis­
semination and extension of the existing techniques to a large 
number of settings likely to profit from their use. The dis­
semination and implememation problems pertain to the social 
and political action that is required following development of an 
effective technology. As yet, behavioral techniques have not 
been implemented on a large scale outside of the context of 
research programs, even though applications have strongly at­
tested to their efficacy .... Hence, although major questions 
remain within the field of behavior modification, perhaps even 
larger questions exist for society at large regarding the failure to 
act on existing advances. (p. 52) 

Some individuals have pointed to a number of 
dimensions of the impact of behaviorism, but im­
ply that these impacts have been largely negative. 
While acknowledging the merits of precise, func­
tional definitions for education, Travers (1983) has 
noted that the type of specification associated with 
the approach often led to ludicrous applications. 
Moreover, he noted that reinforcement was used in 
ways that grossly oversimplified actual situations 
(e.g., picking children up when they cry may re­
duce crying rather than increase crying, as might 
be expected from the operant paradigm). 

The superficial application of behavioral princi­
ples has also been used to illustrate the limitations 
of behavior analysis in general. For example, 
Farnham-Diggory (1981), responding to Kazdin's 
(1981a) review of the contributions of behavior 
modification to education, pointed to several per­
sonal anecdotes where misguided or incomplete 
applications were apparent. Farnham-Diggory 
(1981) argued that behavioral technology lends it­
self to serious abuse in the educational field. 

I am left with this question. then: Why are behavior modifiers 
unwilling or unable to do the rigorous homework demanded by 
their own system? What reinforcements are shaping up a prefer­
ence for easy facsimiles and for superficial analytical strat­
egies? Is it better to give the appearance of being a hard scien­
tist than to do the work of actually becoming one? Why is it 
better? Are the people who are attracted to the behavior modifi­
cation field just a little lazier, or a little less bright than the 
people attracted to hard science? Or are they mostly interested 
in management, period-in getting control over children for 
sheer power's sake? If they really want to help children learn, 
then why are they so quick to avoid the hard work of under­
standing what learning-especially their own learning-really 
involves? (p. 59-60) 

In a rejoinder, Kazdin (1981 b) raised the issue of 
whether or not certain "applications" of classroom 
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management techniques noted by Farnham-Diggo­
ry can be called behavior modification. More im­
portantly, Kazdin drew attention to the potential 
abuse that surrounds any approach used in educa­
tional settings and the criteria that might be invoked 
to evaluate interventions, behavioral or otherwise. 
The views held by Travers and Farnham-Diggory 
confuse philosophical issues, basic and applied re­
search, and applications. 

It must be remembered that positive and nega­
tive contingencies were used in education long be­
fore behavior modification emerged as a major 
movement (Kazdin, 1978, 1981a; Ulman & Klem, 
1975). In fact, one of the contributions of applied 
behavior analysts has been to refine application of 
contingencies and to evaluate systematically vari­
ous teaching techniques and procedures (Bijou, 
1985). 

Applications 

The applications of behavior modification to ed­
ucation are extensive and have been reviewed in 
detail elsewhere (e.g., Bijou & Ruiz, 1981; Catania 
& Brigham, 1978; Etzel, LeBlanc, & Baer, 1977; 
Kazdin, 1977, 1978, 1980, 1981a; Klein, 
Hapkiewicz, & Roden, 1973). (Also, the reader is 
referred to Williams, this volume, for an overview 
of current research in classroom behavior manage­
ment.) Our purpose is not to duplicate this liter­
ature, but to provide a context from which behav­
iorism has evolved. We shall limit our discussion to 
the application of single concepts and principles to 
pupil achievement and adjustment, and to the ap­
plication of multiple concepts and principles to 
whole areas of education. Finally, we present some 
examples of the application of behaviorism to edu­
cational psychology. 

Applications of Single Concepts and Prin­
ciples. Most of the attention in research and ap­
plication of behavioral principles has been devoted 
to specific aspects of pupil learning and adjust­
ment. Because a good share of the early experi­
mental work was based on operant studies of in­
frahuman organisms, research has tended to focus 
on the conditions that follow specific behaviors, 
academic and social. Among the techniques inves­
tigated were positive reinforcement (e.g., praise, 
attention, privileges, feedback, tokens), punish­
ment techniques (e.g., verbal reprimands, time­
out, response cost, positive practice); self-control 
procedures (self-monitoring, self-reinforcement), 

and group-based contingencies, peer reinforce­
ment, and schedules of reinforcement, such as dif­
ferential reinforcement of other behaviors and dif­
ferential reinforcement of low and high rates of 
responding. These procedures have been used with 
various behaviors, including classroom manage­
ment problems with normal children (Becker, 
Madsen, Arnold, & Thomas, 1967) as well as with 
a wide range of special education areas such as, 
mental retardation, emotional disturbance, learn­
ing disabilities, deaf, blind, and physically handi­
capped, autism, speech, and language problems 
(Kazdin & Craighead, 1973). 

Although the subject of contingencies of rein­
forcement has received much attention, the condi­
tions that precede academic and social behavior 
(e.g., sequencing of curriculum materials, provid­
ing instructions, and prompting correct responses) 
has been somewhat neglected. However, areas 
such as programmed instruction and teaching ma­
chines have been incorporated into a number of 
educational settings, as for example, the sequenc­
ing of elementary-level reading and arithmetic for 
exceptional children and programmed hierarchies 
for teaching mentally retarded children a variety of 
skills (e.g., self-help, language, gross and fine 
motor coordination, social behavior, preacademic 
and academic subjects, and occupational and voca­
tional skills). 

Application of Multiple Concepts and 
Principles to Areas of Education. Some edu­
cational programs have been based entirely on be­
havioral concepts and principles. These programs 
have dealt mainly with preschool education for 
handicapped children, elementary education for 
socially disadvantaged children, and teaching at 
the college level. 

Preschool Education and Parent Training 
Programs. Research on educating young handi­
capped children has consisted of intervention in the 
preschool setting (centerbased) and in the home 
environment with the mother serving as the teacher 
or therapist (homebased). 

In training children in skills and knowledge, the 
centerbased programs have emphasized the follow­
ing (Bijou, 1985): 

1. Criterion-referenced measures to determine 
entry levels for basic programs 

2. Instructional programs focusing on a wide 
range of self-help, language, cognitive, and 
social skills 

3. Behaviorally based teaching techniques 
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4. Development of measures for monitoring 
progress in instructional programs 

5. Procedures for modifying or changing in­
structional programs and teaching pro­
cedures to maximize progress 

6. Procedures for encouraging effective paren­
tal involvement 

At the preschool level research has included all 
kinds of children: normal, mentally retarded, phys­
ically handicapped, and behavior disordered. In 
assessing the success of various programs, at least 
two factors have emerged that promote positive 
educational outcomes: parent participation, and in­
dividualization of instruction. 

Research on home-based preschool education 
for handicapped children has produced parent 
training models that have been adapted widely in 
the United States and in several other countries 
including Canada, England, Peru, France, and Ja­
pan (Dangel & Polster, 1984). The Portage Project 
model developed by Shearer and Shearer (1972) is 
an example. Here, a trained teacher makes peri­
odic visits (usually once a week) to the home of a 
preschool handicapped child and instructs the 
mother or father in ways that will enhance their 
child's development. Diagnostic evaluation by a 
criterion-referenced checklist is used to establish 
the beginning points in the instructional program 
(baseline). The teacher follows a curriculum guide 
that is implemented easily in graded tasks in 
motor, self-help, social, linguistic, and cognitive 
skills. He or she determines what tasks are to be 
taught and teaches the parent techniques to be used 
in the teaching process. The mother carries out the 
assignments and keeps records of the child's re­
sponses. Progress is measured by the number of 
units the child has mastered since the beginning of 
training. On the average, handicapped children 
participating in the program have been shown to 
make the kind of gains usually associated with nor­
mal rather than handicapped children (Revill & 
Blunder, 1979; Shearer & Shearer, 1976) and the 
parents tend to express satisfaction with their in­
volvement (Reville & Blunder, 1977). 

Programs for Socially Disadvantaged C hil­
dren. In 1969, two large scale behavior modifi­
cation programs, the Direct Instruction Model and 
the Behavior Analysis Model, were carried out 
with socially disadvantaged children as part of the 
Follow Through program sponsored by the United 
States Office of Education (Abt Associates, 1976, 
1977). This project can be considered preventive 
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in that the children participating were socially dis­
advantaged and were considered to be at high risk 
for school achievement (Jason, Durlak, & Holton­
Walker, 1984). The Direct Instruction Model de­
veloped by Wesley C. Becker, Siegfried En­
gelmann, Douglas W. Carnine and others at the 
University of Oregon used a curriculum of graded 
sequences in reading, arithmetic, and language, 
that was taught under relatively standardized con­
ditions. For example, children in groups of 5 to 10 
were required to respond to questions and instruc­
tions in unison, with the teachers using prompts 
and reinforcers to help them to progress through 
the material. The curriculum, named DIST AR, in­
volved a task analysis of specific skills and the 
teaching of these skills, with the ultimate objective 
of having the children learn the basic concepts in 
the tool subjects (Becker & Englemann, 1978a). 

Although there is controversy surrounding the 
evaluation (cf. Harvard Educational Review, 
1978), an assessment of all the teaching ap­
proaches at the end of third grade revealed that the 
Direct Instruction Model resulted in the greatest 
advances in academic skills and knowledge. In ad­
dition, the children scored higher on cognitive and 
affective tests than those participating in the other 
projects. Follow-up evaluations 2 years later, 
when the children reached the fifth and sixth 
grades, indicated that they continued to make satis­
factory progress compared to the controls, but that 
their academic progress declined somewhat when 
compared to national norms (Becker & En­
gel mann , 1978). Becker and Gersten (1982) rec­
ommended that the Direct Instruction programs 
also be used with older children to facilitate aca­
demic progress. 

The Behavior Analysis Model was based in 
large part on the work of Donald Bushell of the 
University of Kansas. Unlike the made-to-order 
Direct Instruction materials, the curriculum for the 
Behavior Analysis Model was pieced together 
from commercially prepared materials. This ap­
proach emphasized the role of contingencies of re­
inforcement in the teaching of basic academic 
skills. As an example, tokens earned were paired 
with praise, and could be exchanged for games, art 
projects, stories, playground activities, singing, 
and other academic activities (Bushell, 1978). 
Children were taught in small groups and academic 
progress was monitored through token earnings. 
Parents were encouraged to participate in the pro­
gram by serving as teacher aides and were taught 
how to monitor child behavior and manage con-
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tingencies of reinforcement. An evaluation of the 
Behavior Analysis Model (see Bushell, 1978; Stal­
lings, 1975) indicated that the children in the pro­
gram were achieving at a much higher level than 
children in the regular school programs. Academic 
gains made by the children were still apparent 2 
years after the program had ended, as they were in 
the Direct Instruction Model. 

Since the termination, psychologists and edu­
cators at the University of Oregon have developed 
new instructional materials and have refined the 
instructional procedures used in the Direct Instruc­
tion Model (Carnine & Silbert, 1979; Engelmann 
& Carnine, 1982; Silbert, Carnine, & Stein, 1981) 
and the Model is now being used in a variety of 
educational settings throughout the country. In 
1974 the Oregon group established the Association 
for Direct Instruction, which publishes the AD! 
News. 

Programs for Delinquent and Predelin­
quent Adolescents. Some large scale programs 
have focused on development of social and aca­
demic skills in delinquent and predelinquent ado­
lescents. One such program called Achievement 
Place, was developed by Montrose M. Wolf and 
his associates (e. g., Fixsen, Phillips, & Wolf, 
1972, 1973; Phillips, Fixen, & Wolf, 1972). The 
Achievement Place model is based on a program in 
which a small number of youths live in a home that 
is managed by "teaching parents". While a major 
focus of the program has been on the development 
of prosocial behavior, a substantial component re­
lates to school attendance, homework grades, and 
related academic performance. Some studies have 
documented the effectiveness of the program on 
specific social and academic skills (e.g., Fixsen et 
aI., 1972, 1973; Kifer, Lewis, Green & Phillips, 
1974; Minken et ai., 1976; Phillips et ai., 1971). 

The program is based on a rather elaborate 
token/point program with a monitoring compo­
nent. Each youth receives a card that includes a 
written specification of target behaviors, perfor­
mance criteria, and exchange rate. Points are ex­
changed for various back up reinforcers and 
eventually are faded out. 

College Teaching. Many of the applications 
of behavior modification to education have cen­
tered on children. Yet at least one rather unique 
application, termed the Personalized System of In­
struction (PSI), focuses on college teaching. While 
at Columbia University, Fred S. Keller (1968) col­
laborated with J. Gilmour Sherman in the United 
States, and with Rodolfo Azzi and Carolina M. 

Bori of Brazil, on research in college instruction at 
the University of Brasilia to develop the PSI 
approach. 

PSI emphasizes teaching for mastery of subject 
matter rather than passing conventional essay or 
objective-type examinations. It is typical of tradi­
tional instruction in large college and university 
classes for students to listen to lectures and take 
examinations that are graded on the so-called 
curve. In contrast, the PSI presents carefully pre­
pared assignments from standard textbooks or ac­
companying materials together with prepared sup­
plements, study questions, instructions, and self­
quizzes that the student completes at his or her own 
pace. When a student believes that he or she has 
mastered a unit of material he or she takes an ex­
amination, which is on a one-to-one basis and 
evaluated by a trained monitor. Each student pro­
gresses through the units of the course until the 
final objectives are mastered. 

There are both small (Lloyd, 1978) and large 
scale applications of PSI (e.g., Elkins, 1975; Mal­
lott, Hartlep, Keenan, & Michael, 1972; Pen­
nypacker, Heckler, & Pennypacker, 1978). Stu­
dents taking courses under the PSI system 
generally do well and often express a preference 
for it over traditional courses (e.g., Lloyd, 1978). 
Unfortunately, like some of the other methods and 
procedures discussed in this chapter, the PSI has 
not been adopted widely even though data strongly 
support its beneficial effects on learning (Sherman, 
1981). 

Example Applications to Educational Psy­
chology. Several specific applications of behav­
iorism to educational psychology can be noted. To 
begin with, most master's and doctoral-level train­
ing programs include at least one course devoted to 
behavioral theory or application. In the latter case 
students often enroll in courses in which they re­
ceive training in behavior modification procedures 
for classroom management. In the former case stu­
dents routinely take courses in learning theory. 
Both intermediate and advanced courses include 
sections devoted to behaviorism. Most introducto­
ry educational psychology texts include content 
that reviews theory and application of behavior 
analysis and at least one introductory text has been 
based in part on a behavioral approach (e.g., 
Lahey & Johnson, 1978). 

A second, and related, example application of 
behaviorism to educational psychology occurs in 
courses offered to undergraduate students receiv­
ing their psychology training within educational 
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psychology departments. Ash and Love-Clark 
(1985) conducted an historical analysis of the con­
tent of educational psychology textbooks from 
1954-1983. Topics related to pragmatic concerns 
of teachers increased. For example, the topic 
"Classroom Management and Interaction" in­
creased 75% from 1954-1964 and 1965-1975 and 
100% from 1965-1975 to 1976-1983. Clearly, 
classroom management techniques and procedures 
extend beyond behavior modification; however, a 
major component of classroom management tech­
niques involve or have evolved from applied be­
havior analysis. Recognition of the advances for 
practitioners that have occurred with behaviorism 
were noted by the ad hoc committee on the "Cur­
rent Status and Future Directions of Educational 
Psychology as a Discipline" (Scandura et al .. 
1978), and especially the principles of reinforce­
ment. 

Whereas considerable integration of behav­
iorism into preservice education has occurred with­
in university and college environments, there has 
also been a clear development of behavioral tech­
niques for school professionals. In fact, a rather 
large and growing research literature reveals that 
teachers have been trained successfully in a wide 
variety of behavior management skills as well as in 
the principles of behavior on which those tech­
niques have been based (Allen & Forman, 1984; 
Anderson & Kratochwill, in press). Behavioral 
principles have been integrated into training pack­
ages used in these research studies. 

Another major contribution of behaviorism to 
educational psychology and in particular, its close­
ly affiliated disciplines of school psychology and 
special education, relates to advances in assess­
ment of student behavior. Many traditional assess­
ment practices involve a norm-referenced models 
in which individual student performance is com­
pared to relative student performance in the norm 
group. In contrast, behavioral assessment involves 
a paradigm in which student performance is mea­
sured in absolute rather than relative terms and 
measurement occurs continuously throughout the 
assessment process (Cancelli & Kratochwill, 
1981). The contributors of the behavioral assess­
ment paradigm can be observed in numerous areas 
of special education, such as in work with learning 
disabled students (Y sseldyke & Thorlow, 1984) 
and severely handicapped learners (Strain, Sainto, 
& Maheady, 1984). Behavioral assessment also 
appears to be making a major impact on school 
psychology practice with the National Association 
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of School Psychologists sponsoring a professional 
development publication devoted to behavioral as­
sessment (Alessi & Kaye, 1983). 

Another area of the impact of behaviorism on 
educational psychology is in the area of research 
methodology. As noted earlier in the chapter, a 
basic but not exclusive methodology of behav­
iorism involves single-case applied behavior anal­
ysis research design. Most introductory educa­
tional research textbooks now include a section 
devoted to single-case research designs. Perhaps 
the most significant contribution of this aspect of 
behavior analysis research methodology is the em­
phasis placed on replication during the research 
process (Shaver, 1979). 

Summary 

Behaviorism is a philosophy of science that 
holds that psychology is the study of individual 
behavior in interaction with the environment. Be­
havior analysis is linked to a philosophy that postu­
lates that the subject matter of psychology is the 
continuous interaction between a behaving orga­
nism and physial and social observable objects and 
events. It is also a general theory that contains 
functionally defined laws. Its characteristic re­
search methodology is a single-case research de­
sign. Finally, it has an explicit procedure for relat­
ing basic and applied research. 

In the chapter we provided an overview of the 
philosophical, biological, and psysiological ori­
gins of behaviorism. Specifically, we reviewed the 
empiricist roots of behaviorism, the associationist 
school, conditioning research in Russia, learning 
research in the United States, and the neo­
behaviorists. We also traced the development of 
operant conditioning and research in the experi­
mental analysis of behavior with a special empha­
sis on the contributions of B. F. Skinner. The char­
acteristics of the experimental analysis of behavior 
and operant conditioning were described and we 
traced the development of applied behavior analy­
sis. Within the professional arena, we also traced 
the developments in basic and applied research and 
documented the spread of behavior modification 
organizations. 

In the final section of the chapter we presented 
our perspectives on the impact of behaviorism on 
educational psychology and reviewed some exam­
ples of applied applications of behavioral pro­
grams. 
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CHAPTER 9 

Humanistic Psychology 

THEORY, POSTULATES, AND IMPLICATIONS FOR 
EDUCA TIONAL PROCESSES 

Don E. Hamachek 

Prologue 

The two primary objectives of this chapter are to 
examine the theoretical framework and basic pos­
tulates of humanistic psychology, and to discuss 
ways in which humanistic principles may contrib­
ute positively to approaches for enhancing teach­
ing processes and learning outcomes. En route, we 
will survey the philosophical roots that have nour­
ished humanistic psychology's embryonic begin­
nings and early development. In addition, we will 
sample the views of some of the primary contrib­
utors associated with this stance in order to better 
understand the theoretical-philosophical blueprint 
that has guided the evolvement of humanistic ap­
proaches within the larger arena of educational 
psychology. 

It may be important to point out that, although I 
feel comfortable and at ease with humanistic ap­
proaches and emphases, whether in educational or 
counseling settings, I do not see myself as being 
rigidly humanistic. For example, I frequently find 
myself deliberately reinforcing positively certain 

Don E. Hamachek • Department of Counseling, Educa­
tional Psychology, and Special Education, College of Educa· 
tion, Michigan State University, East Lansing, MI 48824·1034. 

responses I would like to see more of in my stu­
dents, as do my behavioristically inclined col­
leagues, or searching for possible unconscious mo­
tivations behind certain behaviors as do my 
psychoanalytical friends, or exploring ways to 
modify a person's thinking about certain issues in 
order to change his or her feelings abollt those 
issues, as do my more cognitively slanted 
associates. 

Humanistic psychology, with its focused atten­
tion on the purely human dimensions involved in 
teaching and learning, can be and has been of enor­
mous value in helping to understand complex 
classroom dynamics in terms of subjective feel­
ings, individual perceptions, and self-concept vari­
ables. During the past 30 years or so, it has grown 
from being just another point of view to a sanc­
tioned and respected discipline within psychologi­
cal and educational circles. For whatever else con­
temporary humanistic psychology may be, it is 
more than a dressed-up version of the phe­
nomenological-existential movement that has had 
a long history in Europe and in Western thought. 
In relation to schooling, it means more than saying 
to students, "Be free, grow, expand, follow your 
feelings, do what you want, be yourself." And it is 
more than a poetic accounting and description of a 
person's dreams, feelings, and experiences. 
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Which, for openers, leads us to ask an important 
question. 

What Is Humanistic Psychology? 

We need first of all to acknowledge the fact that 
there is no single position that is identifiable as the 
humanistic psychology approach. Unlike other 
areas of psychology-for example, personality, 
physiological, experimental, or abnormal psychol­
ogy, humanistic psychology is not so much a spe­
cific content area as it is an attitude or outlook 
about how to think about psychology, how to use 
it, and how to apply our knowledge about it to 
solving human problems and enhancing human ex­
istence on a day-to-day basis. Charlotte Buhler 
(1971), one of the pioneers of the humanistic 
movement, has observed that one of the most gen­
erally agreed on aspects of humanistic psychology 
is that it strives to "find access to the study and 
understanding of the person as a whole" (p. 378). 
The emphasis on perceiving each individual as an 
integrated whole, rather than fragmented into dif­
ferent "selves" unrelated to each other, is a cen­
tral, key feature of this position. It is a point of 
view that looks at behavior not as isolated, unrelat­
ed happenings, but as connected outer reflections 
of people's deeper feelings and images of 
themselves. 

In an effort to understand self-image dynamics 
more fully, humanistic psychology has also en­
deavored to develop a body of scientific knowl­
edge about human behavior that is guided pri­
marily by a conception of how a person views him 
or herself rather than through the study of lower 
animal forms. The idea of deriving principles of 
human behavior and learning through the study of 
rats, monkeys, pigeons, and other animals is un­
congenial to growing numbers of psychologists 
who feel that the way to understand human behav­
ior is to study, of all things, human behavior. In 
the broadest sense of the word, this is what human­
istic psychology is all about. It enables us to con­
centrate on the study of human meanings, human 
understandings, and human experiences involved 
in growth, teaching, and learning. 

A humanistic psychology, then, is one that 
makes humans and the human condition the center 
of attention. It is a psychological framework that 
focuses on how persons, in a social context, are 
influenced by their self-perceptions and guided by 

the personal meanings they attach to their experi­
ences. It is a point of view that centers not so much 
on persons' instinctual drives, but on their con­
scious choices; not so much on their responses to 
external stimuli, but on their replies to internal 
needs; not so much on their past experiences, but 
on their current circumstances; not so much on 
"life conditions" per se, but on their perceptions 
of those conditions. Hence, the emphasis is on the 
subjective qualities of human experience, the per­
sonal meaning of an experience to persons, rather 
than on their objective, observable responses. 

A brief overview of part of the "Articles of 
Association" (Shaffer, 1978) formulated by the 
American Association of Humanistic Psychology 
gives us a good idea of the range of research and 
theoretical interests embraced by this frame of 
reference: 

Humanistic psychology ... stands for the respect for the 
worth of persons, respect for differences of approach, open­
mindedness as to acceptable methods, and interest in explora­
tion of new aspects of behavior. ... it is concerned with topics 
having little place in existing theories or systems: e.g., love, 
creativity, self, ... self-actualization, higher values, being, 
becoming ... meaning, fair play, transcendental experience, 
peak experience, courage, and related concepts. (p. 2) 

All in all, humanistic psychology is a point of 
view that looks at human behavior not only 
through the eyes of an outsider, but through the 
eyes of the person doing the behaving. It is a psy­
chology searching to understand what goes on in­
side us-our needs, wants, desires, feelings, val­
ues, and unique ways of perceiving and 
understanding that cause us to behave the way we 
do. In an everyday sense, it is the psychology con­
cerned friends use as they wonder why we may 
seem "so troubled"; in a clinical sense, it is what 
therapists use as they probe for the deeper mean­
ings behind what subjective experiences mean to 
the client; in an educational way, it is what teach­
ers practice as they help students to see the person­
al relevancy in what they are learning. 

Early Humanism: Parent of the 
Humanistic Spirit 

The tap root of humanistic psychology extends 
into the distant past, back as far as to the Middle 
Ages, when a philosophy known as humanism was 
born, and to the Renaissance, a time when human­
ism grew in scope and stature. Beginning as a so-
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cial attitude and growing into a philosophical posi­
tion, humanism began in 15th century western Eu­
rope as a reaction against, and protest to, a firmly 
entrenched ecclesiastic and scholastic authority 
(Richardson, 1971). Early humanists differed on 
many issues from scholastic philosophers of the 
church, the most important, no doubt, being the 
humanists' emphasis on the freedom of individuals 
to arrive at their own opinions through independent 
critical thinking and an emphasis on the natural 
world rather than the spiritual world. In Barron's 
(1979) view, humanism 

sought to express in common language and everyday real im­
ages the feelings of the ordinary person. It did not scorn learn­
ing or art, but it did reject the abstract, the pedantic, the 
rigid .... It embraced reason [and an] ... enlightened ra­
tionalism [that] distinguished it from superstition and anarchy 
alike. (pp. 5-6) 

It is no surprise to note that the basic idea under­
girding the philosophy of humanism is one that 
asserts the dignity and worth of each individual 
and the right of each person to arrive at some level 
of self-realization through reason and rational 
thought. The Renaissance, the Reformation, sci­
ence, and democratic government, along with an 
emphasis on the free pursuit of knowledge, the 
development of the intellect, and opposition to 
dogmatic authority are all outgrowths and ex­
pressions of early humanism. 

Humanistic Psychology is a natural outgrowth 
of the repudiative, questioning spirit that has been 
so characteristic of humanism over the centuries. 
Just as early humanism developed as a protest 
against the narrow, thought-restricting, authority­
oriented religious dogma of its time-the dogma, 
for example, behind the inquisition and eventual 
exile and imprisonment of Galileo, who dared sug­
gest that the earth was not the center of the uni­
verse-so, too, has contemporary humanistic psy­
chology evolved as a protest against certain 
psychological dogmas of its time. 

Emergence of the Humanistic 
Orientation as Psychology's "Third 

Force" 

For the first 50 years or so of the 20th century, 
psychological thinking, practice, and research was 
largely dominated by two major forces-behav­
iorism and psychoanalysis. Both ofthese giants-to-
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be emerged at about the same time early in the 
century, and for essentially the same reasons, 
namely, in reaction to what was seen as psychol­
ogy's excessive preoccupation with consciousness 
and introspection (Matson, 1971). 

Stressing the importance of environmental de­
terminants, behavioristic psychology focused its 
attention on outer experience, overt behavior, ac­
tion and reaction, and offered the point of view, 
supported by its theory and findings from research 
with animals, that people are conditioned, by vir­
tue of the rewards and punishments to which they 
are exposed, to turn out (behave, respond, grow, 
act) in certain ways (Lundin, 1983; Skinner, 
1968). No statement reflects more powerfully the 
essence of this point of view than the words of one 
of behaviorism's early leaders, John B. Watson 
(1926), who said, 

Give me the child and my world to bring it up in and I'll make it 
crawl or walk; I'll make it climb and use its hands in construct­
ing buildings of stone or wood; I'll make it a thief, a gunman, 
or a dope fiend. The possibility of shaping in any direction is 
almost endless. (p. 35) 

Although not all modern-day behaviorists would 
agree that Watson could do all he promised to do, 
there would nonetheless be substantial agreement 
that behavior can be dramatically altered, shaped, 
controlled, and manipulated through the use of ap­
propriate reinforcements. Behaviorism's contem­
porary leader, B. F. Skinner (1971), has under­
scored this point of view with his idea that human 
freedom and dignity is really a myth, a misconcep­
tion we nourish by failing to see that all behavior is 
subject to the controlling influences of environ­
ment. Indeed, Skinner's (1948) novel, Walden 
Two, is a fictional accounting of how an ideal soci­
ety, filled with happy and contributory people, can 
be created by correctly manipulating external re­
wards and punishments. 

Psychoanalysis, the second major force of the 
20th century, was less interested in the external 
stimuli that produced the responses, and more in­
terested in the unconscious motivations and inter­
nal instincts that propelled the behavior (Giovac­
chini, 1983; Hall, 1954). This view of behavior, 
particularly as it was articulated by Freud 
(193711964) promoted the idea that people were 
very much creatures of instincts classified under 
two general headings: life instincts and death in­
stincts. Life instincts are those concerned primarily 
with individual survival and racial propagation. 
Basic drives, energized by the ubiquitous Freudian 
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libido, such as hunger, thirst, or sex would fall in 
this category. The concept of death instincts, or, as 
Freud sometimes called them, the destructive in­
stincts, were deep reflections of the basic pessi­
mism built into psychoanalytic thinking about the 
human condition. For example, Freud (19301 
1961) himself expressed the idea that 

men are not gentle, friendly creatures wishing for love, who 
simply defend themselves if they are attacked, but ... a 
powerful measure of desire for aggressiveness has to be reck­
oned as part of their genetic endowment. The result is that their 
neighbor is to them not only a possible helper or sexual object. 
but also a temptation to gratify their aggressiveness . . . to 
seize his possessions, to humiliate him, to cause him pain. (pp. 
85-86) 

Add to this Freud's (193711964) idea that "even 
before the ego exists, its subsequent lines of devel­
opment, tendencies and reactions are already de­
termined" (pp. 343-344), and you have a brief 
overview of the core ingredients of psycho­
analysis: psychogenetically determined instincts, 
an emphasis on unconscious motivation, and a ba­
sically gloomy view of humankind. 

Between the environmental determinism of be­
haviorism and the biological determinism of psy­
choanalysis, any sort of view of the person as a 
whole, complete, intraconnected individual was all 
but squeezed out of psychology by the 1950s. Both 
of these major forces made significant and power­
ful contributions to our understanding of human­
kind. However, as reported by Berelson and 
Steiner (1964) in their massive review of 1,045 
scientific findings, our understanding of human 
behavior that emerged to that point in time was 
"incomplete." In their words: 

Indeed, as one reviews this set of findings, he may well be 
impressed by another omission more striking still. As one lives 
life or observes it around him (or within himself) . . . he sees a 
richness that somehow has fallen through the present screen of 
the behavioral sciences. This book. for example. has rather 
little to say about the central human concerns: nobility. moral 
courage, ethical torments, the delicate relation of father and son 
or of the marriage state. life's way of corrupting innocence, the 
rightness or wrongness of acts, evil, happiness. love and hate, 
death, even sex. (p. 666) 

Humanistic psychology is a reaction against this 
state of affairs. It is a countermovement against the 
sort of reductionistic thinking in psychology that 
compartmentalized human behavior into responses 
and instincts, and in the process largely overlooked 
what it was that made a human being "human" in 
the first place. Thus, humanistic psychology 

emerged as a "third force" alongside behaviorism 
and psychoanalysis not so much as a new psychol­
ogy, but as a new orientation to psychology. It 
was, as described by Abraham Maslow (1969), 
father of the humanistic movement, "a larger su­
perordinate structure" (p. 724) that could accomo­
date behaviorism, psychoanalysis, and other posi­
tions in psychology. When we consider that a 
significant aspect of humanistic psychology grows 
directly out of the holistic theories of Kurt Gold­
stein (1939) and Fritz Perls (1969), who both 
stressed the idea that humans function as organized 
wholes and are best understood within the interac­
tive context of the person and the environment, 
rather than just one or the other, it is not difficult to 
see why the humanistic position easily encom­
passes other points of view. 

Actually, the emergence of humanistic psychol­
ogy was a slow and gradual process, one that start­
ed in about the middle 1950s and has been growing 
ever since. In a sense, humanistic psychology 
started out as modem humanism addressed to the 
construction and defense of a concept of human­
kind comprised of people as creative beings, capa­
ble of self-determination, purpose, and intention, 
who are controlled not by outside or unconscious 
forces, but by their own values and choices. 

Specific Milestones in the Evolution of 
Contemporary Humanistic Psychology 

Given the rapid acceleration of the humanistic 
movement since the mid 1950s, may find it helpful 
to see a somewhat consolidated overview of those 
events and happenings that reflect its modem 
development. 

1. Highly significant publications, each in its 
own way promoting and espousing a humanistic 
orientation, began to appear, including Abraham 
Maslow's Motivation and Personality (1954), 
Gordon Allport's Becoming (1955), Clark 
Moustakas' The Self (1956), and Gardner Mur­
phy's Human Potentialities (1958). 

2. Reflecting the international scope of the 
movement, an English psychologist, John Cohen, 
published his book, Humanistic Psychology in 
1958. 

3. The Journal of Humanistic Psychology was 
founded in 1961, edited by A. J. Sutich. 

4. In 1962, the American Association for Hu­
manistic Psychology was organized and formed. 

5. Also in 1962, the Esalen Institute was orga­
nized in Big Sur, California by Michael Murphy 



CHAPTER 9 • HUMANISTIC PSYCHOLOGY 

and Richard Price, who founded it for the purpose 
of investigating the full range of human potential 
within what they hoped to be an open, non­
doctrinaire, "humanistic" atmosphere of free 
exploration. 

6. James F. T. Bugental (1963) presented what 
amounted to the first official "position paper" on 
humanistic psychology in the United States, in 
which he asserted (referring to humanistic psychol­
ogy): "We are returning to what psychology still 
seems to mean to the average, intelligent layman, 
that is, the functioning and experience of the whole 
human being" (p. 566). 

7. The first graduate program in humanistic psy­
chology was started at Sonoma State College (Cal­
ifornia) in 1963. 

8. Books with specific humanistic themes and 
emphases began to appear in the mid 1960s. Prom­
inent examples include: Humanistic Viewpoints in 
Psychology, edited by Frank T. Severin (1965) and 
Challenges in Humanistic Psychology, edited by 
James F. T. Bugental (1967). In addition to these 
professionally targeted volumes, books aimed at 
the public at large began to appear that focused on 
affective states, intrapersonal feelings, and ways to 
improve interpersonal modes of expression. Prom­
inent examples include, Please Touch by Jane 
Howard (1970), Turning On by Rasa Gustaitis 
(1969), and Joy: Expanding Human Awareness by 
William Schutz (1967). 

9. In 1970, a new subdivision called the Divi­
sion of Humanistic Psychology (Division 32) was 
created within the American Psychological Asso­
ciation. In addition, the American Association for 
Humanistic Psychology expanded into an interna­
tional organization, the Association for Human­
istic Psychology, which held its first international 
conference in Holland in 1970. 

10. From the early 1960s through the 1970s, the 
highly publicized, so-called human potential 
movement grew and blossomed. Stressing, as it 
did, intra- and interpersonal outcomes, such as 
knowing oneself, knowing others, self-disclosure, 
authenticity, and discovering one's "true poten­
tial," this movement was a natural outgrowth of 
humanistic ideals related to personal development. 
An earmark of the human potential movement was 
what Carl Rogers (1970) referred to as the encoun­
ter group, which he felt served as a powerful medi­
um in which people could have meaningful and 
important opportunities for self-other exploration. 
Tomkins (1976) has provided a simple and direct 
definition of what an encounter group is all about: 
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"A way of achieving personal growth through the 
exploration of feelings among people gathered to­
gether for that purpose" (p. 30). Although differ­
ent kinds of group encounter techniques, methods, 
and emphases grew out of the human potential 
movement (see, for example, Back, 1972; Bebout, 
1973; Bindrum, 1968; Bugental, 1965; Burton, 
1969; Egan, 1970; Jourard, 1971; McGrath, 1984: 
Peris, 1969; Schutz, 1967), the intent was essen­
tially the same: a focus on subjective feelings, in­
ner awareness, and personal learning, outcomes 
that have implications for educational methods de­
signed to blend cognitive gains and affective in­
volvement. Publications such as Learning To­
gether and Alone: Cooperation, Competition, and 
Individualization (Johnson & Johnson, 1975), A 
Humanistic Psychology of Education and Group 
Processes in the Classroom (Schmuck & 
Schmuck, 1974, 1983) are excellent examples of 
contemporary efforts to extend humanistically ori­
ented group approaches to classroom settings. As a 
movement, the human potential idea is alive and 
well in our contemporary mode of psychology and 
education, but in a quieter, less flamboyant, and 
more mature way. In today's world, journalists are 
doing less to sensationalize its methods, which 
have become less extreme and more moderate, and 
educational psychologists and social psychologists 
are doing more to study its outcomes. 

The human potential movement as an outgrowth 
of humanistic thinking is not all that surprising, 
particularly when considered in light of the deeper 
influences of phenomenology and existentialism, 
an idea we tum to next. 

Contributions of Existential Psychology 
and Phenomenology 

Because humanistic psychology, phenomen­
ology, and existential psychology are frequently 
used in the same breath by persons discussing hu­
manistic viewpoints, it may help us to be clearer 
about the theoretical structure and philosophical 
roots of humanistic psychology by briefly examin­
ing how existentialism and phenomenology are 
historically connected to the emergence of human­
istic views in psychology. 

Let's begin with existentialism. This is basically 
a 20th-century philosophy that stresses each per­
son's responsibility for determining his or her own 
fate. It is an introspective philosophy that focuses 
on intrapersonal conditions such as awareness, 
personal contingency, and freedom to choose from 



164 PART II • THE DEVELOPMENT OF EDUCATIONAL PSYCHOLOGY 

among alternatives for behaving. Indeed, the exis­
tential outlook maintains that a person's essence 
(being, behavior, personality, "self") is created 
by his or her choices. As existentialist lean-Paul 
Sartre once put it: "I am my choices." Within this 
framework, each individual is seen as having abso­
lute freedom. In fact, even refusing to choose rep­
resents a personal choice. Thus, the criteria for 
behavior are within the individual, which, in ef­
fect, makes each person the architect of his or her 
fate. The pillars of the existential position have 
been stated in the form of three propositions (Mor­
ris, 1966): 

I. I am a choosing agent, unable to avoid choosing my way 
through life. 

2. I am afree agent, absolutely free to set my goals for life. 
3. I am a responsible agent, personally accountable for my 

free choices as they are revealed in how I live my life. 

A central tenet of existentialism is the idea that 
humans struggle to transcend themselves-to 
reach beyond themselves-always oriented to 
their possibilities. Further, there is the idea in exis­
tential thought that humans are capable of what 
Morris (1954) has called "dynamic self-con­
sciousness." That is, not only can people think but 
they can also think about (criticize and correct) 
their thinking, not only can people feel, but they 
can have feelings about their feelings. We are not 
only conscious, we are self-conscious. 

Phenomenology is a related philosophical posi­
tion within the humanistic framework and repre­
sents a view that asserts that reality lies not in the 
event, but in the phenomenon, which is to say, an 
individual's perception of the event. Because, by 
definition, a phenomenon is "that which is known 
through the senses and immediate experience," 
you can see why perceptions play such a key role 
in determining what is and what is not real (true, 
valid, authentic) for a given individual. 

Snygg and Combs (1949) took this basic phe­
nomenological idea and creatively developed a 
new frame of reference for studying and under­
standing behavior, which has been variously called 
phenomenological or perceptual psychology. From 
this point of view, they suggested that the proper 
subject matter for psychological study was the in­
dividual's phenomenal field, that is, "the universe 
of naive experience in which each individual lives, 
the everyday situation of self and surroundings, 
which each person takes to be reality" (p. 15). In 
describing this phenomenological position, Combs 
and Snygg (1959) have written that 

this approach seeks to understand the behavior of the individual 
from his point of view. It attempts to observe people, not as 
they seem to outsiders, but as they seem to themselves. People 
do not behave solely because of external forces to which they 
are exposed. People behave as they do in consequence to how 
things seem to them. (p. II) 

From a phenomenological point of view the idea 
is that each person behaves in a manner consistent 
with his or her perceptual field, which is a more or 
less fluid organization of personal meanings exist­
ing for each individual at any given instant in time. 
The concept of perceptual field has been variously 
called one's private or personal world, one's psy­
chological field or life space, or one's phenomenal 
field. Rogers (1951) has observed that a person 
responds to his or her field "as it is experienced or 
perceived. This perceptual field is, for the indi­
vidual, reality" (p. 483). In other words, people 
respond not to an "objective" environment, but to 
the environment as they perceive and understand 
it. For each person, it is reality no matter how 
much he or she may distort and personalize it. If, 
for instance, a person walking across the front of a 
room filled with people suddenly heard giggles and 
laughter, he might very well feel self-conscious, 
awkward, and even embarrassed. From an objec­
tive point of view, they may have been laughing at 
a funny story someone had just told. However, this 
is really immaterial to our embarrassed friend, so 
far as his reaction is concerned. His awkward feel­
ings can only be understood by recognizing that 
the stimulus to which he was responding was his 
own subjective perception that they were laughing 
at him. From the point of view of phe­
nomenological or perceptual psychology, we are 
best able to understand human behavior by taking 
into account the individual's subjective interpreta­
tion of stimuli. Seymour Epstein (1980) has taken 
this idea even further by postulating that people's 
subjective perceptions are the basis for the devel­
opment of an implicit theory of reality, which then 
serves as an emotional lens through which the 
world is perceived and interpreted. (More will be 
said about this idea later.) 

Phenomenology is difficult to define with preci­
sion. It is an old term, now stewing in its own 
metaphysical juices, that allows for so much indi­
viduality that there could be almost as many phe­
nomenologies as there are phenomenologists. The 
reason for this is probably because the essential 
concern is with meaning, and meanings can vary 
extensively. 
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To summarize, we could say that the emphasis 
of existential psychology is on personal choice, 
freedom, and responsibility, whereas with phe­
nomenological psychology the emphasis is on our 
perceptions, personal meanings, and subjective ex­
periences. Inasmuch as humanistic psychology is 
an orientation that focuses on human interests and 
values, a person's capacity to make conscious 
choices, and one's self-perceptions, you can see 
that the incorporation of existential and phe­
nomenological ideas into this system is a natural 
blending and synthesis of overlapping concerns 
and views regarding human behavior. 

As humanistic psychology has grown and ma­
tured, it has developed its own basic postulates 
about the nature of human behavior, something to 
which we now turn our attention. 

Basic Humanistic Views about 
Human Behavior 

When the American Association for Humanistic 
Psychology was first formed in 1962, one of its 
primary goals, as described by its first president, 
James T. Bugental (1967), was "The preparation 
of a complete description of what it means to be 
alive as a human being" (p. 7). In another source, 
Bugental (1965 pp. 11-12) offered five basic pos­
tulates of human behavior from a humanistic per­
spective, which help to give additional meaning to 
this point of view. 

1. Man, as man, supercedes the sum of his 
parts. This is very much a reflection of humanistic 
psychology's "holistic" emphasis. Humans are no 
more viewed as a collection of unconscious moti­
vations or responses to stimuli than Rachmani­
nov's Second Piano Concerto is viewed simply as 
the summation of musical notes that went into its 
composition. 

2. Man has his being in a human context. The 
unique nature of the human condition is expressed 
in relationships with other people, and in this sense 
humanistic psychology is concerned with each per­
son's potential in an interpersonal context; hence, 
the popUlarity of the human potential movement 
with its emphasis on encounter group activities. 

3. Man is aware. This suggests that, whatever 
the degree of consciousness, people are aware of 
themselves and their existence. That is, how per­
sons behave in the present is related to what hap-
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pened in their past, and this is connected to their 
hopes for the future. 

4. Man has choice. We see here both the influ­
ence of existential thought and the early humanist 
emphasis on the freedom of individuals to make 
their own decisions. This concept underscores the 
idea of personal awareness, a mental state that 
leads to choice, a process that enables people to 
become active participants, rather than passive by­
standers, in their own lives. 

5. Man is intentional. A person's intent is re­
flected in his or her choices. That is, people intend 
through having purpose, through valuing, and 
through seeking meaning in their lives. It is 
through this "conscious deliberateness," as it 
might be called, that each individual structures a 
personal identity that distinguishes him or her from 
all others. 

A common thread that weaves its way through 
these five basic humanistic concepts is what we 
might call an emphasis on holistic self-develop­
ment consciously determined. What one becomes 
is what one chooses to become, which is a far cry 
from being the product of instinctual drives or the 
outcome of conditioned responses. Three key 
terms commonly associated with humanistic posi­
tions are "self-actualization," "self-fulfillment," 
and "self-realization." There are different points 
of view-not necessarily exclusive of each 
other-within the humanistic movement about 
how to achieve these states: for Erikson (1980) it is 
via the route of positive resolution of conflicts as­
sociated with different psychosocial stages; for 
Jourard (1971) it is through disclosing oneself to 
others; for Rogers (1961) it is through learning to 
trust one's own judgments and inner feelings; for 
Maslow (1954) it is by satisfying lower needs so 
one is freer to reach for the higher ones; for White 
(1959) it would be the development of competen­
cy. Although there are these different emphases 
within the humanistic movement, the common fea­
ture that connects them is the idea, as expressed by 
Buhler (1971), that "humanistic psychologists see 
the goal of life as using your life to accomplish 
something you believe in, be it self-development 
or other values. From this they expect a fulfillment 
towards which people determine themselves" (p. 
381). Thus, the emphasis on self-understanding in 
order to make better choices about how to go about 
the business of living a creative and fulfilling life is 
a dominant conceptual theme in humanistic psy­
chology. Indeed, the whole concept of the self is 
an important one, an idea we tum to next. 
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Role of the Self in Humanistic 
Thinking 

With so much emphasis on how people perceive 
themselves, on personal meanings, values, 
choices, subjective experiences, and perceptions, it 
seems only natural that the idea of self, or self­
concept, should end up being a focal point for 
studying and understanding behavior in a human­
istic framework. Although the idea of the self was 
first introduced in the late 19th century by William 
James (1890) in his brilliant chapter, "The Con­
sciousness of Self," the self as a theoretical con­
struct of any stature, and its use in psychological 
thought, all but disappeared as the tides of behav­
iorism and psychoanalysis swept the shores of psy­
chological thinking during the first 40 years of the 
century. Behaviorists viewed the self as being too 
"internal" and hence too unobservable to be of 
much value, and psychoanalytic thinkers consid­
ered it to be too conscious and hence too subject to 
distortion to be believed. 

Since the 1950s, however, the idea of the self as 
the central core of the person has emerged as a 
kind of unifying principle of personality for psy­
chologists and educators (Hamachek, 1987). As 
Combs (1981) has described it: 

Perhaps the most important single contribution of humanistic 
psychology over the past 30 years has been the recognition of 
the crucial importance of the self-concept to every aspect of 
human growth and behavior. A person's image or beliefs of self 
are a vital part of his or her every activity. People behave in 
terms of what they believe to be true about themselves. People 
who believe they can. do; people who believe they cannot. 
avoid confrontation .... Student self-concepts control what 
students learn. (p. 447) 

The self occupies a central seat of importance in 
humanistic psychology because it underscores the 
phenomenological idea that it is how people per­
ceive themselves and the world in which they live 
that determines their intrapsychic feelings and in­
terpersonal behaviors. A self-concept point of 
view allows for the opportunity to consider self­
perception as the intervening variable between the 
stimulus and the response. Rather than it being a 
S-R world, one that some feel negates the person, 
it becomes an S-P-R (Stimulus -Person - Re­
sponse) world, one that others feel elevates the 
person, whereas at the same time establishing a 
frame of reference for explaining why responses 
may vary from one individual to another even 
though stimulus conditions are the same. 

Humanistic psychology's emphasis on the self 
as the mantlepiece of its theoretical framework is a 
natural outgrowth of the importance given to an 
individual's conscious, subjective experiences, 
which then serve as major routes to understanding 
the meaning of life, living, and learning from that 
person's point of view. The self as it is referred to 
here is internal; it is that part of each person of 
which he or she is conscious, an idea I think Jersild 
(1952) has described as well as anyone: 

The self is a person's total subjective environment. It is a dis­
tinctive center of experience and significance. The self con­
stitutes a person's inner world as distinguished from the "outer 
world" consisting of all other people and things (p. 9). 

Humanistically oriented psychologists and so­
cial psychologists have described and studied the 
self from a variety of theoretical slants over the 
years. For example, there has been the "material, 
social, spiritual self" of James (1890); the "look­
ing-glass self" of Cooley (1902); the "socially 
formed self" of Mead (1934); the self reflecting 
one's "inner nature" or "essential nature" of 
Fromm (1941, 1947), Maslow (1970), and 
Moustakas (1956); the self that is the "individual 
as known to the individual" of Raimey (1948) and 
Rogers (1951); the self that is the organizational 
core for self-consistency of Lecky (1945); the 
"self-system" of Sullivan (1947); the "inferred 
self" of Hilgard (1949); the "phenomenal" or 
"nonphenomenal" self of Snygg and Combs 
(1949); the "proprium" of Allport (1955); the 
"authentic" or "inauthentic" self of Seeman 
(1966); the "judging" self, "identity" self, and 
"behavior" self (Fitts et ai., 1971); the "inner" 
and "outer" self of Franks and Marolla (1976); 
the "categorical" self of Lewis and Brooks-Gunn 
(1981); and the helix-like "evolving self" of Keg­
an (1982). 

The idea of the self as a legitimate conceptual 
construct in the humanistic system has been enor­
mously enhanced in recent years by Epstein's 
(1973, 1980) integrative cognitive theory of self­
concept, which, as an integrative synthesis of ex­
isting self-theories, psychoanalysis, behavioral ap­
proaches, and other cognitive theories, offers the 
point of view that self-concept is actually a self­
theory, one that individuals unwittingly develop 
because they need it to lead their lives. As de­
scribed by Epstein, a person's self theory-that is, 
assumptions about what he or she is like-in­
teracts with a person's world theory, which are 
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assumptions about what the world is like. To­
gether, these two theories, unconsciously derived, 
constitute a person's implicit theory of reality, the 
purpose of which is to assimilate experiential data, 
maintain a favorable pleasure-pain balance, and 
optimize self-esteem. Defense mechanisms-de­
nial, projection, rationalization, etc.-are used not 
only to defend one's theory of reality and self­
esteem by fending off unacceptable impulses, as 
stressed by psychoanalysis, but also to maintain 
the consistency and unity of a person's self-sys­
tem, as stressed by self-theorists. In addition, Ep­
stein's (1980) theory has built into it the idea "that 
behind almost every emotion there is a hidden cog­
nition" (p. 109), which suggests that it is how we 
think about or interpret events, not the events 
themselves, that determine the emotions we feel. 
This particular aspect of the theory incorporates 
nicely some of the more cognitive approaches to 
behavior such as those of Beck (1976), Ellis 
(1962), and Meichenbaum (1974), each of which 
stresses the idea that the way to encourage people 
to change maladaptive emotional states or negative 
self-images is to teach them to change their ways 
of thinking. 

Self-concept, then, is not just a route for know­
ing a person more deeply from the inside out, but a 
door for helping people change for the better from 
the outside in, an idea quite compatible with hu­
manistic approaches to teaching and learning. 

Major Contributors to the Growth 
of Humanistic Psychology 

As humanistic psychology has grown as a the­
oretical discipline to stand as a legitimate "third 
force" next to psychoanalytic and behavioristic 
psychology, certain key persons have been instru­
mental in assisting it from its philosophical womb. 
The input of Charlotte Buhler, James Bugental, 
Donald Snygg and Arthur Combs has already been 
mentioned. The contributions of Abraham Maslow 
in the mid-1950s were particularly important to the 
growth of humanistic psychology because of his 
ground-breaking emphasis on the need for a psy­
chology that focused on human potentials and not 
just human deficiencies. At a time when the field 
of psychology was preoccupied with the id and 
super ego, with stimuli and responses, Maslow 
(1954) was suggesting that psychologists turn their 
attention to questions that reflected a more positive 
approach to psychology, such as: 
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How do people learn to be wise, mature, kind, to have good 
taste, to be inventive ... to seek the truth, to know the beau­
tiful, and genuine? 

[What do people learn] from unique experiences, from tragedy, 
marriage, having children, success ... falling in love, being 
ill, death? 

Why does so much of educational psychology concern itself 
with means, i.e., grades, degrees, credits, diplomas, rather 
than with ends, i.e., wisdom, understanding, good judgment, 
good taste? 

[What do we know about] the affective side of love and friend­
ship, the satisfactions and pleasures that they bring? 

How do people get to be unlike each other instead of like each 
other? (pp. 364-377) 

Gordon Allport (1955) was another strong sup­
porter of humanistic psychology because, as he 
saw it: 

Some [views of human behavior] are based largely upon the 
behavior of sick and anxious people or upon the antics of cap­
tive and desperate rats. Fewer theories have derived from the 
study of healthy human beings, those who strive not so much to 
preserve life as to make it worth living. Thus we find many 
studies of criminals, few of law-abiders; many of fear, few of 
courage; more on hostility than affiliation; much in the blind­
ness of man, but little on his vision; much on his past, little on 
his outreaching into the future. (p. 18) 

Humanistic approaches to education have had an 
effective and persuasive outlet in the work and 
writing of Carl Rogers, who, aside from influenc­
ing how some counselors counsel, has had a con­
siderable impact on how some teachers teach. 
Rogers has always had a fundamental concern with 
the idea of human freedom and has committed his 
life to developing a theoretical framework that al­
lows teachers and counselors alike to establish the 
sort of emotional climate that enables students or 
clients to actively and freely seek the necessary 
personal meanings that make learning possible. 
Rogers' ideas have been important ones because 
they have emphasized the relationship aspect in­
volved in teaching and learning, that tenuous, elu­
sive connection between student and teacher, the 
content of which makes learning exciting and 
meaningful or dull and impersonal. In Rogers' 
(\ 969) jUdgment, "Learning which takes place 
'from the neck up' [and which) does not involve 
feelings or personal meanings [has) no relevance 
for the whole person" (p. 4). Unfortunately, 
Rogers' ideas can be easily misinterpreted, some­
thing to be explored more fully in the discussion of 
teaching and learning in a humanistic context. 

The seven contributors mentioned up to this 
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point are by no means exhaustive. Other names 
that could be added include: Alfred Adler (1939) 
and his ideas about "social interest"; Erich 
Fromm (1941) and his views about the develop­
ment of "social character"; Karen Homey (1937) 
and her concepts of "basic anxiety" and "neurot­
ic needs"; Gardner Murphy (1947) and his "bio­
social" approach; Henry Murray (1938) and his 
theory of "personology. " I have limited this to the 
earlier contributors and to those who were pri­
marily theorists because it is from their writings 
and research that contemporary humanistic psy­
chology has taken its substance and shaped its 
form. 

Some Common Criticisms of 
Humanistic Psychology 

As with all viewpoints in the broad field of sci­
ence, when any particular viewpoint grows beyond 
being just one person's idea to a more widely dis­
cussed-if not accepted-point of view, it be­
comes the object of intense critical scrutiny. Those 
friendly to its tenets are critical in hopes of 
strengthening its deficiencies and making it strong­
er, whereas those antagonistic to its offerings do so 
in hopes of weakening it further. Humanistic psy­
chology is no exception. It has had (and has) its 
critics, who, when listened to, may help to provide 
a balanced perspective. Three major criticisms are 
frequently heard: 

I. In the first place, humanistic psychology has 
been criticized because it is too vague in the sense 
that the concepts used are ambiguous and subject 
to individual interpretation (Child, 1973). Authen­
ticity, a favorite concept among humanistically in­
clined psychologist and educators, is a good exam­
ple. Critics wonder how it is possible to recognize 
an "authentic" person or an "authentic" act. A 
person described as a "fully functioning" indi­
vidual or a student engaged in a "real and mean­
ingfullearning experience" would be examples of 
other vague concepts. The bothersome part of this 
is that it is difficult to verify conceptual conclu­
sions in the usual ways. "How," ask the critics, 
"can we verify or confirm the existence of an au­
thentic person or a fully functioning individual or a 
real and meaningful learning experience? How can 
we go beyond the subjectivity involved in deciding 
what, for example, is 'authentic'?" This, of 
course, leads to problems in accumulating objec­
tively verified knowledge. The critics wonder, 

"How can we objectify 'real' learning when what 
is 'real' is so subjectively determined? That is, 
what is real for one student may be unreal to an­
other. How do we know whom to believe?" 

2. A second major criticism of humanistic psy­
chology is that it seems like too much common 
sense and too little like science. Michael Werthei­
mer (1978), one of its harshest critics, has said 
that 

it has the earmarks of a burgeoning religion. .. It is capturing 
the allegiance of many innocents who don't have the sense to 
ask for evidence that the magic treatments. experiences or en­
counters do indeed result in the idyllic consequences they are 
supposed to. Uncritical testimonials take the place of hard­
nosed data. (p. 744) 

The idea behind this seems to be humanistic 
approaches are sometimes viewed as derivatives of 
a naive type of phenomenology, which, translated, 
means that there is more to understanding human 
behavior than a study of conscious processes may 
allow us to observe. M. Brewster Smith (1950), 
for example, notes that 

such a psychology of consciousness has an element of common­
sense appeal. ... It does make sense to the layman; it accords 
with what he is ready and able to recognize in himself. . . . 
Because it overstates its claims, however, it may tend to pro­
mote the state of affairs away from which we have been striv­
ing-every man his own psychologist. (p. 517) 

I suppose we might quarrel with whether it is such 
a bad idea to work in the direction of helping per­
sons to be their own psychologists-I see virtue in 
that, not evil-but the fact remains it is a criticism 
worth considering for its moderating effect. As far 
as being too little science, I suspect there may be 
some truth in that, particularly for those whose 
allegiance with humanistic psychology is governed 
less by systematically gathered data and empirical 
searching and more by subjective impressions and 
personal conclusions. The scientific method is val­
ued highly within the mainstream of the human­
istic movement. Maslow (1968a) himself has vig­
orously stated: "Only science can progress." 
Indeed, he went on to say that "Science is the only 
way we have of shoving truth down the reluctant 
throat" (p. v). 

3. Still a third criticism leveled at the humanistic 
position is what Child (1973) calls a "trend toward 
sentimentality." From the critics' point of view, 
this means that there is more to understanding 
human behavior than that which is embodied in 
simple religious optimism or in emphasizing the 
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power of positive thinking or stressing the infinite 
capacity of the human will to achieve good. Or, as 
Wertheimer (1978) has expressed it, "A human­
istic background can be a source of inspiration, 
and of perspective, but it should not be seen as a 
license for vague or vapid thought" (p. 744). 

All in all, critics of humanistic psychology view 
it as being too "soft," not rigorous enough to 
encourage the sort of tough, objective scientific 
investigations necessary to render it more than a 
"commonsense" psychology. Now we may agree 
that humanistic psychology is neither theoretically 
nor philosophically inclined to be "tough" and 
coldly "objective" in the usual sense, but that 
does not excuse us from being as rigorous as possi­
ble in defining humanistic psychology as a psycho­
logical system, researching its premises, and oper­
ationalizing its applications. 

Strengths and Virtues of the 
Humanistic Position 

As we have just seen, the humanistic movement 
is by no means flawless, nor is it accepted by all. 
In fact, even among some who value its contribu­
tions, it has not won easy acceptance. For exam­
ple, Madsen (1971), whose major work has been 
the comparative study of psychological theories, 
wrote: 

After some doubts and ambivalent attitudes toward humanistic 
psychology, I am now convinced that it represents a new and 
broader philosophy of science, and that humanistic psychology 
shares in a "revolution" in the philosophy of science with other 
philosophical trends of European origin. (p. I) 

A particular strength, or perhaps virtue, of hu­
manistic psychology is that it reflects what seems 
to be an enduring and universal human value-at 
least among the free countries of the world: a re­
gard for individual choice and responsibility. In­
deed, even in authoritarian systems individuals are 
expected to be responsible for whatever limited 
aspects of their lives remain within their choice. 
The respect for individual initiative and freedom is 
best illustrated by the quest of contemporary 
Americans for more personally satisfying ways of 
life. Their protests against an increasingly hi-tech 
computerized society are due not just to the specif­
ic frustrations of feelings dehumanized, but also to 
the more general sense that more and more auto­
mation and electronic accounting is incompatible 
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with each person's importance and value as a 
unique center of awareness and freedom. 

A humanistically oriented psychology has the 
advantage and virtue of helping people to stay in 
touch with what it means to feel and live and think 
and behave as human beings. It lends itself easily 
and readily to general discussions or probing anal­
yses of personal ideals, of fulfillment, of self-actu­
alization, and of authenticity and what it means to 
be real. Child (1973) suggests that perhaps the 
most persuasive virtue of humanistic psychology is 
the "intuitive rightness" of the model. By this he 
does not mean absolute correctness, but rather that 
the humanistic model is one that "agrees with 
most people's intuitive impression of what it is like 
to be a human being, and that this agreement is one 
important item of positive evidence for the scien­
tific value of the model" (p. 18). 

Another strength of the humanistic position is 
that it offers a flexible framework within which to 
observe and study behavior. It is an open rather 
than a closed system. Humanistic psychology used 
properly is not a psychology that says feelings are 
more important than thinking or that personal per­
ceptions are more crucial than observable behav­
ior. It is, or at least should be, a psychology that 
considers the total person in a total environment of 
interpersonal relationships and intrapersonal feel­
ings. A common distortion of the humanistic posi­
tion is one which says, in effect: "Your feelings 
and personal values are more important than any­
thing else and so long as I can accept you for where 
you are and where you want to go then I will have 
done my best for you as a teacher (or friend, 
spouse, parent, or what have you)." Humanistic 
psychologists and educators who promote this lat­
ter position are as inflexibly myopic in denying the 
importance of external conditions as are extreme 
behaviorists who berate the significance of internal 
feelings or psychoanalytic thinkers who negate the 
significance of conscious motivation. A balanced 
humanistic psychology starts with a simple, but 
profound assumption: both the inner person and 
the outer world are important in influencing the 
final form in which behavior is expressed and feel­
ings are felt. Along this line, Epstein (1980) has 
noted: 

It is obviously necessary to take into account both objective and 
subjective reality. If orderliness is to be demonstrated in human 
behavior, it will be necessary to understand the mediating pro­
cess by which people transform data from the objective world 
into their subjective world of experience. This is a critical prob-
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lem for personality theory, and perhaps for all of psychology. 
(p. 121) 

Up to this point we have examined humanistic 
psychology's historical roots, surveyed its the­
oretical and philosophical framework, and exam­
ined some of its strengths and weaknesses. The 
next step is to see how this framework has been 
and can be translated into strategies and practices 
that may enhance teaching and learning. 

Beginnings of the Humanistic 
Movement in Education 

In some ways, what is now referred to as hu­
manistic education goes back as far as the 1920s 
and 1930s when progressive education became the 
focus of national attention. Even then, there was a 
concern about the possible dangers of compart­
mentalizing students into unconnected cognitive 
and affective fragments, and about the lack of 
effort to teach the whole child. In some circles it 
became known as the child-centered movement 
and flourished largely within university schools 
and elite private schools. Although the movement 
served to sensitize educators and psychologists to 
the human relationships aspects of teaching and to 
the importance of the affective domain when con­
sidering learning outcomes, its influence was more 
on the order of a light breeze rustling some leaves 
than it was of a strong wind shaking the trees. First 
and foremost, in those earlier days, subject matter 
was important and then came the student. Human­
istic voices were heard, but not much listened to. 

By the 1950s and early 1960s, there were signs 
of change. Thousands of veterans of World War II 
had either returned to or resumed their education, 
thousands more babies were born in the 1950s who 
were beginning their schooling, and increasingly 
more attention was paid to what was happening in 
classrooms across the nation. America had begun 
its space race with the Russians during the Sputnik 
era of the 1950s and, as part of the political fallout 
of that race, more and more stress was placed on 
the importance of schooling, particularly its math­
science curriculum. Consequently, there was great 
emphasis on learning, but, in the minds of some, 
too little emphasis was given to understanding the 
learner. 

This began to change as a chorus of human­
istically oriented educators, psychologists, and so­
cial critics raised their voices and their pens to 

protest what they saw as education's lack of con­
cern for the student. Carl Rogers (1959), suggested 
that if students in school, like a client in therapy, 
were given more voice and choice about what went 
into their education, they will "wish to learn, want 
to grow, seek to find out, hope to master, desire to 
create" (p. 234). A. S. Neill (1960), who was 
probably the first of the modem-day humanistic 
educators, built an entire school (Summerhill) 
around the idea that "a child is innately wise and 
realistic. If left to himself, without adult sug­
gestion of any kind, he will develop as far as he is 
capable of developing" (p. 4). These writings 
were followed by the stinging commentaries of 
Goodman's (1964) Compulsary Miseducation, 
Holt's (1964) How Children Fail, and Kozol's 
(1967) Death at an Early Age: The Destruction of 
the Hearts and Minds of Negro Children in the 
Boston Public Schools. The titles speak for them­
selves. Not long after, these books were followed 
by Schools Without Failure (Glasser, 1969), writ­
ten by a psychiatrist talking about why success is 
so important and how to go about helping students 
achieve it, and Rogers' (1969) Freedom to Learn, 
a book devoted to ideas, techniques, and ap­
proaches for making teaching more relevant and 
learning more meaningful within a humanistic 
framework. 

Confluence of Humanistic and Cognitive 
Psychology 

As humanistically inclined psychologists and 
educators in the 1960s and 1970s were arguing in 
behalf of educating the whole child, of bringing 
into fairer balance the affective and cognitive as­
pects of the teaching-learning process, modem 
cognitive psychology evolved into sharper focus as 
interest was renewed in understanding behavior 
generally, and learning specifically, more from the 
inside out rather than so exclusively from the out­
side in. The time was ripe for a resurgence of 
interest in how and why cognitive functioning 
went on the way it did, particularly when consid­
ered in light of how learning could be influenced 
by one's unique perceptions and understandings of 
a learning situation. If we can agree, as stated ear­
lier, that humanistic psychology is more on the 
order of a new orientation to psychology than it is a 
new psychology unto itself, then it is easy to see 
how cognitive psychology fits comfortably under 
the humanistic umbrella. For example, both hu­
manistic psychology and cognitive psychology ac-
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knowledge the existence of each person's "phe­
nomenological reality," the idea that people 
behave in a way that is consistent with how things 
seem to them (Snygg & Combs, 1949), and both 
have been heavily influenced by holistic theory 
(Goldstein, 1939), gestalt theories (Peds, 1969; 
Wertheimer, 1950), and by field theory (Lewin, 
1935), each of which have contributed to the gen­
eral idea that people behave, learn, perceive, in 
other words, function, as organized wholes and not 
as compartmentalized segments. 

Led by psychologists Jerome Bruner (1960, 
1966), and David Ausubel (1960,1963), cognitive 
psychology became a more clearly defined part of 
the contemporary scene with the 1967 publication 
of Ulrich Neisser's Cognitive Psychology. Look­
ing back, we can see that humanistic psychology, 
coming into its own in the mid-1950s, established 
a theoretical-philosophical beachhead that focused 
on the whole person, that highlighted the impor­
tance of conscious processes, that gave psycholog­
ical respectability to the constructs self and self­
concept. and that underscored the importance of 
being sensitive to personal and interpersonal as­
pects of schooling. In the early 1960s, cognitive 
psychology emerged as a parallel current, but with 
a specific interest in the sort of conscious percep­
tual-mental processing that goes on when people 
seek to understand a situation from their own 
unique point of view. Whereas humanistic psy­
chology focuses more on the affective and inter­
personal components that influence the overall ed­
ucational experience, cognitive psychology attends 
more to information processing and cognitive de­
velopment factors that influence learning out­
comes. Along this line, Wittrock has observed that 

a cognitive model emphasizes the active and constructive role 
of the learner. . . . Learners often construct meaning and create 
their own reality. rather than respond automatically to the sen­
sory qualities of their environments. (1979. p. 5) 

We can see in this quote the overlapping interest 
that humanistic and cognitive psychology have in 
the idea of the learner being an active participant in 
the learning process, as opposed to being simply a 
passive receiver; we can also see the overlapping 
attention given to the idea that meaning and reality 
are the products of one's own point of view, not 
someone else's. Exactly how one goes about the 
business of converting perceptions into personal 
meaning (learning) is a problem that contemporary 
cognitive psychology is addressing in an offshoot 
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of cognitive theory termed information processing. 
By using computers to simulate less complex 
human learning processes, significant gains have 
been made in formulating models of human infor­
mation processing (Bower & Hilgard, 1981, pp. 
315-453). 

It is not within the scope of this chapter to do a 
detailed historical/contemporary analysis of cog­
nitive psychology, but it is important to recognize 
the confluency of its aims and purposes with hu­
manistic leanings and thrusts. Running as parallel 
currents in the same stream of holistic and phe­
nomenological thinking, each with its own eddys 
of interest, humanistic and cognitive emphases 
have converged to have an enormous influence on 
teaching-learning activities at all levels of educa­
tion. Although in the remainder of this chapter I 
will be discussing humanistic implications and ap­
plications within educational psychology, I want to 
make it clear that much of this discussion applies 
equally well to what has been called cognitive psy­
chology. Both are interested in perceptions, per­
sonal meanings, and learning within a holistic 
framework-humanistic psychology emphasizing 
more the affective and interpersonal dimensions of 
this framework and cognitive psychology empha­
sizing more of the cognitive and information pro­
cessing components. 

Implications of the Humanistic 
Movement for Educational 

Processes 

From a humanistic slant, the major goals of edu­
cation are to help develop the individuality of per­
sons, to assist individuals in recognizing them­
selves as unique human beings, and to help students 
actualize their potentialities. These are broad goals 
and probably no more or no less than what any 
teacher would want regardless of his or her view of 
human behavior. Actually, the difference lies not so 
much in the goals, but in the means for achieving 
them. I think Maslow (1968b) stated the difference 
most clearly when he wrote: 

We are now being confronted with a choice between two ex­
tremely different, almost mutually exclusive conceptions of 
learning. [One I is what I want to call for the sake of contrast 
and confrontation, extrinsic learning i.c., learning of the out­
side, learning of the Impersonal. of arbitrary associations, of 
arbitrary conditionmg, that is, of arbitrary ... meanings and 
responses. In this kind of learning, most often it is not the 
person himself who decides, but rather a teacher or an experi-
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menter who says, "I will use a buzzer," "I will use a bell," "I 
will use a red light," and most important, "I will reinforce this 
or that." In this sense, learning is extrinsic to the learner, 
extrinsic to the personality and is extrinsic also in the sense of 
collecting associations, conditionings, habits or modes of ac­
tion. It is as if these were possessions which the learner accu­
mulates in the same way that he accumulates keys or coins and 
puts them in his pocket. They have little or nothing to do with 
the actualization or growth of the peculiar, idiosyncratic kind of 
person he is. (p. 691) 

This does not mean that extrinsic learning and the 
conditions that promote it are unimportant. It 
means, rather, that the emphasis is on intrinsic 
learning and those conditions that foster it. 

A major implication for educational processes 
growing from this point of view is the emphasis on 
helping students decide for themselves who they 
are and what they want to be. The further implica­
tions are that students can decide for themselves, 
that they have conscious minds that enable them to 
make choices, and that through their capacity to 
make choices they can at least have a chance at 
developing the sense of self necessary for produc­
tive, actualizing lives. (You may recognize the in­
fluence of existential psychology here.) In other 
words, a meaningful educational experience (ex­
ternal) can assist a student toward finding out what 
is already in him or her (internal) that can be re­
fined and developed further. 

Another major implication growing from hu­
manistic approaches to education is the idea that in 
order to enhance teaching effectiveness it is neces­
sary to understand students from their point of 
view. This is consistent with a truism growing out 
of perceptual psychology that holds that people 
behave in terms of what is believed to be true about 
reality as it is perceived (see Combs & Snygg, 
1959). If teachers hope to be as effective as they 
can be as teachers, then it would be helpful for 
them to attempt to see the world as students see it, 
accept it as truth for them, and not to force them 
into changing. This does not mean that teachers 
should not challenge what students believe or 
avoid presenting them with alternatives, it only 
suggests that to maximize teaching effectiveness 
teachers are advised to start where the student's 
perceptions are and not where their own happen to 
be at the moment. 

Humanistic education starts with the idea that 
students are different, and it strives to help stu­
dents become more like themselves and less like 
each other. Another significant implication emerg­
ing from this point of view is that good teaching is 

best done through a process of helping students 
explore and understand the personal meanings that 
are inherent in all their experiences. Indeed, hu­
manistic psychology stresses the idea that adequate 
persons are, among other factors, the products of 
strong personal values. Efforts to include value 
clarification exercises in teacher preparation pro­
grams and public education reflect the growing re­
sponse to the importance of recognizing how per­
sonal values influence behavior (Howe & Howe, 
1975; Simon, Howe, & Kirschenbaum, 1972). 

Sometimes students get the idea that how they 
feel and what they think is not very important com­
pared to what they know about scientific and ob­
jective facts. From a humanistic point of view, 
overemphasizing narrowly scientific and imper­
sonally objective learning tends to inhibit the de­
velopment of personal meanings. Indeed, an over­
emphasis of the purely subjective or purely 
objective violates the basic concern humanistic 
psychology has for the education of the total per­
son. In Perceiving, Behaving, and Becoming, a 
pamphlet now regarded as a classic statement of 
the humanistic position in education, the implica­
tion here was nicely stated by Combs (1962): 

Many students perceive school as a place where one is forced to 
do things which have little pertinence to life as he experiences 
it. Education must be concerned with the values, beliefs, con­
victions and doubts of students. These realities as perceived by 
an individual are just as important, if not more so, as the so­
called objective facts. This does not mean that factual materials 
are not useful in making sound value judgments or in formulat­
ing constructive social policies, but rather that an overemphasis 
on the scientific and the objective impedes self-fulfillment. 
Facts have no value in themselves alone. It is only as facts find 
their way into human organization of convictions, beliefs, 
frames of reference and attitudes that they come to fruition in 
intelligent behavior. (pp. 68-69) 

The question remains, how can the philosoph­
ical tenets and theoretical framework of humanistic 
psychology be translated into meaningful princi­
ples for teaching practices and learning experien­
ces? 

Toward Facilitating Teaching and 
Learning within a Humanistic 

Framework 

Humanistic psychology does not offer a for­
malized theory of instruction. It tends to take a 
holistic rather than atomistic approach to the study 
and understanding of teaching and learning. More 
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specifically, it is an approach that seeks to under­
stand behavior-inside the classroom and out­
within an everyday living context of perceptions, 
personal meanings, and relationship variables 
rather than within the more laboratory-oriented 
paradigm of operant conditioning, reinforcement 
schedules, S-R bonds, and the like. This does not 
mean that operant conditioning does not go on or 
that reinforcement schedules never occur, or that 
S-R bonds do not exist. These things do go on and 
do exist as classroom realities. The reason we do 
not hear much about these phenomena when teach­
ing and learning are discussed within a humanistic 
framework is that they are primarily ways to make 
things happen and to explain how they happen 
from an outsider's point of view. I think that most 
humanistically oriented psychologists and edu­
cators would probably agree that many of the be­
havioristic principles (reinforcement schedules, 
contingency contracting, and other behavioral 
modification approaches) that are used to enhance 
learning do work and can be beneficial (see, for 
example, Bower & Hilgard, 1981, pp. 169-296; 
Hill, 1982; Hulse, Egeth, & Deese, 1980, chaps. 
2-8). The issue is not whether approaches of this 
sort have valu.e-they do-or whether or not 
teachers should use them-good teachers tend to 
use many different approaches-but, rather, 
where teachers choose to put their emphasis. 
Teachers can choose to emphasize those events 
and experiences that are external to students or to 
emphasize those instructional components that are 
more internal. As a general rule, in practice this 
means that humanistically inclined teachers are 
somewhat more focused on understanding students' 
internal perceptions than they are with man­
ipulating the students' external environments; they 
tend to be more involved with the discovery of 
subjective, personal meanings to explore further 
than they are with looking for objective, observable 
behaviors to reinforce; they tend to be somewhat 
more concerned with questions related to how to 
have good relationships than they are with ques­
tions associated with how to give good rewards, 
although none of these aspects of a teaching-learn­
ing environment is entirely independent of the 
others. 

The emphasis a person chooses is not neces­
sarily an either-or issue. That is, humanistic teach­
ers or psychologists are not necessarily either sub­
jective or objective, manipulative or understand­
ing, cognitively focused or feeling oriented. 
Emphasis of one approach does not automatically 
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mean exclusion of the other(s). What it does mean, 
however, is that instruction will very likely be 
done in a somewhat different manner, with some­
what different goals, and will be described in 
somewhat different ways depending on where the 
emphasis is placed. We may understand these dif­
ferences more clearly by examining two variables 
that, when considered within the humanistic 
framework described in this chapter, are compo­
nents of the teaching-learning situation that hu­
manistically oriented teachers acknowledge as cru­
cial aspects of the overall educational experience, 
those being: (a) relationship variables and (b) cli­
mate variables. The research I will discuss in rela­
tion to each of these two components is not neces­
sarily research done by persons who would call 
themselves humanistic, nor are the findings of that 
research applicable only to "humanistic" class­
rooms. Rather, it is a sampling of research findings 
that identify and exemplify those elements of 
classroom life that underscore basic humanistic 
concerns: interpersonal relationships, personal per­
ceptions, overall climate factors, self-concept and 
so forth. 

Teacher-Student Relationship Variables 
Are Important 

For humanistically inclined teachers, good 
teaching begins with a good relationship between 
student and teacher. It is the emotional medium 
through which information is conveyed, expecta­
tions are communicated, and feelings are transmit­
ted. It is the connection between teacher and stu­
dent that, for better or worse, can affect a teacher's 
teaching and a learner's learning. 

In almost all discussions about the importance of 
teacher-student relationships, an inevitable ques­
tion is raised: "Does attention to relationship vari­
ables actually help students learn more?" The evi­
dence does not allow us to say that students always 
learn more in classrooms where teachers pay great­
er attention to the quality of interpersonal rela­
tionships, feelings, and personal perceptions, but it 
does allow for the conclusion that students learn at 
least as much and, in addition, usually feel better 
not only about what they have learned, but about 
themselves. Rogers (1969), for instance, summa­
rized his review of research related to the nature of 
a teacher's relationship to students by noting: 

We may say with a certain degree of assurance, that attitudes I 
have endeavored to describe are not only effective in facilitating 
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a deeper learning and understanding of self 0 0 0 but that these 
attitudes characterize teachers who are regarded as effective 
teachers, and that the students of these teachers learn more, 
[italics added] even of a conventional curriculum, than do stu­
dents of teachers who are lacking in these areas. (po 119) 

Reviews of process-product research related to 
teacher behaviors and student outcomes by Dunkin 
and Biddle (1974), Good, Biddle, and Brophy 
(1975), Hamachek (1985, chap. 10), and Rosen­
shine and Furst (1973) have identified a cluster of 
teacher behaviors and characteristics that have 
been most frequently associated with positive 
teacher-student relationships and a greater like­
lihood of high student achievement: flexibility in 
style and approach; clarity; variability in teaching 
methods: enthusiasm; indirectness (questioning 
rather than lecturing, frequent use of student-to­
student interactions); allowing enough time for stu­
dents to learn the material; frequent use of praise, 
but delivered contingently and to specific students 
for specific contributions; use of multiple levels of 
questions or cognitive discourse (as opposed to re­
lying only on one level of discourse); interpersonal 
warmth and involvement. These are some of the 
major teacher behaviors that contribute to positive 
teacher-student relationships and high student 
achievement. Most of these findings are derived 
from correlational rather than experimental stud­
ies, so it would not be accurate to claim they are 
causative factors in making for positive teacher­
student relationships or high student achievement. 
However, the consistency with which they are 
found in study after study would suggest that rela­
tionship variables are an important aspect of stu­
dents' achievements in school and attitudes about 
school. 

The power of teacher-student relationships is 
nicely illustrated in the results of a study reported 
by Pedersen, Faucher, and Eaton (1978). In the 
process of looking at the long-term outcomes of 59 
adults who had all attended a single school in a 
poor neighborhood, one bit of information kept 
popping up: among the individuals being studied, 
those who had a particular first-grade teacher 
(called "Miss A" in the study) were more likely to 
show I.Q. increases during elementary school, got 
better grades, finished more years of schooling, 
and were more successful as adults. Not a single 
one of Miss A's students whom Pedersen was able 
to contact for interview (44 others were inter­
viewed who had other first-grade teachers) was in 
the lowest level of adult success defined in this 

study, despite the fact that most of the children in 
Miss A's classes came from poor families, many 
minority families. In all ways, race, religion, intel­
ligence, and economic status, Miss A's pupils 
were similar to their schoolmates. The reason for 
the differences was Miss A herself. She believed 
that all of her students could learn, conveyed that 
message strongly to them, and got involved in the 
lives of her students in ways personally meaningful 
to them. 

In the course of his research, Pedersen asked all 
his subjects to name as many of their elementary­
school teachers as they could. Everyone who had 
Miss A remembered her. Most of those who had 
other first grade teachers could not remember their 
teacher's names. Four of the subjects said Miss A 
was their first-grade teacher when, in fact, records 
showed she was not. Pedersen ascribed this to 
"wishful thinking." 

Although this is only one study, and with a 
small number of subjects, the results are consistent 
with the research mentioned earlier in this section. 
Teachers with good rapport, high but reasonable 
expectations, and sound teaching skills can make a 
big difference for the better. As Pedersen and his 
colleagues put it: 

If children are fortunate enough to begin their schooling with an 
optimistic teacher who expects them to do well and who teaches 
them basic skills needed for academic success, they are likely to 
perform better than those exposed to a teacher who conveys a 
discouraging, self-defeating outlook. (po 11) 

There is no magic in this, no Eastern mysticism. 
Being sensitive to relationship variables does not 
mean that a humanistically tilted teacher gives up 
thinking in favor of feeling or that academic stan­
dards are lowered. It does suggest, however, the 
value of striving for a more reasonable balance 
between emotional processes and academic out­
comes so that teachers do not end up overstressing 
production and performance (externals) to the ex­
clusion of attitudes and feelings (internals). 

Classroom relationships between teachers and 
students do not work in just one direction. Teach­
er-student relationships are more clearly two-way 
streets than we may have thought. For example, 
Brophy and Good (1974) have made the point that 
"students influence teacher behavior at the same 
time that their own behavior is being influenced by 
the teacher" (p. viii). Apparently, teacher-student 
relationships are reciprocal and mutually reinforc­
ing. Individual differences in students make differ­
ential impressions upon teachers, which, in tum, 
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trigger a cyclical process of differential teacher be­
haviors and attitudes that begin to affect teacher­
student interaction patterns and student learning. 
Attention to relationship variables can help us un­
derstand these phenomena more clearly. Human­
istically oriented teachers seem inclined to do this 
and, in that way, stay in touch with interpersonal 
emotional processes while keeping academic goals 
squarely in sight. 

Considered Crucial: Classroom Climate 
and Its Impact 

Whether in first grade, twelfth grade, or gradu­
ate school, the composition of every classroom is 
made up of a miniature, transient society with its 
own members, rules, organizational structure, so­
cial order, and hierarchy of authority. lust as each 
person develops unique characteristics, so, too, 
does each classroom. Indeed, it would not be 
going too far to say that each class develops its 
own personality, which for better or for worse, is 
the collective blend of the individual personalities 
within it. I have noted, for instance, in classes of 
my own that one class can be somewhat quiet and 
withdrawn, whereas a second is outgoing and as­
sertive; still another can be cold and detached, 
whereas a fourth is warm and receptive. The kind 
of personality a class develops is not a chance hap­
pening. It is, rather, the outgrowth of student­
student and teacher-student relationships that, to­
gether, give a classroom's evolving personality 
both form and substance. As Anderson's (1982) 
monumental review of school climate research 
suggests, there has been increasing interest and 
research in recent years in how a school's or class­
room's climate can affect, among other things, 
such factors as achievement, disciplinary prob­
lems, student aspirations, satisfaction with school, 
and self-other attitudes. 

Every class has, as it were, a social-emotional­
intellectual climate that can make a crucial dif­
ference in how students perform academically and 
how they feel about themselves personally. After 
reviewing the climate characteristics of instruc­
tionally effective schools, Lezotte (1981) stated: 

Two conclusions about the role of school climate seem to be 
well grounded in research. First, school climate appears to be a 
contributmg factor, along with other factors, in forecasting the 
level of effectiveness of the school. Second. school climate 
research is sufficiently compelling and ought to be considered 
as one aspect of any school initiative. (p. 30) 
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Brookover et al. (1978) found that climate vari­
ables were clearly a factor in affecting achieve­
ment outcomes of over 8,000 students in 68 differ­
ent elementary schools, and Anderson (1970) 
found that climate factors influence not only how 
much is learned, but how long the learning lasts. 

How a class functions and the kind of person­
ality it reflects depend to a very large extent on the 
teacher and the sort of personal style that is pro­
jected in his or her everyday behavior. However 
we look at it, the teacher occupies a central posi­
tion as leader of the class. How a class behaves as 
a group or feels about itself depends to a large 
extent on how the teacher handles his or her role. 
The now classic White and Lippitt (1968) studies 
of the effects of different social climates on group 
behavior demonstrate well how behavior is af­
fected by climate variables. In earlier research, 
Anderson, Brewer, and Reed (1946) found that 
classroom climates were very much influenced by 
certain teacher behaviors. For instance, where 
teachers relied largely on dominating techniques, 
there were more signs of interpersonal conflict. 
Tension was a major climate variable. On the other 
hand, where more cooperative working methods 
were used, spontaneity and social contributions 
were more frequent. Cooperativeness was a major 
climate variable. Moreover, it was noted that the 
longer a class was with a teacher who encouraged a 
cooperative climate, the more likely it was that 
there would be increases in contributory and spon­
taneous behaviors. In addition, it was noted that 
when a class changed to a more dominating teach­
er, students' reflected more interpersonal conflict 
in their behavior. 

Relationship and climate variables make a dif­
ference. They are among those very human factors 
that either enhance a total learning experience or 
interfere with it. The qualities of a positive or 
negative relationship cannot be seen, but the con­
sequences of it can be. A tense or cooperative cli­
mate is not directly observable, but it is something 
that is felt and sensed. All in all, climate variables 
and relationship variables seem to be outgrowths 
of those very human transactions that constitute the 
phenomenological reality of every classroom at 
every level of education. It would be neither accu­
rate nor fair to say that only teachers who call 
themselves "humanistic" pay attention to the two 
variables we have examined. One does not have to 
be a humanistic teacher in order to use humanistic 
principles, anymore than one has to be a psychol­
ogist in order to use psychological principles. 
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Implications for Educational 
Psychology 

In the broad sense, educational psychology is a 
discipline that studies the use and application of 
psychological principles in schools generally and 
classroom settings specifically. There has been, I 
feel, some confusion about how, exactly, human­
istic psychology fits into the total educational psy­
chology scheme of things. Some say it does not fit 
at all. Others say that it is a legitimate division 
within the overall domain of educational psychol­
ogy. Part of the confusion, I feel, resides in misun­
derstandings about what a so-called humanistically 
oriented teacher does, and also in how humanistic 
principles can be applied in classroom settings. I 
realize that this is only one person's point of view 
and that there may be different opinions, and with 
that in mind I would like to offer some ideas, first 
of all, about what applications of humanistic prin­
ciples to educational psychology do not mean, and 
then tum to an examination of what they do mean. 

What Humanistic Applications to 
Educational Psychology Do Not Mean 

Inasmuch as humanistic approaches to educa­
tional matters include ideas that take into account 
such matters as the importance of personal choice, 
relationship variables, private perceptions, indi­
vidual meanings, the value of an emotionally 
healthy classroom climate, and the like, it seems 
only natural to conclude (erroneously) that, to be 
an effective humanistic teacher, one needs simply 
to be a warm, open, friendly person who is more of 
a facilitator than a teacher. An example of this 
view is found in Kolesnik's (1975) book, Human­
ism and/or Behaviorism in Education, in which 
the humanistic teacher is described as the kind who 
"is first and foremost a warm, friendly, sym­
pathetic, understanding, sensitive human being 
who loves her students and has a genuine desire to 
help them" (p. 46). The behavioristically inclined 
teacher, however, is described quite differently: 
"It is not enough for a [behavioristic 1 teacher to be 
a 'warm, friendly person.' She must be a skilled 
technician, a behavioral engineer" (p. 83). In ad­
dition, the behavioristic teacher "believes that 
learning involves a certain amount of hard work 
and discipline. She expects her students to work 
hard and she works hard herself" (p. III). 

Observations of this sort reflect, I think, popular 
misconceptions of the all too ubiquitous idea that 

suggests humanistic teachers have only to be 
warm, friendly, and loving, and create an essen­
tially permissive classroom climate in order to pro­
mote learning and positive self-other attitudes. 
Were it only that easy. Nowhere do we find A. H. 
Maslow or Carl Rogers, or Arthur Combs or Gor­
don Allport declaring: "Expecting your students to 
work hard is not all that important, because the 
thing that really matters is being a warm and 
friendly person." Indeed, research by Rutter, 
Maughan, Mortimore, Ouston, and Smith (1979) 
involving a study of 1,400 students in 12 second­
ary schools in central London showed that some of 
the major characteristics of successful teachers 
(those with well-behaved classes and high achieve­
ment) were that they did more active and direct 
teaching, they were less casual about letting class­
es out early, they gave more homework, and they 
put more emphasis on academic performance. Suc­
cessful teachers, far from being harsh, detached, 
nonhumanistic, authoritarian martinets, more fre­
quently encouraged their students, put good work 
on the bulletin boards, and made themselves avail­
able for students to consult them about problems of 
a personal sort. Strong evidence, it would appear, 
for the idea that high warmth and involvement, 
when combined with high expectations and stan­
dards, can produce positive results. 

Humanistic applications to education do not 
mean that teachers are passive in setting limits, 
establishing standards, or permissive about expec­
tations for either achievement or behavior. Valu­
able lessons can be learned from Summerhill (A. 
S. Neill's totally "free" school in Suffolk, En­
gland) in this regard. On the basis of in-depth in­
terviews with 50 former Summerhill students, 
Bernstein (1968) found that attending a school 
with an atmosphere of total freedom (students take 
what they want, come to class when they want) 
was not so inspiring as it may seem. One student, 
for instance, who had attended Summerhill for 10 
years, confessed that classes were rather "hum­
drum" and that it was rather easy to be led astray 
by new students who did little or no studying. In 
fact, he went on to state that procrastination was an 
attitude one could easily pick up at Summerhill. 
The disenchantment with the lack of academic em­
phasis was further evidenced in the fact that only 3 
of II parents-all former Summerhill students­
sent their own children to Summerhill! The 3 par­
ents who did send their children to Summerhill 
took them out before age 13, almost wholly be­
cause of their convictions that not enough empha­
sis was placed upon the academic side of learning. 
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Somewhere between too much freedom and too 
much control there is a fulcrum point that allows us 
to balance and weigh the advantages of student 
choice and teacher guidance. The bulk of learning 
research, not to mention good old common sense, 
suggests that the best way to encourage motivation 
and learning is to blend a student's choices, in­
terests, with a teacher's guidance, direction, and 
experience. There is little question but that the 
Summerhill philosophy is appealing. It does, after 
all, seem to make good sense to allow students to 
study only those subjects and topics that have in­
trinsic value because then the problem of extrinsic 
motivation is eliminated altogether. However, it is 
the rare and fortunate student who is able and will­
ing to put together fragmented bits of information 
if left entirely to his or her own cunning and de­
vices. There is a fine line between allowing stu­
dents to have choices and abandoning them to 
those choices. Humanistic teaching does not nec­
essarily mean leaving students with unstructured 
choices (although at times that may be appropri­
ate), but presenting them with guided alternatives. 

An important footnote we might add to this is 
that when students do pretty much what they want 
to do, they may seldom be stretched beyond the 
safety of their own choices. I say "safety" of their 
own choices because there is evidence to indicate 
that when individuals do only what they choose to 
do, they feel less successful and competent, even if 
they succeed at what they choose to do, than those 
who accomplish a task that they did not choose and 
that represents another person's expectations. 
Luginbuhl (1972) has noted, for example, that if 
individuals succeed at a problem they chose from a 
number of problems, their feelings of success may 
be blunted by the knowledge that they influenced 
the situation to make the success more possible. 
This suggests that it may not be wise for a teacher 
to permit students to have their own way (e.g., 
choose the number or kind of books to read or the 
kind of paper to write, etc.) all of the time. Living 
up to a teacher's expectations (e.g., writing a re­
port on an assigned topic, getting it done and in on 
time) can be another way students can feel suc­
cessful and thereby add to their feelings of compe­
tence and self-esteem. 

What Humanistic Applications to 
Educational Psychology Do Mean 

Emphasizing, as they do, such factors as percep­
tions, personal meaning, and subjective views, hu­
manistic applications within the larger domain of 
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educational psychology no doubt can mean differ­
ent things to different people. The following ideas 
suggest what humanistic approaches to educational 
processes mean to me. 

I. Humanistic applications to teaching and 
learning keep in mind that students bring their total 
selves to class. They bring heads that think and 
feel. They bring values that help them to filter 
selectively what they see and hear, and they bring 
attitudinal sets and learning styles that render each 
student unique and different from all the rest. 
Humanistic teachers do not only start out with the 
idea that students are different, but they recognize 
that students may still be different at the end of an 
academic experience. Indeed, they may even ap­
plaud that fact. They recognize that because stu­
dents may have the same learning experience-in 
terms of exposure to similar ideas and content­
that this is no guarantee that they will use, in­
terpret, or feel in similar ways about the experi­
ence, or learn the same thing from it. 

2. Humanistic applications to education recog­
nize that not only must teachers thoroughly under­
stand their subject matter and make wise use of 
research-demonstrated principles of motivation 
and learning, but that understanding themselves 
and making wise use of the self as an important 
teaching aid is a very good idea. Effective teachers 
recognize that it is not only what they say that is 
important, but how it is said, both of which influ­
ence and are influenced by relationship and climate 
variables. I have expanded this idea of teacher self­
understanding at greater length elsewhere (Hama­
chek, 1985, pp. 333-358). 

3. Humanistic applications to teaching and 
learning emphasize the here and now. This is sim­
ply a way to help students be tuned into current 
reality and contemporary experiences. For exam­
ple, in an educational psychology class, rather than 
talking about individual differences that may exist 
"out there" in a hypothetical classroom with hy­
pothetical students, would it be possible to discuss 
the individual differences in this classroom, with 
these students? Rather than only lecturing on the 
differential consequences of different group cli­
mates, would it be possible to examine and discuss 
the group climate of this classroom at this time? 
Rather than merely discussing ways to evaluate 
and grade students "you may teach someday," 
would it be possible to discuss the grading and 
evaluation that is going on in this and other classes 
at this time during this term or semester? This 
leads to a fourth idea. 

4. Humanistic applications strive to create expe-
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riences that involve thinking and feelings. One 
good way to avoid feeling and encourage just cog­
nitive processing is to stay in discussions that are 
primarily there-and-then oriented. It is easy 
enough to involve students in abstract discussions 
about the group dynamics of a White-Lippitt study 
or even of a hypothetical class, but perhaps it 
might be more meaningful in a more personal way 
to blend thinking and feeling in a here-and-now 
experience. An example may illustrate my mean­
ing. Take the group dynamics topic. A way to 
approach this is actually to create different "cli­
mates" by role playing different leadership styles. 
One way to do this is to bring a series of questions 
to class (the sorts of questions that easily arouse 
opinions-e.g., "Should class attendance be man­
datory?" "Should grading be abolished?" and so 
forth) and then to passively, nondirectively wonder 
if anyone would like to discuss them. Usually, there 
is a good bit of searching for leadership that goes on 
and lots oframbling discussion. And then, after 10 
or 15 minutes-depending on the time you have­
you can move subtly into a more democratically run 
classroom by asking for suggestions for what to 
discuss, giving feedback, synthesizing responses 
and, in general, create a "we" feeling. From this 
you gradually move into a more dictatorial and 
authoritarian mode by asserting more and more of 
your own views in forceful, even intolerant ways. 
Depending on how skillfully you are able to role 
play the laissez-faire, democratic, and authoritarian 
styles, your students will experience for themselves 
the feelings associated with differential classroom 
climates. Now students have not only something to 
think about, but an affective framework within 
which a more cognitive structure can fit. They can 
see for themselves that different students respond in 
different ways to different classroom climates and 
leadership styles. The ways to enact ideas in order 
to combine cognition and affect are practically 
endless. 

5. Humanistic applications to teaching and 
learning do mean that teachers work at being pre­
pared, knowledgeable persons who are actively in­
volved in the total educational process. Teachers 
who are essentially nondirective and who see 
themselves more as facilitators than as teachers, 
and who, within this context, feel that students 
should do most, if not all, of their own planning 
and decision making are not necessarily human­
istic teachers. 

6. Humanistic applications to educate strive to 
personalize teaching and learning so as to encour-

age a here-and-now involvement with thinking and 
feelings in a human process of people-to-people 
transactions. Encouraging students to speak for 
themselves rather than for others is one of the 
things a teacher can do to help create a learning 
climate that is a dynamic blend of cognition and 
affect. For example, rather than students saying 
something like: "When you study the effects of 
teacher understanding it makes you aware of as­
pects in yourself you might improve," they are 
encouraged to "own" their statements and speak 
only for themselves; for example: "I think that my 
study of the effects of teacher self-understanding 
has made me aware of aspects in myself that I 
might improve." 

7. Humanistic applications to teaching and 
learning do mean being flexibile. By far, the single 
most repeated adjective in research literature de­
scribing good, or effective teachers is "flexibil­
ity" (Hamachek, 1969). If I am interpreting the 
literature correctly, this does not mean flexibility 
only within activities and emphases that are clearly 
humanistically oriented to begin with-for exam­
ple, allowing students to have choices, encourag­
ing students to study what interests them, giving 
students more freedom, and so on. There are many 
students who, by virtue of past experience and/or 
personal inclination prefer more structure, direc­
tion, and active teacher guidance. Consider, for 
example, some responses that Hunt and Sullivan 
(1974) received from a group of high school stu­
dents who were asked: "What do you think is the 
best way for you to learn?" 

I like rigid rules and a pattern set down. 
I like a teacher standing up there and telling us what to do. 
I think I need to be pushed a bit in order to learn. 
I need that crack on the back. 
I have to be told it has to be done, and if not, I won't do it. (p. 
244) 

Teachers aligning themselves with humanistic 
views who believe that their primary responsibility 
is that of creating the sort of unconditionally ac­
cepting climate that allows students to choose free­
ly may not have rigid or authoritarian attitudes, but 
they are no less dogmatic than those who believe 
that the traffic flow of learning should always be 
determined by the teacher. Rogers (1969) has ad­
dressed this issue in the following way: 

It does not seem reasonable to impose freedom on anyone who 
does not desire it. Consequently, it seems wise, if it is at all 
possible, that when a group is offered the freedom to learn on 
their own responsibility, there should also be provisions for 
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those who do not wish or desire this freedom and prefer to be 
instructed and guided. (p. 134) 

Truly humanistic teachers are not intellectually 
myopic. They are-or can be-total teachers, in 
the deepest sense of that word. That is, they are able 
to do what they have to do to meet the demands of 
the moment. They can be firm and evaluative when 
necessary (able to say "No!" or "You can do 
better than that" and mean it) or accepting and 
permissive (able to say "I really like what you've 
done" or "Do it your way" and mean that, too) 
when appropriate. 

Epilogue 

This chapter has explored the historical roots, 
philosophical influences, and psychological im­
plications of a humanistically oriented approach to 
understanding behavior and using this understand­
ing in a teaching-learning context. Humanistic 
psychology can trace its beginnings as far back as 
the Middle Ages and the Reformation when a phi­
losophy known as Humanism emerged as an ex­
pression of protest against the powerful eccle­
s-iastic and scholastic authority of the times. Just as 
Humanism developed as a protest against the nar­
row, authority-oriented religious dogma of its 
time, so, too, did contemporary humanistic psy­
chology evolve as a protest against certain psycho­
logical dogmas of its time. Hence, humanistic psy­
chology grew into what was called a "third 
force," not so much to be a new psychology, but a 
new orientation to psychology. Influenced, as it 
was (and is) by existential psychology's emphasis 
on personal choice, freedom, and responsibility, 
and by phenomenological psychology's emphasis 
on perceptions, personal meanings, and subjective 
experiences, humanistic psychology has been a 
congenial host for ideas about human behavior that 
go beyond the S-R bonds of behaviorism and the 
instinctual forces of psychoanalysis. With the lead­
ership of Allport, Bugental, Buhler, Maslow, and 
Rogers, to name a few, it has become permissable 
to talk about the self, self-concept, and conscious, 
self-determined choices as being important aspects 
of the human condition. Rather than focusing on 
just those conditions outside the person (the stim­
uli) or those psychic states inside the person of 
which one was unaware (the unconscious), human­
istic psychology offers a legitimate way to focus 
on the person from that person's own point of 
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view. Perceptions, including one's own self-per­
ceptions, are now allowed into the arena of psy­
chological thought and research. 

Implications for educational practices growing 
out of the humanistic movement have been slow, 
but generally positive. However, when carried to 
extremes, humanistic principles translated to the 
level of classroom practices sometimes offer too 
little by way of structure and organization and 
sometimes expect too little in terms of student out­
put and achievement. 

Cognitive psychology has been an important 
part of the overall humanistic movement in educa­
tional psychology. Both of these streams of 
thought have been influenced by holistic, gestalt, 
and field theories and both acknowledge the idea 
that, to fully understand teaching-learning pro­
cesses, it is necessary to consider two conceptual 
aspects of classroom life: (a) the idea that teachers 
and students behave in accordance with their own 
phenomenological reality, which means that they 
will behave in a manner consistent with how things 
seem to them, and (b) that people tend to perceive, 
behave, learn, and function as organized wholes, 
not as compartmentalized segments. Cognitive 
psychology differs from .humanistic psychology 
primarily in terms of its focus. Whereas educa­
tional psychologists with more of a humanistic 
bent concentrate on the affective and interpersonal 
components that impact the overall educational ex­
perience, educational psychologists with more of a 
cognitive leaning pay particular attention to cog­
nitive development and information processing 
factors that influence learning outcomes. 

The overall impact of humanistic psychology on 
the field of educational psychology has been one, I 
think, of sensitization; that is, sensitizing re­
searchers, teacher educators, curriculum planners, 
and textbook writers to the importance of knowing 
more about, being more alert to, and researching 
more thoroughly all components of the total teach­
ing-learning experience, particularly those that in­
volve interpersonal relationships and intrapersonal 
feelings, such as self-concept variables and self­
esteem considerations, climate factors, and per­
ceptual modes moderating students' receptivity to 
new learning (input), capacity for acquisition of 
learning (processing), and motivation for con­
tinued learning (output). 

Humanistic approaches to teaching, learning, 
and research do not have a lock on how these 
things should be done. They are approaches that 
say, simply: if one wants to understand the whole 
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process, do not just look at one part of it. Every­
thing is connected; hence, the holistic emphasis. 
Life in one comer of the classroom affects, to 
some extent, life in all other comers. It is not just 
what the teacher does that matters, but it is also 
how the teacher is perceived doing what he or she 
does. All in all, humanistic psychology is a the­
oretical umbrella under which can be found a 
framework and a language for understanding the 
inner person and for teaching in such a way as to 
enhance the integration of cognitive processes and 
affective outcomes. 
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CHAPTER 10 

A History of Instructional Design 
and Its Impact on Educational 
Psychology 

Walter Dick 

The term instructional design has only come into 
use in education in the past decade. It refers to the 
process of systematically applying instructional 
theory and empirical findings to the planning of 
instruction. It is applied educational psychology in 
the best sense ofthe term. There is a clear focus on 
an instructional goal that represents what the learn­
er will be able to do when the instruction is com­
pleted, the present skills of the learner, and how 
instruction will take place. 

The term instructional design was preceded by 
the term educational technology, which is widely 
used to represent several approaches to instruction. 
Educational technology has been defined by many 
as having two fundamental components: (a) a hard­
ware or media component that is used to deliver 
instruction and (b) a process component that indi­
cates how instruction will be prepared for delivery 
via some medium. Instructional design is the term 
used to describe the process component. Its rela­
tionship with educational technology indicates the 
historical and conceptual relationship between the 
process of designing instruction and innovative in­
structional delivery methods. 

Walter Dick • Department of Educational Research, Flor­
ida State University, Tallahassee, FL 32306. 

This chapter traces the historical development 
from World War II of what has come to be called 
instructional design, and assesses its impact on the 
field of educational psychology. The chapter con­
cludes with a prognosis of the future directions of 
this field. The position is taken that instructional 
design is not only a process for designing instruc­
tion, but also a field of academic study that has 
been pioneered by educational psychologists and 
continues to be of great importance to those who 
are committed to improving human learning and 
performance. 

The Beginnings of Instructional 
Design-World War II to 1958 

It is impossible to identify a single meeting, 
journal article, text, or similar product that 
launched the field of instructional design. Many 
writers begin their description of the field with a 
narrative about Skinner's early work with pro­
grammed instruction. When the programmed in­
struction movement began in the late fifties, there 
was already a receptive environment for any inno­
vation in the area of human learning that could be 
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applied in the classroom. This interest had been 
building since the second W ord War. 

Conversations with pioneers in the field, Robert 
Gagne (personal communication, April, 1984) and 
Leslie Briggs (personal communication, April, 
1984), indicate that a number of psychologists 
were influenced by the training demands made by 
World War II and the corresponding lack of rele­
vant research and experience that could be drawn 
upon from the field of psychology. After the war 
these training problems continued to be of interest 
to many psychologists. 

The Air Force set up a number of research cen­
ters beginning in 1944 to investigate methods not 
only for selecting personnel for the service but also 
for effectively training pilots, navigators, and 
other crewmen. John Flanagan, who had directed 
one of the Air Force research centers, established 
the American Institutes for Research (AIR) as a 
nonprofit behavioral sciences research company in 
1947. AIR continued the tradition of research in 
pilot selection, human factors engineering, and 
training. 

In the decade from 1948 until 1958, major de­
velopments were under way that prepared the 
training world for Skinner's contributions. One set 
of activities was the continuing research on the use 
of media in training. The Navy funded research in 
the use of films and television, and various agen­
cies became interested in the use of a wide range of 
training aids such as tape/slides, overhead trans­
parencies, simulators, and eventually, teaching 
machines. At a conference in 1959 in which much 
of this research was summarized, Melton (1959) 
concluded that the presentations clearly indicated 
the futility of trying to identify the "best" medi­
um, and that researchers were going to have to 
relate the specific characteristics of the task to be 
learned to the characteristics of the media available 
to teach it. From the point of view of those in­
volved in military research, the summative com­
parison of media was no longer a significant issue. 

Another important development during this dec­
ade was the issuance of weapons systems regula­
tions. In effect, the military would no longer mere­
ly purchase equipment but rather would consider 
the operator and operational environment in which 
the equipment would operate-the entire system. 
It became a major task to forecast job requirements 
and to derive selection and training requirements. 
Some of the initial task analyses, which later were 
to become so importl1nt to the field of instructional 
design, were conducted by Miller (1962) for the 
Air Force. The process of considering training as a 

system was taking shape in the military in the late 
fifties and resulted, in part, in a book titled Psy­
chological Principles of System Development, 
which was edited by Robert Gagne (l962b). The 
authors of the chapters in this book drew heavily 
on their military research and development experi­
ences of the fifties. 

A third area of eventual interest to instructional 
designers was testing and evaluation. The concern 
over the problems of personnel selection continued 
after World War II and the Korean War. In addi­
tion to the testing of intellectual capabilities, the 
assessment of psychomotor and perceptual skills 
was greatly increased. Overall there was an em­
phasis on norming instruments in order to select 
and classify soldiers appropriately. 

There was little distinction between research and 
evaluation at this time. The terms tended to be 
used synonymously. Experimental designs that in­
volved no-treatment control groups were the typ­
ical means of determining which of several ap­
proaches was best. Psychometrically designed, 
norm-referenced tests often served as a measure of 
the dependent variable. Often an innovative ap­
proach to instruction was compared in such studies 
to "traditional" instruction that had been in place 
for many years. 

It should be noted that these early events that 
eventually culminated in the field of instructional 
design occurred almost entirely in a military con­
text under the direction of researchers who had 
been trained in experimental psychology and who 
had a primary interest in applied human learning. 
Very few academic institutions were active in this 
type of research and training. Pennsylvania State 
University conducted research on films for the mil­
itary, and Indiana University and the University of 
Southern California developed outstanding gradu­
ate programs in educational technology with an 
emphasis on media production. However, the pre­
dominant thrust of educational psychology pro­
grams was to train preservice teachers and to con­
duct research that, unfortunately, did not transfer 
easily to the classroom context. Skinner's work 
was to change all this. 

The Late Fifties-Sputnik and 
Programmed Instruction 

The year 1958 is a demarcation point in the early 
history of instructional design. In that year two 
important events occurred. The first was the 
launching of Sputnik by the Russians. This earth-
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orbiting satellite signaled not only the beginning of 
a space race but also a revitalization of our national 
interest in the quality of mathematics and science 
instruction in the public schools. The second event 
of significance to the field of instructional design 
was the publication of Skinner's second major pa­
per on programmed instruction (Skinner, 1958). 
This paper, along with the research produced in his 
Harvard laboratory, stimulated widespread interest 
in both research and development in applied 
human learning. The impact of Sputnik on the cur­
riculum tended to be somewhat transitory whereas 
that of programmed instruction has been enduring. 

As a result of Sputnik, the federal government, 
through the National Science Foundation and 
United States Office of Education, became in­
volved in improving instruction through the spon­
sorship of large curriculum development projects. 
The purpose of these projects was to teach "good" 
science and "good" mathematics through the use 
of up-to-date texts written by the most prestigious 
scientists. Major projects in physics, chemistry, 
and biology were undertaken along with numerous 
ones in modem mathematics. In most cases the 
model was the same. A well-known scientiest re­
cruited other scientists and support personnel to 
write new materials. These were published and 
sold to the schools with little regard for the evalua­
tion of the curriculum being sold. 

At the beginning of the decade of the sixties, the 
new curriculum development movement and the 
programmed instruction movement proceeded, 
with rare exception, on separate paths. However, 
as problems began to occur with the use of the new 
curricula, the educational psychologists/ instruc­
tional designers of that time began to see their 
ideas being incorporated into the development of 
the new curricula. A number of the new concepts 
in instructional design, including hierarchical anal­
ysis and formative evaluation, were first applied 
within the curriculum development projects. The 
concepts themselves are described in some detail 
in the next major section of this chapter. The point 
to be noted here is that the post-Sputnik era was 
one in which federal funds became available for 
projects that eventually provided an opportunity to 
evaluate the emerging instructional design theories 
and procedures. 

The other major development in 1958 was the 
publication of the paper titled "Teaching Ma­
chines" by Skinner (1958). Skinner was already 
well known in the academic community for his 
scientific analysis of behavior and especially his 
use of reinforcement to shape behavior. It is said 

that he became concerned when he found that the 
teaching techniques that he used so successfully in 
the laboratory were not applied in the public school 
classrooms. As he observed children being taught, 
he saw a number of problems that could be ad­
dressed through the use of programmed instruc­
tion. Skinner's fundamental approach was to iden­
tify the desired behavior, then to create situations 
in which successive approximations of the behav­
ior would occur and be reinforced. This would 
increase the probability that the same response 
would occur in the same circumstances in the 
future. 

When this approach was applied to the creation 
of instructional materials for students, the result 
was a linear text. All students read the text from 
beginning to end, but in contrast to regular texts, 
programmed instruction contained small steps, or 
frames. Each frame contained information fol­
lowed by a question that required a response from 
the learner. This response could be compared with 
the correct answer, that usually appeared on the 
back of the page. The student proceeded from 
frame to frame making successively more complex 
responses to successively more difficult questions. 
The goal was to minimize student errors in their 
study of the text. Upon its completion, it was as­
sumed that the student had acquired the desired be­
haviors. The basic characteristics of programmed 
instruction were the use of small units or steps in the 
instructional process, the requirement for a con­
structed response from the student, and the provi­
sion of immediate feedback to answers as a form of 
positive reinforcement. Students studied the text at 
their own pace; this was not a group-learning 
approach. 

What has been described is both the theory and 
the format of programmed instruction. When in­
corporated in the design of actual instruction, it did 
not always work well. To the Skinnerians' credit 
and to the long-term benefit of instructional de­
sign, they tried to find out why the instruction did 
not work. A number of techniques were employed, 
especially an analysis of the errors made on each 
frame, to locate and correct problems. Pro­
grammed instruction materials were tried out on 
small numbers of students and revised until they 
reached the desired level of effectiveness. 

The Skinnerian form of linear instruction was 
soon criticized for not taking into consideration 
individual differences among learners. As a result, 
writers started using branching techniques based 
on learners' responses to mUltiple choice ques­
tions. Norman Crowder is generally credited with 
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the development of this technique; however, 
Sidney Pressey did research with a multiple-choice 
teaching machine in the thirties. This work was 
largely ignored at that time. A number of research 
studies indicated that Skinner's teaching machine, 
(a box designed to expose the programmed instruc­
tion text to the learner one frame at a time), was 
not really required for students to learn. They 
could proceed through the instruction without the 
machine. 

When, in the mid-sixties, researchers began to 
investigate the viability of computers to deliver 
instruction, most drew upon the programmed in­
struction approach, both linear and branching, as 
the method to use in preparing instruction for the 
computer. Therefore, although the pure Skinnerian 
programmed instruction text never gained wide­
spread use in public education, the process that 
was used to prepare the text and the general con­
cept of self-paced individualized instruction were 
to serve as foundations for the instructional design 
movement. A variety of self-paced courses were 
created and implemented in the curricula of 
schools and colleges, as well as in industry (see, 
for example, Moore, Mahan & Ritts, 1969). It is 
difficult to identify a major figure in the early his­
tory of instructional design who was not influenced 
to some extent by the Skinnerian approach to class­
room (as opposed to laboratory) learning. 

The continuing influence of this early work in 
programmed instruction on the subsequent devel­
opment of the field of instructional design will be 
apparent in the sections that follow. Davies (1971) 
has provided an excellent description of the chang­
ing or expanding emphases that occurred through­
out the sixties. For example, the initial approach of 
breaking behavior down into small steps was en­
larged to include, eventually, behavioral objec­
tives, task analysis, content analysis, job analysis, 
and needs assessment. The evaluation of instruc­
tion was expanded to include several phases of 
instructional tryouts and revisions, that became 
known as both developmental testing and for­
mative evaluation. 

There is one other result of the programmed in­
struction movement that deserves consideration, 
namely the production of a product that could be 
sold for a profit. Although in the past the measure­
ment-oriented educational psychologist had 
worked with private companies, this was a new 
experience for many learning-oriented educational 
psychologists. Companies were formed and con­
tracts let to produce and sell programmed texts. 

This experience provided the educational psychol­
ogist with much more knowledge of the social, 
political, and economic aspects of the instructional 
process as it is undertaken in the public schools. 
More and more educational psychologists became 
aware of the discrepancy between their laboratory 
approach to investigating the human learning pro­
cess and the conditions that prevail in a typical 
classroom. This sparked new interest in classroom 
relevant research and even the establishment of a 
journal, Contemporary Educational Psychology, 
which specializes in the publication of studies that 
have been conducted under classroom conditions. 
The long-term effect, whether it was in public edu­
cation or military and industrial training, was to 
draw the educational psychologist/instructional 
designer into a team of specialists all of whom 
were concerned with instructional effectiveness. 
Soon media specialists and managers, evaluators 
and teachers, would team up with the instructional 
designer to collectively develop instructional sys­
tems. With the advent of programmed instruction, 
the educational psychologist was no longer neces­
sarily isolated in the halls of ivy. 

The Conceptual Revolution of the 
Sixties 

Most of the major components of the instruc­
tional design process emerged in the decade of the 
1960s. Spurred on by the Russians' success in 
space and funded by a variety of new federal pro­
grams in the United States Office of Education, the 
National Science Foundation, and the research 
arms of the military, researchers developed and 
documented new procedures for improving in­
struction. The names associated with this era are 
still quite familiar: Gagne, Briggs, Glaser, Mager, 
Cronbach, Scriven, and Carroll. It is important to 
examine their contributions because they were in­
corporated into the systems approach to instruc­
tional design in the 1970s. The major contributions 
of these men and others during the 1960s are de­
scribed in the following. 

One of the most significant and pervasive con­
cepts that emerged from the programmed instruc­
tion movement was that of the behavioral objec­
tive. Mager (1962, 1984) indicated the necessity of 
specifying exactly what it is that learners were to 
be able to do when they completed their instruc­
tion. In its simplest form, this was a shift from 
telling about what the teacher was to accomplish to 
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what the student was to accomplish. If the pro­
grammed instruction writer was going to shape 
learners' behavior, it was imperative to know what 
that behavior was to be. 

Mager's now famous behavioral objective had 
to include not only a statement about the behavior 
of the learner but also the conditions under which 
the behavior would occur and the criteria that 
would be used to judge if the behavior was accept­
able. The necessity of using such behavioral objec­
tives stirred great controversy throughout the six­
ties, especially from subject-matter educators who 
objected to expressing the outcomes of instruction 
in such simplistic terms. 

Many questions about objectives also surfaced, 
among the most significant of which were: Where 
do objectives come from and What do I do with 
them after I have them? These questions were an­
swered by subsequent developments in the field. 
Some argued that objectives should be based on an 
analysis of what must be learned. What the student 
must learn with regard to intellectual skills were 
identified via a learning hierarchy. Gagne (1962a) 
hypothesized that in order to master a complex 
intellectual skill, the learner must first master cer­
tain prerequisite skills. But what were these specif­
ic prerequisites? They are those skills that are iden­
tified when the researcher asks the question, What 
does the learner have to know or be able to do in 
order to learn this new skill? The answer to this 
question is a listing of one or more subordinate 
skills. The question is repeated for each of these 
until the learning hierarchy has been developed. 
Each of the subordinate skills can be converted 
into a specific objective that a student must master 
on the way to mastery of the terminal objective. 
The hierarchical analysis technique remains the 
primary method of identifying the subordinate 
skills required in intellectual skills instruction. 

One answer to the question, What do you do 
with objectives, was to test them. In 1963 Glaser 
published his article on the necessity for criterion­
referenced testing. Glaser, who was heavily in­
volved in research in programmed instruction, 
found that although such instruction was being de­
signed to teach very specific behaviors, often the 
test instruments did not assess those same behav­
iors. He was extremely critical of the norm-refer­
enced approach to testing-an approach that 
seemed to put more of a premium on the com­
parison of students than on an assessment of their 
individual ability to achieve the objectives of the 
instruction. 

Glaser essentially emphasized two points in his 
article. The first, which Mager also indicated, was 
the necessity of making clear the criterion for suc­
cessful performance. His second point was that the 
test items must measure the behavior described in 
the objective. It is this second aspect of criterion­
referenced testing that was so important to subse­
quent developments in the field that it resulted in 
the term objective-referenced testing, that is, test­
ing that directly reflects the behaviors described in 
a set of objectives. 

The idea of criterion-referenced testing (CRT) 
and its seeming attack on the traditions of norm­
referenced measurement, did not go by unnoticed. 
Articles soon appeared noting the limitations of 
CRT and the continuing importance of the norm­
referenced approach (see Ebel, 1978, and Popham, 
1978). In particular, it was noted that objective­
referenced tests could be used to rank order learn­
ers (which is usually done with norm-referenced 
tests), and that some norm-referenced instruments, 
such as competitive selection tests, do have an 
important role to play in education. The primary 
point of CRT for instructional design was that it is 
necessary to have assessment instruments that 
identify what students have learned from their in­
struction and what they have not learned. Rank 
ordering students by test scores did not tell the 
designer what was wrong with the instruction or 
how it could be improved. 

By the mid-sixties the programmed instruction 
writer, who by now had gone beyond the strictly 
linear progression of frames advocated by Skinner, 
was using various branching approaches as pro­
posed by Crowder. The designer was also con­
templating the computer as a delivery mechanism. 
But the writer/designer still either depended upon 
the Skinnerian approach to designing instruction, 
or developed a somewhat idiosyncratic approach 
based on psychological literature. Then, in 1965, 
Gagne published The Conditions of Learning. 
which provided the broad theoretical underpin­
nings that many instructional designers are still 
using. 

Gagne first emphasized that there are five do­
mains of learning, each of which has a different set 
of conditions for instructing the learner. He indi­
cated that these domains include verbal informa­
tion, intellectual skills, psychomotor skills, at­
titudes, and cognitive strategies. A particularly 
important distinction was made between verbal in­
formation, which is essentially the recall of facts, 
and intellectual skills, which require the cognitive 
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manipulation of symbolic information. In his first 
edition, Gagne said little about cognitive strategies 
except to note that they seem to be skills that indi­
cate how we go about learning and are themselves 
learnable. (Twenty years later, the area of learning 
strategies is of great importance to both instruc­
tional designers and educational psychologists.) 

In Conditions of Learning, Gagne indicated that 
there are nine basic elements in teaching any ob­
jective. These "events of instruction," as he 
termed them, are generic components that should 
be considered when any instruction is developed. 
The inclusion or exclusion of any event depends on 
the sophistication level of the learner and the 
nature of the content. Briefly, Gagne indicated that 
first the learner's attention must be obtained. It is 
then possible to inform the learner of what will be 
learned, and thus to motivate him or her. Then the 
designer must insure that the learner has the pre­
requisite skills, as identified by a learning hier­
archy, which are required to begin instruction. 

The learner is now ready to receive a direct indi­
cation of what is to be learned and to receive guid­
ance in how to perform the skill. Practice, with 
response sensitive feedback, is then provided. The 
learner is tested to insure that the skill has been 
mastered, and additional instruction to facilitate 
retention and transfer is provided when appropri­
ate. 

Gagne and Briggs (1979) subsequently elabo­
rated on the various events of instruction as they 
vary according to the various domains of learning. 
They also stressed the hierarchy of skills within the 
intellectual skills domain, that is, that the subordi­
nate intellectual skills for problem solving are prin­
ciples. To learn principles one must first learn de­
fined concepts, which in tum are dependent on 
concrete concepts. Each type of intellectual skill 
requires a slightly different approach within the 
events of instruction. 

Another critical component that played a promi­
nent role in the sixties was evaluation. Up until this 
time evaluation tended to be equated with re­
search, and therefore the tools of the researcher 
were applied to the evaluation process. This meant 
the use of experimental designs to determine which 
of two innovations was better or, more typically, if 
an innovation was better than the ubiquitous tradi­
tional approach. All this began to change with the 
use of what Scriven (1967) called formative eval­
uation. This term was used to identify the process 
of collecting data and information in order to im­
prove instruction. Scriven had observed that only 

after much of the new science curriculum of the 
sixties was published and in the schools was it 
realized that many students had serious problems 
in the use of the materials. Why was this not dis­
covered until it was too late to make changes? 
Scriven said that evaluation had to be undertaken 
while the instruction was being developed in order 
to determine what parts were working and what 
parts were not. Those parts that were not working 
should be revised until they did work. This type of 
formative evaluation was in sharp contrast to sum­
mative evaluation, which was used after an in­
structional innovation was complete to determine 
its comparative or absolute value or worth. 

Actually, Scriven's concern with the evaluation 
process was related in part to earlier work by Cron­
bach (1963), which pointed out the wholesome use 
of evaluation to improve courses. The actual oper­
ationalization of the concept of formative evalua­
tion was most influenced by Markle (1967) who, 
under the label of developmental testing, described 
the phases of evaluation that were employed by 
programmed instruction writers. Markle's work is 
reflected in the subsequent writings of Baker and 
Aikin (1974) and Dick (1977). The formative eval­
uation process usually includes three phases. The 
first is one in which the writer/designer goes 
through the instruction on a one-to-one basis with 
several representative students for the purpose of 
discovering problem areas. Revisions are made 
and the instruction is tried out with a larger number 
of learners. The designer then makes another set of 
revisions based on the data collected from this 
evaluation, and then a field trial and final revision 
are conducted. 

In the formative evaluation process, the data­
collection process is focused primarily, but not ex­
clusively, on the learner. Performance data are col­
lected not only on a posttest but also on a pretest 
and on any practice activities in the materials. Stu­
dent comments about the instruction, learning 
time, and responses to specific attitude items are 
all used to identify where problems are located and 
how they can be revised. This process of formative 
evaluation was extremely important in the entire 
instructional design process, which came to be 
conceived in the 1970s as a system with a self­
correcting mechanism. 

Several other trends began in the sixties that 
should be noted because of their subsequent influ­
ence on the field of instructional design. The first 
trend was to begin implementing systems of in­
struction, or at least to try to apply the ideas that 
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have been presented here to real-world instruction. 
Glaser developed Individually Prescribed Instruc­
tion (IPI), whereas Keller (1968) was developing 
the Personalized System of Instruction to introduce 
the use of student tutors into self-paced courses 
that required students to master successive unit 
tests. Bloom (see Block, 1971) developed a system 
of mastery learning in which students studied self­
instructional materials in order to master specific 
skills. Students were tested periodically to deter­
mine if they were ready to progress or were in need 
of remedial instruction. As another example, 
Flanagan established Project PLAN, which in­
volved computer analysis of student tests in order 
to write prescriptions for remediation or enrich­
ment. All of these models were distinctly different 
from traditional classroom instruction in which the 
teacher was the primary instructional delivery me­
dium. With the new approaches the teacher had a 
new role as manager and motivator. Variations on 
these self-pacing, mastery learning approaches 
have continued to be used to a moderate extent 
ever since their first introduction in the sixties. 

Another important thrust at this same time was 
the research being undertaken on the uses of com­
puters in education. As large mainframe systems 
were installed at major universities and research 
organizations, researchers began to examine their 
role in the instructional process. Direct, interactive 
use was investigated in terms of computer-assisted 
instruction that included tutorial, and drill and 
practice approaches. Computer managed instruc­
tion, such as Project PLAN, involved off-line in­
struction with on-line testing and record keeping 
(see, for example, Dick & Gallagher, 1972). As 
will be noted later, the preparation of instruction 
for delivery via computer started a trend that was 
not to really blossom until the eighties. 

Finally, the theoretical models of instruction 
that were published had important influences on 
the field. For example, Carroll's (1963) Model of 
School Learning incorporated key factors that were 
believed to influence the learning process. Vari­
ables such as quality of instruction and time spent 
on instruction (in proportion to that which was 
needed) were considered. It was apparent from 
Carroll's model that learning was not the function 
of any single variable but the result of the interac­
tion of a great many factors. 

The other set of models that began appearing in 
the sixties was referred to as systems models. 
These were further attempts to put together the 
various processes that had been developed more or 

less independently in the sixties. The integration of 
these parts is described in the next section. 

From Instructional Design to 
Instructional Systems in the 

Seventies 

For instructional design, the decade of the 1970s 
can best be represented as the decade of the sys­
tems approach. Banathay (1968) has described the 
systems approach as the application of the systems 
viewpoint of thinking to human endeavors. The 
systems viewpoint means that instructional sys­
tems are 

assemblages of parts that are designed and built by man into 
organized wholes for the attainment of specific purposes. The 
purpose of a system is realized through processes in which 
interacting components of the system engage in order to pro­
duce a predetermined output. (p. 12) 

Banathy also indicates that each system receives its 
purpose and support from a larger, encompassing 
system (a suprasystem), and its output must satisfy 
the suprasystem. 

Heinich (1970) has emphasized the systems ap­
proach as the integrating concept that pulls to­
gether the design, development, implementation, 
evaluation, and management of instruction. Hein­
ich pointed out that as early as 1956 Hoban (1956) 
proposed a systems approach as the technique to 
employ to manage the learning process. Other 
noted researchers, including Finn (1956) and Car­
penter (1960) have come to view the systems ap­
proach as the process to use in designing and im­
plementing instructional systems. 

Gagne (1962b) furthered the idea that there were 
basic psychological principles that can be applied 
to system development. Gagne's book included 
chapters on human functions, computers, human 
tasks and equipment design, and an early report on 
task description and analysis. 

Glaser (1965) was one of the first to apply the 
system concept directly to the design and develop­
ment process. He proposed a very basic five-step 
model: formulate objectives, diagnose learner 
strengths and weaknesses, deliver instruction, 
evaluate instruction, and revise instruction. It was 
the concept of revising instruction tbat was syn­
onymous with Scriven's formative evaluation and 
the systems approach component of a feedback 
loop. A system is always self-monitoring in order 
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Figure t. Instructional Systems Development model (Branson et al .• 1975). 

to adjust its product to meet the needs of the su­
prastructure. If the systems approach were to be 
applied to instruction, the feedback loop had to be 
implemented and the instruction revised until it 
worked effectively. 

1960s. They also reflect the strong influence of 
systems thinking in the 1970s, and they encompass 
the major concepts of the instructional design field 
in the 1980s. 

One of the best known of the models is the In­
structional Systems Development (ISD) model. It 
was developed and extensively documented by 
Branson et al. (1975) under contract to the Navy. 
This 20-step model (see Figure 1) was adopted by 
all military services as the set of procedures to be 
used for developing instruction. The model em-

Following the publication in 1968 of Banathy' s 
important book, Instructional Systems, there were 
a number of systems approach models developed 
in the 1970s. It is important to review these models 
because it is clear that they include the major con­
cepts and techniques that were developed in the 
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phasized job analysis as the starting point of de­
signing instruction and the use of internal and ex­
ternal evaluations as sources of data to revise in­
struction. This model of the instructional design 
process has had a critically important impact on the 
conceptualization, if not the actual development, 
of instruction in the military. 

One of the systems approach models that drew 
on the research of the 1960s and was published in 
the 1970s was that developed by Dick and Carey 
(1978, 1985). This model, shown in Figure 2, has 
only half as many components as that of Branson 
et al. (1975). The Dick and Carey model was de­
veloped as a practical approach for novice instruc­
tional designers. The steps in the model are de­
scribed briefly in the following in order that the 
reader may understand the flow of the process as 
the designer proceeds from an identified need for 
instruction to the development of products and pro­
cedures that effectively meet that need. 

Identifying an Instructional Goal. The first 
step in the model is determining what students are 
to be able to do when they have completed the 
instruction. The definition of the instructional goal 
may be derived from a list of goals, from a needs 
assessment with regard to a particular curriculum, 
from practical experience with learning difficulties 
of students in the classroom, from the analysis of 
the performance of someone who is already doing 
a job, or from some other requirement for new 
instruction. 

Conducting an Instructional Analysis. After 
identifying the instructional goal, the designer de­
termines what type of learning is required of the 
student. The goal is then analyzed to identify the 
subordinate skills that must be lellOled. This pro­
cess will result in a chart or diagram that depicts 
these skills and shows the relationship among 
them. 

Identifying Entry Behaviors and Character­
IStlCS. In addition to identifying the subordinate 
skills and procedural steps that must be included in 
the instruction, the designer identifies the specific 
skills students must have prior to beginning in­
struction. This is not a listing of all the things 
learners can do, but an identification of the specific 
skills they must be able to perform in order 
to begin. It is also important to identify any specif­
ic characteristics of the learners that may be impor­
tant considerations in the design of the instruc­
tional activities. 

Writing Performance Objectives. Based on the 
instructional analysis and the statement of entry 

behaviors, the designer writes specific statements 
of what the learners will be able to do when they 
complete the instruction. These statements, which 
are derived from the skills identified in the instruc­
tional analysis, identify the skills to be learned, the 
conditions under which the skills must be per­
formed, and the criteria for successful perfor­
mance. 

Developing Criterion-Referenced Test Items. 
The designer then develops assessment items based 
on the objectives and measures the learner's ability 
to achieve the behavior described in the objectives. 
Major emphasis is placed on testing the specific 
kind of behavior described in the objectives. 

Developing an Instructional Strategy. Given 
the groundwork established in the five preceding 
steps, the designer identifies a plan for presenting 
the instruction to the learners. The plan includes an 
indication of the preferred media to be used to 
achieve the terminal objective. The strategy will 
include sections on preinstructional activities, pre­
sentation of information, practice and feedback, 
testing, and follow-through activities. The strategy 
will be based on current outcomes of learning re­
search, current knowledge of the learning process, 
content to be taught, and the characteristics of the 
learners who will use the materials. These features 
are used to develop or select materials or to devel­
op a strategy for interactive classroom instruction. 

Developing and Selecting Instruction. In this 
step the designer uses the instructional strategy to 
produce (or select) the instruction. This typically 
includes a leamer's manual, instructional mate­
rials, tests, and an instructor's guide. The decision 
to develop original materials will depend on what 
is taught, the availability of existing relevant mate­
rials, and the amount of resources available for 
development. 

Designing and Conducting the Formative Eval­
uation. Following the completion of a draft of 
the instruction, the designer conducts a series of 
evaluations to collect data to determine how to 
improve the instruction. The three types of for­
mative evaluation are referred to as one-to-one 
evaluation, small-group evaluation, and field eval­
uation. Each type of evaluation provides the de­
signer with a different type of information that can 
be used to improve the instruction. Similar tech­
niques can be applied to the formative evaluation 
of classroom instruction. 

Revising Instruction. The final step in the sys­
tematic design process is to revise the instruction. 
Data from the formative evaluation are summa-
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rized and interpreted to identify difficulties experi­
enced by learners in achieving the objectives and 
to relate these difficulties to specific instructional 
deficiencies in the instruction. The line in Figure 
2, labeled "Revising Instruction," indicates that 
the data from a formative evaluation are not simply 
used to revise the instruction itself but are used to 
reexamine the validity of the instructional analysis 
and the assumptions about the entry behaviors and 
characteristics of the learners. It is necessary to 
reexamine statements of performance objectives 
and test items in light of performance data. The 
instructional strategy is reviewed and all relevant 
changes are incorporated into the instruction. 

Conducting Summative Evaluation. The dot­
ted line in Figure 2 indicates that, although sum­
mative evaluation is the culminating evaluation of 
the effectiveness of instruction, it generally is not a 
part of the design process. It is an evaluation of the 
absolute and/or relative value or worth of the in­
struction, and occurs only after the instruction has 
been formatively evaluated and sufficiently revised 
to meet the standards of the designer. Because the 
summative evaluation usually does not involve the 
designer of the instruction, but does involve an 
independent evaluator, this component is not con­
sidered an integral part of the instructional design 
process per se. 

These steps are generally characteristic of the 
many systems models that appeared in the seven­
ties. An article by Andrews and Goodson (1980) 
contains conclusive evidence that the seventies 
was the decade of the systems approach. In their 
article they identify no less than 40 systems ap­
proach models that appeared in the literature, all 
but four of which were published in the 1970s. The 
fact that the authors found 40 documented models 
clearly indicates that there is no single systems 
approach model. However, the authors found a 
great deal of similarity in the components of the 40 
models. The authors identified 14 generic tasks, 
which are described in Table 1. 

Current Status of Instructional 
Design 

It is almost impossible to define precisely the 
boundaries of an academic discipline, and instruc­
tional design is not an exception. There have been 
several readily identifiable trends in recent years in 
the field that have increased its complexity. Four 

Table 1. Fourteen Common Tasks in Model 
Development 

Task number Definition 

1. Formulation of broad goals and de-
tailed subgoals stated in observ­
able terms 

2. Development of pretests and post-
tests that match goals and sub­
goals 

3. Analysis of goals and subgoals for 
types of skillsliearning required 

4. Sequencing of goals and subgoals to 
facilitate learning 

5. Characterization of learner popula-
tion "as to age, grade level, past 
learning history, special aptitudes 
or disabilities, and, not least, esti­
mated attainment of current and 
prerequisite goals" 

6. Formulation of instructional strategy 
to match subject-matter and learn­
er requirements 

7. Selection of media to implement 
strategies 

8. Development of instruction based on 
strategies 

9. Empirical tryout of courseware with 
learner population, diagnosis of 
failures, and revision of instruc­
tion based on diagnosis 

10. Development of materials and pro-
cedures for installing, maintain­
ing, and periodically up-dating the 
instructional program 

II. Assessment of need, problem identi-
fication, occupational analysis, 
competence, or training require­
ments 

12. Consideration of alternative solutions 
to instruction 

13. Formulation of system and environ-
mental descriptions and identifica­
tion of constraints 

14. Determine cost of instructional 
programs 

Source: Adapted from Andrews, D., & Goodson, L. H., 1981. 
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influences are of particular note: systems design, 
cognitive psychology, media, and computers. 

Systems Design. The original work of Skin­
ner and Gagne focused on the application of psy­
chological principles to the design of classroom 
instruction. As more and more systems thinking 
was applied to the process, emphasis on the total 
design of instruction increased, that is, on the de­
sign of training systems. This expansion resulted 
in greater emphasis on the role of needs assessment 
(Kaufman & English, 1979) and job analysis, as 
well as summative evaluation of the completed 
product (Branson et ai., 1975). 

The whole field of instructional design is now 
referred to by some as instructional systems de­
sign, which includes a host of skills related to pro­
ject design, budgeting, and personnel manage­
ment. Cost comparisons and quality control have 
become more important factors as the original in­
structional design concepts have been put to use in 
various real world environments. In essence, in­
structional design may be considered the major 
component within a larger framework of instruc­
tional systems design, which includes management 
and communications concerns as well as the psy­
chology of instruction. 

Cognitive Psychology. The second contem­
porary influence on the field of instructional design 
is that of cognitive psychology. Cognitive psychol­
ogy, with its definite systems perspective, has 
been the dominant trend in the field of psychology 
in the last 20 years. How has it influenced instruc­
tional design? It would appear that to date there has 
been only a small impact. Some influences, how­
ever, are apparent. For example, Gagne (1985) has 
related the external events of instruction (those 
events that the designer can manipulate) to their 
corresponding internal events. The internal events 
are explained in terms of a cognitive input-process­
output model of the learning process. In essence, 
Gagne has bridged the behavioristic and cognitive 
approaches with his events of instruction. 

One of the most important contributions of cog­
nitive psychology, as it has been translated in the 
field of instructional design, is the approach to task 
analysis. Both Scandura (1983) and P. Merrill 
(1978, 1980) have described task analysis tech­
niques relating to each of the cognitive steps that 
the learner must take to execute a skill. These au­
thors emphasize that as the stimulus situation 
changes, the learner must be able to elaborate on 
the use of the skill in a variety of different ways. 
This type of analysis is somewhat different from, 

but not incompatible with, the hierarchical ap­
proach developed by Gagne. 

Another contribution of cognitive psychology is 
the concept of the schema as a representation of 
how knowledge is stored in memory. Instructional 
designers who have become interested in the use of 
computers in instruction, and especially those who 
are investigating the role of artificial intelligence in 
the design of courseware, have used the schema as 
a way of organizing the knowledge data base of the 
artificial intelligence system. This may prove to be 
a very productive line of research in the future. 

Media. Another influence on the field of in­
structional design is the growing complexity of the 
media available for inclusion in an instructional 
system. Early research, such as that by Carpenter 
and Greenhill at Penn State, compared the teaching 
effectiveness of such media as radio, films, televi­
sion, and programmed instruction with printed or 
teacher-delivered instruction. Now, computer-con­
trolled video-disc systems can provide video mo­
tion, quality audio, colorful graphics, and letter­
perfect text-any of which can be used to provide 
instruction directly tailored to the needs of the 
learner. 

The impact of new technology has been to put 
the mystique back into the design and development 
process. This has occurred because the theory of 
instructional design has simply not kept pace with 
the electronic capabilities available to even the 
most novice designers. Although Reiser and 
Gagne (1983) have provided a very systematic and 
practical approach to selecting the medium for in­
struction, the research data seem to indicate that 
except for the most extreme of circumstances, the 
selection of a particular medium has little influence 
on the quality of learning that occurs. The net re­
sult is that the instructional designer is charged 
with the responsibility for developing "good" in­
struction, with no more guidelines as to what good 
instruction is than the basic instructional design 
principles that have been available for some time. 

Computers. The impact of computers must 
be dealt with separately because of the magnitude 
of their influence on the field of instructional de­
sign. In the 1 960s , it appeared that computers 
would be one more medium that the designer could 
select for inclusion in an instructional system. Al­
though research indicated that "computers could 
teach," the critics were quick to point out that the 
costs, in terms of dollars per student hour of use, 
were prohibitive. This argument nearly won the 
day as most computer manufacturers, excepting 
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Control Data, withdrew from the field. For all 
practical purposes, the use of computers in instruc­
tion was nearly extinct by the late seventies. How­
ever, the development of the microcomputer com­
pletely turned around this trend. These new 
systems put the power of the multimillion dollar 
mainframe in the hands of any designer who could 
afford a computer that cost several thousand 
dollars. 

The computer is now the medium for the in­
structional designer. It has the ability to control all 
other media and thus is the ideal vehicle for deliv­
ering mediated instruction. Nearly every instruc­
tional designer takes one or more courses in his or 
her training program in the use of computers in 
instruction. Some go on to make this an almost 
exclusive area of specialization. 

There is increasing interest in the role that the 
computer can play in the total instructional design 
process. Consideration is being given to what steps 
in the instructional design process could conceiv­
ably be done by a computer in order to reduce the 
cost of the design of instruction. Can, for example, 
the computer be programmed to do a task analysis 
or to generate objective-referenced test items? Al­
though very little has been accomplished to date, 
this is an extremely promising area for the future. 

In summary, the field of instructional design has 
been expanded to take on what Banathy has called 
a systems view. When the instructional process is 
viewed as a system, all aspects of the system must 
be attended to: its design, development, imple­
mentation, management, and evaluation. The field 
of cognitive psychology is just beginning to influ­
ence the instructional design process, although the­
ory has not been able to keep up with the develop­
ment of electronic media. The computer has 
become the predominant medium for the designer 
as its availability increases almost exponentially. 

The Instructional Designer: 1960 
and 1987 

It is of interest to examine who, in 1987, is an 
instructional designer, how he or she was trained, 
and where he or she works. These questions will 
be examined first in terms of the designer's 1960 
counterpart. 

In 1960 no one referred to him or herself as an 
instructional designer. Typically an instructional 
designer was an educational psychologist, media 
specialist, or training specialist. Some preferred 

the term educational technologist. But the people 
who were designing instruction using Skinnerian 
principles were likely to be psychologists who 
wrote programmed instruction units on introducto­
ry psychology topics, and did research on its effec­
tiveness with college sophomores. As faculty or 
graduate students in psychology departments, they 
were trained in the basic core knowledge of experi­
mental and clinical psychology, tended to have a 
definite behavioral view, and were expert in re­
search and analysis methodology. 

By 1965, some academics had decided to apply 
their new technology in industry. They formed 
new companies or joined special divisions of large 
companies that specialized in the writing and sell­
ing of programmed instruction materials and teach­
ing machines. For a number of reasons, most of 
these ventures did not last into the 1970s. The 
largest client of most of these companies was the 
military. The public schools dabbled with teaching 
machines but never committed themselves to the 
use of programmed instruction, nor did they tend 
to hire people who had the skills required to write 
and develop such instruction. Nor did publishing 
companies rush to hire the instructional designer of 
the sixties. They tended to stay with the team of a 
subject-matter expert and an editor. 

The instructional designers of 1987 tend to be 
quite different from those of 1960. At the present 
time, there are a number of major universities of­
fering graduate degrees-both the masters and the 
doctorate-in instructional design. These include 
Arizona State, Brigham Young, Florida State, In­
diana, Southern California, and Syracuse; there is 
also an excellent master's program at San Diego 
State. 

The students entering these programs are no 
longer interested solely in psychology and applied 
human learning. Although some psychology stu­
dents have entered these programs, they are out­
numbered by former public school teachers, social 
workers, artists, media specialists, music edu­
cators, military personnel, and home economists. 
The field of instructional design now draws its stu­
dents from the entire range of undergraduate ma­
jors. In any given program, the students will often 
vary in age from 21 to 50, with many students 
seeking either a second profession or new skills to 
add to their present ones. In effect, the instruc­
tional designer of the eighties is trained in a profes­
sional school as opposed to the designer of the 
sixties who was trained in an Arts and Sciences 
environment. 
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The curriculum of the designer trained in the 
eighties is very different from that used to prepare 
the professor who is doing the instructing. Many of 
those who are instructional design professors were 
trained in psychology departments. They are now 
teaching topics that were not in their curriculum: 
needs assessment, criterion-referenced testing, 
computer-assisted instruction, formative evalua­
tion, program planning and budgeting, dissemina­
tion and diffusion, and interpersonal skills. The 
designer of the eighties typically finds that the cur­
riculum at the master's level includes very little 
traditional learning theory and a lot of hands-on 
experience in designing instruction. Most pro­
grams require an internship experience with an in­
structional design project so that upon graduation 
the designer is ready to join an instructional design 
team. 

The doctoral programs in instructional design 
emphasize more of the traditional research and the­
ory skills as well as provide for the exercise of 
management and interpersonal skills in additional 
internships. The dissertation studies often use ex­
perimental designs to investigate various instruc­
tional strategies, but students are also beginning to 
broaden the scope of the dissertation study to in­
clude cost-benefit analyses, the development of 
new methodologies, and the application of known 
technologies to novel situations. Recent articles by 
Briggs (1982, 1984b) describe a full range of dis­
sertation studies which have been undertaken by 
instructional design students. 

It is probably fair to say that there is a greater 
diversity in the skills and interests of the designers 
of 1987 than those of 1960. The designers of 1960 
tended to share a common academic heritage and 
had quite similar skills and interests. Those of 
1987 come from a great variety of academic back­
grounds and have a wider range of options in their 
academic training. The continuum is anchored at 
one end by the designer who is primarily interested 
in the application of psychological theory (usually 
cognitive theory) to the design of instruction, and 
at the other end by the designer who basically 
wants to become a manager in an instructional de­
sign group. The former student will find em­
ployment in a university, whereas the latter will 
undoubtedly find a position in industry. 

Neither of the prototype students described 
above is likely to have been trained in a psychol­
ogy department. All of the programs listed earlier 
are housed in schools and colleges of education. 
Some are directly associated with educational psy-

chology programs (such as Florida State) while 
others are much more closely related to media or 
educational technology programs and have little 
contact with the educational psychology program. 

One other aspect of these programs should be 
noted-the enrollment of international students. 
Whereas nearly all United States graduate pro­
grams have experienced an increase in interna­
tional student enrollments in recent years, such en­
rollments in instructional design programs has 
been impressive. Much of this interest has been 
generated by projects sponsored by government 
agencies, (e.g., the Agency for International De­
velopment), that have employed systematic in­
structional design techniques in a number of third 
world countries (see, for example, Morgan & 
Chadwick, 1971). As a result, students in those 
countries want to attend United States institutions 
that teach these skills. Many have returned to their 
countries to begin to play leadership roles in direct­
ing educational development activities. Some ob­
servers believe that the next breakthroughs in the 
use of instructional systems design techniques to 
solve significant educational problems will come 
from third world nations that have no economically 
acceptable alternative but to investigate these 
approaches. 

The employment opportunities for the instruc­
tional designer of the eighties far exceed those 
available in the sixties. For the Ph.D. graduate 
there is an increasing number of faculty positions 
at major universities in instructional design pro­
grams. Positions are also available in traditional 
education departments of curriculum and instruc­
tion, and in educational technology or media de­
partments. Some companies are eager to hire the 
instructional design Ph.D. who has leadership ex­
perience. Positions are available for working with 
in-house training development teams or with teams 
that contract their instructional design expertise to 
other companies. 

The master's graduate can find employment 
with any number of companies or military agen­
cies. In these positions, the new designer almost 
always joins a team of designers, subject-matter 
experts, evaluators. media specialists, and a man­
ager. The new designer must learn about the com­
pany, its approach to instructional design, and its 
approach to the client-whether the client be an 
internal group for whom training services are being 
provided, or another company or government 
agency. 

Thus, the instructional designer of the eighties is 
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quite different in many ways from the programmed 
instruction writer of the sixties who was trained in 
psychology. The new designer may come from one 
of many areas in education, from the military, or a 
third world nation. Graduate training is targeted on 
the wide variety of skills and knowledge required 
of a successful master's or doctoral graduate. Posi­
tions are available in both academic and the private 
sector, and designers soon find themselves playing 
a variety of roles in these institutions. 

The Current Impact of 
Instructional Design on 
Educational Psychology 

Previous sections of this chapter have presented 
some of the historical background to, and the cur­
rent status of, the field of instructional design. Ed­
ucational psychologists have significantly influ­
enced the early development of this new field of 
applied human learning. It is fair now to examine 
the extent to which the emerging field of instruc­
tional design has had an impact on educational 
psychology. In order to determine this impact, the 
Journal of Educational Psychology and four edu­
cational psychology textbooks were analyzed to 
identify the extent to which studies relevant to in­
structional designers are being reported and the 
extent to which instructional design concepts are 
being included in the textbooks. 

Analysis of the] ournal of Educational Psy­
chology. The Journal of Educational Psychology 
(JEP) was chosen as the collection of research arti­
cles most representative of the research being con­
ducted in the field of educational psychology. The 
questions posed were: Are there papers being pub­
lished in JEP that are of interest and relevance to 
the instructional designer? and Do the studies that 
are of interest employ systematic instructional de-

sign procedures in the development of the instruc­
tional materials used in the study? 

The reason for asking if articles published in 
JEP are of interest to instructional designers was an 
attempt to determine if researchers with an instruc­
tional systems orientation are publishing in the 
most influential journal in the field and are thus 
influencing the overall direction of the field. If 
articles were found, then the question could be 
raised about the use of instructional design tech­
niques in the conduct of the studies. 

In order to determine the extent to which articles 
were of interest to instructional designers, this 
writer reviewed all the articles in JEP in a recent 
year, 1983 (volume 75). Abstracts of the 83 arti­
cles for that year were carefully read to identify 
those articles that dealt directly or indirectly with 
the major components of the systems approach to 
instructional design as presented earlier in Figure 
2. The review of the abstracts was similar to the 
process typically used by a journal reader who 
scans each article to decide if it is relevant to his or 
her personal interests. Each article was rated by 
this writer as of direct interest to an instructional 
designer, of some interest, or of no direct interest. 
The results, by issue and total, are shown in Table 
2. 

The table indicates that over 25% of the articles 
appeared to be of direct interest to an instructional 
designer, and that an additional 10% held some 
interest. Although these data must reflect, by the 
nature of the way they were generated, the per­
spective of this writer, it is probable that the totals 
that would be obtained by other instructional de­
signers would be similar. 

What kinds of articles were of no direct interest? 
Two major types of studies can be identified. The 
first are those studies related to teacher charac­
teristics and their interaction with student charac­
teristics. Instructional designers have tended to 

Table 2. Articles in Volume 75 of JEP Rated for Their Interest to Instructional Designers 

Issue 
Percentage 

Rating of articles 2 3 4 5 6 Total of total 

Number of articles of direct interest 4 4 5 4 2 3 22 27 
Number of articles of some interest 2 4 2 0 I 10 12 
Number of articles of no interest II 7 4 9 12 8 51 61 

Total number of articles 16 13 13 15 14 12 83 100 
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deemphasize the role of the teacher and particu­
larl y the personality and sty Ie of the teacher. De­
signers prefer to emphasize the concept of a system 
of instruction, of which a teacher or instructor is 
one component. The instructional materials tend to 
be of greater interest than the vehicle for delivering 
the instruction. 

The second type of study of little interest to the 
designer were those that examined individual dif­
ferences in learners. Although factors such as race 
and sex are of concern to some psychologists, the 
instructional designer tends to interpret the trait­
treatment interaction data as having minimal im­
pact on instructional design. In essence, the de­
signer tends to produce an instructional system that 
will serve the largest possible percentage of stu­
dents, with the remaining students receiving spe­
cial individualized help. The exception to this 
position is the growing interest in the use of com­
puters in delivering instruction. The computer is an 
ideal device for tailoring instruction relevant to in­
dividual differences. The individual difference of 
greatest demonstrated importance to the instruc­
tional designer is the amount and type of knowl­
edge the learner has when he or she begins instruc­
tion. 

What kinds of articles in Volume 75 are of great 
interest to the instructional designer? The great 
majority are those having implications for the in­
structional strategy the designer might use. For ex­
ample, a number of studies that reflect a cognitive 
psychology orientation examine various ways to 
influence the level at which information is pro­
cessed and the effect of this on recall. Others dem­
onstrate how the leamer's perspective influences 
what is recalled. New studies on the use of repeti­
tion, discussion, and elaboration are of interest, as 
are those studies that examine the format of the 
instruction in terms of the effectiveness of head­
ings and underlining. 

Also of major interest to the designer are articles 
that examine the general effectiveness of CAl, 
comparisons of radio and TV presentations, and 
the function of learning time in mastery learning. 
There is also a continuing interest in studies about 
the effects of reinforcers and test feedback on sub­
sequent pelformance. 

After identifying 22 studies of interest, this writ­
er further examined them using Briggs's (l984a) 
criteria for culture four studies. Culture four stud­
ies are those that have the following characteris­
tics: 

I. The researcher classifies the type of learning 

outcome being studied and provides objectives and 
test items for checking the classification. 

2. The instructional passages used in the re­
search studies are similar in length to textbook 
chapters and are real curriculum topics. 

3. The materials have been systematically de­
signed and formatively evaluated. 

4. The tests require students to classify exam­
ples and nonexamples of the concepts taught or 
apply the rules that have been taught. 

Briggs argues that in order for research studies 
to be relevant to the instructional designer, the 
studies must not only reflect an appropriate experi­
mental design but also appropriate instructional de­
sign. Those studies not meeting the criteria listed 
above, such as those employing nonsense syllables 
or 300-word passages for stimuli, are of only lim­
ited value to the instructional designer. 

The 22 studies that were rated of direct interest 
to instructional designers were each evaluated 
using the criteria listed by Briggs. The extent to 
which the studies met the criteria had to be inferred 
in many cases on the basis of what was said (or not 
said) in the article. For example, an article was 
judged as meeting the criterion even if objectives 
and test items were not included as long as there 
was a clear description of the desired type of learn­
ing outcome and an assessment method that was 
appropriate for the outcome. It was also assumed 
that if there was no description of how a learning 
passage, such as an essay or a story, was devel­
oped, then it was not systematically designed. 

Because of space limitations, the entire set of 
data from the analysis of the articles will not be 
shown here. However, very clear trends were evi­
dent when the 22 studies were analyzed. With re­
gard to Brigg's first criterion, only one of the 22 
studies made reference to a specific taxonomy of 
learning outcomes. However, all but three of the 
remainder did make it clear what type of perfor­
mance was required of the learner and, with regard 
to criterion four, did use appropriate assessment 
instruments. A great majority of the studies as­
sessed recall (what Bloom would call knowledge 
and Gagne would call verbal information), by ask­
ing students to write down everything they could 
remember from what they had read. Several stud­
ies were targeted on problem solving and used ap­
propriate problem-solving tasks. 

The criterion on which there was the greatest 
variability was the length of the instruction. Briggs 
had suggested using curriculum materials about the 
length of one chapter. Sixty-eight percent of the 
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studies met this criterion. However, some of the 
studies reported findings based on instructional (or 
reading) passages of only 150 to 500 words. In 
some cases it was necessary to estimate the number 
of pages covered or number of minutes spent 
studying. 

Of interest was the fact that none of the re­
searchers reported the use of systematic instruc­
tional design techniques to develop instructional 
interventions. A number of researchers selected 
existing topic stories or topic presentations thought 
to be of interest to the students. In several cases it 
was necessary to develop original materials. The 
formats used in these studies appear to be quite 
reasonable, but there were no descriptions of the 
use of formative evaluation and revision. Several 
researchers did indicate that pilot studies had been 
conducted but they resulted in procedural improve­
ments, not instructional improvements. 

In summary, the analysis of the 22 articles clas­
sified as being of interest to an instructional de­
signer indicated that the typical researcher starts 
with an interest in a process such as recall or prob­
lem solving, and develops appropriate assessment 
instruments. There is no reference to a specific 
learning taxonomy. The materials included in the 
instructional intervention are often selected from 
existing texts and modified to reflect the indepen­
dent variable. The content is often science or 
math, or a prose passage that might be studied in a 
literature course. Although most of the materials 
are of sufficient length, 1000 words or more, they 
are not systematically designed and formatively 
evaluated before they are used in the study. None 
of the 22 investigations met all four of the criteria 
listed by Briggs. However, 55% did meet three of 
the four criteria. 

Examination 0/ Undergraduate Education­
al Psychology Textbooks. It was of interest to 
determine the extent to which undergraduate edu­
cational psychology textbooks include instruc­
tional design concepts and procedures. It may be 
argued that collectively these texts define the basic 
elements of the field. Thus, if instructional design 
is making an impact, the major concepts and pro­
cedures from the field should be included in these 
texts. 

In order to conduct the analysis, four texts in 
current use, which are listed below by authors, 
publishers, and years of publication, were selected 
(complete titles are provided in the references for 
this chapter). 

1. Reilly and Lewis, Macmillan (1983) 
2. Biehler and Snowman, Houghton Mifflin 

(1982) 
3. Gage and Berliner, Houghton Mifflin 

(1984) 
4. Woolfolk and McCune-Nicolich, Prentice­

Hall (1984) 

These books were chosen because of their immedi­
ate availability to the writer. Although the selec­
tion was not random, there is no reason to believe 
that the sample is biased. None of the texts is used 
by the writer to teach educational psychology. 

The texts were analyzed by first preparing a list 
of key words, such as behavioral objectives and 
formative evaluation, that tend to be associated 
with the field of instructional systems. A list of 11 
terms with relevant synonyms was generated. 
Then the table of contents of each book was re­
viewed to determine whether any of the concepts 
was included. As a more thorough check, the in­
dex of each text was examined for the inclusion of 
these terms or their synonyms. Listed as follows 
are the terms that were used and the percentage of 
texts that included each term in either the table of 
contents or the index. 

In terms of the specific textbooks, the percent­
age of terms that could be located varied from 36% 
in Biehler and Snowman to 73% in Reilly and 
Lewis. The overall percentage was just over 50%. 

The data with regard to the presence of instruc­
tional design concepts in educational psychology 
textbooks are somewhat ambiguous. From the 
positive point of view, it is quite clear that all 
concepts but one are represented in one or more 
texts and that, on the average, each text includes 
about half the terms. 

However, a closer examination of how the con­
cepts are taught tends to indicate that they are not 
being presented systematically. None of the texts 
describes the systems approach to designing in­
struction or indicates the possible role of the teach­
er as an instructional designer. Although learning 
domains and hierarchies and events of instruction 
are mentioned, it is often in the context of a gener­
al description of Gagne's work and not as part of 
an instructional strategy to be employed by the 
reader of the text. Although there is no doubt that 
goals and objectives are thoroughly described, the 
link to criterion-referenced testing and instruc­
tional strategies tends to be missing. Even the ref­
erences to formative evaluation are in terms of test-
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Instructional design concepts 

a. needs assessment 
b. goals 

Percentage of texts that 
include the concepts 

c. objectives-instructional, educational, or behavioral 

o 
100 
100 
75 
75 
50 
25 
25 

d. criterion-I objective-referenced tests 
e. learning outcomes stated as skill domains 
f. learning hierarchies 
g. events of instruction 
h. media selection 
1. formative evaluation 
j. individualized instruction, mastery learning 

100 
75 

ing students in mastery learning situations rather 
than the revision of replicable instruction. 

The impact of instructional design on textbooks 
in the field of educational psychology is barely 
apparent at the present time. Although some of the 
prominent concepts are included, the texts do not 
present the systematic approach to instruction ad­
vocated by instructional designers. 

A Comparison of the Current 
Orientations of Educational 

Psychology and Instructional 
Design 

The review of the educational psychology text­
books and JEP provided an opportunity to compare 
the current content and orientation of the field to 
that of instructional design. Although there cer­
tainly are differences in the texts, they share a 
great deal of similarity. 

The texts seem to focus on human development, 
especially as it relates to cognitive development. 
This leads to a consideration of various develop­
mental and learning theories. Individual dif­
ferences in learners are described in terms of IQ, 
race, sex, and personality. The texts then tum to 
teaching strategies, including concern for moti­
vation, delivery of instruction, managing instruc­
tion, and discipline. The final topic in most texts 
tends to be testing, with consideration given to 
both standardized testing and teacher-made tests. 
Although the texts often suggest activities for the 
students, their enormity strongly implies an in­
structional orientation in which it is more impor-

tant for the students to know about something than 
to do something. 

The coverage of the educational psychology 
texts differs to a great extent from the usual em­
phases in the field of instructional design. The 
field of instructional design is concerned with 
models of the process of designing instruction. The 
models take into consideration what is known from 
learning theory and empirical research. The em­
phasis is on the "doing" aspects of instruction. 
Instructional strategies focus on the events of in­
struction and their relation to desired learning out­
comes. There is much more interest in individual 
similarities than in individual differences in learn­
ers. Standardized tests are of little interest to the 
designer. Testing is viewed from a criterion-refer­
enced perspective in order to relate objectives to 
instruction and to assessment. No texts were found 
that presented the concepts of instructional design 
in a unified way. 

By contrast, there is a distinct lack of considera­
tion of the general area of human development by 
instructional designers. This signals a major dif­
ference in the orientation of the two fields. For 
example, educational psychology has traditionally 
included research on students in the public 
schools, and texts in educational psychology are 
typically written for students who plan to become 
public school teachers. Whereas instructional de­
signers share these interests, their perspective is 
much broader. Generic instructional designers may 
find themselves involved with any type of learning 
outcome, to be taught in any type of learning en­
vironment, to any type of individual. Therefore, 
the training of the designer does not focus on child­
hood and adolescent development, but assumes 
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that the designer will become knowledgeable about 
the target population and the learning environment 
for which the instruction will be designed. Similar­
ly, instructional design texts are written for a wide 
range of readers, not just pre service teachers. 

In summary, it appears from the review of re­
search and texts that educational psychology and 
instructional design are complementary. Educa­
tional psychology is providing the theoretical 
background and empirical research base being ap­
plied by instructional designers. Educational psy­
chology texts tend to be knowledge-oriented 
whereas texts in instructional design teach prac­
tical skills. A number of educational psychology 
research articles report investigations of learning 
processes that can be adapted by the instructional 
designer. Educational psychology serves as a con­
ceptual bridge between the parent field of psychol­
ogy and instructional design (see Wildman & Bur­
ton, 1981), just as many of the early contributors 
to the field of instructional design were trained as 
psychologists and functioned as educational 
psychologists. 

Summary 

The future of instructional design will be en­
hanced to the extent that educational psychologists 
understand the conceptual orientation of the in­
structional designer and the types of knowledge 
that will further the design and development of 
instructional systems. 

Banathy (1968) has described what he calls the 
systems view of education, which is held by most 
instructional designers and includes sine qua non a 
systems approach to designing instructional sys­
tems. The greater the extent to which educational 
psychologists share this view of instruction, the 
greater will be their contribution to instructional 
design. 

One indication of the extent to which the sys­
tems view of education will influence educational 
psychologists is the degree to which research arti­
cles meet the criteria expressed by Briggs (1984a) 
for culture four studies. Studies that use systemat­
ically designed instruction of significant length 
will enhance the relevance of the results to the 
instructional designer. The systems approach 
model (as shown, for example, in Figure 2) is one 
means of conceptualizing research that will be of 
value to instructional designers. The more that is 

known about the components in the process and 
their interrelationships, the more effective the 
model will be. 

As viewed in the mid-eighties, the field of in­
structional design appears to be maturing. It has its 
own journal, The Journal of Instructional Devel­
opment, and instructional designers are substantial 
contributors to several related journals. Teacher 
education and training are evolving in ways which 
reflect instructional design concepts. Instructional 
design is now being influenced by the current de­
velopments in electronic technology and manage­
ment. Nevertheless, the roots of the instructional 
design discipline are in the field of educational 
psychology, and it may be anticipated that design­
ers will continue to draw upon it for new ideas and 
approaches to the learning process. 

In an earlier article, this author has argued that 
instructional design should be considered neo-edu­
cational psychology (Dick, 1978). Regardless of 
the terminology, all those in this field will be 
served well by the integration of the major compo­
nents of each approach, and each will be weakened 
to the extent that it ignores the contributions of the 
other. 
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CHAPTER 11 

The Cognitive Movement and 
Education 

Francis J. Di Vesta 

Although education remains dominated by behav­
ioristic principles, a steadily increasing influence 
of cognitive science is apparent. The research liter­
ature is abundant with articles that are concerned 
with cognitive development, thinking and prob­
lem-solving, cognitive learning strategies and 
skills, and cognitively based instructional designs. 
The cognitive influence is finding its way into the 
teaching of specific subjects, particularly reading, 
but in mathematics, science, and social studies as 
well. 

With these developments a level of maturity has 
been reached such that issues are being raised 
about the differences between experts and novices 
and the implications of these differences for curric­
ulum development; whether results from verbal 
learning studies can be applied to learning from 
text; about the relation between what the learner 
knows and what he or she comprehends from text; 
whether information is processed in linear step-by­
step fashion through the information processing 
system or whether some alternative model is a bet­
ter descriptor; the relation between teaching 
know ledges and strategies; whether the traditional 
methods of educational measurement make sense 

Francis J. Di Vesta • Division of Counseling and Educa­
tional Psychology, Pennsylvania State University, University 
Park, PA 16802. 

in terms of our knowledge about educational goals, 
such as comprehension, understanding, the ability 
to solve problems, and so on. The relation of these 
issues to education is apparent. The prospects of 
the potential their solutions hold for the improve­
ment of education is exciting. 

In the present chapter I have attempted to devel­
op a sketch of the cognitive movement emphasiz­
ing its development from Wundt's time to the pre­
sent. The contributions of various disciplines are 
represented because cognitive science in education 
has been influenced by all branches of psychology, 
including, of course, the important work of Piaget, 
computer simulation of learning, studies of ar­
tificial intelligence, and the recent work of psycho­
linguists, in addition to the contributions of such 
influential educators as Dewey, Ausubel, and 
Gagne. The historical maze is a complicated one, 
but I have tried to convey a sense of continuity that 
I see as inherent in the course of the developing 
science and its applications to our understanding of 
cognition to education. This objective required 
touching on numerous facets of the field that the 
reader might use as a base for further study. Some 
topics have, of necessity, not been included or 
have been touched on only sketchily, not by ne­
glect but because of space limitations; some topics 
had to be given priority over others. 

Although the study of cognition is beginning to 
have a major influence on education and instruc-

203 
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tion, its full impact has yet to be felt. The reasons 
are readily apparent. The aim of cognitive science 
is to understand how people think and com­
prehend; how they learn and remember; and how 
they solve problems and come to be creative. 
There can be no more complex research than that 
of humans attempting to understand the workings 
of the human mind. Underlying these and other 
concerns of similar complexity is that of under­
standing how people understand. 

The Nature of Understanding 

Understanding occurs when a person can relate 
new infonnation (perceptual, linguistic, and se­
mantic) to a categorical structure (grouping, classi­
fication, spatial, maps, and the like) (Deese, 
1969). Infonnation can be acquired without under­
standing, of course. It can be learned by rote-by 
sheer repetition. But such knowledge is relatively 
inert. Often it is unrecognized in a similar fonn 
only a few months after it has been learned. On the 
other hand, domain content or domain procedures 
that are understood have been assimilated into the 
person's knowledge structures. As a consequence, 
such knowledge is capable of being activated: that 
is, of signaling interpretation, of being used and 
recognized in paraphrase, and of activating related 
knowledge for other generative processes (Wit­
trock, 1974, 1978) including problem solving and 
prediction. These are but a few reasons for stating 
that understanding is as much a fundamental edu­
cational objective as it is a fundamental concern of 
the cognitive scientist. 

Understanding is a highly complex and idiosyn­
cratic experience. It involves perceiving, attend­
ing, interpreting, making inferences, and predict­
ing. Individual differences in anyone of these 
processes, for a given situation, may have pro­
found effects on achievement and retrieval. In 
brief, the cognitive view is concerned with how 
incoming infonnation (the input) is processed by 
the learner, and with what results. 

The study of human thought establishes peculiar 
problems requiring highly elaborate and sophisti­
cated theories to understand it. The cognitive sci­
entist requires special constructs to explain what is 
happening while one reads or does problems in 
arithmetic and new ways of representing what the 
learner does while studying (e.g., flow charts to 
illustrate sequences of decisions and resulting 
states) or what differences exist between the 

knowledge structures of experts and novices (e.g., 
representations of concepts and relational links 
among them). Further, new types of measures are 
being invented. In addition, measures that had 
been in use previously are being rediscovered and 
are being put to new uses in order to infer what is 
happening in the thinking process. Among these 
measures are chronometric measures (e.g., latency 
or reaction time measures), protocol analyses, eye 
fixations, and data from computer simulations of 
human problem solving. 

Education: Two Philosophies 

An educator's theory of thinking clearly dictates 
what is done in his or her classroom. Different 
views, of course, lead to different instructional 
practices and to different outcomes that are consid­
ered acceptable (see Geddis, 1982). Educators' 
and psychologists' conceptions of thinking have 
been influenced by two main currents of philoso­
phy, empiricism and rationalism. 

Empiricism 

The empiricist tradition in psychology is repre­
sented, at least in part, by Aristotle's basic view of 
associationism, but the view has been enhanced by 
numerous experiments, greater precision, and at­
tention to such processes as motivation, reinforce­
ment, punishment, and transfer. Nevertheless, the 
orientation was consolidated into a form indicating 
that knowledge consists of copying elements from 
the world into a sensory store in a mechanistic 
way. Sense impressions were the basis for all 
knowledge: larger components (abstractions) were 
developed through associative links, and complex 
knowledge could be reduced to component 
elements. 

The extreme behavioral position, representing 
empiricism, assumed that teaching procedures 
could directly affect the pupil's achievement. The 
student was conceptualized as a receptacle capable 
(or incapable) of profiting from experience. In­
struction emphasized drill and practice, rote re­
hearsal, shaping errorless learning, and sheer 
transmission of content as reasonable educational 
practices and goals. Precise, verbatim recall of 
facts was measured as a legitimate outcome. The 
use of strategies involved in learning, such as at­
tending, encoding, retrieving, or transfering infor­
mation to problem-solving situations were ex-
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pected of students but were left for them to 
accomplish to the best of their ability. The aim was 
to refine the teaching method to produce a uni­
formly acceptable behavioral outcome. As new 
technologies were introduced, whether in the form 
of slide projectors, recorders, movies, television, 
teaching machines, or the computer, they were ex­
amined for their possible potential in the transmit­
tal of information-although interest in sheer 
transmittal of information was typically denied 
(see e.g., Skinner, 1984). The behavioral tradition 
has been an enduring one, with many important 
contributions to education. Nevertheless, the phil­
osophical view that instruction directly affects 
learning and that all students should receive the 
same input has the intrinsic weakness of viewing 
the learner as a passive recipient of instruction, 
regardless of how active or interacti ve the teaching 
situation might be, because the influence of the 
learner-as-processor is ignored. 

Rationalism 

The creativity of the mind, though neglected in 
modern empiricism, had been proposed by Plato 
through Socrates' demonstration that Meno's slave 
boy had a seemingly unknown capacity or knowl­
edge. In this anecdote the inventor of the Socratic 
dialogue successfully directs the boy to prove that 
the square twice as large as a given square has a 
side equal to the diagonal of the given square. The 
Socratic dialogue was based on clever use of ques­
tions to lead the boy to arrive intuitively at the 
correct solution. Socrates' conclusion was that ma­
terials were not newly learned but that learners are 
only led to discover what was already stored in 
their minds. Nevertheless, as Skinner (1984) cor­
rectly notes, Socrates recognized that the boy 
would not be able to solve further problems auto­
matically, without considerable additional experi­
ence. 

Almost two thousand years following Plato the 
emphasis on reasoning, interpretation, and com­
prehension was to come in a formal distinction 
from empiricism in the philosophy of Immanuel 
Kant (1781). He proposed the innateness of certain 
mental activities that operate on experience in 
specifiable ways to impose organization and in­
terpretation on ambiguous inputs. Memory was not 
to be considered as a copy of elements but as a 
consequence of interpretation or transformation. 
What is remembered are the structures or catego­
ries. New learning was assumed to take place by 

assimilation of the new input into existing catego­
ries. Even ideas that seem to be purely associative 
are structured in the sense that they are linked by a 
meaningful relation. 

Linguists (e.g., Lenneberg, 1967) have also 
demonstrated that innate language structures per­
mit the child to employ extremely complex lan­
guage rules (grammatical, syntactical, pho­
nological, etc.) at a very early age and that the 
general nature of these rules appear to be univer­
sal. Studies on perceptual organization and organi­
zation of movement have similar qualities. Very 
young infants learn depth perception, react to dis­
torted faces (nose and eyes displaced, for example) 
with surprise, and move away from an object that 
seems to be following a path that will hit them but 
merely trace with their eyes the path of an object 
moving in a way that will not hit the child. 

These observations are but a few that describe 
the characteristics of the rationalists' position; ob­
servations that are difficult to explain via the em­
piricists' viewpoint. The value of a psychological 
science that does not consider the nature of human 
minds, the enormously complicated operations that 
can be performed, the interpretations that people 
make, or the function and qualities of understand­
ing has been questioned by psychologists (e.g., 
Deese, 1969). According to Deese (1969), under­
standing is not a behavior but a process of assim­
ilating content into existing categories or struc­
tures, "modes of human thought into which we 
may cast our ideas" (Deese, 1969, p. 319). These 
categorical structures consist at least of grouping, 
classification, and spatial (scaling and mapping, 
for example) representation. 

The cognitive stance places the learner in an 
active role. Given the same teaching method, the 
rationalist's perspective implies that students of 
"equal intellectual ability" and motivation do not 
receive the same instruction, even when inputs are 
standardized. Each student emerges with a differ­
ent ability to apply the content, a different in­
terpretation, or an otherwise different understand­
ing of what was "taught." The teaching method, 
by whatever criterion one uses, can only have an 
indirect influence on what the pupil learns, through 
the processes it induces the learner to employ. The 
learner, having a central role and being in a highly 
active mode attempts to make sense out of the 
content being studied, making assumptions about 
what has to be learned, and imposing expectations 
on what should be done to achieve these expecta­
tions. If any facet of the learner's cognitive pro-
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cessing is bypassed in curriculum development and 
instruction, understanding about how it affects 
learning will be, at best, limited. 

The Transition from Philosophy to 
Educational Psychology 

Cognitive orientations were introduced to 20th 
century psychology through Wilhelm Wundt, who 
is more often known merely as the founder of the 
first psychological laboratory at Leipzig in 1879. 
Blumenthal (1970) must be credited with bringing 
attention to the importance ofWundt's voluminous 
(and almost un interpretable) work for a cognitive 
approach to psychology and psycholinguistics. 
Wundt's psychology was to have an influence on 
such figures as Huey and Judd. 

Wundt: The First Psychologist 

Wundt saw cognition as an active, creative pro­
cess aimed at providing structure to experiences. 
Attention (apperception) was an active state deter­
mined by subjective factors, such as innate mental 
structures, motivation, memories, and affect. Ex­
ternal features (environmental inputs) were sec­
ondary and organized principally by associa­
tionistic principles, such as continuity and 
intensity of stimuli. Both thought (logic) and the 
input worked in parallel fashion. The primary fea­
ture of apperception was the identification of psy­
chological relations in an experience, the making 
sense of the experience, and the finding of logical 
connections. Wundt's concern was with the nature 
of understanding; the assimilation of the experi­
ence into the knowledge structures one already 
had. 

From Wundt's perspective, psychological con­
trasts were important for increasing the precision 
of understanding (i.e., by pitting opposites against 
one another and by varying contexts). Is a cardinal 
a bird? a clergyman? a color? a ball player? A 
speaker may creatively monitor his utterances 
through self-correcting statements, "let me say it 
this way," or, "compare this with the opposite 
side of the picture." In dialectics and the Socratic 
dialogue, one arrives at a conclusion by the tor­
tured twisting, pulling, and pitting of one idea 
against another until the underlying abstraction has 
been identified. In Wundt's terms, the conse­
quences of these processes are "creative resul-

tants." Intentional cognitive activity goes beyond 
itself, that is, beyond specific components. What 
becomes stored in memory are the creations of the 
leamer, who logically derives an organization or 
rule rather than a mere collection of attributes or 
examples. The new organization (rule or principle) 
has different properties from the elements compris­
ing it (compare this statement with findings from 
studies of experts and novices later in this chapter). 

In Wundt's writings, the beginning of the study 
of the components of cognition can be observed: 
the important role of learner as an active processor 
of information; the role of intention and organiza­
tion on the selecting and structuring function of 
attention; the creativity of the outcomes of assim­
ilating new information into existing knowledge; 
and a definition of outcomes of learning in terms of 
rules and principles or other structures rather than 
the mere accumulation of facts and instances. 
There was even an anticipation of the capacity of 
short-term memory in his finding that the apper­
ception span-span of clear consciousness-was 
about six or seven items (Blumenthal, 1970, p. 
14). The theory that learners transformed input (to 
achieve creative resultants) is to be found in some 
form in most theories since Wundt's time (e.g., 
Freud's defense mechanisms; the Gestaltist's con­
figurations; Piaget's structures; the neobehavior­
ist's distinction between nominal and effective 
stimuli, and the cognitivist's emphasis on 
encoding). 

Huey: The Psychology of Reading 

Following Wundt, the cognitive movement 
quickly turned to educational problems, one of the 
most important of which was the nature of reading. 
To understand the reading process would be to 
understand much of cognitive activity. One of the 
outstanding figures in this movement was E. B. 
Huey, who is known to most readers for his classic 
book The Psychology and Pedagogy of Reading 
(Huey, 1908/1968). It remains an important text in 
reading behavior today and is widely cited. Huey 
studied with G. S. Hall, who, after receiving his 
doctorate with William James, had gone to study 
with Wundt. It is not, therefore, surprising that 
Huey's work had a highly cognitive tone. 

Huey's book is full of the basics of cognition, 
and cognitive psychology, well based on substan­
tial experimental evidence. He emphasized the role 
of meaning, that is, of prior knowledge in percep­
tion in reading, by his phrase "meaning leads," 
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which means that what the person brings to a lis­
tening or reading situation determines the fluency 
with which one reads or listens, the prediction of 
words or ideas yet to come, and the integration of 
the ideas into a wholistic impression. 

Cognitive factors were found in many facets of 
reading. Most of the mechanical features of read­
ing reflect, to some degree, the meaningful knowl­
edge of readers: the number of letters ta­
chistoscopically presented (at 100 ms exposure) 
that can be read is around four or five when they 
are presented in random order. If they comprise a 
meaningful word, 10 to 15 letters are "recog­
nized." Creative synthesis, described by Wundt, 
is reflected in the fact that disfigured words (words 
with displaced letters, incorrect letters, or multi­
lated words) are recognized as correctly spelled 
words (making proofreading difficult). With re­
gressive eye movements and the shifting of the 
eyes to lines forward of the focal point, input 
might create problems if one did not consider par­
allel (cognitive) processing. When viewed in serial 
order, the sequence of words would be a scrambled 
hodgepodge, yet it is never recognized as such by 
the reader. Similarly, the eye-voice span becomes 
extended as the meaningfulness of the text 
increases. 

These ideas about cognition in reading were 
eventually to lead to the configuration or whole­
word approach; an attempt to teach reading with­
out directing attention to the constituents of words 
or phrases, such as the regularities of phonetics or 
of the roots of words. Unfortunately, in attempts to 
make immediate applications of new research find­
ings, the configuration approach was misapplied. 
Although mature fluent readers do construct mean­
ings from text fragments, beginning readers still 
must become skilled in decoding or word identifi­
cation, and the decoding process should become 
automatic. To achieve this end phonetic reg­
ularities can be taught or the linguistic method can 
be employed to have the child recognize reg­
ularities (Blumenthal, 1970, pp. 170-171). 

Despite disagreement about the order in which 
reading processes should be taught, general evi­
dence supports Blumenthal's statement that al­
though considerable variation in teaching methods 
exists, most children do learn to read and often do 
so without instruction. It is clear that the time de­
voted to the phonics or linguistic components of 
reading relative to time spent on comprehension 
may be disproportionate in some reading 
programs. 

Classical Gestalt Theories: Problem 
Solving 

The years of 1925 to 1950 saw the development 
of grand theories that proposed to integrate all 
known facts around the main theme of describing, 
predicting, and controlling learning and behavior. 
Among these theories was a class of cognitive the­
ories that dealt with the organization of perceptions 
and knowledge and with the thinking process in 
general. They were the classical Gestalt theories, 
the Field-Gestalt theories, and expectancy theories 
that developed out of opposition to the behav­
ioristic (empiricist) tradition, then represented pri­
marily by Thorndike. The classical Gestalt theory 
dealt with such laws of perception as proximity, 
similarity, figure-ground relationships, and good 
direction for the formation of structures (patterns 
or configurations). 

The construct of structure was extended to rote 
memory and meaningful learning (understanding) 
by Katona (1942). To demonstrate the importance 
of structural organization in memory, tasks were 
devised that could be acquired either mechanically 
(without understanding) or by use of meaningful 
rules depending on the extent to which the struc­
ture in the stimulus was perceived, as in, for exam­
ple, ELIBOMOTUA (automobile) or 137153163127 
(2n + 1). Subjects who were given hints such as, 
"changing the order or looking for a rule might be 
helpful" remembered the material more accurately 
than those who had not been given hints. If they 
found the rule for a given type of task they were also 
able to transfer it to other tasks of a similar type. 
Meaningful learning, as described by Katona, aids 
understanding because contact is made between the 
new content and what the learner already knows. 
Through this process the new material has the ad­
vantage of being partially learned because it has 
been related to representations of prior experience. 

Another contribution of Gestalt psychology was 
oriented around problem solving (Wertheimer, 
1959). Problems could be solved if the proper cog­
nitive structure could be identified. Sometimes the 
structure would appear suddenly and the solution 
would become immediately apparent-that is, the 
solution was insightful. At other times the struc­
ture might have to be discovered or sought after, 
but, for school problems, blind solutions or simply 
seeking the right answers was to be avoided. 
Wertheimer claimed that many school problems 
were "solved" by simple application of given 
rules and without seeing the relations or structures 
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represented in these rules; that is, the student did 
not know how a higher-order solution was ob­
tained. For example, young Gauss, who while still 
in elementary school was said to have discovered 
(perhaps insightfully?) the higher-order structures 
involved in adding a series of numbers such as 1 to 
100. The average student might have solved the 
problem by the simple algorithmn of consecutively 
adding each number to the previous sum. 

The lessons taught by the Gestaltists emphasized 
the need to avoid mechanical learning and to aim 
for discovery or understanding. In retrospect, one 
finds hints of the importance of the learner's 
knowledge structures for acquiring and using new 
information. Problem solving itself involves an un­
derstanding of the problem statement, of the 
knowledge structures underlying a given problem 
and of sophisticated (higher-order) strategies for 
solution. No one of these requirements, by itself, 
is a sufficient condition for successful meaningful 
learning or problem solving. Instruction should be 
designed to contribute to identifying meaningful 
arrangements. These considerations in designing 
instruction are again reemerging in such issues as 
(a) what the balance of instruction in content and 
strategies should be; and (b) whether learning strat­
egies are generalizable across a variety of subject­
matter areas (de Bono, 1985) or whether they are 
domain specific. In general, these issues, includ­
ing the need for evidence about what strategies 
learners use at various stages of learning and the 
extent to which they can be learned, (taught), mod­
ified, or made more efficient are important issues 
for both psychologists and educators. 

The Current Cognitive Movement 
The learner as an active participant in the learn­

ing process has been emphasized in such terms as 
selective attention, processor of information, 
learning as a generative process, reconstruction in 
memory, and active retrieval. Similar metaphors 
are used in computer simulation studies of infor­
mation processing and in studies of artificial intel­
ligence. Investigators of artificial intelligence and 
behavioral scientists often borrow similar terms 
from one another to explain the behavior they are 
investigating. The metaphors of decision trees, 
subgoals, information mapping, and top-down 
processing are shared by both groups. 

Underlying the assumptions of the learner as an 
active processor is another assumption that there is 
no one set of generalized learning laws with each 

law applying to all domains. For example, even 
the meaning of a single sentence or the importance 
of a sentence to the reader changes drastically 
when the context within which it is embedded 
changeS (Bransford & Johnson, 1973). 

The Contextualist-Constructivist Position 

The contextualist-constructivist position (Hoff­
man & Nead, 1983; Jenkins, 1979, 1980; Pepper, 
1942) is a convenient way of summarizing most of 
the current emphases of the cognitive movement. 
The emphasis is on the total instructional event of 
which the learner is a part. The situational de­
mands, the characteristics of the learner, the task 
demands, the purposes of the leamer, and so on 
interact to determine the quality and texture of an 
event, such as a teaching or learning episode. They 
determine the context of learning that influences 
the construction of representations that are the out­
comes of the instructional episode. Because human 
behavior is highly adaptive, the behavior measured 
in a given experiment (or instructional unit) re­
flects a model of perceiving and performing a 
given task in specific ways; change the task but 
slightly and performance may change radically. 
The measure reflects the use of a given strategy for 
a particular learning event (Jenkins, 1980). A fa­
miliar example comes from research on clustering 
(Bousfield, 1953; Bousfield & Sedgewick, 1944; 
Bousfield, Esterson, & Whitmarsh, 1958) in list­
learning studies (Jenkins, 1974). Although the task 
of recalling a list is the same and the items in the 
list are the same for two treatment groups, the 
structure of the total event is changed by orienting 
instructions to select an appropriate modifier for 
each word versus instructions to identify a rhyming 
word for the words in the list. As a consequence, 
recall and clustering are higher for the first set of 
conditions than for the second. The nature of the 
event (the learner's attention, interests, beliefs, in­
tentions and purposes, the actual task require­
ments, the interactional and social context, the 
learner's changes in the requirements, or percep­
tions of the situation) comprises its context and 
contributes to the strategies selected and therefore 
to what is recalled. As a result, learners recall 
more of the overall quality of the instructional 
event. Orienting tasks that emphasize specific con­
tent results in fragile recall and difficult retrieval. 
The effect of the nature or quality of an event 
seems to be more durable and robust (Jenkins, 
1980). 
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Context, therefore, affects the wayan event is 
experienced, which in tum determines (generates) 
the criteria for what representation is to be con­
structed for proper understanding (van Dijk & 
Kintsch, 1983). Bransford and Johnson (1973), for 
example, presented subjects a passage describing a 
series of actions taking place in a city. Different 
groups of subjects received different titles (orient­
ing tasks) for the essay. One orienting task titled 
the passage as a "Space trip to an inhabited 
planet"; a second title was "Watching a parade 
from the fourth floor." The third sentence in the 
passage referred to "The landing was gentle ... " 
This sentence was recalled more frequently by the 
first group than by the second group. Some learn­
ers in the second group said they had noted the 
sentence but shrugged it off as irrelevant and for­
got it. Differences in perception and world views 
can also be seen to have an effect in the case of one 
student who transferred the parade from the city to 
the airport because of lack of accomodations and 
invented a celebrity whose plane landed during the 
course of the parade and other related events. By 
changing the event slightly the learner accomo­
dated the anomalous event nicely. Simple isolated 
sentences are insufficient for comprehension with­
out consideration of the context, the leamer's pur­
poses, and the leamer's knowledge (see, for exam­
ple, Anderson, Reynolds, Schallert, & Goetz, 
1977). The constructivist aspect of the con­
textualist position is reflected in Jenkins' (1980) 
statement: 

What the learner is trying to do interacts with and overrides the 
structure of the event or, where the structure is a familiar one 
and can be performed only in certain ways, a particular event 
may override the (leamer's) efforts to achieving specific memo· 
ry. (Jenkins, 1980, p. 231) 

Results such as those described above imply that 
several considerations are important, if one is to 
understand a learner's test performance, including: 

I. The learner's characteristics. These are indi­
vidual aspects of the leamer's knowledge, ap­
titudes, purposes, motivations, etc. 

2. The iearner's activities during the course of 
studying. These include attention to details or spe­
cifics, strategies for approaching the learning task, 
and other ways of adapting to the requirements of 
the task. Is this a memory task? Will I be taking a 
multiple choice or essay test? Is this a problem 
with a definite solution? 

3. The teacher's activities and teaching meth-

ods. The sequencing of assignments, the use of 
recitation or questioning, the kind of media used, 
or the interaction of teacher and students or among 
students may have important effects on the way 
lessons are processed by the learner. 

4. The criterial measure employed. The criterial 
measure mayor may not provide information 
about what the learner knows. For example, a rec­
ognition test may yield high scores but tell only 
that the learner has some information available. It 
tells little about how the information has been pro­
cessed, how accessible it might be for later re­
trieval, whether the information can be used in a 
problem situation, or whether the information has 
any durability in terms of resistance to inter­
ference. From the student's view point, expecta­
tions about the kind of measure to be used can 
affect strategies used in studying. 

These four facets of concern comprise Jenkins' 
(1980) tetrahedral model. They have been illus­
trated by him for examining experimental data, by 
Bransford (1979) for general educational concerns, 
and by Brown, Campione, and Day (1981) for 
learning to learn. Another illustration, summariz­
ing research on advance organizers, may be found 
in Figure 1 of this chapter. The implementation of 
the tetrahedral model does not demand the instruc­
tional designer and curriculum constructor to take 
all variables into account simultaneously (Jenkins, 
1974). It does indicate, however, that one should 
not treat a given curriculum, instructional method, 
or evaluation technique as though the other vari­
ables did not exist. 

Many processes contribute to leaming in the 
classroom. These include orienting instructions, 
advice given, what the learner perceives as impor­
tant, background knowledge, comprehension of 
the task, strategies for making inferences, and pro­
cedural skills brought to bear on the task, to name 
but a few concerns. To investigate the effects of a 
teaching method, to attempt to teach via a teaching 
method, or to develop a piece of software for a 
given lesson without considering pupil perceptions 
(for example) about how to process the informa­
tion is to invite disaster by failing to understand the 
contributions of the learner. Without considering 
inference, for example, the teacher-designer may 
be baffled by the learner's questions, interpreta­
tions, or test performance that reflect the transfor­
mations of a learning event by the student. (It is 
not a rare event for teachers to ask their students, 
"Where in the world do you get your interpreta­
tions?") 
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To eliminate some of the complexity imposed 
by the tetrahedral model, Jenkins (1974, p. 794) 
suggests that such questions as the following 
should be asked: 

What kind of analysis of memory (or other mental process) will 
be useful to you for the objectives, or purposes of a learning 
event? What kinds of learning events (e.g., concepts, strat­
egies, and so on) are of concern? 

When these are specified other factors such as 
contextual arrangements, textures that support ex­
periences, strands that interrelate aspects of experi­
ence, and so on, may be considered in turn. 

Information Processing 

The constructivist's position places considerable 
emphasis on the learner's role and responsibility 
for learning. The learner characteristics and learner 
activities comprise two important facets of the 
tetrahedral model. Leamer characteristics include 
all characteristics that set limits on what can be 
learned. They include abilities, intentions, knowl­
edge, purposes and so on (Bransford, 1979). To 
summarize characteristics related to learning to 
learn one might include knowledge (metacogni­
tions) related to what one has to do to bypass mem­
ory limitations, to activate available knowledge, or 
to reason by analogy (Brown et aI., 1981). A first 
consideration in these matters is the nature of the 
information-processing system, its phases and how 
the limitations of each phase may be accomodated 
by control mechanisms. 

The System 

Information processing models typically assume 
a system that processes, in sequential fashion, in­
formation from the time of the input to the time of 
storage in secondary or long-term memory. The 
basic mechanisms consist of the sensory registers 
(apparently one for each sense), the short-term 
memory, and the long-term memory. Some inves­
tigators have hypothesized a working memory to 
account for the dynamic aspects of understanding 
and reasoning whereby information stored in long­
term memory is retrieved to aid in reworking input 
and forming new structures or relations. 

The three-stage system assumes that all people 
have the same mechanisms but that individual dif­
ferences exist in the capacity of one or more parts 
or in the way each is used. Each part has internal 

limitations but these limitations can be influenced 
by favorable use of control systems. 

The Control Systems 

The sensory registers take in immense amounts 
of information but hold it only briefly (millisec­
onds). There is too much information to attend to 
in the short period available; some has to be se­
lected out. The control system here is selective 
attention. It determines what is sufficiently impor­
tant to be channeled to the short-term store. Short­
term memory has its limitations too, because it can 
only handle six or seven chunks of information and 
then only for several seconds. However, there are 
two control processes for short-term memory: one 
is repetition and the other is chunking. Neither 
affects the capacity directly. Maintenance rehears­
al, for example, may be employed to retain infor­
mation until it is no longer needed. If it is impor­
tant or usable it can be made meaningful by 
elaborative rehearsal during which the information 
is related to existing knowledge structures thereby 
forming chunks. A chunk, by definition, varies in 
the amount of information it can hold: The se­
quence of letters in bkj may be three chunks but the 
same number of letters in cow, for a fluent reader, 
is one chunk. The expression (a + b)2 may be one 
chunk to a teacher of mathematics, but it might be 
six chunks to a beginning algebra student. A chunk 
is a complex pattern of node-link associations and 
it becomes so through increased knowledge, fre­
quent practice, and experience. 

Craik and Lockhart (1972) claimed that either 
short-term or long-term memory resulted from the 
way the material was processed. Maintenance pro­
cessing could be used to maintain the processing at 
a particular level, leaving behind it memory that 
was primarily phonological or sensory (shallow 
processing). Elaborative rehearsal facilitates long­
term memory by linking new material into existing 
schemata, thereby making it meaningful and more 
easily retrieved. Since the early studies there have 
been many criticisms of the original levels of pro­
cessing approach. Morris, Bransford, and Franks 
(1977), for example, suggest the notion of trans­
fer-appropriate processing, implying that facilita­
tion of recall is determined by the congruity be­
tween the way the material is processed and the 
means by which retention is assessed. This notion 
is implicit, in Tulving's (Tulving, 1979; Tulving & 
Thomson, 1973) encoding specificity principle. 
(Also see the section on elaboration.) 
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Infonnation in short-tenn memory is probably 
the basis of "being conscious" about an event 
(Nonnan, 1982). When infonnation is in short­
tenn memory and working memory, there is con­
siderable flexibility with what can be done with it. 
The infonnation can be used as a cue to retrieve 
other infonnation from long-tenn memory, it can 
be elaborated, it can be used to form images, it is 
used in thinking, it can be structured to be placed 
in long -tenn or secondary memory, or if nothing is 
done with it, it can be discarded. 

What is done with the infonnation in short-tenn 
(and working) memory has profound consequences 
for the value of that infonnation at some later time 
since it either is forgotten, is stored as an isolated 
piece of infonnation, or becomes integrated within 
some part of the framework of the schemata in 
long-tenn memory. It is from the long-tenn memo­
ry that infonnation is retrieved at some later time. 
Though the capacity of long-tenn memory is ap­
parently immense, retrieval from it is more slug­
gish than from the short-tenn memory. According­
Iy, it is not surprising that learners differ in the 
extent to which infonnation is retrievable, even in 
simple tasks (Posner, Boies, Eichelman, & Taylor, 
1969). For example, when given two tasks, one of 
detennining whether the letters in the pair aa or in 
the pair AA are physically identical or are the same 
letters, learners in the first task must only match 
the two letters; in the second task they must, addi­
tionally, compare infonnation in working memory 
with their knowledge about letters taken from the 
long-tenn store. Learners who perfonn poorly on a 
test of verbal ability take longer on the second 
(same-letter) task than do learners who perfonn 
well on the test. The difference for one of the 
comparisons is not great (less than 100 millisec­
onds). However, these data imply that where many 
such decisions must be made in brief periods of 
time, as in reading and writing, the reader or writer 
may have difficulty in comprehending because the 
whole process is slowed down. The slow reader, 
for example, may have to reread text to get its 
meaning, may seem to ponder over phrases for 
unknown reasons or may lose interest because he 
keeps falling behind in the amount read. 

VVorking ~emory 

Why a model of working memory? We need a 
model to deal with an obvious fact about memory, 
that is, while working on problems or making deci­
sions, we retain infonnation for longer periods 

than the short-tenn memory will allow. We have to 
account for a temporary storage that allows infor­
mation to be held and manipulated while it is being 
processed. We can leave a problem or decision and 
come back to it an hour later or contemplate its 
solution while carrying out other tasks. Working 
memory is neither as short as short-tenn memory 
nor as remote as long-tenn memory but is situa­
tionally detennined for the immediate environ­
ment. It contains the elements of the decision, of 
the situation, and the context that occur at a given 
time. It provides a "flow" to our perceptions. A 
sudden flash of light is not seen typically as a 
surprising element but, depending upon the con­
text, it might be recognized as a lightning bolt or a 
sudden burning out of a light bulb. 

Bower (1975) describes the functions of work­
ing memory as (a) providing the context for per­
ception, (b) serving a "holding function for later 
retrieval," (c) keeping a running account of imme­
diately prior events that provide a reasonable con­
text for occuring events, (d) observing deviations 
in naturally occuring events (or in games such as 
chess) so that necessary adjustments can be made 
in the knowledge or procedural systems, and (e) 
initiating and implementing plans for a given task 
within a given context. 

The Schemata: Knowledge Base for 
Assimilation and Retrieval 

The infonnation-processing system does not 
function in vacuo. New material is processed in 
tenns of knowledge held by the learner, that is, 
knowledge structures. The importance of schemat­
ic knowledge is succinctly summarized in a phrase 
attributed to Pasteur to the effect that "discovery 
favors the prepared mind." This statement is a 
declaration of the assumption that higher-order 
processes such as problem solving and creativity 
depend on highly integrated knowledge structures. 
The contents of long-tenn memory affect what we 
attend to and may in some instances negate the 
need for all but a few fragments of the input to 
interpret a given situation. We may, for example, 
hear the first note or two of a melody and know 
what is to follow. We may read a few words and 
recognize it as a full-blown phrase or passage. 
"To be ... " is easily completed by most learn­
ers. Very frequently we may impatiently and im­
politely complete a phrase or sentence for speaker 
with whom we are conversing. Not surprisingly, 
good readers are better able to use contextual and 
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other higher-order constraints in text than are poor 
readers-they are better top-down processors (Per­
fetti & Roth, 1981). The effects of schemata on 
such conceptually driven (top-down) processing 
are reflected in perceptual processing, making in­
ferences, predicting, and the like. These pro­
cesses, of course, also depend on the input for 
guidance (data-driven processing). When dealing 
with unfamiliar material, there is more dependence 
on data-driven guidance; when an unfamiliar word 
or phrase in a text is encountered higher-order 
comprehension skills are preempted by lower­
order skills until the meaning of the word or phrase 
is clarified. 

The term schema was used very early in contem­
porary cognitive psychology by Bartlett (1932), 
who spoke of its role in understanding in a fre­
quently used citation that the "organism turns 
around on its own schemata and to reconstruct 
them afresh" (p. 206) in an "effort after mean­
ing" (p. 45). Bartlett is cited in numerous studies 
of memory, especially those dealing with recon­
struction, in order to illustrate the point that learn­
ers rarely recall verbatim information. Rather, they 
recall the gist of information or some paraphrased 
version of what was encountered. The learner has 
.. an overmastering tendency to get a general im­
pression of the whole and, on the basis of this, he 
constructs the probable detail" (Bartlett, 1932, p. 
206). 

Schemata were also employed by Piaget to refer 
to knowledge content and organization (knowledge 
structures) of learners at various levels of develop­
ment. Ausubel's cognitive structures were closely 
related to current definitions of schemata. He con­
sidered cognitive structures so important that he 
was prompted to write (Ausubel, 1968), 

If I had to reduce all of educational psychology to just one 
principle, I would say this: The most important single factor 
influencing learning is what the learner already knows. Ascer­
tain this and teach (her)him accordingly. (p. vi) 

Knowledge, then, becomes organized, probably 
in packets comprised of ideas from several content 
areas (Norman & Rumelhart, 1975; Norman, 
1982). Schemata are but frames to be filled with 
descriptions (instantiations) and may be embedded 
in other schemata (Rumelhart & Ortony, 1977). 
They are represented in memory in a form (such as 
hierarchies or complex networks) that can be used 
independently of, or in conjunction with, other 
schemata. Current descriptions of this organization 

come from many different approaches in psychol­
ogy and from computer studies of artificial intel­
ligence. These organizing structures have been 
variously referred to as schemata (Rumelhart & 
Ortony, 1977), as frames (Minsky, 1975), or as 
scripts (Schank & Abelson, 1977). It is impossible 
to describe each of these concepts in any detail 
here. However, all share some common dimen­
sions: there are central conceptual components 
called "nodes." Around these nodes are various 
relationships that may include features, properties, 
functions, links with other declarative knowledge 
(concepts, facts), procedures for accessing the in­
formation, uses, and a host of other relationships 
that may be specified. The relations in these node­
link expressions may take the form of agent, ob­
ject, location, or time, for example (Fillmore, 
1968). Or, they may be expressed in terms of sub­
ordinate or superordinate exemplars, functions, 
and properties of exemplars in hierarchical 
organizations. 

The critical feature of such theories is that 
knowledge consists of ideas linked by relations. 
These can be further linked into hierarchies but 
probably not as a vast network of interrelated ideas 
(van Dijk & Kintsch, 1983). Ideas and relations 
around nodes can be densely or loosely "packed." 
They can have many "routes" emanating from 
them or few. They may be weakly linked, making 
them available but difficult to access, or strongly 
linked, making them automatically accessible and 
capable of excitation or spreading activation (Col­
lins & Loftus, 1975). 

The characteristics of schematic networks allow 
access to an idea(s) by a number of different 
routes, and activation of one idea (e.g., by prim­
ing) may activate others closely linked to it. Typ­
ically, activated information appears to be retrieva­
ble. Schemata, whether hierarchically organized or 
comprised of overlapping or embedded subsets, 
are never complete. There are always voids to be 
filled; ideas to be linked to other ideas; concepts to 
be elaborated; and modifications of properties by 
which concepts are identified. These necessities 
characterize learning. In short, the schemata pro­
vide the basis for the assimilation of new informa­
tion (R. C. Anderson, 1977; Norman, 1982). 

Schemata are highly individualistic because they 
contain a record of individualized experiences, re­
cords that are declarative representations of know 1-
edge. In principle, the network encompasses all 
that the person knows, believes, and feels about 
himself, other persons, events and information in 
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episodic, semantic, and affective terms. It encom­
passes all that one knows about how to keep things 
in memory, how to solve problems, how to get 
from one place to another, (metacognitions, im­
ages, cognitive maps) and so on. The schemata are 
flexible in the sense that one schema may sub­
stitute for another and they are context sensitive in 
the sense that a selected schema may depend on the 
conditions under which the input occurs (Rumel­
hart & Norman, 1981). In brief, schemata com­
prise the learner's theory of the world, his or her 
world view; schemata direct perceptual organiza­
tion and the process that provides samples of the 
present environment for information; this informa­
tion, in tum, further modifies the schematic 
knowledge (Neisser, 1976). 

The Schemata and Inference 

Much of top-down processing consists of mak­
ing inferences. Text inferences range from certain­
ty, (necessary consequences of text), to plausible, 
and to possible plausibility (van Dijk & Kintsch, 
1983). Typically, inferences are used to bridge 
gaps in information or to elaborate information. 
The kinds of inferences that are made depend on 
how information is represented in the schemata 
and how it is accessed. The following assumptions 
seem consistent with existing data: (a) knowledge 
is represented in the form of schemata, networks, 
frames, or scripts; (b) these representations may 
consist of propositional, spatial, semantic, pro­
cedural or other relationships; (c) relevant informa­
tion is stored separately so that it is retrievable, but 
it may also be interconnected, to a greater or lesser 
degree, with other information about the concepts; 
(d) the greater the interconnection the greater the 
likelihood that activating one source may activate 
other sources linked to it: (e) much of this informa­
tion may be organized hierarchically; (f) under the 
proper conditions (e.g., priming, context, etc.) 
any of the forms of representations may be ac­
cessed; (g) what is accessed determines the in­
ferences that are made; and (h) people have bases 
for comparing information accessed with informa­
tion given to determine the validity of the inference 
as well as for judging their confidence in the valid­
ity of the judgment. 

In summary, students come to the classroom 
with a great amount of information integrated in 
some fashion. How much information and how it 
is organized is obviously a source of individual 
differences. This information is employed in build-

ing new representation of new material and may 
become a part of those representations; they enter 
into selective attention, into monitoring task de­
mands, into developing expectations about reason­
able outcomes, and so on. Thus, the kinds of rep­
resentations that are to be constructed or generated 
by the student require understanding and careful 
monitoring by instructors. If the prototype of the 
outcome is not defined by the teacher, the student 
will define his or her own. As Driver (1973) indi­
cates, the belief system that students use in school 
settings for passing examinations may never be 
related to the way the information learned is to be 
used in every day settings. 

Facilitating Understanding by 
External Aids 

Educators have always had a concern for the 
nature of the materials used in the presentation of 
content. During the past decade, increasing atten­
tion has been paid to characterizing how variables 
associated with teaching input affect learning, re­
tention and later application (transfer) of what has 
been learned; in particular, attention has been 
given to the cognitive facets of how the leamer's 
processing can be guided or directed by the teach­
er's efforts (e.g., see Mayer, 1984). 

Repetition 

As with mechanical (rate) learning, repetitIOn 
and drill have low priority as a teaching strategy. 
However, it is frequently used in educational set­
tings through the use of exercises or other forms of 
repeated trials. Unfortunately, sheer repetition, 
keeping all other variables controlled, seems to 
have little effect on learning, at least in list learn­
ing. On the other hand, educators, who are con­
tinually confronted with the importance of on-task 
time, often tum to drill and practice with the idea 
that anything that engages learners will promote 
achievement. Very often the relation between time 
expended, the nature of the processes employed 
while on task, and the probable outcomes are left 
undefined. 

Despite the concern that instructors may favor 
drill and repetition, these strategies may have their 
place in the accretion phase of learning (see Table 
1 of this chapter) for making certain kinds of infor-
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Table 1. Characteristics of Three Modes of Learning 

Mode 

Accretion 

General 
characteristic 

Adding to the 
amount of 
knowledge, 
traditional 
verbal learn­
ing. 

Restructuring Insight. 

Tuning 

Feeling of un­
derstanding 
material that 
was pre­
viously 
disorganized 

Often accom­
panied by 
"oh," or 
"'aha." 

Making exist-
ing KMs 
more effi-
cient. No 
new knowl-
edge or 
structures, 
but refine-
ment of cur-
rent skills 

Attributes of 
the student's 
knowledge 
structures 

Accumulation 
of knowl-
edge accord-
ing to 
existing KMs 
(Knowledge 
module) 

New structures 
for KMs are 
formed 

The parameters 
of KMs are 
adjusted for 
maximum ef-
ficiency. 
Special cases 
are directly 
encoded. 

Learning 
strategy 

Study, proba-
bly using 
mnemonic 
systems and 
good depth 
of process-
ing. 

Thought, teach-
ing by exam-
pie, analogy, 
metaphor. 

Socratic di-
alogue 

Practice 

Testing 

Factual tests 
short an-
swers, multi-
pie choice 

Basic recall 
and recogni-
tion tests 

Conceptual 
tests 

Questions that 
require in-
ference or 
problem 
solving 

Speed, smooth-
ness. Perfor-
mance under 
stress or 
pressure. 

Interference Transfer to 
from related related 

topics 

High 

Medium 

Low 

topics 

Low 

High 

Of general 
knowl­
edge, 
high. Of 
specific 
(tuned) 
knowl­
edge, 
very 
low. 

Source: Norman, D. A. (1978). Notes toward a psychology of human learning. In A. M. Lesgold, J. W. Pelligrino, S. D. 
Fokkema, & R. Glaser (Eds.), Cognitive, psychology and instruction (p. 44). New York: Plenum Press. 

mation readily available (e.g., multiplication ta­
bles). In the later stages (tuning) practice and repe­
tition may be useful for enhancing compilation, 
unitization, and automatization of the subparts of a 
cognitive skill (Neves & Anderson, 1981). There 
is also some evidence (Mayer, 1983) that for the 
acquisition of declarative knowledge, repetition 
has effects not only on how much is learned but 
also on the structure of what is learned. These 
effects depend on the mental resources devoted to 
the rehearsal process (Naveh-Benjamin & Jonides, 
1984). Verbatim recall falls sharply with the 

number of repetitions whereas recall of conceptual 
principles and performance on creative problem­
solving increases (Mayer, 1983). In a meaningful 
learning task (such as learning a scientific princi­
ple), the learner may acquire a conceptual frame­
work or schema. Mayer (1983) suggests that the 
encoding process during repetition should provide 
for (a) refocusing from formal facts to ideas that fit 
the framework within which the facts are present­
ed, (b) reorganizing the ideas into the learner's 
schemata rather than allowing the learner to blind­
ly accept the presented organization of informa-
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LEARNER CHARACTERISTICS 

Experienced (-) 
Inexperienced (+) 
Rich set of subsuming knowledge (-) 
Low ability (+) 

LEARNER STRATEGIES 

Good encoders (good encoding strategies) (-) 
Shallow processors (+) 
Depth limit processors (+) 
Tendency toward premature closure (+) 
Rote memorization (+) 
Repetition (+) 

EVALUATION 

Fails to measure transfer (-) 
Far transfer (+) 
Retention of details (-) 
Near transfer (-) 
Conceptual generalizations (+) 
Retention of conceptual information (+) 

MATERIALS 

Type of AO-Concrete models (+) 
Type of AO-Higher Order Rules (+) 
Type of AO-Main Themes (+) 
Type of AO-Factual prequestions (-) 
Type of AO-Summaries (-) 
Type of AO-Outlines (-) 
Type of AO-Directions to pay attention (-) 
Well structured text materials (-) 
Poorly oriented or poorly integrated text (+) 
Integrated text (-) 
Familiar text (-) 
Spiral or well-organized text (-) 
Post AO (-) 
Pre AO (+) 

Figure L When advance organizers may have an influence. (Plus indicates possible favorable influence; minus indicates possible 
little, no, or negative influence.). Based on Mayer (l979a,b). 

tion, and (c) rewording so as to use familiar termi­
nology and sentence structures rather than 
allowing the learner to recall text materials 
verbatim. 

Advance Organizers 

As the name implies, advance organizers are 
placed before the material to be learned (Ausubel, 
1968). They are advantageous provided that the 
material is potentially meaningful to the learner 
(i.e., the learner has the background necessary to 
understand the material as it is presented), that the 
learner is motivated to learn the material in a 
meaningful way, that the learner attends to the crit­
ical points in the material, and that the learner 
actively uses the structure provided as a context. 

Advance organizers may not have a positive in-

fluence on learning or retention if the learner al­
ready has the appropriate conceptual organization, 
if the sequence of content is such that the structures 
can be easily implied, or if the learner's existing 
learning strategies effectively relate new learning 
to old learning (Ausubel, Novak, & Hanesian, 
1978; Mayer, 1979a,b). 

To illustrate the use of the tetrahedral model 
(Jenkins, 1980) as a conceptual base for organizing 
such findings, the conditions under which advance 
organizers may be effective are summarized in 
Figure 1. Although there seems to be evidence for 
each of the variables indicated, the reader is cau­
tioned against overgeneralizing the information in 
the table. Furthermore, many ofthese variables are 
certain to interact in an instructional setting. Thus, 
for example, where appropriate knowledge struc­
tures are present, the advance organizer may func-
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tion to bind the new material to existing structures, 
or, for learners who have appropriate knowledge 
but inadequate strategies, the advance organizers 
may serve as a mapping device. 

Organization 

The organization of materials is a powerful vari­
able in learning. Among other outcomes, it affects 
the interconnectedness of events from which in­
ferences might be made, it affects the logical flow 
of ideas, and it affects the context, thereby influ­
encing the processing required by the learner. Be­
cause these variables affect the way the content is 
structured by the learner, organization may signifi­
cantly affect learning outcomes. 

The imposition of external organization of input 
on clustering was demonstrated initially by free 
recall of a randomly presented set of words se­
lected from four categories (e.g., animals, fur­
niture, musical instruments, etc.) (Bousfield, 
1953). The free-recall testing procedure permitted 
the learner to recall the words in any order. 
Bousfield noted that the words were recalled in 
clusters of words belonging to the same category. 
Similar results were found by Jenkins and Russell 
(1952) who used pairs of words with high asso­
ciative connections (e.g., table, chair) in their list. 
Upon free recall the subjects produced associated 
words together. External organization may also be 
imposed by presenting items in blocks, represent­
ing examples of subcategories of a hierarchy. For 
example, the superordinate, minerals, encom­
passes stones and metals at one level, the adjective 
pair precious-common at a lower level, followed 
by specific examples of each at the object level. 
Upon free recall of the blocked material more was 
retained than on the randomly presented items 
(Bower, Clark, Lesgold, & Winzenz, 1969). Ob­
viously, the effectiveness of external organization 
depends on the leamer's knowledge of the catego­
ries used. 

Not only can organization be externally imposed 
on inputs but learners tend to impose their own 
organization on events, such as words that are un­
related. Subjective organization was noted by 
Tulving (1962), who observed that learners tended 
to use the same organization of items on successive 
free-recall trials, that the organization increased 
with repetition, and that the degree of organization 
was positively correlated with performance based 
on the number of items recalled. 

Even though learners appear to have inherent 

tendencies to pattern, or to find patterns in their 
environment, the patterns to be identified can be 
given more definitive direction by using external 
organization. Needed is a description of what con­
ceptual categories are required for understanding 
information in a subject-matter domain and what 
conceptual categories are held at the same time by 
the learner. The emerging area of studies of ex­
perts and novices is beginning to shed some in­
sights on this very important problem. 

Incidental Cues to Organization 

Interestingly, learners are sensitive to any 
number of implicit cues, of which the instructor 
may be unaware, and may base their organization 
on these cues even though they may not be mean­
ingful. For example, students will copy into their 
notes (and in some study guides are told of this 
technique) almost anything an instructor writes on 
the black board. Further, if novel information is 
presented in blocks (followed by short pauses), 
learners will attempt to use the block as an organiz­
ing cue, imposing any number of hypothetically 
possible organization bases, such as alphabetical 
(real or implied) order, lengths of words, or con­
creteness (Reitman & Reuter, 1980). This again 
illustrates that if what is to be acquired is not care­
fully defined by the instructor, students will identi­
fy their own (often highly naive) rules for signals 
of what is important. With further experience and 
achievement in a content area, the imposed organi­
zation will be made on more meaningful bases. 
Nevertheless, whatever the status of the learner 
and whatever organizational scheme is used by the 
instructor, the information as presented will rarely 
coincide perfectly with the information as 
transformed. 

Organization by Scripts 

The more recent developments on organization 
involve studies of how connected discourse is or­
ganized. One way of organizing such material is in 
the form of a narrative following a script (i.e., a 
huge schema) representation of setting, theme, 
plot, and resolution. When a narrative is based on 
this organization the story is easily followed and 
understood. Disrupt this organization, and the re­
call drops accordingly (Thorndyke, 1977). Other 
studies have shown, however, that when learners 
are given a story in which the paragraphs are 
scrambled they will take more time to study the 
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paragraphs than when they receive them in logical 
order. However, at the time of recall learners re­
organize the elements into their correct order, re­
taining the same amount of information from the 
narrative as do control subjects (Kintsch, Mandel, 
& Kozminsky, 1977). 

The importance of organization has been shown 
in Meyer's (1975) studies. Readers, for example, 
tend to employ the ready-made organization pre­
sented in a text. They pay more attention to the 
higher-order (main ideas) structures within a pas­
sage and recall more of them. Their reactions to 
lower-order content (details) are less predictable 
and tend to have less durability. These few points 
have as much implication for writing as for read­
ing. Thus, a writer who wants an idea to be re­
membered will place that idea high in the structure 
of the text passage and will provide a tightly knit 
structure supporting comparative or other relations 
rather than the mere listing of attributes to provide 
coherence among higher-order and lower-order 
structures. 

Scripts, as relatively stable integrations of pack­
ets of information (both procedural and de­
clarative), apparently exist for many types of com­
monly experienced events. They may include 
going on a trip, attending a lecture, and going to a 
physician's office, among many others (Bower, 
Black, & Turner, 1979). 

Signaling 

Signals to the reader of important content to be 
acquired may be incorporated into textual, lecture, 
or other forms of presentation. The use of head­
ings, outlines, statements of what is to follow, ital­
icized words, notations of causes and effects, sum­
mary statements, or simply indicating such things 
as the number of points to consider or what will be 
covered can function as signals (Meyer, 1975). 
Signals are typically embedded in text as pointers 
to the reader but are unrelated to the content, for 
example, "one cause was ... ," "to summarize 
... ," "a frequent result of these reactions is ... 
," • 'three points to consider are . . . ," and so on. 
Signals that emphasize the top levels of the organi­
zation and content of the passage typically lead to 
better retention of the content. Because of the di­
rection given to the activity induced in the learner 
they facilitate problem solving and inference 
(Loman & Mayer, 1983). In general, signals func­
tion to call the student's attention to the structure 

of the text and to help students integrate the con­
tent into a cohesive framework. 

Contexts 

The provision of contexts in texts helps to define 
the schemata activated (Di Vesta, 1958). In gener­
al, contexts play a crucial role in establishing 
frames that alter or transform the meaning of an 
event (Neisser, 1976). The role of context in mem­
ory has been demonstrated in the encoding speci­
ficity principle (Tulving & Thomson, 1973) and in 
a number of other areas ranging from memory to 
artificial intelligence (Minsky, 1975) to influenc­
ing the outcomes of social events (Goffman, 
1974). Bransford (1979) has provided ample evi­
dence to demonstrate that providing a title for an 
ambiguous passage not only improves comprehen­
sibility of the passage but also facilitates memory, 
probably through activation of the appropriate 
schemata thereby allowing assimilation of the new 
information. 

The same word may take on different meanings, 
may be instantiated differently (i.e., may activate 
different schema) by the context in which it is em­
bedded. In one study (Anderson & Ortony, 1975) 
when subjects were given the sentence "The con­
tainer held the cola" learners tended to recognize 
"bottle" rather than "container" on a posttest. As 
another example, the sentence, "The container 
held the apples," the subjects instantiated "bas­
ket' ' for "container." Thus, although "con­
tainer" is appropriate at the surface structure of the 
sentence, the semantic meanings (representations) 
of "container" are "basket" for apples and "bot­
tles" for cola. Such results imply that in retrieval, 
associative links provide for activating other con­
ceptual nodes closely linked (related) to the one 
presented initially. For these purposes declarative 
knowledge must be both available and accessible. 

Context, then, appears to have its affects on ac­
tivation of schemata, on instantiation of words and 
concepts, on reconstruction, and on spreading ac­
tivation. But, in addition, information learned in 
one context may be irretrievable in another context 
(Riccio, Richardson, & Ebner, 1984), that is, it 
may become context dependent, or context bound 
(Tulving & Thomson, 1973). Even mood may 
comprise a part of the context affecting memory 
(Bower, 1981). To be useful, information must be 
available for a variety of situations. Decontex­
tualization then seems to be an important educa­
tional goal. One means by which it can be 
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achieved is by varying the context in which a given 
principle or its exemplars are employed (Nitsch, 
1978; Di Vesta & Peverly, 1984). For example, 
the principle of refraction applies equally well to 
aiming a BB gun at a target under water, to under­
standing the colors produced by a prism, or to 
understanding the properties of lenses. 

Cognitive Skills and Control 
Processes 

Compensations for the limitations of the infor­
mation processing system are eventually devel­
oped through continuous elaborations of schemata 
and by the strategies the learner employs. Together 
with schematic knowledge, cognitive skills can be 
used to make meaningful structures of information 
that, because of chunking or patterning, can be 
handled more efficiently than numerous small bits 
of information that might comprise the structure. 
Cognitive skills can be used by the learner to con­
struct or generate what for the learner is new 
knowledge (i. e., new understandings) by combin­
ing known information with new inputs from the 
environment or with other known information. 
Chase and Ericsson (1981) report, for example, the 
"phenomenal" feat of an expert on track records, 
who was able to recall 80 digits by linking clusters 
of digits to various running records (e.g., "that 
was close to a record" "that was a slow time-"). 
Thus, cognitive skills not only enter into encoding 
and storage but they also affect the retrieval of 
information once it has been stored. Like expert 
mnemonists, people are good at recalling textual 
materials with which they are familiar and have 
had much practice (Chase & Simon, 1973). The 
beginning of a chunk should lead to (should prime) 
recalling the remainder (Kintsch, 1982). 

The Executive: A Macrocontrol System 

The executive is constructed as a metaphor to 
represent an overall global plan of alternative deci­
sions and their consequences for a given situation 
or situations (Miller, Galanter, & Pribram, 1960: 
Neisser, 1976). The contents of working memory 
may comprise some of that which is included un­
der the metaphor of executive control. These in­
clude metacognitions, planning, monitoring com­
prehension and procedural sequences, selective 
attention, self-regulation in the use of strategies, 

and the like (see Brown et ai., 1983 and the section 
on metacognition in this chapter). One does not 
start a day by blindly responding to hundreds of 
stimuli or enter into a problem-solving situation 
without initiating a plan for proceeding in order to 
achieve certain goals, regardless of how naive 
these plans might seem. The executive determines 
what subgoals are to be achieved, and monitors 
behaviors to determine the extent to which the sub­
goals are being achieved, whether a new plan of 
attack may be required, what changes in the over­
all plan might be made, and whether the plan is 
completed or whether it should be aborted and re­
placed with a new one. There is direction to execu­
tive montoring but it does not rigidly constrain the 
execution of the plan. Rather, it is dynamic, sub­
ject to change with added information and chang­
ing inputs. Strategies are employed for implement­
ing decisions called for by each step in the plan, 
including the decisions that have to be made, the 
choices or alternatives available, and their possible 
consequences. 

The executive control system is critical to the 
cognitive processing system and serves as its gen­
eral monitor. It is fed by the inputs in the situation: 
schematic, situational, contextual, and production 
plans. It will supervise processing in short-term 
memory, activate and actualize needed episodic 
and more general semantic knowledge, provide the 
higher-order information into which the lower­
order information must fit, coordinate the strat­
egies, decide which information from short-term 
memory should be moved to episodic memory, 
activate the relevant situation models in episodic 
memory, and guide effective search of relevant 
information in long-term memory. The control 
system guarantees that all strategies are geared to­
ward producing information, such as semantic rep­
resentations (but also pragmatic and other interac­
tional and contextual representations) that is "con­
sistent with the goals of understanding" (van Dijk 
& Kintsch, 1983, p. 12). 

Development of Cognitive Skills 

In the study of development of rules used by 
children, Siegler and his associates (Siegler, 1983, 
p. 264) assumed that five generalizations ac­
counted for the emergence of processes by which 
problems are solved by young children. Three of 
the generalizations deal with knowledge children 
have: (a) the rule for making judgments is the basic 
representation of knowledge; (b) there are premas-
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tery rules, garnered from across a wide range of 
situations, arranged acconling to their accuracy for 
prediction across those situations; and (c) similar 
reasoning principles tend to be used across many 
different situations when conceptual knowledge is 
sparse-reasoning principles become more diverse 
with increases (greater differentiation) in concep­
tual knowledge. Two of the generalizations relate 
to metacognitions regarding the adequacy of rules 
for given situations: (d) the most adequate learning 
situation is one that involves conflict in the sense 
that a given experience demonstrates that a rule is 
inadequate for some newly encountered situation; 
and (e) when the inadequacy of their rules become 
known, children tum more to encoding strategies 
(taking several dimensions into account) in order 
to obtain higher-level rules and organizations of 
knowledge. 

The V-Shaped Curve 

Changes in knowing what to encode seem to 
trace a V-shaped curve (Richards & Siegler, 1981; 
Strauss, 1982) for rules in a number of domains. 
For example, children initially learn irregular 
verbs (e.g., bought) correctly because they are ex­
perienced more frequently; then they learn the 
"ed" ending rule for forming the past tense of 
regular verbs and simultaneously incorrectly over­
generalize this rule to irregular verbs (thus, 
boughted, corned); and in later stages of develop­
ment, children relearn the correct use of the past 
tense inflection for irregular verbs (Slobin, 1971). 

Norman (1982) cautiously concludes that abrupt 
changes in outcomes may be attributable to 
changes in the cognitive skills of mature learners 
as well. As all psychology students know, learning 
curves for experiments on telegraphy by Bryan and 
Harter (1899) resulted in continuing improvement 
followed by a plateau and followed again by an­
other period of increasing gains, thereby reflecting 
a V-shaped curve. In another study (Ruger, 1910, 
as cited in Norman, 1982), subjects solved the 
heart-and-arrow mechanical puzzle. The time per 
trial decreased rapidly from the 1st to 15th trial, 
with slight decrease from the 15th to 75th trial. 
However, on the 75th trial there was a dramatic 
increase in time taken (about 6 times longer than 
on the previous trial) followed by a precipitous 
increase in efficiency from there on. Norman 
(1982) also describes the course of learning pro­
gramming strategies and notes that after several 
more or less time-consuming attempts at certain 

steps in the procedure the student has a flash of 
insight and says, "Of course, that makes sense." 
What appears to be happening in all of these situa­
tions whether in language, telegraphy, solving me­
chanical puzzles, or learning programming skills 
corresponds to Siegler's view that the learner ac­
quires a new representation of the knowledge 
needed and more efficient strategy for accessing 
that knowledge and using it. This is the change that 
transforms a person who is knowledgeable about a 
task to one who is an expert, a change that 
Rumelhart and Norman (1981) ascribe to the tun­
ing phase (see Table 1). 

Metacognition 

The knowledge a learner has and can relate 
(state) about existing strategies may be the initial 
step in arriving at effective use of strategies in 
attending, learning, remembering, and retrieving 
information (Flavell, 1979). Cognitions about 
strategies that are generalizable across many sub­
ject-matter domains have been labeled metacogni­
tions. They exist, at different levels of sophistica­
tion, at all age levels. A 3-year-old may hold an 
object or stare fixedly at it when instructed to re­
member it. Eight- and eleven-year-old children 
take more time to read anomalous sentences, re­
flecting the knowledge that to unravel the meaning 
of the sentence the reader must spend more time on 
it. However, the ability to verbalize the difficulties 
encountered increases with age; a greater percent­
age of II-year-olds than 5-year-olds said that they 
feIt something was wrong with the way the passage 
was written (Harris, Kruithof, Terwoght & Visser, 
1981). Interestingly, more of the younger children 
were unable to indicate why they spent more time 
on the anomalous sentence. 

Although young children understand some of 
their information-processing skills, awareness of 
the relevant processes increases over the school 
years. Metacognitions for thinking, remembering, 
how to react to social-personal problems and how 
to solve problems in subject-matter areas are il­
lustrations. On the other hand, existing curricula 
make little provision for the learning of metacogni­
tions or of strategies. 

Metacognition in school tasks involves knowing 
about such procedural skills as planning, checking, 
evaluating, and self regulating the use of the skill 
(Flavell, 1979). Good learners conduct these pro­
cesses automatically (Armbruster & Brown, 
1984). Fluent reading, for example, runs off 
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smoothly when comprehension creates no prob­
lem. When comprehension hits a snag, the fluent 
reader engages in conscious deliberation. Poor 
learners may not know the strategies or if they do 
they are unable to use them to monitor the learning 
activity or may be unable to use them automatical­
ly. However, they can be taught to do so by direct 
instruction (see Brown et al., 1981, for examples). 

As Brown et al. (1981) indicate, metacognitive 
training is really a new term for an old idea (i.e., 
learning to learn). A host of outstanding early edu­
cators and psychologists including Dewey, Thorn­
dike, and Judd spoke about the importance of stu­
dents' knowledge of procedures for problem 
solving and transfer. 

Less well known is the fact that Binet did not 
intend his scale to be employed for classifying peo­
ple into categories. Rather, he, too, intended its 
purpose to be a basis for selecting pupils who 
might benefit from a program designed to enhance 
the pupil's capacity to learn and to assimilate in­
struction: "in a word they must learn how to 
learn" (Binet, 1916, p. 257). 

Harlow's (1949) studies of learning sets are 
often referred to as studies in learning to learn. 
Upon repetition of variations of problems that re­
quired similar strategies (e.g., selecting the mid­
dle-sized objects), learners would acquire the rule 
for solving the problem by eliminating such irrele­
vant attributes (error factors) as position, color, or 
brightness of the objects, and by attending only to 
the relevant attributes that were reinforced. 

Unfortunately, as important as metacognition is, 
the term has become a catchall. However, it can be 
delimited somewhat to a leamer's awareness about 
what skills or strategies are useful or detrimental 
for performing, understanding, comprehending, or 
reasoning about particular tasks, given the learn­
er's knowledge about her advantages or limitations 
in capacity, knowledge, motivations, or other 
characteristics. "One of the real advances spurred 
by the interest in metacognition is the revived con­
cern for mechanisms of change (Brown et al., 
1983, p. 126). Some means for implementing 
change are discussed in subsequent sections 
below. 

Illustrative Cognitive Strategies 

The identification of metacognitions, strategies, 
and procedural skills is an outcome of the current 
cognitive movement marked by the now classic 

studies of Bruner, Goodnow, and Austin (1956) 
who identified focusing, scanning, and gambling 
strategies in learning concepts. The evidence im­
plies that these and other strategies used by the 
learner can be effectively directed by the instruc­
tor. For example, if precise elaboration is useful to 
the learner then textual input can be elaborated, 
and the techniques of making precise elaborations 
can be taught along with why the approach is 
useful, and how its effectiveness can be evaluated. 

Imagery 

Studies in which students are instructed to em­
ploy imagery (Bower, 1970, 1972, 1973) support 
the view that one kind of cognitive process is the 
ability to employ spatial orientation in thinking. In 
addition, orienting instructions to employ imagery 
have been shown to affect recall, thereby tempting 
investigators to advocate their use for enhancing 
recall. However, imagery may be effective mainly 
for the recall of ideas that have spatial features or 
for those ideas on which spatial features can be 
imposed as a model (e.g., as in the three-term 
problems). If these conditions do not exist, imag­
ery instructions may be effective merely because 
they make additional processing demands on the 
learner. 

Much of the current work advocating the train­
ing of strategies for educational purposes began 
with training in imagery (e.g., Dansereau, 1978; 
Weinstein, 1978; Wood, 1967). Many of the stud­
ies using imagery instructions have used concrete 
words for which there is an imageable (e.g., pic­
torial) counterpart. In one example for teaching the 
Spanish equivalents for English words the learner 
might imagine, or be shown a picture of a duck 
with a pot on its head in order to recall the Spanish 
word "pato" for the English word "duck". In this 
example, an acoustic link is formed by the image 
of the pot and a perceptual link is formed by the 
picture of the duck (thus, pato is pronounced pot­
oh and it is the equivalent for the word duck). 
Teacher-prepared (imposed) images seem to be 
more effective than learner-prepared (induced) im­
ages, especially for young children and for abstract 
words because of the difficulty young children 
may have in generating appropriate images or be­
cause of the difficulty that learners in general may 
have for generating images of abstract materials. 
Imagery can also be used for complex text learning 
of passages that contain many concrete relations 
such as the sentence "People in this culture make 
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clothes out of palm leaves" (Kulhavy & Swenson, 
1975). In this use of imagery, the elaborations con­
tribute to the learning of thematic (interactive) re­
lations rather than simply the learning of links 
within phrases or between words. 

The use of imagery is a basic form of elabora­
tion and may be limited to more or less concrete 
materials. Whether its use for abstract relations is 
practical or possible for the average learner ap­
pears to be an unsettled question at the present. 
Nevertheless, it may be a functionally useful de­
vice for some basic elaborations employed in 
working memory. 

Mnemonic Aids 

Closely related to imagery instructions as an 
elaborative device are mnemonic aids, such as the 
pegword system, method of loci, the hook method, 
and so on. They involve making links between a 
stored linearly ordered representation (one is a 
bun, ten is a hen) or a maplike system of a familiar 
layout (such as the floor plan of a familiar house) 
to which the to-be-Iearned items are linked in some 
meaningful way. Retrieval occurs by accessing the 
newly learned material through reversing the pro­
cess. That is, the unitized sentence formed initially 
through association with an object in the pegword 
system or with a location in the method of loci is 
recalled. 

The initial experimental studies on imagery and 
mnemonic aids were necessary to establish that 
such processing had a favorable influence on mem­
ory. They emphasized the importance of linking 
the input to what was already known, even though 
the "already known" was an artificial system 
(such as the pegword or method-of-Ioci systems). 
However, the practical utility of extending simple 
imaginal productions beyond word-recognition 
and serial learning applications seems limited at 
best. In a criticism of the method of loci, Quin­
tilian, an ancient educator, commented that 

for the purpose of getting a real grasp of what we have written 
under the various heads, division and artistic structure will be of 
great value, ... they are practically the only means of ensuring 
an accurate remembrance of what we have merely thought out. 
For correct division will be an absolute safeguard against error 
in the order of our speech, since there are certain points not 
merely in the distribution of the various questions in our speech 
but, also in their development, ... which naturally come first, 
second, and third and so on, while the connection will be so 
obvious that nothing can be omitted or inserted without the fact 
of the omission or insertion being obvious. (Quintilian, 1922, 
XI, ii, 36-38) 

Quintilian's criticism is a reminder that a useful 
mnemonic strategy should provide the framework 
of an organizational plan that could be entered at 
any point. Such plans would provide routes to a 
number of different meaningful relations and 
would help access information closely related to 
that location. It would also permit the possibility of 
accessing information located further away from 
the access node by systematically following the 
appropriate routes (spreading activation). 

Reasoning by Analogy 

The use of analogies may be a common way 
people apply knowledge from one subject-matter 
domain to another and involves the mapping of a 
new, perhaps abstract, schema on a familiar one. 
For example, cricket may be understood by most 
Americans if it is compared to baseball (Hayes & 
Tierney, 1982). The study of fractions is often be­
gun with a comparison of cutting a whole pie into 
halves, quarters, eighths, and so on. Analogies of 
this sort provide a basis for bringing appropriate 
declarative and procedural knowledge into activa­
tion. Rumelhart and Norman (1981) indicate that 
the appropriate use of analogies in instruction 
would have these characteristics (p. 358): 

(a) The starting point would be a domain with which the 
student is very familiar and in which he understands the reason­
ing procedures. 

(b) The target domain (new learning) and the source domain 
(schematic knowledge) should be as similar as possible in their 
underlying dimensions or attributes and in their natural opera­
tions. What are appropriate (or inappropriate) dimensions 
should be commonly shared by both. 

An ultimate outcome of reasoning by analogy 
should be a family of schemata for a given domain. 
Each schema within the family (a) would have its 
own context dependencies to determine what pro­
cedures or knowledge are applicable to a target 
domain and (b) would provide alternate concep­
tualizations of the target domain. Any analogy, 
though helpful, has its limitations and will not be 
useful in all applications (e.g., how does one mul­
tiply a quarter by an eighth of a piece of pie?) of 
the new information. 

Elaborations 

In a sense, imagery, mnemonic aids, and analo­
gies all share the characteristic of requiring some 
form of elaboration; perhaps elaboration is one of 
the most important of the cognitive skills, provided 
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elaborations are precise. Elaborative processes re­
quire extensions of an idea by linking it to some­
thing the learner already knows, whether the link­
age is provided by the learner herself or by the 
teacher. Whatever elaborations are made by a 
learner must depend on his or her own schemata 
(Mayer, 1980). Without training, students may 
produce very idiosyncratic, artificial, or context­
bound extensions. For example, the typical elab­
orations for remembering the spaces and lines of 
the treble clef or the aids for remembering the 
planets closest to or farthest from the earth are 
effective but have no utility beyond these very lim­
ited purposes. These kinds of elaborations have a 
purpose in some kinds of training, for example, in 
assembling parts of objects or in running through 
an aircraft take-off checklist, but they contribute 
little to understanding or comprehension. Indeed, 
in many instances, there is no need for them to do 
so. Under these circumstances artificial elabora­
tions have a positive effect on the learner's 
achievement because such instructions influence 
attention and simplify the encoding of temporal 
relations so that more cognitive capacity can be 
employed for understanding. However, un­
qualified instructions to elaborate (e.g., when 
learners are told simply "to elaborate") yield er­
ratic, unpredictable outcomes. If students' elabora­
tions do not coincide with objectives to be tested, 
the content may be irretrievable in a new context 
although it may be retrievable when the original 
learning context (provided in the subjective elab­
oration) is reinstated (Barnett, Di Vesta, & 
Rogozinski, 1981; Tulving & Thompson, 1973). 

Imprecise elaborations have little or no effect on 
recall over that obtained by unelaborated sentences 
(Bransford, 1979; Bransford et al., 1982). Precise 
elaborations, on the other hand, clarify relations 
necessary for understanding, thereby making the 
material meaningful and allowing for applications 
to a variety of situations. For example, (Bransford 
et al., 1982) the idea that "arteries have thick 
walls, are flexible, and have no valves" can be 
learned arbitrarily. Although recognizable on a 
later test, the learning may not be applicable to 
other situations by the learner. 

An elaboration such as "arteries are like water 
hoses which are thick walled, can be twisted and 
turned, and have no valves" can help in the re­
trieval of the original statement (provided one re­
members "hoses") but, again, may have little ad­
ditional transfer advantage. Elaborations that are 
precise, on the other hand, are effective for recall 

and for transfer because they facilitate understand­
ing as in the elaboration, "arteries are thick walled 
to accomodate to forceful surges of blood from the 
pumping of the heart, they are flexible to allow for 
contraction and dilation resulting in the valve like 
functions." Good learners in elementary school 
tend to make more precise elaborations than do 
poor learners; they are more effective at engaging 
background information; are better at drawing in­
ferences; can use text structure better; and know 
more about elaboration and other strategies. Nev­
ertheless, poor learners do profit from training in 
making elaborations. 

Text materials can also be elaborated for effec­
tive use by the learner. Bradshaw and Anderson 
(1982) found that integrated, highly elaborated 
statements in terms of cause-effect relations were 
better recalled than unelaborated or large poorly 
elaborated statements. These results are attributed 
to the formation of elaborate, tightly knit links (in­
tegrated units) among nodes, (i.e., relevant asso­
ciative links), in declarative knowledge (J. R. An­
derson, 1983; Collins & Loftus, 1975), thereby 
facilitating activation (accessibility) of that knowl­
edge at retrieval. 

Cognitive Skills Training 

Strategies amenable to training also include out­
lining, notetaking, underlining, self-questioning, 
and summarizing procedures. All, including imag­
ery of concrete materials, have some beneficial 
effect on processing for recall. On the other hand, 
they may result in outcomes with limited transfer 
value unless they result in highly meaningful and 
integrated organizations of ideas. To be useful, 
any training program should result in cognitive 
skills that are durable (long lasting), accessible (re­
trievable), flexible, and generalizable (transferable 
or decontextualized). Of most importance, they 
should become autonomous to permit the use of 
the learner's resources for acquisition of packets of 
information represented in instructional objectives. 

Brown et al. (1981) understate the issue in their 
comment that 

rote recall though valuable. is not the only desirable outcome of 
learning activities. Often we want to enhance students' ability 
to understand the significance of the matenal they are learning 
rather than to recall it. (p. 14) 

Their research, designed to train learners to under­
stand the significance of learning strategies, dem-
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onstrated that self-control training was clearly the 
procedure of choice. The children were taught how 
to use the combination of (a) knowledge about a 
strategy, (b) employment of the strategy, (c) 
monitoring the use of the strategy, (d) checking the 
results of the strategy, and (e) evaluating the re­
sults of the strategy (i.e., why the strategy is 
useful). Not only was this procedure more effec­
tive than a blind training or modeling procedure for 
transfer to other situations but after a year these 
children had also improved upon the strategies 
taught them. 

In a related study, Brown and Day (1983) taught 
college students to use summarization rules with 
similar results. The procedure of using rules plus 
self-management plus training in how to control 
the use of the rules for summarization was more 
effective than either self-management only, rules 
for summarization only, or rules plus self-manage­
ment (but employing the combination of the two 
by whatever means the student cared to use). Paris 
and his colleagues (Paris et ai., 1982) developed a 
curriculum program oriented toward instruction in 
comprehension strategies, comprehension moni­
toring, and related metacognitions. Unlike other 
programs, theirs was a lengthy one, comprising a 
20-week course for third- and fifth-grade children. 
It required step-by-step use of procedures and in­
tensive involvement by pupils and teachers. On 
several measures of comprehension, students in 
the curriculum program excelled over those in a 
control group by a wide margin. The results were 
still found on tests nearly a year later. 

Gordon and Pearson (1983) provided guided 
practice in making inferences by using a four stage 
model: (a) asking a question, (b) answering the 
question, (c) identifying evidence to support the 
answer, and (d) providing a rationale for why the 
evidence supported the answer. In the first phase 
of training, the teacher modeled all four stages. In 
the second stage, the teacher posed the question 
and gave the answer, then the students gave the 
evidence and the rationale. In the third phase, the 
teacher posed the question and identified relevant 
evidence whereas students answered the questions 
and gave the rationale. In the final stage, students 
did all phases. 

The studies by Paris, Gordon and Pearson, and 
Brown, Campione and Day share the essential 
characteristic of providing for the gradual release 
of responsibility for using the strategy to the stu­
dent. They proceed from modeling (all teacher re­
sponsibility) to guided practice (gradually releas-

ing responsibility to the pupil) to eventually 
turning all responsibility over to the student (Pear­
son & Gallagher, 1983). 

Recognizing the complexity of the variables in­
volved in the Socratic method, Collins (1977) has 
devised at least a partial analysis of some of the 
rules that teachers use in helping pupils make in­
ferences in what has been described as the "So­
cratic Tutor." In initiating a problem such as, 
"What factors are influential in the growing of 
rice?," the student might be asked, "Can they 
grow rice in Florida?" After a series of questions, 
based on 24 rules, the procedure culminates in the 
student's summarization of the relevant factors and 
consequences of a general rule for the problem (e. 
g., of the factors involved in growing rice). The 
procedure works extremely well for a number of 
problems and does draw on the leamer's prior 
knowledge. The theoretical orientation provides a 
framework by which computers might be em­
ployed for teaching causal dependencies about ge­
ography, social studies, and other subject-matter 
areas. 

The Psychology of School Subjects 

The cognitive psychology of school subjects is 
beginning to reemerge in the basic skills of read­
ing, writing, and arithmetic as well as in physics, 
computers, social studies, and other subject matter 
areas. An important outcome is that instruction in 
these content areas seems to have similar underly­
ing principles for procedural skills. They do differ, 
however, in the kinds of declarative knowledge 
that contribute to and become embedded in a given 
procedure, thereby limiting the degree to which a 
procedure is generalizable from one domain to 
another. 

Reading and Writing 

The psychology of reading emphasizes decoding 
and comprehension skills. There is agreement that 
decoding skills must be learned before the young 
reader can become too concerned with comprehen­
sion. Eventually, decoding skills should become 
automatic so as not to interfere with fluent reading. 
Comprehension of narratives can be increased by 
teaching children the underlying scripts of nar­
ratives (Brooks & Dansereau, 1983: Singer & 
Donlan, 1982). Other techniques for enhancing 
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comprehension are described in Professor Andre's 
chapter. 

The expert writer has many characteristics in 
common with the fluent reader (Scardamalia, Be­
reiter, & Boelean, 1982). He or she has a good 
knowledge base, recognizes the need for revision, 
uses a variety of . notation systems, knows that 
ideas will change, reorganizes and revises, spends 
time on planning, and the like. The novice writer 
writes full sentences, puts down ideas in their for­
mal order, may make a few notes, uses only minor 
revisions and spends little time on planning. 
Novices tend to recall content through direct ac­
cess whereas experts use different levels of repre­
sentation. Instruction can be implemented by trac­
ing through the stages of planning, selecting ideas, 
expanding on ideas, employing various forms of 
representation, changing the order of ideas, and 
conveying intention. Making skills such as spell­
ing. punctuation, and paragraph organization auto­
matic allows more time for the writer to consider 
the composition of ideas. Thus automaticity of rel­
evant basic skills is fundamental to reading and 
writing. But just as declarative (schematic) knowl­
edge is essential to reading, so is it fundamental to 
writing. Without the appropriate knowledge, rele­
vant details that provide cohesion are omitted. 

Mathematics 

One of the earlier studies that examined the 
teaching of mathematics was conducted by 
Brownell and Moser (1949). They used a two-by­
two design to study methods for teaching subtrac­
tion: decomposition and equal additions comprised 
one factor and rote (mechanical) versus mean­
ingful (explaining the logic) methods of teaching 
comprised the second factor. On an immediate 
test, meaningful teaching (generally) was the best 
procedure. On a delayed test that included transfer 
items, the decomposition method taught in mean­
ingful fashion produced the highest scores for 
transfer and flexibility of use. The equal additions 
method produced poor transfer scores even when 
used meaningfully. Teachers indicated that the 
children did not understand it as well despite 
efforts to explain the logic behind the method. 
Thus, a teaching method is effective only to the 
extent that it conforms to the leamer's schemata 
and induces the learner to process the information 
in given ways. 

Skills in computation that aid comprehension of 
the concepts involved may eventually become au-

tomatic. Furthermore, given instruction in certain 
computational skills, children will tend to invent 
their own variations of arithmetic operations. As 
indicated earlier in this chapter, sometimes these 
variations are more sophisticated ones than those 
that had been taught (Groen & Resnick, 1977). 
Nevertheless, children will often invent rules that, 
although shortcuts, are not applicable to a variety 
of situations or may produce erroneous outcomes. 
Recognizing this possibility, Brown and Burton 
(1978) developed debugging programs to diagnose 
difficulties children might be experiencing in sub­
traction by identifying the rules they were using 
(e.g., whether they were "borrowing" correctly 
or whether they are using a incorrect rule, such as 
subtracting whichever number is smaller from the 
larger number in a column). These studies again 
illustrate that whatever is taught may undergo re­
construction by the learner to result in idiosyncrat­
ic rules or organization of information. 

Science 

In the teaching of science, similar results are 
obtained. The young child's schemata for concepts 
such as "living" or "minerals" or "insects" may 
contain small amounts of information that are 
loosely but clearly organized, though usually at a 
superficial level, such as a prototype (e.g., any 
small crawling thing is a bug). With instruction 
and experience not only are more details of de­
clarative knowledge available, but the organization 
of the details takes on more sophisticated semantic 
characteristics (i. e., in the form of underlying 
rules and patterns) (Chi, Feltovich, & Glaser, 
1981). 

These several illustrations of developments in 
subject-matter domains indicate that other areas 
too will be investigated for instructional implica­
tions. In each subject-matter area, it is important to 
know how experts and novices differ in what they 
know and how they use what they know. 

Implications for Teaching Cognitive Skills 

Behaviors are not random responses to the en­
vironment, nor are children's errors. Treating er­
rors by drill and practice may be a futile or highly 
inefficient enterprise when one recognizes that er­
rors are reflections of the learner's attempts to 
bring consistency into one's world view. Errors 
should be perceived as reflections of the rule the 
pupil is using (i.e., of the child's understanding) 
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(Strauss, 1982), thereby providing the basis for 
training in a cognitive skill appropriate to a given 
subject-matter domain. The extent or explicitness 
of cognitive skill training should be matched to the 
severity of the learning problems, that is, the zone 
of proximal development, which Vygotsky (1978) 
defines as 

the distance between the actual developmental level as deter­
mined by independent problem-solving. and the level of poten­
tial development as determined through problem-solving under 
adult guidance or in collaboration with more capable peers. (p. 
86) 

Expertise: Procedural Knowledge 
and Declarative Knowledge 

Procedural knowledge is a primary ingredient of 
cognitive skills and may be characterized simply as 
"knowing how." Its separation from declarative 
knowledge (knowing that) is for discussion pur­
poses only. One assumption is that declarative 
knowledge is embedded in procedural knowledge, 
or that knowledge of how (procedural knowledge) 
is used to produce knowledge that (declarative 
knowledge) (Rumelhart & Norman, 1981). The 
schemata are comprised of declarative knowledge 
(i.e., facts, or, more technically, basic units of 
meaning consisting of arguments linked by rela­
tions) interspersed with procedural knowledge, 
that is, with "If-then" statements (e.g., IF I am to 
study for a multiple choice test THEN I must study 
to recognize details) (J. R. Anderson, 1980). 

Experts have more complicated arrangements of 
declarative and procedural knowledge than do 
novices, a point to be discussed further below. 
Estimates of the time it takes to achieve expertise 
(the "right" combination of declarative and pro­
cedural knowledge) range from 5000 hours (Nor­
man, 1978) to perhaps 10 years (J. R. Anderson, 
1980, p. 235, based on a personal communication 
with T. R. Hayes). During that period, the person 
acquires the semantic, conceptual, and production 
foundations related to understanding a subject­
matter domain. In the course of acquiring this 
knowledge, fragments of the procedures are gar­
nered and accumulated to become part of the sche­
mata. The phases required for useable learning as 
described by Norman (1978) are summarized in 
Table 1, showing characteristics of the learning 
modes, related teaching methods, and applicable 
testing modes. 

An important difference between the novice and 
the expert, whether in reading, writing, reasoning, 
or some other skill is that proceduralization, put to 
the service of a broader function, becomes a part of 
higher-order productions. Ultimately, the pro­
ceduralization becomes systematized and automat­
ic (Neves & Anderson, 1981). The novice's work­
ing memory is overloaded by the need to pay 
attention to the problem, the knowledge that must 
be dealt with, and the procedures to be followed. 
With expertise, attention to surface structures are 
supplanted by attention to the deep structures im­
plied by the surface cues (Chi et ai., 1981). Simple 
relations are replaced by higher-order relations. To 
the novice, the Tower of Hanoi puzzle is a perplex­
ing problem; many people give up before really 
trying to solve the six disc version. But, through 
"learning by doing" (Anzai & Simon, 1979), the 
powerful recursive pyramid subgoal strategy 
makes the problem solution apparent and elegantly 
simple (Wickelgren, 1974). 

The ability to ask questions is closely linked to 
one's schematic knowledge and to competence in 
an activity. One of my students made the insightful 
remark that "It is useless to interject the question, 
'Do you understand?' into a lecture, when we 
don't know what we are to understand." This is 
essentially the point made by Miyake and Norman 
(1979) who found that experts asked more ques­
tions with difficult tasks in the domain of their 
competence (computer programming) whereas 
novices asked more questions on easy tasks. There 
were no differences in self-generation of questions 
on tasks where neither group excelled. 

The development of the characteristics of exper­
tise is closely related to amount of declarative 
knowledge. A young child's representation of a 
class of dinosaurs with which she was familiar was 
at a higher-order structural level than of a less fa­
miliar class (Chi & Koeske, 1983). Similarly, 10-
year-old experts in chess recall chess position pat­
terns better than do novice adults, just as adult 
master chess players remember pieces in patterned 
plays better than do adult novices. Thus, retrieval 
depends on the linkage between nodes in schemat­
ic structures that are characteristic of experts. 

In the course of acquiring expertise, some de­
clarative knowledge gets subsumed or embedded 
within procedural knowledge. It is often the case 
that to recall how to spell a word we may want to 
write it out; to describe where the keys are on a 
typewriter a skilled typist may have to "tap-out" 
the letters to aid recall. Jenkins (1980, p. 233) 
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illustrates the automatic functioning of higher 
order perceptual skills by describing a TV com­
mentator's narration of a diver's performance in 
one of the competition trials. Just after the trial an 
expert is invited to comment on the performance. 
The expert's reply is that the dive was not a clean 
one because the diver failed to get his hands posi­
tioned fully behind his head as was required for 
good form. The slow motion replay confirmed this 
observation, although it was not at all apparent to 
the other observers of the original performance. 
Jenkins (1980) spells out several questions that 
provide insight into the nature and complexity of 
procedural skill and their interdependence with 
schemata in expertise, 

Did the expert actually see that hand position in real time? Or 
does the expert know the consequences of the failure so that he 
automatically deduces the defect occurred? Or does the expert 
have a template or gestalt against which the total performance is 
judged and against which the defect stands out? We do not 
know. It is clear, however, that what is available to the expert is 
not available to us under the same time constraints. (Jenkins. 
1980, p. 233) 

Although procedural knowledge is being given 
considerable research attention at this writing, 
there are different opinions regarding its impor­
tance relative to knowledge representation in the 
thinking process. Chi, Glaser, and Rees (1981) 
state the issue well. On the one hand, problem 
representations would include experience in 
school-related knowledge domains that subsume 
general ways of solving problems. Under these cir­
cumstances, novices and experts might have the 
same declarative knowledge about a given task but 
the expert would excel in such procedural skills as 
problem representation, use of means-ends analy­
ses, subgoal analyses to describe the problem 
space, and the like. However, it is relatively im­
possible to develop domain-free, general problem­
solving strategies. All such programs involve some 
forms of representations that are typical of knowl­
edge in a given content area (Glaser, 1984). 

On the other hand, a knowledge based orienta­
tion would imply deemphasizing instruction in 
general processing skills in relation to instruction 
on the ways knowledge in a given domain could be 
structured, ways to recognize whether the informa­
tion needed is available and ways of manipulating 
knowledge. Chi et at. (1981), for example, note 
that novices' knowledge representations of an in­
clined plane are comprised of its surface charac­
teristics (plane, incline, length, height, existence 

or nonexistence of friction, and so on) expressed in 
terms of key words. The expert on the other hand, 
tends to represent the same problem primarily in 
terms of the principles of mechanics (e.g., force 
laws for acceleration and equilibrium) and their 
applications, and secondarily on surface charac­
teristics. Less successful novices are less (or not) 
knowledgeable about physics, and do not know 
when to use the knowledge they have. As a result, 
they are prevented from making useful inferences 
that would help them to solve problems. 

The two positions are not incompatible. They 
differ primarily in regard to whether instructional 
emphasis should be placed on general processing 
(learning-to-Iearn) skills or on procedural knowl­
edge within the context of a given knowledge do­
main. The former orientation would imply that 
these skills should be taught in decontextualized 
form (de Bono, 1985) without regard to specific 
knowledge. Although some claims have been 
made for the efficacy of this procedure and it has 
been widely adopted, the supportive research data 
have not been forthcoming. The latter position 
would imply that investigators must understand the 
nature of differences between novices' and ex­
perts' knowledge representations, and the order in 
which levels of expertise appear. On these bases, 
recommendations for instruction would be made. 
Rather than teaching general problem-solution pro­
cedures in isolation, the curriculum would be ori­
ented toward teaching problem solving by methods 
that incorporate procedural and declarative knowl­
edge for a given subject-matter domain. 

Motivation 

Any instructional program gives at least some 
concern to motivation, a complex construct (Nor­
man, 1981). The simple external input-output 
model is insufficient because of the interpretations 
given by the learner. For example, a learner may 
desire to learn a computer language but be unwill­
ing to put forth the effort to learn it. The achieve­
ment of reward has affective outcomes, but when 
the reward indicates some knowledge of progress it 
also provides some information (Langley & Si­
mon, 1981). Knowledge of progress on the other 
hand may affect the leamer's self-evaluation or 
some cognition about what caused success (or 
failure), either of which may affect efforts in the 
future. Praise has always been considered to be a 
positive form of feedback, yet when given to an 
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individual for tasks that other students perfonn 
easily, it may be interpreted by the recipient as a 
sign of lack of ability ("She's praising me for 
succeeding at this easy task because I generally 
don't do as well as the others." Or, "He's sur­
prised at the fact that I succeeded"). 

Nonnan (1981) summarizes the status of the 
motivation construct, thus, 

motivation ... result[sl from a combination of things, from 
one's fundamental knowledge and goal structures, partially 
from emotional variables, and partially from decisions about 
the application of mental resources . . . there is not a single 
phenomenon of motivation. . .. Rather. . . a complex of 
things, some biological, some cultural, some emotional, some 
the results of conscious goals and intentions, others sub­
conscious. Motivation is indeed important, worthy of serious 
study, and a major determiner of behavior. .. , It seems, how­
ever, to be a derived issue, composed of different aspects of 
belief systems, emotion, consciousness, learning, memory and 
skill. (Norman, 1981, p. 290) 

One commonly accepted theory of emotion il­
lustrates that the evaluation of an emotion contains 
a cognitive component. If, as they are presumed to 
be, bodily reactions are similar in pleasant (e.g., 
excitement) and unpleasant (e.g., fear) states, the 
sequence appears to be (a) the experienced input; 
(b) the resulting behavior (including bodily reac­
tions; (c) a cognitive evaluation of one's behavior; 
and (d) the final evaluation of the affect (Schacter 
& Singer, 1962). 

Affect and Information 

These same concerns were voiced by 
McKeachie in his Presidential Address to the AP A 
(McKeachie, 1976). However, the tone was op­
timistic since progress is being made, although, 
perhaps, not at the pace currently found in the 
study of the intellectual cognitive processes. 
McKeachie indicates that the two aspects of a re­
ward are affective and infonnationai. Extrinsic re­
wards may diminish the intrinsic motivation (Lep­
per & Greene, 1975) but are sometimes necessary 
in the early stages of learning to maintain the stu­
dent's interest until the proper affective structures 
have been constructed. Underlying this tendency 
are the interpretations of the meaning placed on the 
reward. Knowledge of results has an effect only if 
it conveys infonnation, the learner wants to im­
prove, and the learner has some better alternatives 
by which the improvement can be made (R. L. 
Thorndike, as cited in McKeachie, 1976, and 
based on a conference presentation). The need to 

improve, that is, the need for competence has had 
an enduring place in studies of motivation and is 
implied in McClelland's (1965) "need for 
achievement. ' , 

A common complaint that underscores the emo­
tional facet of motivation is that low achieving 
students, or those who merely perceive that they 
are low achieving, have feelings of inadequacy. In 
the extreme fonn, this takes on the character of 
learned helplessness. Under proper training condi­
tions, where responsibility is gradually turned over 
to pupils, low-achieving students who realize that 
they can perfonn tasks successfully and with good 
results, who learn to control their own learning 
activities, such as making precise elaboration suc­
cessfully, are excited over the outcome (Franks et 
al., 1982). The consequence is an increased belief 
in their own potential as students. Helping pupils 
to learn to learn thus has positive effects not only 
on the self-control of strategies but on changes in 
motivation, and, incidentally, on the teacher's 
positive perception of the pupil's potential (Brown 
et al., 1981). 

Curiosity 

Early studies on epistemic curiosity (Berlyne, 
1960) clearly involved cognitions but, probably 
because of the period in which the construct was 
proposed, interpretations were made in a behav­
ioristic framework. However, BerJyne's studies 
and those of other investigators did involve moti­
vation aroused by cognitive factors, usually due to 
a discrepancy or conflict of ideas and the resolu­
tion of these conflicts. This was the essence of 
Piaget's construct of equilibration and disequil­
ibration, of Festinger's (1964) cognitive disso­
nance, Suchman's (1966) incongruity, and the dis­
crepancy between the present state and the goal 
state used in computer simulations of problem 
solving as well as in cybernetic models of learning. 

Attribution 

Attributions for one's successes or failures are 
significant for understanding classroom moti­
vations (Weiner, 1979; Weiner, Graham, Taylor, 
& Meyer, 1983). The common attributions for 
achievement are classified in tenns of their locus 
(external or internal), stability (stable or unstable), 
and controllability (controllable or uncontrollable). 
Specific attributions within this classification that 
have been investigated most frequently are imme-
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diate effort (controllable, unstable, and internal), 
ability (uncontrollable, stable, and internal), task 
difficulty (uncontrollable, stable, and external) and 
luck (uncontrollable, unstable, and external). Each 
of these attributions is accompanied by cognitive 
and affective interpretations. For example, the af­
fective reaction to the attribution of effort is in­
creased pride (following success) or increased 
shame (following failure); the cognitive reaction is 
an expectation of possible change in the future de­
pending on the amount of effort expended. Affec­
tive reactions to ability, another internal attribu­
tion, are the same but the cognitive reaction 
(because ability is a stable characteristic) is an ex­
pectation of similar performance in the future. 

Some attributions, such as learned helplessness, 
are general to a variety of situations ("I can't do 
it" or "I'm just an inadequate person, 1 always 
make mistakes"). Other attributions may be more 
specific, whether for subject-matter areas, social 
interaction or athletics ("I'm just no good at 
math" or "I could never do well at any sport"). A 
wide variety of emotions are associated in varying 
degrees with causal attributions. Success attributed 
to ability, for example, is associated with the affect 
of competence and confidence, whereas for at­
tributions of lack of ability following failure the 
affect is a feeling of incompetence. 

The investigations on attributions have led to 
detailed analyses of the loci of motivations and the 
consequences in highly interactive situations such 
as classrooms. They hold considerable promise for 
understanding the complex role of cognitions in 
social learning situations and for the control of 
those cognitions to enhance performance (e.g., Di­
ener & Dweck, 1978; Dweck, 1975). The theory 
provides a framework involving the temporal se­
quence of (a) information about the outcome of 
performance, (b) how the learner perceives those 
outcomes, (c) inferences concerning the locus of 
causality, (d) affectivity associated with cognitions 
about the outcomes, and (e) cognitive expectations 
about future performance. However, research is 
needed to examine the usefulness of changing met­
acognitions regarding the perceptions and in­
terpretations of performance outcomes and of 
teaching strategies and self-management strategies 
that compensate for lack of abilities or other pro­
cessing limitations (Como & Mandinach, 1983). 

"Learning takes place in interpersonal contexts 
with peers, the teacher, and the family as part of 
the social context of the learner .. (Weiner et al., 
1983, p. 122). These contexts contribute to the 

world view of the learner and provide the bases for 
understanding the dynamic consequences of 
behavior. 

Summary 

The current cognitive movement has mustered 
an impressive array of research interests and ca­
pabilities from the fields of psychology, computer 
science, and education. Judging by the number and 
nature of journal publications it is apparent that the 
problems being addressed by all sides are more 
oriented toward and applicable to education than at 
any other time in the past century. 

The movement's most distant antecedents clear­
ly reside in the prescience heritage from the an­
cient orators and philosophers. The experimental 
study of cognition probably is to be dated around 
the tum of the present century. However, the atten­
tion given to the subject was typically sporadic and 
short-lived, giving ground to the rising popularity 
of behaviorism sparked by the works of Thorn­
dike, Watson, and so on. The most direct historical 
roots of the current movement that endured were, 
in the main, offshoots of the contributions of the 
Field-Gestalt-Expectancy tradition, although their 
progress too was interrupted by emergence of the 
popular behaviorism of Skinner and Hull. 

Major transitions to the cognitive orientation in 
education were to be found in the fifties and sixties 
in the works of Piaget, Ausubel, and Bruner. 
Bruner's (Bruner et al., 1956) initial research on 
concept-learning strategies was probably the for­
mal forerunner of the recent research (e.g. O'Neil, 
1978; Anderson, 1981) thrust on learning strat­
egies and cognitive skills. Ausubel's (1966) sub­
sumption theory, with its emphasis on meaningful 
learning, on cognitive structures, and on assimila­
tion of new information into existing knowledge 
structures, has within it clear antecedents of the 
current research on schema theory. Inherent in 
Piaget's (Flavell, 1963) developmental epis­
temology were the elements of operational knowl­
edge, schemes, and processing mechanisms in­
cluding assimilation, accomodation, and equilibra­
tion. 

Despite these substantial contributions the pre­
cipitating force firing the current burgeoning pace 
of involvement was the paradigm shift (Kuhn, 
1962) accompanied by Chomsky's (1957a) crit­
icism of behavioristic approaches to the study of 



CHAPTER 11 • THE COGNITIVE MOVEMENT AND EDUCATION 229 

language, and his book on syntactic structures 
(Chomsky, 1957b), in which the constructive pro­
cesses of transformational grammar were empha­
sized. 

The research summarized in this chapter reflects 
the influence of these several historical antecedents 
on changes that might be expected in education. 
Instruction can no longer be viewed as a one-way 
communication of an authority who transmits 
knowledge in a form that can be reiterated upon 
demand by all students. Nor can teaching be 
viewed as control by some expert who plans a 
curriculum that dictates precise outcomes for all 
students, who knows the precise organization of 
content that will be applicable to all contexts and 
outcomes, or who tests achievement by a teacher­
made or standardized test without consideration of 
how that test is related to the student's engagement 
in the learning task. From the cognitive view, in­
struction is a two-way communication in which the 
student plays an important role in what is learned 
even when the teaching situation seems to be con­
trolled completely by the teacher. The student, to a 
greater or lesser degree, constructs the encoded 
representations that are stored in memory on the 
bases of his or her knowledge structures, pro­
cedural skills, and expectations about their abilities 
and about what goals are to be achieved. Dif­
ferences in achievement among learners are there­
fore inevitable and likely to be highly idosyncratic. 
What they learn depends on their knowledge struc­
tures and how that knowledge is represented, on 
the amount of effort and time they are willing to 
devote to making the new knowledge meaningful 
and useable, and on the way the information is 
processed, that is, what strategies are used. 

Although research on the character and influ­
ence of cognitive motivations on learning has not 
kept pace with research on the cognitive facets of 
information processing, it is apparent that this will 
be a new research thrust in the coming decade. It is 
quite apparent from existing research, some of 
which has been reviewed here, that motivations do 
have their effects through emotional and cognitive 
components. Anxieties have worry and emo­
tionality components. They are often context de­
pendent (e.g., test anxiety or state anxiety). At­
tributions for failure and success may be 
accompanied by shame or pride (emotionality) and 
by expectations for probable success or failure in 
the future (cognitions). Some needs may be physi­
ologically based, but there are also efficacy 
motives (e.g., need for achievement, competency 

motivations) that seem to be related to cognitive 
achievements. 

The foregoing view of the learner as playing a 
central, constructive role in learning takes the 
teacher out of the role of authoritative controller of 
the learning-teaching situation and into the role of 
a manager-director who guides the student in un­
derstanding what needs to be learned, how to pro­
cess information for representations that apply to 
different contexts and purposes, and how to use 
general and specific strategies and cognitive skills. 

Other implications of the cognitive movement 
apply to test constructors who must be sensitive to 
the effects of the contexts employed in the testing 
situations, the effects of the kinds of tests used in 
determining student expectations that, in tum, de­
termine what strategies for learning are used and 
what representations are constructed during the 
learning tasks, and how errors on tests may reflect 
more than sheer lack of specific facts (e.g., in 
identifying bugs in the use of rules). For instruc­
tional designers the cognitive movement has al­
ready produced implications for innumerable prac­
tical applications. Although the guidelines are not 
completely spelled out, some can be used cau­
tiously, including the use of orienting instructions, 
the use of advance organizers, the use of signaling 
devices, and the importance of different forms of 
discourse organization. In different combinations 
they can be used to manage the kinds of processes 
pupils will use in learning and, as a consequence, 
to guide the kinds of outcomes desired. There is a 
growing armamentarium of programs for teaching 
cognitive skills and strategies. The effectiveness of 
what learners construct from a given teaching sit­
uation may depend as much on the awareness and 
use of these strategies (metacognitions) as on other 
parts of the curriculum. 

It is apparent that the current cognitive move­
ment, rather than seeking the general all-encom­
passing laws for controlling and predicting behav­
ior, as did the earlier grand theories of learning, is 
directed toward miniature models of specific facets 
of cognition, such as models of discourse analysis, 
models of comprehension, ways of aiding under­
standing and meaningful learning, the nature ofthe 
schemata, the memory system, the development of 
cognitive skills, and the like. A decade ago in an 
earlier description (Di Vesta, 1974) of the potential 
of the cognitive movement for education, it ap­
peared sufficient to develop themes about knowl­
edge structures, attending, and processing. Since 
that time, the new insights that have been attained 
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about thinking and understanding are impressive, 
indeed. Each new issue of ajoumal contains one or 
more articles that have a bearing, perhaps in only a 
small way, on better understanding the nature of 
learning and teaching. The literature relating cog­
nitive psychology to education has become ex­
tremely complex. The nature of learning and 
teaching for understanding is influenced by a 
number of contexts and its generality or specificity 
across contexts is becoming better understood. The 
next 10 years are certain to bring even more excit­
ing developments than did the past decade. 
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PART III 

Current Issues and 
Future Directions 

Describing all of the areas of interest to contemporary educational psychology may be an 
impossibility because of its diverse nature. In this section, we have organized a set of 
representative state-of-the-art chapters that deal with important areas of research in educa­
tional psychology. The coverage is not all-inclusive, nor is it meant to be. Instead, what 
we have done is include topics that seem to be of particular interest to a majority of 
educational psychologists in the late 1980s. 
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CHAPTER 12 

Program Evaluation 

AGENDAS FOR DISCUSSION OF ISSUES AND FOR 
FUTURE RESEARCH 

Robert D. Brown 

Students of all ages and levels make evaluation 
judgments everyday about their teachers and 
courses. These judgments are informal and are 
probably based most often on likes and degrees of 
satisfaction. Parents, educators, and legislators 
often want more formal evaluations and will want 
information on how much students learned and 
how cost-efficient was the curricula or program 
innovation. Whether the judgments are being made 
by students or legislators, the evaluations can be 
complex and there will be divergent views of what 
kind of evaluation information is needed and how 
it should be used. 

This chapter enumerates and examines perennial 
issues in evaluation. They range from defining 
what is evaluation to questions of whether or not 
evaluation is a profession. After a discussion of 
these issues, the same questions are reexamined 
from a research perspective. What research is 
needed to provide further insights into these is­
sues? The chapter provides readers with two paral­
lel agendas, one for discussing perennial and cur­
rent issues and one for determining a research 
program for the future. 

Robert D. Brown • Department of Educational Psychol­
ogy. University of Nebraska. Lincoln. NE 68588-0641. 

Historical Perspective 

Evaluation can be traced to the beginning of 
time. The Book of Genesis states that God created 
heaven and earth and on the sixth day looked upon 
what he created and called it "good." This has 
been cited as the first evaluation act (Patton, 
1981), and would make evaluation one of the 
oldest concepts of humankind, an idea in existence 
as long as life itself. By now the concept should 
have been fully dissected and analyzed without the 
remotest possibility of any subtle nuances being 
unexplored. Has this in fact happened? 

The consensus is that evaluation, as it is prac­
ticed today, evolved from the testing movement 
prior to and after World War I and the continued 
growth of testing and subsequent curriculum inno­
vations after World War II (Merwin, 1969). Eval­
uation in this century has been intimately associ­
ated with developments in educational psychology 
and measurements and educational innovations in 
America. New questions about how students learn, 
how to measure what they learn, and how to pro­
vide better learning experiences led directly to new 
conceptualizations about program evaluation. 

Merwin (1969) suggested that though the testing 
movement focused primarily on individual stu­
dents or groups of students rather than programs, 
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testing programs led to changes in educational pro­
grams as well. Haggerty (1918) described a survey 
of school officials that indicated schools made 
changes, not only in classification of students, as a 
result of testing programs, but also in school orga­
nization and methods of instruction. As objective 
tests increased in usage, so did their use in assess­
ing teaching effectiveness (Reavis, 1938). The re­
lationship between testing in the schools and pro­
gram evaluation continues into this decade, as 
results of standardized testing programs lead to na­
tional, state, and local attention being focused on 
the worth and effectiveness of school instructional 
programs. 

Changes in the school curriculum motivated by 
new societal needs and pressures or by new learn­
ing theories also played an integral role in the de­
velopment of evaluation. Smith and Tyler (1942) 
described how decisions to add new courses in 
effective study skills and critical thinking prompt­
ed the development of new tests and a rethinking 
about the purposes of evaluation. In discussing the 
role of evaluation, Smith and Tyler (1942) recog­
nized multiple purposes for evaluation, including 
providing feedback to different audiences and 
serving a public relations function. They also 
noted the complexity of evaluation that sought to 
measure content that was often vague and that re­
flected value judgments about what the schools 
should be teaching. 

Ralph Tyler is considered to be the founder of 
evaluation in the modem era. His influence was 
instrumental in prompting educators to think more 
broadly than using standardized tests as a sole 
evaluation tool. His focus on operationalizing ob­
jectives and assessing outcomes provided a foun­
dation for educational theorists and practitioners 
for many years (Tyler, 1950). 

Until the mid-1960s, and still sometimes today, 
however, evaluation and specific measurement 
concepts were seen as identical. The behavioral 
braggadocio that "What cannot be measured, does 
not exist," restricted the range of outcomes open 
to investigation by program evaluators. This 
prompted Scates (1947) to lament that the liter­
ature in education did not recognize the subjective 
origin of evaluation and thus evaluation had be­
come a slave to "objectivity." Scates' (1947) dis­
tinction, that measurement examines the amount of 
something whereas evaluation considers the ap­
propriateness of that something, echoed through 
the next two decades and continues to merit 
discussion. 

In the 1960s, major influences on evaluation 

were perhaps more political than educational in 
origin and their effects are still being felt. Govern­
ment funded educational programs during the 
Great Society and the War on Poverty period from 
the mid-1960s and through the 1970s provided the 
need, rationale, and funds for evaluations. The 
government required evidence of program imple­
mentation and effects. Evaluation now had a 
broader audience than school superintendents and 
school boards: elected public officials at the na­
tional level debated the relative merits of educa­
tional programs and demanded evaluation informa­
tion. Evaluators began to examine their role in 
providing information for decisions, assessing the 
political and social climate in which evaluations 
were conducted, and to question the effectiveness 
of evaluation methodologies (Scriven, 1967; 
Stake, 1967; Stufflebeam, 1971). 

Evaluation flourished through the 1970s and 
professional organizations (Evaluation Network, 
Evaluation Research Society) devoted exclusively 
to evaluation were founded. Graduate programs 
began to offer courses and specialties in program 
evaluation and a few educational psychologists 
began to identify themselves as "program evalua­
tors. " 

Today, though federal and state budget cuts lim­
it the expansion of evaluation activities, evaluation 
continues to move steadily toward profes­
sionalism. The two major professional organiza­
tions have held joint national meetings for several 
years and have recently merged. Several profes­
sional journals (Evaluation in Planning and Policy 
Analysis, Evaluation Review, Studies Educational 
Evaluation) and an annual publication of evalua­
tion studies (Evaluation Studies Annual) are near­
ing a decade of publication. 

Parallel to the increased funding of national and 
state programs in community mental health and 
other health services has been increased interest by 
psychologists, sociologists, political scientists, 
and other professionals in program evaluation. 
This has resulted in books and journals devoted to 
evaluation in specific areas, such as the health ser­
vices. An informal content analysis of these pub­
lications suggests that as each new discipline or 
professional area becomes concerned about eval­
uation, the same evaluation issues arise in nearly 
the same order. 

From this brief historical profile, it is apparent 
that program evaluation owes a significant share of 
its origin and growth to educational psychology 
and measurement. The initial focus of learning the­
ories and measurement on how individual students 
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and then groups of students learn provided instru­
ments and data for use in evaluating the effective­
ness of educational programs. Assessing and 
providing for individual differences among learn­
ers provided the rationale for society and its politi­
cians to initiate programs to meet the unique edu­
cational needs of students and society's needs for 
other services. At times, the narrow focus of edu­
cational measurement and its obsession with objec­
tivity restricted the range of outcomes and effects 
evaluators needed to and, indeed, now do explore. 
Today, evaluation's span is broader than education 
and educational measurement, but a significant 
percentage of its clientele, its professional 
heritage, and its academic core remains in educa­
tion, educational psychology, and educational 
measurement. 

This chapter presents and discusses current is­
sues and research needs that reflect the priorities 
and judgments of the author. Although others may 
be concerned about different issues or priorities, 
the agenda of this chapter should provide both the 
novice and the knowledgeable with ideas about 
how evaluation might progress in the next decade. 

An Issue Agenda 

The issues in evaluation are perennial questions 
that have confronted evaluation as long as it has 
existed and promise to be raised again with new 
nuances as each new generation of evaluators con­
front new evaluation contexts. As one storyteller 
suggests, even God's evaluation of creation was 
questioned by Lucifer who inquired about the cri­
teria used for God's judgment and whether or not 
God was the appropriate person to pass judgment 
because of God's personal involvement with the 
project (Patton, 1981). These questions are equally 
important today. Five major issues and their im­
plications are discussed in the following pages: (a) 
What is evaluation and what is its purpose? (b) 
How should evaluations be conducted? (c) Who 
are the clients and audiences for evaluation infor­
mation? (d) How should evaluation information be 
used? and (e) Is evaluation a profession? 

What Is Evaluation and What Is Its 
Purpose? 

Although efforts have been made to develop a 
consensus or synthesis of the definition and pur­
pose of evaluation (House, 1980), there is no de­
finitive categorization acceptable to all evaluators. 
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Unlike academic disciplines such as biology, 
which most will accept as the study of the origin, 
history, and characteristics of plants and animals, 
and unlike other professions such as the practice of 
medicine, which most will accept as treating and 
preventing disease, a precise and singular state­
ment on the purpose of evaluation remains elusive. 
Perhaps a closer scrutiny of biology and medicine, 
however, would find microbiologists describing 
themselves quite differently from other biologists 
and practitioners of holistic medicine portraying 
the nature and practice of medicine differently 
from their colleagues. 

To illustrate the variety of definitions available, 
six definitions or purpose statements are described. 
Each could be further refined but collectively they 
include most of the major efforts to define evalua­
tion and describe its purpose. 

I. Evaluation is assessment of whether or not a 
program has met its objectives (Tyler, 1950). The 
primary tasks of the evaluator, according to this 
definition, are determining a program's objectives, 
phrasing the objectives in behavioral and therefore 
measurable form, assessing program outcomes and 
comparing the hoped-for objectives with the mea­
sured outcomes. Few would question that this ap­
proach to evaluation had a significant impact on 
program planning and program evaluation for 
many years. Teachers preparing daily lesson plans 
and fund seekers for federal grants have become 
practiced experts at writing behavioral objectives. 

Evaluators adhering to this purpose of evalua­
tion will press hard for what some writers charac­
terize as "pre-ordained" objectives (Guba, 1979). 
Assessment strategies focus on objective measure­
ment of behavioral outcomes. The process encour­
ages program developers to think ahead and to be 
specific about program objectives. Critics maintain 
that this process molds evaluation into a lock-step 
sequence and potential positive and negative side 
effects of a program are less likely to be assessed 
and taken into account in the evaluation process 
(Guba, 1979). 

2. Evaluation involves providing information for 
decision making (AIkin, 1969: Stufflebeam, 
1971). This approach recognizes that the context 
of most, if not all, evaluation involves a decision 
about a program. Program planners and funders 
hope to use evaluation information to make deci­
sions about whether or not to modify, continue, or 
discontinue the program being evaluated. The 
efforts of the evaluator following this approach 
focus on determining who are the decision makers 
and the decisions they must make. The evaluator 
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must determine what information is wanted and 
needed by the decision maker and ensure that the 
data collected will pertain to the decisions that 
must be made. 

There are few strong critics of this perspective 
on evaluation, but many have commented on the 
complexities of aiding decision makers. Determin­
ing who are the real decision makers in a particular 
evaluation context is not always easy. The decision 
making process itself remains somewhat of a mys­
tery despite efforts to reduce it to mathematical 
logic (Thompson, 1982) or a sociopsychological 
formula (Janis & Mann, 1977). Adherents to this 
approach often assume that decision making is en­
tirely a rational and systematic process, which can 
be disillusioning for the evaluator when it is not. 

3. Evaluation is the assessment of merit or 
worth (Scriven, 1967). This definition comes clos­
est to the root meaning of evaluation-the assess­
ment of value. In contrast to the credo of the mea­
surement heritage of many early evaluators, which 
demands objectivity and a value-free perspective, 
this definition recognizes that value judgments are 
an inherent part of evaluation. Full recognition of 
evaluation as determining the worth of a program 
is likely to compel the evaluator to take a broader 
perspective than evaluators who focus exclusively 
on determining whether outcomes match objec­
tives or whether data match decision makers' in­
formation needs. Ultimate worth, for the eval­
uator, is not necessarily accomplishing the 
funder's or program director's objectives. Instead, 
worth is based on social utility (Worthen & Sand­
ers, 1973). This implies that the goals of a pro­
gram, as well as the outcomes, are appropriate 
fodder for the evaluator's cannon. The most effec­
tive program in meeting program objectives or the 
most rational decision about how to improve a pro­
gram may be irrelevant if the program's objectives 
are not worthwhile (valued). At the same time, a 
program can have worth, even though it is not 
accomplishing its stated objectives because its 
side effects are positive and have social utility. 

By a dictionary definition the evaluator is the 
determiner of value or worth, however, in prac­
tice, the professional evaluator is more often the 
collector of information than the decision maker. 
This raises questions as to who is to determine 
worth and what is the relationship of the evaluator 
to this person or persons. This issue has not been 
resolved. If the evaluator is solely a provider of 
information, then a more accurate job title would 
be "evaluation technician." 

4. Evaluation is description. This approach sug­
gests that an evaluator can help evaluation au­
diences arrive at useful insights through descrip­
tions of programs or portrayals of what goes on in 
programs (Guba & Lincoln, 1981; Stake, 1975). 
Providing decision makers with real or vicarious 
experiences through narrative reports, films, or 
portrayals of program outcomes gives them a sense 
of the program and a perspective on its accom­
plishments. Evaluators adhering to this definition 
or purpose will rarely be in a position to have all or 
key evaluation clients participate in the program 
themselves (e.g., a fifth-grade art workshop, a rec­
reation program for the mentally retarded) so data 
collection and summaries remain important. Eval­
uators need to be as concerned about sampling pro­
cedures and representativeness as much as the ex­
perimental researcher, but perhaps the nature of 
the data and most certainly the presentation format 
will differ from those of the experimental 
researcher. 

Descriptive evaluations may be most helpful for 
a human service program or when the program's 
process and what happens to program participants 
are vital information. When the focus of client 
concerns is on outcomes, when the client already 
knows what happens during the program, or when 
a straightforward, simple answer is needed, a de­
scriptive evaluation may be inappropriate. 

5. Evaluation focuses on examination of pro­
grams for the purpose of improving them (Cron­
bach et al., 1980). This approach has both prac­
tical and philosophical roots. Its philosophical ties 
are closer to those emphasizing the importance of 
description in evaluation than to those suggesting 
that evaluation involves determination of worth. 
Generalizability is seen as elusive. The approach 
also recognizes that few programs are discontinued 
because of evaluation data that are focused on out­
comes; often decisions about program continuance 
and termination are based on political and/or cost 
determinations. Those suggesting that evaluation 
should focus on program improvement believe that 
political and cost considerations should be left to 
other experts or consultants. The evaluator should 
focus on determining ways to improve the 
program. 

Critics of this focus (Nilsson & Hogben, 1983) 
believe that focusing on improvement denies the 
value of rational thinking and judgment in life, the 
sciences, and for evaluation. Some programs are 
"bad," and some evaluations are "bad." It is 
evaluations' province, according to these critics, to 
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provide information for making these judgments. 
6. Evaluation is persuasion. House's (1977) ar­

gument that evaluation is persuasion is perhaps 
less a distinctive definition than a philosophical 
orientation. Nevertheless, acceptance of this orien­
tation could have a significant effect on how the 
evaluator approaches an evaluation task. House 
suggests that most scientific reports, no matter 
how objectively presented, are in fact attempts to 
persuade the reader to accept or reject a theory or a 
research outcome. Even use of statistical models 
for decision making assumes a trust in probability 
theory. The persuasive use of evaluation has also 
been considered by others (Leviton & Hughes, 
1981; Patton, 1978; Weiss, 1977b), usually from 
the perspective of attempting to get the client to 
attend to the implications of evaluation findings. 

Viewing evaluation as persuasion or attempting 
to persuade clients to use evaluation information 
are not traditional postures for many educational 
researchers. Research methodology attempts to 
avoid exaggeration and polemical arguments in 
favor of objective and largely neutral presenta­
tions. The data are expected to speak for 
themselves. 

Evaluators who see persuasion as an important 
dimension of evaluation may be concerned about 
credibility and utility more than other evaluators, 
however no empirical evidence supports this view. 
In any case, such evaluators would probably have 
a broader conceptualization of their role than ad­
herents of an experimental approach. Viewing 
evaluation as persuasion is not a comfortable phil­
osophical or methodological stance for all 
evaluators. 

Implications and Commentary 

During the 1960s and 1970s an evaluation theo­
rist could not be in fashion without proposing a 
new model or approach to evaluation. Proliferation 
of definitions and approaches emulated the popula­
tion explosion. Evaluators vied for attention and 
sometimes seemed to compete for the composer of 
the most radical definition. 

Not a definition per se, but worthy of special 
comment is the continuing discussion of what eval­
uation is not. A significant portion of the evalua­
tion community distinguishes evaluation from re­
search, as research is traditionally defined (e.g., 
usually the experimental model) (Patton, 1978; 
Worthen & Sanders, 1973). The purpose of re­
search is usually characterized as discovering truth 
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or developing theory, whereas for many, evalua­
tion is seen to have more utilitarian purposes. 
What makes this distinction more fuzzy is that de­
spite different purposes evaluation and research 
may employ similar methodologies. 

Nevertheless, the proposed definitions serve a 
useful purpose by expanding the concept of eval­
uation by extending its boundaries. Several of the 
definitions and models are aligned by nature, phi­
losophy, or orientation with distinctive meth­
odologies. So, acceptance, rejection, or emphasis 
on one or more of the meanings and purposes of 
evaluation conceivably could affect a practicing 
evaluator in ways such as (a) how objectives are 
treated, (b) who is consulted in an evaluation or 
considered to be the client, (c) how worth is de­
fined and determined, and, perhaps most impor­
tantly, (d) the evaluator's role and function. Is the 
evaluator a technician who collects data and re­
ports it, a consultant who interacts closely through­
out the evaluation process with clients, or a judge 
who assesses the worth or merit of a program? Or, 
is the evaluator all (or none) of these? 

Although debates on definitions flourish at pro­
fessional meetings, the practice of evaluation has 
gone on. Evaluation practitioners are perhaps more 
eclectic and also more conservative than evalua­
tion theorists. Clients would be expected to be 
even more pragmatic. Two questions remain: (a) 
Have the broadened definitions of evaluation had 
an impact on how practitioners conduct evalua­
tions? and (b) What are client reactions to the dif­
ferent concepts of evaluations? Have their expecta­
tions changed? 

At this time, no synthesis of definitions or pur­
poses has been broadly accepted. Major efforts to 
distinguish evaluation from traditional research 
have had some impact but each new class of re­
searchers/evaluators continues to learn the dif­
ferences. Furthermore, not every new entrant ac­
cepts the distinctions as worthy or valid. Cur­
rently, it seems that the multiple definitions and 
purposes are being accepted, that evaluation is and 
will remain a pluralistic field. Theorists may stick 
close to brand name definitions of evaluations 
whereas practitioners remain more eclectic and sat­
isfied with a generic product. 

How Should Evaluations Be Conducted? 

Models or approaches to evaluation have mush­
roomed in the past 20 years. Each new theorist 
seems compelled to propose a new model, meth-
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odology, or approach. As the value of evaluation is 
recognized by other academic disciplines, old 
evaluation models are rediscovered or refurbished 
with new and catchy acronyms. Today, education, 
psychology, sociology, business, political science, 
social work, medical education, and other academ­
ic subjects all have their own evaluation theories, 
often derived from each other and then propounded 
as unique models or approaches. 

Six methodological approaches to evaluation are 
described and discussed briefly in the next few 
pages: experimental, quasi-experimental, natu­
ralistic inquiry and case studies, issue and deci­
sion-oriented evaluations, goal-free evaluation, 
and metaphorical models. This discussion is not 
intended to be comprehensive but instead il­
lustrative of methodological issues. Its complexity 
may explain the confusion of neophyte evaluators 
and their clients. 

Experimental The work of Campbell and 
Stanley (1963) and Campbell (1969) literally 
served as "the bible" for educational and psycho­
logical researchers for nearly 20 years. The neces­
sity for a true experimental design, employing ran­
dom selection and assignment and a control group 
continues to serve as the epitome for many re­
searchers conducting evaluations. Program effec­
tiveness can be determined by assigning persons 
randomly to the program group or to a no-program 
alternate group and comparing them on objective 
outcome measures. Alternate designs may help 
control for pretesting effects or help abate fears of 
sampling error. These designs assume that manip­
ulation of program participants is in control of the 
evaluator. They often are most applicable to highly 
controlled pilot studies. As a result, such designs 
often have stronger internal than external validity. 

Quasi-Experimental. Many evaluation set­
tings do not permit random selection of partici­
pants nor random assignment of participants to a 
program or no program group. Experimenters in 
education and evaluators in general must often as­
sess impact on participants who self-selected a pro­
gram or were assigned to a program based on spe­
cific criteria. Designs that enhance the credibility 
of conclusions have also been codified and pro­
posed as useful for evaluations (Campbell & 
Stanley, 1963; Cook & Campbell, 1976). These 
designs are usually stronger in external validity 
than internal validity. 

Unfortunately, naive researchers and clients 
often ignore the prefix quasi and give greater cre­
dence to the validity of the studies because of in-

clusion of the word experimental. The paradox is 
that for some designs and in some circumstances, 
the quasi-experimental approach may not only be 
more practical but also more generalizable than 
"true experimental" designs. 

Naturalistic Inquiry and Case Stud­
ies. The experimental and quasi-experimental 
approaches to evaluation appear to emulate the 
methodologies of the physical sciences and focus 
on objective, measurable outcomes. In contrast, 
the naturalistic and case-study approaches to eval­
uation model their techniques after anthropological 
and similar social science models (WeIch, 1981). 
Manipulation is viewed as obtrusive and to be 
avoided and instead the focus is often on the sub­
jective perceptions of participants. Descriptions of 
what happens are of primary importance and gen­
eralization is of less importance. Sometimes the 
value of generalization or its possibility is denied. 
The goal of the evaluator is to provide a descrip­
tion of what happens during a program and how 
participants feel and behave in the process and as a 
result of the program (Patton, 1980). 

This methodology can be time-consuming and 
costly. Its results are of little use to a client who 
wants a quick answer to questions about products 
and outcomes. Case studies can, however, provide 
data that are descriptively rich and highly 
communicative. 

Issue and Decision-Oriented Evaluation. 
The motivation to conduct an evaluation is often 
derived from need to make decisions. A program 
has to be cut because of budget limitations. Which 
one should it be? A program has been piloted, 
should it be fully implemented or not? Someone 
must make a decision about dropping, maintaining, 
or expanding a program (Stufflebeam, 1971). In 
this evaluation context, (as in most others) there are 
two sides to the question, that is, there is an issue 
involved (Rippey, 1973). There will be pro­
tagonists and antagonists. Sornetimes the underly­
ing issue is not even related to the apparent decision 
that must be made. Whether a middle-management 
person keeps the same title or same office space as 
result of a program innovation may be as much an 
issue influencing program decisions as whether or 
not the evaluation indicates the program is helping 
participants or not. It is important for the evaluator 
to determine the decisions and issues involved and 
focus the methodology and data collection on the 
issues, sometimes to the exclusion of outcome data 
(Stake, 1975). 

This approach requires the evaluator to have ex-
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traordinary consultative skills. The evaluator needs 
to be a conflict resolver and to understand how 
people make decisions. Not all evaluators have 
these talents and not all clients want to entrust 
conflicts in their organization to a third party, the 
evaluator. 

Goal-Free Evaluation. Educators have been 
strongly influenced by behavioral scientists in 
stressing the value of clearly specifying behavioral 
objectives before a program is implemented. Eval­
uators have been equally influenced. Time and 
technique limitations often force the evaluator to 
narrow the scope of an evaluation and concentrate 
on assessing and comparing stated objectives to 
measured objectives. This process may result in 
bias and a failure to observe and record unintended 
side effects, good or bad (Scriven, 1972). Goal­
free evaluation (Scriven, 1973) calls for the eval­
uator to enter the evaluation completely unaware 
of a program's goals and to attempt to assess all 
possible outcomes. Ideally, measures of all possi­
ble outcomes would be available to compare to 
participant needs and stated objectives. The pro­
gram would be judged on the merits of its out­
comes, not solely the match of stated objectives to 
measured outcomes. 

The novelty of this approach may attract or repel 
the evaluation client. Because it usually requires a 
goal-based evaluation as well, it can be costly. The 
goal-free approach may help remove one source of 
bias. The question is whether or not and under 
what circumstances the approach is justified? 

Metaphorical Models Poets use metaphors 
to help us understand much about the human con­
dition. Evaluators have attempted to directly apply 
the implications of metaphors to evaluation strat­
egies and techniques (Smith, 1981; Smith, 1982). 
The use of a judicial approach ranging from hear­
ings to trials has been scrutinized and used (Wolf, 
1979) as has the approach of investigative report­
ing (Guba, 1981). Art (Gephart, 1981) and art crit­
icism (Eisner, 1981) have also been suggested as 
helpful metaphors for evaluation. In addition, pho­
tography has been used as a metaphor for concep­
tualizing evaluation and has also been employed to 
gather and report evaluation data (Brown, Pe­
tersen, & Sanstead, 1980). 

The closer metaphors come to helping develop 
an understanding of the natural human process of 
evaluating, the greater their promise for utility to 
the evaluation practitioner and client. If applied 
literally to program evaluation, the metaphoric 
evaluator risks being seen as ludicrous. Not all 
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metaphors, however, have to be put to use to have 
value. They can help by simply affecting how peo­
ple think when designing or receiving an 
evaluation. 

Implications and Commentary 

Efforts to synthesize the modelsl approaches 
continue. Among the efforts to put them into a 
framework have been those that characterized the 
approaches as: (a) descriptive, decision oriented, 
or judgmentally based (Worthen & Sanders, 
1973), (b) preordinate or emergent in design and 
objectives (Guba, 1979), (3) question or value ori­
ented (Stufflebeam & Webster, 1980), (4) util­
itarian or liberal (House, 1980), and quantitative or 
qualitative (Lynch, 1983). Examination of these 
efforts suggests that any comprehensive classifica­
tion schema will have to be at least three-dimen­
sional. No categorization or synthesis has been 
broadly accepted. 

Although there is some question of whether or 
not these approaches to evaluation are true models 
(Borich, 1983; Stake, 1981), there is little doubt 
that strict adherence to one or the other approaches 
will have a significant impact on how an evaluator 
perceives his or her role and perhaps on how the 
evaluation is conducted. True and precise models 
might provide the evaluator more structure and a 
more consistent relationship between philosophy, 
approach, style, and techniques than do the multi­
tude of approaches. Nevertheless, evaluators pro­
fessing support for one approach contrasted to an­
other might be expected to differ in ways, some of 
which will be described below. 

I. Goal Development and Assessment. The 
goal-based evaluator interacts differently with ad­
ministrators and staff than does a goal-free eval­
uator. The goal-based evaluator probably works 
more closely with administrators and staff in de­
veloping operational definitions of goals and deter­
mining how program components relate to ex­
pected outcomes. The goal-free evaluator, on the 
other hand, has minimal contact with the admin­
istrators and staff, especially about goals. 

2. Use of Control Groups. Evaluators applying 
an experimental design approach would prefer to 
have complete control in selecting the sample and 
determining who participates in the program and 
who does not. Randomization would be the hoped­
for participant selection process. This approach 
would probably also affect the size of the sample 
recommended by the evaluator. An evaluator using 
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a naturalistic inquiry approach, in contrast, might 
not only prefer but actually seek out an intact 
group participating in the program to be evaluated. 

3. Type of Information Collected and Assess­
ment Techniques. Whether the focus is on out­
comes (Scriven, 1967), values (Guba & Lincoln, 
1982), or cost-benefit information (Thompson, 
1980), will affect not only what information the 
evaluator collects but also how it is collected and 
interpreted. 

4. Roles and Functions of the Evaluator. If the 
evaluator's role is to provide information for a de­
cision that will determine whether the program is 
continued or dropped, evaluator interactions with 
the staff will be different than if the role is to 
provide information designed to help improve the 
program. This distinction will probably not only 
affect how the evaluator behaves but how he or she 
is perceived by the administrator and staff. If the 
evaluator sees evaluation as a sociopsychological 
process, greater attention will probably be given to 
staff perceptions and to values and motivations of 
funders and key stakeholders than for an evaluator 
who sees decision making primarily as a rational 
process. The sociopolitical approach to evaluation 
will attend more to organizational structures, not­
ing how the organization processes information 
and how it makes decisions (Litto, 1983). 

5. Needed Skills for the Evaluator. An important 
distinction among the approaches is the type of 
consultation skills needed by the evaluator. An 
evaluator who focuses on measured outcomes will 
need to have a strong background in measurement, 
research design, and statistics. On the other hand, 
an evaluator who focuses on the values of partici­
pants or in determining the effect of decisions on 
participants will need to be highly effective in 
working with groups of people from diverse back­
grounds. In some instances, the evaluator may 
need good conflict resolution skills (Rippey, 
1973). 

The most effective evaluator adapts evaluation 
approaches to the needs and parameters of the par­
ticular evaluation setting. It is unlikely that any 
one approach is appropriate for all settings, even if 
it were safe to assume that the evaluator had full 
control of the purpose and techniques of the 
evaluation. 

There is no doubt that the diversity of ap­
proaches available to evaluators has had an impact 
on the development of the field as a profession. 
The more radical approaches serve to put neophyte 
evaluators into culture shock, which can be the 

stimulus for thinking anew about basic issues. At 
the same time, however, the diversity has been 
divisive. Developers of standards for the profes­
sion (Joint Committee, 1981) sometimes have had 
to placate warring factions by providing double 
standards, for example, criteria for accuracy for 
naturalistic studies versus experimental (quan­
titative) evaluations. These can be confusing to 
consumers. 

There are implications as well for training pro­
grams. Program evaluators today are likely to walk 
out the door of most any building on a college 
campus: the psychology building, the political sci­
ence building, the college of education building, or 
even the anthropology building. Career ladders to 
being a professional evaluator are likely to hang 
out the window of any academic department on 
campus. 

Who Are the Clients and Audiences for 
Evaluation? 

The evaluation client is usually the person or 
group who commissioned the evaluation. The 
evaluation audience typically includes the client 
and perhaps others who may influence or be af­
fected by the decision. When the evaluation 
focuses on the client's needs, the communication 
process between the evaluator and the client can be 
reasonably straightforward. Reports for other au­
diences can be adapted from the major report to the 
client. 

If, however, the interests of those participating 
in the program being evaluated and those ultimate­
ly affected by decisions made about the program 
are considered, the identification of the real client 
or significant audiences becomes more complex. 
The political and psychosociological nature of 
evaluation as well as ethical considerations readily 
raise issues about who is entitled to what informa­
tion about a program evaluation. 

One approach to determining potential au­
diences has been to identify those who are consid­
ered stakeholders in the program or the evaluation 
(Guba & Lincoln, 1981). In an educational con­
text, the stakeholders may include parents, teach­
ers, students, taxpayers, administrators, and 
school board members. In some instances this 
might be everyone in town! The extent of indi­
vidual or group investment and interest will vary 
with how much impact the program and/or a deci­
sion about the program will have on them. Parents 
might be strongly interested in how a new sex edu-
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cation program will be taught to their children and 
what affect it will have on children's behavior. 
Teachers may be concerned about how much work 
will be involved in preparing the new program, 
students might be concerned about whether the 
classes will be co-ed and whether there will be 
academic credit or not. Taxpayers may be con­
cerned that this program will necessitate hiring ad­
ditional staff and thus become a budget item, and 
administrators and school board members will 
probably be concerned about what parents, teach­
ers and the taxpayers think. Who, then, is the cli­
ent and who are the audiences for evaluation infor­
mation about this new sex education program? To 
whom is the evaluator obligated for a full report of 
relevant evaluation information? 

A determination of the appropriate audience and 
client has implications for how evaluation is con­
ducted. If the evaluator waits until the evaluation is 
completed to consider who should get copies of the 
report, chances are the evaluation report will be 
less relevant and less well received than if the rele­
vant audiences were involved in the initial phases 
of the evaluation. The evaluator needs to deter­
mine the questions of interest to the stakeholders to 
determine what the major evaluation issues and 
questions will be. These questions will have an 
effect on the sources of data, the number of evalua­
tion reports, and how the reports are presented or 
written. A federally funded project may require a 
quite different formal report to the funding agency 
than is needed for the local school board. The eval­
uation questions and data needed could be the 
same although this might not necessarily be true. 

Implications and Commentary 

Ethical and legal determinations about who 
owns the evaluation data and has access to it have 
not been completely resolved but they certainly 
can become questions causing consternation to 
evaluators. What are the obligations of the eval­
uator when a school superintendent, for example, 
releases only a part of an evaluation report to the 
public? Does the evaluator have the right or obliga­
tion to protest this act or to release other 
information? 

As with other issues examined thus far, the 
question of who is the appropriate audience is af­
fected by other issues and in tum affects the re­
sponse to the others. In politically controversial 
evaluations, a judicial approach or a descriptive 
approach may serve to make the information ac-
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cessible to relevant stakeholders. A goal-free eval­
uation might be most appropriate when concern 
focuses on bias, a case-study approach when par­
ticipant perceptions are important. 

A courageous and perhaps a financially indepen­
dent evaluator is required to attend conscientiously 
to the needs and interests of all potential 
stakeholders, especially when their views may dif­
fer from the client paying for the evaluation. Stan­
dards and ethical guidelines may be insufficient to 
motivate the evaluator to take extraordinary action. 
More thinking and research is needed to help the 
evaluator determine when and how to communi­
cate with diverse audiences. 

How Should Evaluation Information Be 
Used? 

Questions about how evaluation information 
should be used have been asked since the first eval­
uation. It is quite likely that Lucifer did not agree 
when God passed judgment on his creation and 
called it, "Good," and neither the world nor eval­
uation has been the same since (Patton, 1981). 
More recently, evaluators have been concerned 
about whether evaluation information ever helps 
administrators or government officers make deci­
sions (Guba, 1969; Weiss, 1977a). 

The experienced and sophisticated evaluator 
may be angry and chagrined when one of his or 
her evaluation reports gathers dust on a shelf, but 
hardly surprised. The relatively few studies of the 
use of evaluation information often conclude that 
direct use of evaluation information as the final 
determining point about whether to maintain, ex­
pand, or drop a program seldom occurs (Davis & 
Salasin, 1975). 

Several questions related to the use of evaluation 
reports are being discussed among evaluators. Ma­
jor questions for the next decade include: (a) What 
is use? How is it defined? (b) How does use relate 
to decision making? and (c) What is the evaluator's 
role in ensuring use? 

Definitions of Use. The most customary 
definition of use implies direct and immediate in­
fluence on decisions made about a program. It as­
sumes a rational and straightforward relationship 
between data and recommendations and between 
recommendations and program decisions. Such a 
definition permits relating decisions to expand, re­
duce, or terminate a program directly to an evalua­
tion report's recommendations. Or, it should be 
possible to find actions taken and decisions made 
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as a result of evaluator recommendations. When 
this definition of evaluation is used to study utiliza­
tion, however, it is not easy to find evaluations that 
have been used (Davis & Salasin, 1975). 

At first, the lack of use of evaluations to influ­
ence decision making was discouraging to eval­
uators. Experiential knowledge and the early in­
vestigations of use seemed to agree that evaluation 
reports and evaluator recommendations were not 
being used. This eventually led to a reexamination 
of what use is. Two things have happened as a 
result of this reexamination. First, evaluation use 
is no longer viewed as simplistically as it was ear­
lier and second, use is now more broadly defined. 

Evaluation can aid decision making in ways 
other than providing prescriptive recommendations 
for decision makers and information useful for de­
cision makers can include material other than test 
or outcome data or statistical findings. Descriptive 
portrayals that provide audiences with deeper in­
sights into the characteristics of a program's clien­
tele, the issues a program staff faces, and the 
nature of program activities may in some cases be 
many times more useful to decision makers than 
are statistical analyses. Thus, if an evaluation takes 
on characteristics different from a traditional re­
search study with hypotheses, operational defini­
tions, precise measurements, and decisions based 
on the significance level of statistical testing, then 
use will also take on different characteristics. As 
evaluators found that the scientific paradigm, par­
ticularly an experimental model, was not always 
appropriate for conducting successful evaluations, 
they moved to more global and often naturalistic 
methodologies, which in tum provided different 
information intended for different uses. 

Leviton and Hughes (1981) provided a helpful 
framework for thinking about use when they iden­
tified three kinds of use: instrumental use, in 
which direct relationships are apparent between the 
evaluation and decision making; conceptual use, in 
which information influences a person's thinking 
about an issue; and persuasive use, in which at­
tempts to convince others are made with evaluation 
evidence. These three are now viewed as legiti­
mate and sometimes sufficient uses for evaluation. 

Decision Making and Evaluation. E~al­
uators often behave as if decision making is en­
tirely a rational process and that rational decisions 
will be based on evaluative data. From this per­
spective, all the evaluator has to do to ensure use 
of evaluation information is to collect relevant in­
formation and pass it on. As noted earlier, this has 

not been successful. Realistically, evaluation is a 
political and social activity (Braskamp & Brown, 
1980; Weiss, 1972). It occurs in an arena filled with 
power struggles and conflicting social rela­
tionships. Decisions are sometimes made about 
programs because someone has more power than 
someone else or because of friendships or other 
personal relationships. This means that evaluation 
findings are sometimes used selectively to support 
predetermined decisions and sometimes ignored 
entirely. 

Besides political and social implications, there 
are also individual and group psychological per­
spectives that influence information processing 
during decision making. Janis and Mann (1977) 
presented a model for examining how fear of per­
sonalloss (job or status) and belief in a right solu­
tion interact to affect when and how a person uses 
information to make decisions. The application of 
this model in research or decision making in eval­
uation contexts (Brown, Newman, & Rivers, 
1984) suggests that decision making in evaluation 
settings is complex. Amount of personal risk, 
available time, and characteristics of the evalua­
tion setting interact to affect how decision makers 
process evaluation information (Newman, Brown, 
Rivers, & Glock, 1983). 

Responsibility for Use. Is it the evaluator's 
responsibility to see that evaluation information is 
used or is it the client's? No one argues that the 
evaluator has no responsibility for the use of the 
evaluation information, so at first glance there is 
no issue, only a matter of degree. If, however, 
evaluation processes and evaluation reports are 
studied in detail and clients interviewed regarding 
the evaluation's worth, the conclusion might be 
drawn that some evaluators behave as if they have 
no responsibility for use. Evaluations are some­
times carried out with little consultation with pro­
gram administrators or staff; reports are late, and 
in some cases communicated in a specialized lan­
guage understandable for only by the evaluator's 
colleagues but not necessarily by the clients. 

Professors teaching research and evaluation 
courses need to make consultation and commu­
nication skills important components of their 
courses and degree programs. Successful eval­
uators ask the right questions, use the appropriate 
methodology, and report results in an understand­
able manner to interested audiences. Unfortunate­
ly, many graduate programs provide little training 
in asking the right questions or reporting results in 
a meaningful fashion. Knowing how to express 
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null hypotheses or how to summarize results for a 
journal article are not sufficient communication 
skills for an evaluator. 

Once an evaluator accepts the responsibility for 
conducting an appropriate evaluation and reports it 
in an understandable manner, what is the eval­
uator's responsibility for seeing that the evaluation 
information is used? This is an issue that is not 
resolvable by easy prescription. Most evaluators 
would agree that the report should be understand­
able, a few less might agree that the evaluator must 
see that it is read carefully, a smaller number might 
agree that it is the evaluator's responsibility to 
have the report considered when a decision is 
made, and there would probably be a small core 
who would agree that the decision made should be 
influenced directly by the evaluation report. 

Implications and Commentary 

How evaluation use is defined and considera­
tions of who is responsible (and to what degree) to 
ensure appropriate use of evaluation information 
affect the evaluator's role and activities. As Patton 
(1978) suggests, considerations about use need to 
begin at the same time the evaluation begins and 
not wait until the data are collected and analyzed. 
Optimal use occurs when the right evaluation ques­
tions are asked and the relevant data collected. 
These are decisions that should be made when an 
evaluation begins. 

The issues illuminated by pursuit of how deci­
sions are made and how evaluation data are pro­
cessed and used by decision makers include con­
siderations of the activity and roles of the 
evaluator. If political power, social relationships, 
and cost data, for example, are critical influences 
on an educational program, should the evaluator be 
responsible for collecting data related to these di­
mensions? Should the evaluator be restricted or 
restrict her or himself to educational outcome data 
when it is clear that other facets will be equally and 
sometimes more important? If so, what training 
background and skills does the typical evaluator 
have to justify or support exploration of these 
broader criteria for decision making? 

If use of evaluation information is more com­
plex than a straightforward relationship between 
outcome data and the decision, what responsibility 
does the evaluator have for understanding this pro­
cess and operating accordingly? Should the eval­
uator or some member of an evaluation team be 
sufficiently skilled in consulting with decision 
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makers to be able to work closely with them in 
how best to process the information? If evaluators 
assume a major role in assuring evaluation infor­
mation use they need training and experience in 
related consultative skills including assessment of 
decision making by individuals and organizations 
and communication skills. It is time for training 
programs to consider these issues and their curricu­
lar implications. 

Should Evaluation Become a Profession? 

The accoutrements of an occupation that be­
comes a profession usually include standards, eth­
ical codes for practice, accreditation guidelines for 
training programs, and certification of licensing of 
professionals. There has been movement in pro­
gram evaluation in recent years in the development 
of standards and there has been discussion of cer­
tification (Evaluation Research Society, 1981 ; 
Joint Committee, 1981; Rossi, 1982). Some see 
certification or licensing as essential for the protec­
tion of the public, others believe the diversity of 
evaluation settings and potential formats mitigates 
against accreditation of programs or licensing of 
evaluators. These discussions raise, however, re­
lated and important issues: (a) how should evalua­
tions be evaluated? (b) how should evaluators be 
trained? and (c) should evaluators be licensed? 

Evaluating Evaluations. The concept of 
meta-evaluation, evaluation of evaluations (Stuff­
lebeam, 1974), necessitates clarification of what 
constitutes a good evaluation and who determines 
what is good. Does a good evaluation adequately 
measure all of the program's objectives and com­
pare the program's accomplishments with its ob­
jectives? Or, does a good evaluation meet the 
needs of the clients? Are these criteria mutually 
exclusive and if not, how are the criteria weighted? 
Describing a good evaluation could vary depend­
ing on the evaluator's orientation as well as the 
client's needs. Among the standards are accuracy 
and utility. These, though, will also have different 
meanings for evaluators using different models or 
approaches. Studies employing experimental re­
search designs will have different expectations for 
control of extraneous variables, for example, than 
will those using naturalistic observation as a pri­
mary methodology. One set of standards has dif­
ferent criteria for accuracy for quantitative and 
qualitative evaluations (Joint Committee, 1981). 
This may be helpful, but who decides and what 
criteria are used to decide that an evaluation should 
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include more or less quantitative or qualitative 
data? 

The usefulness of an evaluation also can be vari­
ously defined as noted earlier in this chapter. Who 
decides whether the criteria for usefulness should 
be a direct relationship between data and a decision 
(instrumental use) or making the client more aware 
of the options available (conceptual use)? On the 
surface, the utility of evaluation information seems 
to be a logical criterion on which to judge the 
quality of an evaluation. But little in evaluation is 
that straightforward (Sheinfeld & Lord, 1981). 

The validity of evaluation designs has not yet 
been subjected to the intense analysis or paradigm 
construction that experimental designs have seen 
(Lindval & Nitleo, 1981). The evaluation counter­
part to the Campbell and Stanley (1963) classic of 
research designs does not exist. 

Should evaluation move toward profession­
alism, much more discussion on procedures and 
policies related to peer reviews and even consumer 
reviews will be necessary. As a minimum, eval­
uators should be obligated to make clients aware of 
their orientatior. and style through the sharing of 
past evaluation products and clientele references. 
At least clients will be forewarned, if not fully 
knowledgeable, of what to expect. 

Training Evaluators. Initially, in the 
emergence of evaluation as a professional and per­
haps specialized activity, evaluators came out of 
the research molds of educational psychology. 
They were trained as experimental researchers 
with knowledge of measurement principles and 
statistical skills. This training paradigm remains 
important for a significant proportion of eval­
uators. However, as evaluation has become in­
creasingly recognized as a political activity occur­
ring in a social context, research skills alone have 
proven inadequate. Also, as different paradigms 
(e.g., naturalistic inquiry) gained prominence so 
has the need for evaluators to be knowledgeable 
and skilled in a variety of approaches to data col­
lection. Efforts to outline the requisite training 
needs and competencies are broadening. For the 
most part, however, they still focus extensively on 
the core skills found among traditional experimen­
tal researchers but with the ability to apply the 
principles to a field setting (Sechrest, 1980). 

If evaluators work closely with clients and sys­
tems and evaluation decisions are recognized as 
taking place and being influenced by a large array 
of political, social, and psychological dimensions, 
then evaluators need knowledge and skills in other 

areas than the traditional research paradigm. They 
will need an understanding of decision theory, 
cost-effectiveness, cost-benefit analysis, organiza­
tional theory, political theory, and perhaps even 
personality theory. Essential as well will be the 
ability to integrate these bodies of knowledge and 
apply them directly as a consultant to a specific 
evaluation context. 

Where is the evaluator to obtain this knowledge 
and gain these experiences? Should it be course 
work in a variety of disciplines such as economics, 
political science, psychology, or anthropology? 
Should it be from specialty seminars within educa­
tional psychology? What level of traditional statis­
tical and measurement competencies are needed?­
Should the evaluator know enough to do or to seek 
consultation in sophisticated statistical methods? 
Similar concerns could be raised regarding continu­
ing education needs. 

Implications and Commentary 

Development of standards, consideration of ac­
creditation for training programs and certification 
of evaluators requires careful consideration of the 
purpose behind these efforts. The ultimate goal is 
protection of the public through measures that en­
sure the best possible evaluation. Professional 
groups risk taking on the characteristics of protec­
tive guilds for their members. Restricting mem­
bership to only those who are like them and ex­
cluding others can be motivated by the need to 
keep membership low so that demand for services 
remains constant. Consumer rights and interests 
are particularly important in evaluation. The pur­
pose, as well as the content of standards, ethical 
statements, and other guidelines needs to be con­
tinually scrutinized to ensure that they serve the 
best interests of the public (Stufflebeam, 1980). 

Evaluation, as it matures, needs to avoid the 
gulf that has sometimes arisen between the acade­
mician and the practitioner (e.g., psychology, edu­
cation). Just how this can be avoided remains an 
agenda item for the future. 

Summary 

The issues enumerated are not new and are un­
likely to be resolved in the next decade. Questions 
about purpose, methods, and usage prevail 
throughout the infancy and the mature years of a 
discipline. Such issues were discussed nearly two 
decades ago by Merwin (1969) and remain current 
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issues for the field (Nevo, 1983). Even the answers 
may not change through the decades, though it 
seems that the pluralistic nature of evaluation as to 
its purpose, methods, and potential use has ex­
panded or at least been fleshed out during the past 
15 years. It is important, nevertheless, that the 
questions continue to be asked because each new 
generation of evaluators needs to confront and re­
spond to them in the context of the world at that 
moment. New technologies, new discoveries, and 
current social and political realities may suggest 
variations on the appropriate responses. 

A Research Agenda 

Questions such as, What is evaluation?, How 
should it be conducted?, and How should it be 
used?, arise continually even in more mature pro­
fessions, such as medicine and law. But because 
they are perennial issues does not mean they can be 
shrugged off as irresolvable or relegated to side­
shows at professional meetings. Systematic re­
search can illuminate the issues, enhance the un­
derstanding of their nuances, and perhaps provide 
guidance in specific circumstances. If research 
does not provide answers, at least evaluators will 
have a better understanding of what they are get­
ting into, even though they might not know much 
more about how to get out of it. This section exam­
ines and illustrates research questions relevant to 
the issues enumerated in the previous section. It 
proposes a research agenda for evaluation for the 
next decade that focuses on (a) the purpose of eval­
uation, (b) methods of evaluation, (c) determining 
clients and audiences, (d) enhancing the usefulness 
of evaluations, and (e) professional issues. As in 
the discussion of evaluation issues, this agenda is 
intended to be illustrative and provocative rather 
than comprehensive. 

Purpose of Evaluation 

Most of the possible purposes of evaluation have 
been delineated, though there will probably always 
be efforts to redefine evaluation and describe its 
purposes. The distinctions between traditional re­
search and its purposes and evaluation and its pur­
poses needs to be continually made. It might be 
useful if authors resisted juxtaposing the words 
evaluation and research in the expression evalua­
tion research. This implies that evaluation ac­
tivities are one kind of research rather than a dis-
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tinct activity. Even though there can be extensive 
overlap in methodology, some may question 
whether evaluation is one kind of research or if 
research is one kind of evaluation. Undoubtedly, 
there are and will continue to be different opinions 
regarding the nature and purpose of evaluation and 
debate and discussion will continue, though it may 
be of more interest to academicians than to practic­
ing evaluators. 

Research needs in this area include determining 
the implications of acceptance or rejection of dif­
ferent definitions and purposes of evaluation, as­
sessing how people who commission and use eval­
uation define the purpose of evaluation, and 
examining the nature of evaluation activity as a 
cognitive process. 

There are times, given specific social and politi­
cal contexts, when an evaluation is requested 
solely for the purpose of determining whether or 
not program objectives were met. There are also 
times when descriptions of program events and 
processes are most appropriate for helping clients 
make decisions. The purpose of the evaluation 
should be related to the needs of the client and the 
context of the evaluation at least as much as by the 
philosophy of the evaluator. Evaluators should 
adapt their approaches and methodologies to the 
evaluative question, not adapt the question to their 
methodology. Research is needed to determine 
when the purposes of evaluation should vary and 
what the implications of different evaluation defi­
nitions are. 

Descriptive research is needed to determine how 
persons who commission evaluations, conduct 
evaluations, and use evaluations, operationally de­
fine them and their purpose. What images come to 
mind for the evaluation practitioner and the client 
when the word evaluation or evaluator is consid­
ered? For the lay public, the word scientist may be 
associated with adjectives such as crazy or imprac­
tical. For others, the image may be brilliant or a 
life-saver. What images and adjectives come to 
mind related to "evaluator?" Is evaluation viewed 
as helpful or harmful; positive or negative? An­
swers to these questions will provide the field of 
evaluation with a perspective on what consumers 
think of evaluation and what educational activities 
might be necessary to provide the public with an 
appropriate and useful definition of the field. 

It would be helpful to have descriptive and natu­
ralistic studies of the antecedents and correlates of 
clients', and consumers', perceptions of evalua­
tion. Simulation studies suggest that occupational 
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roles (Braskamp, Brown, & Newman, 1980), per­
ceived need for evaluation (Brown, Newman, & 
Rivers, 1980), and personality characteristics such 
as locus of control (Newman, Brown, & 
Braskamp, 1983) are related to an evaluation au­
dience's reaction to and use of evaluation informa­
tion. A more thorough examination of how back­
ground characteristics of clients and audiences 
interact with the evaluation context to affect at­
titudes and behaviors is a necessary step to under­
standing how people define and react to 
evaluations. 

Methods and Process of Evaluation 

The many different approaches to models of 
evaluation have largely been derived from personal 
whim or insights from past successes and failures. 
Empirical research on what approach works best 
for a particular evaluation client is sparse, if not 
nonexistent. Research is needed to determine what 
methods are now in use, what occurs during the 
evaluation process, what are the potentialities of 
team approaches, what effectiveness is and how 
effectiveness can be measured. 

Current Methods. Models proposed or de­
scribed in textbooks, journal articles, and at pro­
fessional meetings often are portrayed in pristine 
terms. The evaluation models available to the prac­
titioner vary in the degree to which they provide 
explicit step-by-step instructions, so it is possible 
that applications of the same approach to the same 
evaluation problem by two different evaluators 
will result in two different and perhaps unrecog­
nizable evaluations. A straightforward, but impor­
tant research question is what methods are being 
used by evaluators. 

It is quite possible that experienced evaluators 
who possess profound differences in orientation 
may interact with clients and prepare highly sim­
ilar reports. This possibility, however, has not 
been examined. Descriptive research is needed to 
portray what evaluators of differing views do when 
they conduct an evaluation. 

Evaluation Process. Closely aligned to re­
search questions about practicing evaluators' the­
oretical orientations and professional practices is 
the need to examine the evaluation process. How 
do evaluators communicate and interact with cli­
ents when determining evaluation questions, meth­
odologies, and reports? Descriptive research 
would be helpful for providing baseline informa­
tion on how often evaluators meet with admin-

istrators, what staff levels they involve in deter­
mining data needs, and what kinds of informal as 
well as formal contacts they actually seek with 
clients and staff (Roecks, 1983). These are exam­
ples of questions about which there is much pre­
scriptive guidance in "how to" evaluation man­
uals but about which there is little empirical data. 
There are theories, there are prescriptions, and 
there are anecdotes, but there are few data. 

Evaluator Skills and Team Approaches. 
The effective evaluator is often portrayed as a high­
ly effective consultant, a professional who can 
communicate with clients effectively so that their 
information needs and decision styles are integrated 
in considerations of the evaluation process 
(Braskamp & Brown, 1980). This requires a person 
who has strong interpersonal skills as well as mea­
surement and analytical skills. Evaluators also need 
to understand how organizations process informa­
tion and make decisions (Torres & Braskamp, 
1982). Decision making in organizations is influ­
enced by factors broader than those influencing 
individuals. Particularly important are the dynam­
ics of what part of the organization makes decisions 
about specific programs and what staff are affected 
by the decisions (Braskamp, 1982). Team ap­
proaches to conducting evaluations are not new, but 
there is little empirical evidence of what constitutes 
the characteristics of successful evaluators, much 
less what should be the professional backgrounds 
appropriate for evaluation teams. 

Although some research has been done on the 
characteristics of successful evaluations (Boruch & 
Cordray, 1980), more is needed on the charac­
teristics of the successful evaluator. What are the 
characteristics of successful evaluators who are 
staff members within an organization? What are 
successful external evaluators like? How do they 
compare in characteristics and styles? Like the ear­
lier suggestion about possible commanlities among 
evaluations conducted using supposedly different 
theoretical orientations, it is possible that suc­
cessful evaluators may have skills and charac­
teristics in common that transcend training and the­
oretical differences. 

Definitions of and Measurement of Effec­
tiveness. Effectiveness of educational programs 
can be defined in many different ways. Is an effec­
tive program one in which people learn? Is satis­
faction important? Is long-term learning more crit­
ical than short-term? What about program 
elements, such as staff satisfaction and efficiency? 
Oversimplified definitions of effectiveness will no 
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longer suffice (Mohr, 1982) nor will over­
simplified measures of effectiveness (Baugher, 
1981), if evaluation is to increase its worth to deci­
sion makers. 

With the ubiquitous computer, more refined and 
complex statistical procedures and analyses (e.g., 
path analysis, meta-analysis, & multi-dimensional 
scaling) for assessing effectiveness and displaying 
data (e.g., charts and graphs) are becoming readily 
available and accessible to program evaluators. 
Progress in these techniques, however, will proba­
bly continue to be a generation away from the eval­
uator in the field and perhaps two generations 
away from the understanding of clients and evalua­
tion audiences. It is difficult to estimate, however, 
whether in this context a generation represents 20 
years or 20 months. 

Of at least parallel importance is effort to deter­
mine how best to communicate the results of so­
phisticated methodologies and statistics to the un­
sophisticated client. There is evidence that 
suggests that references to probability levels as 
compared to percentages and different presentation 
styles is enough to evoke different reactions in 
evaluation audiences (Brown & Newman, 1982; 
Thompson, Brown, & Fergason, 1981). What hap­
pens when these same audiences are exposed to 
much more complex methodologies? If evaluators 
are not careful, it is possible they could have rich 
and complex analyses readily available but lose the 
clients and audiences who find that such analyses 
result in only more inconclusive results. It is also 
possible that more separation will occur between 
the professional evaluator and the client in the lan­
guage and information used to communicate find­
ings. Or, will technology (e.g., charts and graphs) 
make communication easier? 

Determining Clients and Audiences 

Three basic research needs stand out regarding 
clients and audiences. The first is how to deter­
mine who are the important clients and audiences 
and the second is designing strategies for getting 
clients and audiences involved in the evaluation 
process. Third, the field needs to take a long-term 
view of educating future clients and audiences. 

How does an evaluator best determine who are 
the real clients and the real audiences for an eval­
uation? Even though it is a simple question with 
perhaps a straightforward and accurate answer, 
few evaluators probably ask anyone directly, 
"Who is it that will ultimately decide the fate of 
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this program I am being asked to evaluate?" The 
bromide, "Determine who the decision makers 
are," is probably more often than not going to be 
interpreted by the evaluator to be the person who 
commissions or pays for the evaluation. This 
means the evaluator is often working through an 
intermediary rather than directly with the decision 
makers. Evaluators need to recognize the impor­
tance of knowing the needs and intents of the ulti­
mate decision maker(s) if their evaluation efforts 
are to have the fullest utility. 

Descriptive and experimental research could 
provide useful information in understanding how 
successful evaluators operate and what con­
sultative techniques are helpful in determining the 
needs of their clients. Studies by AIkin and his 
colleagues have come closest to determining the 
path that evaluation questions and information take 
as they are processed by an organization (AIkin, 
Daillak, & White, 1979). 

Knowing who asks for what information, when, 
where, and how within an organization is vital 
background information for an evaluator trying to 
fathom who the decision makers are and what their 
evaluation questions are. Research on what en­
vironmental mapping procedure would be appro­
priate-knowing the organizational chart, tracing 
past information use, finding out who makes deci­
sions or has a voice in decisions-in different or­
ganizational contexts could be useful to evaluators. 

Determining stakeholders who are not decision 
makers but who would be affected by program 
decisions is not any easier. Besides the obvious 
impact on the client, program staff, and partici­
pants, the evaluator may be hard pressed (and not 
sufficiently motivated) to look at different or 
broader impacts. It would be fruitful to determine 
ways an evaluator might react to unanticipated pro­
gram impact or to the identification of unexpected 
stakeholders as well as ways to predict who the 
potential stakeholders might be. Politicians often 
leak potential policy changes or actions to deter­
mine what the voter reaction might be. Is there a 
way evaluators might leak potential evaluation 
findings or program decisions to determine who 
will be affected and respond? 

Enhancing the Usefulness of Evaluations 

Most of the suggestions for future research and 
possible directions for the profession focus on edu­
cating the public about the purposes, methods, and 
potential usefulness of evaluation. This educa-
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tional process, if successful, should result in more 
useful and used evaluations. If those who commis­
sion evaluations are more knowledgeable from the 
beginning of a project about what evaluation is and 
what it can and cannot do, the resulting evaluations 
should come closer to meeting consumer expecta­
tions and perhaps their needs as well (Brown et al., 
1980). Having an educated and critical consumer 
would go far toward ensuring the good use of 
evaluations. 

Nevertheless, research specifically aimed at 
studying utilization merits continued attention and 
time. Knowledge is not the sole rationale for many 
decisions that are made in life so it should not be 
surprising to find the same is true for evaluation. 
Knowledge alone about what evaluation is and 
what it can do to assist decision makers is not a 
guarantee that this knowledge will be used to influ­
ence the decision. Therefore, a parallel research 
program, which examines how and why people 
process evaluation information the way they do, 
can grow out of other educational programs to in­
crease people's understanding of evaluation and in 
tum can feed the insights derived from research 
into the educational program. 

There are several research topics that have been 
studied during the past decade that need continued 
efforts and several topics that need initial examina­
tion. These include: (a) theoretical frameworks for 
examination of use, (b) descriptive research on 
how and in what situation evaluation information 
is used, (c) descriptive research on the styles, 
methods, and characteristics of effective eval­
uators, and (d) experimental studies to test the va­
lidity of utilization theories and their descriptive 
and practical utility. 

Theoretical Frameworks. The contributions 
of theories derived from a variety of disciplines 
hold promise for understanding the use of evalua­
tion information theory. Attribution theory 
(McGuire, 1969) has provided the framework for 
several studies of the relationship between eval­
uator characteristics and how audiences use eval­
uations (Braskamp, Brown, & Newman, 1982). 
Evaluator characteristics such as gender, job title, 
field of study, and educational level have thus far 
been shown to affect how evaluation audiences 
process evaluation information (Braskamp et ai .. 
1982). 

Communication theory (Newman et ai .. 1980) 
suggests that characteristics of the evaluation au­
dience and characteristics of the evaluation mes­
sage play a role in how evaluation information is 

used. Whether the evaluation audiences are made 
up of administrators or staff, their areas of exper­
tise and personality characteristics are related to 
how they respond to evaluation information and 
evaluation situations. How an evaluation report is 
written and presented also determines how infor­
mation in the report is processed and accepted 
(Braskamp et al.. 1980; Brown, Braskamp, & 
Newman, 1978). The communication paradigm 
holds further promise for explorations of how eval­
uation information is processed. The message 
mode (written or oral) has been unexplored as an 
important variable as has the formality (formal or 
informal) of the message. Several evaluation theo­
rists (e.g., AIkin, 1980; Patton, 1978) suggest that 
much of an evaluation's impact is made through 
informal communication processes rather than for­
mal written reports. This process needs continued 
study through naturalistic inquiry approaches as 
well as controlled experimentation. 

Though evaluation has been defined for some 
time as an aid to decision making (Stufflebeam, 
1971), there has been little research in the evalua­
tion field on how decision-making theory helps an 
understanding of how evaluations are used. O'Re­
illy (1981) examined the research on decision mak­
ing in organizations and concluded that organiza­
tions are goal-directed and evaluation information 
is viewed as only one component that influences 
the decision about a program. Decision making is 
described as an interactive process where politics 
and power hold as much weight as information. 
Evaluators need to recognize that some informa­
tion will be viewed as helpful to some within an 
organization but also be viewed by others as 
threatening. 

The conflict model (Janis & Mann, 1977) served 
as the conceptual model for examining decision 
making in an evaluation context (Brown, New­
man, & Rivers, 1984) and for several empirical 
studies in educational settings (Newman, Brown, 
Rivers, & Glock, 1983; Pflum & Brown, 1984). 
As the model predicts, evaluation audiences re­
spond differently to the same information when the 
evaluation context contains different professional 
or personal risk levels and when the content varies. 
These situational factors influence decisions, what 
information is desired, and who the decision 
makers want to consult. 

As with attribution and communication theories, 
decision-making theories provide excellent frame­
works for exploring other concerns and issues in 
evaluation. Decision making by groups versus in-
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dividuals is an important but relatively unexplored 
topic in evaluation utilization. How decision 
makers assign weight or differing values to differ­
ent kinds of information would also merit explora­
tion. How expert opinion versus informed opinion 
of colleagues is processed and weighted in the de­
cision-making process is another important 
question. 

Each of these theoretical issues is worth explor­
ing independently as are other theoretical ques­
tions. However, a metatheory or at least a multi­
theoretical approach might organize such efforts. 
How can these theories be integrated to provide an 
overall framework for studying and understanding 
the use of evaluation information for decision mak­
ing? The breadth of variables these models provide 
for research studies is almost unlimited, which is 
of immediate value for the researcher. The practi­
tioner, however, may ultimately face a confusing 
and complex list of important variables (e.g., re­
port style, characteristics of audience, decision­
maker style), which may be difficult to sort out for 
the evaluation task at hand. An appropriate inte­
gration of the theories and their empirical support 
might provide the practitioner with heuristics help­
ful to the everyday practice of evaluation. 

Descriptive Research on Use. One of the 
best methods for finding out how evaluations are 
used is to observe how evaluation information is 
processed in real life settings. How do admin­
istrators interact with evaluators? What informa­
tion do they seek out? What kind of time (amount 
and quality) do decision makers spend on reading 
and processing formal reports? How much and 
what kind of evaluation information is processed in 
informal settings (over coffee, in informal teacher 
meetings, phone conversations with school board 
members)? Answers to these questions and others 
will provide valuable insights into how decision 
makers and evaluation audiences now process 
evaluation information and how the process might 
be improved. Participant observation, use of logs, 
and other forms of naturalistic inquiry (Aikin et 
at., 1979) are tools particularly appropriate to 
these questions. 

Experimental Research to Test Theo­
ries. Experimental research usually necessitates 
control of key variables and manipulation of at 
least one variable as well as precise measurement 
of outcomes. These conditions are extremely diffi­
cult to overlay on an evaluation project, much less 
to employ for studying evaluation use. One re­
search strategy has been to use simulations to ex-
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amine specific variables involved in information 
use in evaluations (Braskamp et al., 1982). This 
methodology permits the experimenter to control 
systematically the nature of the evaluation infor­
mation (content, length, style), the source of infor­
mation (ascribe the information variously to eval­
uators of different background, training, gender), 
and other contextual variables such as the amount 
of time to make a decision (Pflum et al., 1984). 
Through intensive study of evaluation audiences or 
decision makers, the researcher can examine the 
relationship of audience characteristics to how in­
formation is processed and used. 

Experimental simulations provide helpful infor­
mation in two ways. First, the closer the simula­
tion is to real life the more likely the findings are to 
have direct relevance to actual evaluations. Simu­
lations can come close to real life by employing 
real evaluation problems and by using real decision 
makers as subjects. Although there are no known 
studies where pressure and risk have been induced 
other than through role playing, participants do get 
involved in the role playing situations (Braskamp 
et aI., 1982). In good simulations it is doubtful that 
participants behave or respond radically differently 
from their behavior in real evaluations, albeit even 
modest differences may profoundly influence the 
results and implications. 

At a minimum, however, simulation studies 
provide clues as to what might or could happen. If 
the amount of jargon in a simulated evaluation re­
port has an impact on an experimental sample, this 
at least suggests that it is possible that a jargon­
loaded evaluation report might affect a real evalua­
tion audience. Knowing this and relating it to at­
tribution theory and communication models may 
provide clues as to what to be wary of when con­
ducting evaluations or studying evaluations in a 
natural setting. 

There has been a modest debate regarding which 
methodology is most appropriate for studying uti­
lization in evaluation (Aikin, 1980). Fortunately, it 
does not appear that these discussions have led to 
crystallization of viewpoints. Much is to be 
learned from a multifaceted approach to studying 
utilization. Naturalistic and experimental para­
digms should complement each other. Controlled 
experimentation in simulations or experimental 
manipulation in the field can provide excellent op­
portunities to test out theoretical propositions de­
rived from speCUlations from other fields or from 
field observations. Naturalistic inquiries can lead 
both to new theoretical formulations and to valida-
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tion of existing theories. It may also provide in­
sights into what specific contextual variables affect 
evaluation use. 

The realm of questions open to researchers from 
the theoretical speculations based on attribution, 
decision making, or communication theory is al­
most boundless and could easily provide an aca­
demic career for many researchers for the next 
decade. It is important to recognize that the overall 
efforts continue to move back and forth along a 
continuum that extends from simulations to experi­
mentation in real life environments. It is, perhaps, 
unimportant whether or not this movement is made 
by the same researchers, but it is important that the 
same theoretical principles be tested in the full 
range of the continuum. 

Creative researchers should find it possible to 
move beyond experimental simulations in studying 
some of the same variables. In some applied set­
tings, for example, it may be possible for eval­
uators to produce two different reports (varying in 
content or style) and randomly distributing them to 
decision makers and audiences for review with 
perhaps eventually all getting both reports but in a 
different order. Judicial evaluation formats could 
be used for one component of an evaluation project 
but not others or for a randomly selected portion of 
the evaluation audience. A randomly selected por­
tion of the decision makers and audience could be 
provided with an educational experience on how 
best to process and use evaluation information and 
their deliberations and recommendations compared 
with those who do not receive such training. These 
manipulations will necessitate careful planning and 
demand the cooperation of participants but the 
questions are too important to be left unanswered. 
If the creativity of evaluators in proposing new 
evaluation models was matched by creative re­
search designs on utilization, understanding of 
evaluation utilization could be many strides ahead. 

Descriptive Research on Successful Eval­
uators. The evaluator is an important link in the 
evaluation process. Technical reports and presen­
tations are important, but it is possible that the 
persona of the evaluator may be more critical to the 
success of an evaluation than professional eval­
uators would like to think. The skilled surgeon 
might be successful in saving lives through intri­
cate surgical techniques and superb mastery of op­
eration room techniques without having a bed-side 
manner, but not necessarily the general practi­
tioner. Is the same true in the field of evaluation? 
The computer analyst may not need exceptional 

interpersonal skills to be successful if he or she can 
provide the results of a sophisticated statistical 
analysis. But can the evaluator who must work 
closely with clients and audiences succeed without 
some measure of interpersonal skills? Evaluation is 
often viewed as an onerous task at best for the 
client and for those whose program is being evalu­
ated. At worst, it is viewed as a costly, worthless, 
and threatening process. 

Must a good evaluator also have a good project­
side manner comparable to the physician's bed­
side manner? A stereotypical portrayal of an eval­
uator might be of a cold, objective, and bloodless 
person. Program administrators may fear the po­
tential ruthlessness of the evaluator and may even 
fear fairness. What an administrator wants is help, 
support, and a pat on tlie back. The traditional 
stance between many administrators and eval­
uators is based on antagonism. Weiss (1972) has 
suggested that administrators and evaluators may 
be natural enemies. Can research verify this and 
provide clues as to how to overcome it? 

The premise of adversarial roles needs examina­
tion from several perspectives. Taking into consid­
eration the evaluation context, a formative evalua­
tion may provide the evaluator with more 
opportunity to work closely with administrators 
and staff and thus be perceived as less threatening 
than in a summative evaluation context where 
there may be decisions about the ultimate worth 
and survival of the program. In the formative con­
text, the evaluator is explicitly charged with col­
lecting data that will help improve the program. In 
the summative context, the evaluator is collecting 
data that may result in the termination of the pro­
gram. It follows that trust, openness, and coopera­
tion may be easier to obtain in a formative evalua­
tion than in a summative evaluation. Aloofness 
may, in fact, be a more appropriate stance in a 
summative evaluation context. 

Communication and interpersonal styles may 
provide a framework for examination of evaluator 
characteristics and professional activities as they 
interact with the administrator's sty Ie to effect the 
usefulness and impact of evaluation information. 
For example, is an evaluator who is seen as nur­
turant more effective in providing negative feed­
back to a program administrator than an evaluator 
who is less nurturant? Gender might be a related 
variable and perhaps an independent one. How do 
male administrators react to negative or positive 
evaluative information when it is provided by a 
female evaluator? How do female administrators 
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respond to male or female program evaluators? 
Descriptive research needs a theoretical base to 

establish a focus for examining the characteristics 
of evaluators whose reports and information are 
used most effectively by clients. Along with exper­
tise and attractiveness, other skills and charac­
teristics, such as empathy and nurturance, may be 
worth examining. 

Professional Issues 

Issues related to professional growth and matu­
rity of evaluation may be less open to empirical 
investigation than others. Research may provide 
perspectives but not solutions. Nevertheless, re­
search can illuminate several professional issues in 
the next decade. 

Evaluators need to take a long-term view and 
recognize that future clients are now in grade 
school, high school, or undergraduates in college. 
Will these students have to wait until they are in 
graduate programs before they are exposed to the 
rudiments of evaluation? Or, must lay persons wait 
until they are evaluation clients to learn about the 
process? Basic texts for undergraduate education 
courses are beginning to include short sections on 
evaluation; this represents a start, but the educa­
tional process must begin even sooner. 

In educating future generations about the role 
and usefulness of evaluation, it is essential that this 
be a participatory educational process and not a 
passive learning experience. Having fifth graders 
memorize three definitions for evaluation will not 
enhance their future effectiveness as commis­
sioners or consumers of evaluations. But having 
the students participate as program evaluators and 
as decision makers holds promise for future gener­
ations to have a fuller understanding of potential 
usefulness of program evaluation as well as its 
nuances. Research and evaluation programs are 
needed to examine the effectiveness of evaluation 
training programs for the wide spectrum of publics 
and audiences, including adolescents as well as 
persons in career positions in education or the 
human service fields. 

Evaluation of training programs for evaluators 
should not be neglected. What is the appropriate 
proportion of c1ass-to-field work experiences for 
the fledgling evaluator? What levels of supervision 
should be provided and when? Are there, for ex­
ample, developmental stages in training evaluators 
that would provide guidance for curriculum devel­
opment and program planning for individual stu-
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dents? Similar research questions need to be con­
sidered relative to the continuing education needs 
of evaluators. 

Conclusion 

Two themes have been pervasive throughout 
this discussion of current issues in evaluation and 
illustration of potential research topics: (a) the 
growing interdisciplinary nature of evaluation and 
its methodology; and (b) the need to educate cli­
ents and audiences about the purpose and roles for 
evaluation. The issues have been debated long and 
hard and should continue to be debated. However, 
the pluralistic nature of evaluation as a multi­
method, multidisciplinary activity needs to be ac­
cepted as well as the consequent implications for 
the practitioner and for training programs. More 
research that attempts to integrate theories from 
several disciplines and apply them to the evalua­
tion process will enrich what is known about how 
to use evaluation information. 

Evaluation is said to be a natural human activity, 
but this is no reason for failing to subject the pro­
cess to empirical research using a variety of re­
search methodologies. Thinking, eating, and 
sleeping are also natural human activities, but few 
would deny the value of studying these processes 
in detail. 

Perhaps word of mouth is the best advertisement 
and the best education for evaluation clients. But 
the public becomes cynical towards professions 
that limit personal freedom, communicate almost 
entirely in technical jargon, and fail to police their 
ranks. Evaluators of the next decade are in a posi­
tion of becoming public advocates rather than pub­
lic adversaries. How honestly and directly they 
confront the issues enumerated in this chapter and 
how diligently they pursue related research agen­
das will largely determine how the public views 
evaluation in the next decade. 

The recent merger of the Evaluation Network 
and the Evaluation Research Society into the 
American Evaluation Association and the increas­
ing concern with ethical issues in evaluation (Bun­
da, 1985: Kirkhart, 1985: and Smith, 1985) are 
good behavioral indicators of growing maturity in 
this important application of educational psychol­
ogy. Perhaps when the final Judgment Day arrives, 
God will look on this evaluation professions and 
call it "Good." Probably even then someone will 
question the criteria and ask for a meta-evaluation. 
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CHAPTER 13 

Processes in Reading 
Comprehension and the Teaching 
of Comprehension 

Thomas Andre 

The hickory stick may be gone (mostly), but read­
ing remains the backbone of education. As the 
most important of the troika of fundamental educa­
tional subjects, reading has been of great interest to 
educational and cognitive psychology since their 
very beginnings. That interest in reading continues 
and is especially strong currently. Both past and 
present educational cognitive psychologists have 
and are contributing much to our understanding of 
reading processes. 

Why is reading of such great interest to educa­
tional psychologists? It is difficult to discuss this 
question without seeming obvious. Historically, 
teaching people to read and write has been a funda­
mental goal of education and the mark of the edu­
cated person has been literacy. Reading forms the 
basis of much of the rest of education; to learn 
science, mathematics, history, philosophy, or 
driver education, students must read. Students who 
have difficulty reading also have difficulty in other 
subject matters. Reading also forms the basis of 
most informal adult education; to learn to do new 

Thomas Andre • Department of Psychology, Iowa State 
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Readin. and writin. and ritmetic, 
all to the tune of the hickory stick. 

things, adults read, Even when we take into ac­
count the influence of television, reading is the 
medium of the ongoing communicative dialogue of 
a free and democratic society. Reading also in­
volves a complex cognitive performance; under­
standing reading has profound implications for un­
derstanding learning in all subject matters. For all 
of these reasons, it is natural that educational psy­
chologists whose goals are to improve educational 
practice have often studied reading. 

This chapter is about reading comprehension. Its 
major purpose is to provide an overview of current 
work in reading comprehension for students and 
practictioners of educational psychology. The 
chapter briefly describes the historical role of edu­
cational psychologists in reading research in order 
to fit the current work into a historical perspective. 
but the focus and emphasis is on current work. 
Current work on reading comprehension is very 
extensive; it includes work by computer/cognitive 
scientists and psychologists into computer models 
of language perception and comprehension, byex­
perimental psychologists in how individuals com­
prehend, learn, and remember textual material, by 
linguists on the linguistic cues that signal different 
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acts of comprehension, and by instructionally ori­
ented researchers into the ways and means of im­
proving the learning of reading comprehension in 
schools. No single chapter can hope to review all 
of the work that is currently underway. In order to 
reduce the problem of scope to manageable pro­
portions, this chapter is organized around a view of 
reading comprehension that currently predomi­
nates in the field. We will call this view the sche­
ma-theoretic perspective, though it is discussed by 
a variety of names in the literature (story gram­
mars, script theory, frame theory, etc). The chap­
ter is divided into four major sections that deal 
with different aspects of current work related to the 
schema-theoretic view. 

Section 1 discusses some of the historical work 
on reading and reading comprehension. This sec­
tion has two purposes: (a) to demonstrate that re­
search on reading has traditionally been a part of 
educational psychology since its earliest begin­
nings and (b) to indicate that many of the funda­
mental ideas of the schema-theoretic perspective 
were anticipated by earlier students of reading 
comprehension. The point is not to show that cur­
rent views offer nothing new; they do, most impor­
tantly a precision and clarity unavailable in pre­
vious accounts. Rather, the point is to demonstrate 
that when educational psychologists have thought 
profoundly about the nature of reading comprehen­
sion, a number of themes, important in current 
theory, have repeatedly been discussed. In my 
view, this historical overview suggests that, 
though the terminology may change, there has 
been a fundamental unity about some major 
themes among scientists who have theorized about 
reading comprehension. 

Section 2 discusses models of the reading pro­
cess. A great deal of exciting work in reading com­
prehension is concerned with developing an ade­
quate theoretical model of the comprehension 
processes. My view is that, although no adequate 
model has yet been completed, considerable pro­
gress towards the outline of an effective model has 
been made. This section attempts to show that 
models of the reading process have changed from 
models that emphasize the role of decoding the 
message of text to models that emphasize the in­
teraction of the reader's previous knowledge with 
the text in order to construct meaning. The sche­
ma-theoretic view captures the interactive position 
very well. To demonstrate why a schema-theoretic 
view is necessary, this second section reviews ear­
lier models, points out their weaknesses, and then 

comprehensively discusses schema-theoretic mod­
els by presenting three examples in some depth. 
By the end of this section, I hope the reader will 
have appreciated why schema-theoretic models are 
important and will have an understanding of their 
fundamental features. 

Section 3 focuses on current empirical research 
in reading comprehension that is consistent with 
the schema-theoretic perspective. Again, no at­
tempt was made to review comprehensively all 
current work on reading comprehension; instead, 
four currently active areas are discussed. Several 
criteria contributed to the inclusion of these areas. 
Each of the areas discussed involved more the­
oretically oriented basic research (as opposed to 
directly instructional research, discussed in Sec­
tion 4) that was consistent with the schema-the­
oretic view, illustrated important components of 
the reading process according to that view, and 
were areas in which I was interested and had some 
familiarity. The four areas discussed are (a) the 
role of syntactical factors in comprehension, (b) 
the problem and role of metaphor in comprehen­
sion, (c) the role of elaboration in improving com­
prehension, and (d) the role of metacognitive sche­
mata in comprehension. 

Section 4 is concerned with the teaching of com­
prehension. If the goal of educational psychology 
is to improve educational practice, then it is impor­
tant to discuss implications of psychological re­
search for pedagogy. This section has two concep­
tual parts; the first part reviews the current status of 
comprehension teaching and finds it lacking, es­
pecially when viewed from a schema-theoretic 
position. The second part focuses on current re­
search on improving the teaching of comprehen­
sion that has been generated from the schema-the­
oretic position. In my view, one of the exciting 
aspects of the schema-theoretic position is that it 
has important implications for the teaching of com­
prehension skills. 

There are numerous issues related to reading 
comprehension that this chapter slights, both for 
reasons of space and the competence of the author. 
The issue of how to assess reading comprehension 
is not covered. This issue is an important one be­
cause the procedures used to assess comprehension 
represent the operational definition of comprehen­
sion in any given study and because the testing of 
reading comprehension has been an important part 
of the history of educational psychology. With re­
spect to assessment, my basic position is that com­
prehension is a complex cognitive process that can 
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manifest itself behaviorally in a variety of ways. 
There are a number of valid ways to assess com­
prehension that reflect different aspects of the 
comprehension process. In this chapter, I have ba­
sically accepted whatever assessment procedure 
the authors of the studies discussed herein used as 
a measure of reading comprehension. The reader 
interested in assessment is refered to Johnston 
(1985). In addition, the chapter does not deal with 
the visual layout of text and the effects of differing 
visual arrangements on comprehension. This is an 
important area of research that is receiving much 
contemporary interest (see Jonassen, 1984, 
Wright, 1977). A related issue, that of readability, 
is also not discussed (see Klare, 1985). I have also 
paid little direct attention to the word perception 
and decoding processes. Obviously, there can be 
no comprehension unless the visual code of written 
language is broken by the reader. However, such 
comprehension of visual forms is not what is usu­
ally meant by reading comprehension. These per­
ceptual aspects of reading are discussed only in the 
schema-theoretic view of reading I present in this 
chapter, which envisions the process of letter/word 
perception as operating similarly to the processes 
involved in the comprehension of meaning. The 
reader interested in such perceptual processes is 
refered to relevant chapters in Pearson (1985). 

The Concept of Schemata. I have used the 
concept of schemata a number of times in this in­
troduction. Although the idea of schemata is dis­
cussed more completely below, a preliminary de­
scription may make the following more 
comprehensible. According to the schema-the­
oretic perspective, the reader's knowledge store is 
organized into schemata. Schemata are knowledge 
structures that have a number of properties. They 
actively search the current perceptual and con­
sciousness stream for conditions that satisfy them; 
they have labeled relationships to other schemata 
(including schemata that serve as slots and defaults 
for themselves), and they have a production or task 
activity component (Andre, 1986). The schema­
theorectic perspective basically argues that reading 
consists of a process by which text cues serve to 
activate schemata; from the knowledge represented 
in such schemata, the reader constructs a meaning 
for a communication. Thus reading (and language 
comprehension generally) is dependent on the 
reader's prior knowledge and experience. The 
schemata involved in reading comprehension are 
of two types; the first type involves the knowledge 
and activities involved in particular language pro-

cessing skills. R. C. Anderson, Pichert, and Shirey 
(1983) suggest this type captures "knowledge of 
the discourse-level conventions of text" and refer 
to them as textual schemata. I will call them text 
processing or discourse processing schemata be­
cause that label captures their function more pre­
cisely. The second type of schemata embodies 
knowledge of the substance of text, the concepts, 
principles, rules, scripts, paradigms, etc., that rep­
resent our knowledge of the world. R. C. Ander­
son et at. (1983) refer to these as content sche­
mata. Elsewhere (Andre, 1986), I have argued the 
schema theory provides a unifying theme for con­
ceptualizing the goals of learning and what is 
learned in education. In that paper, I argued the 
goals of education are to promote the acquisition of 
schemata in various subject matters. Because the 
basic form of a schema is the same regardless of 
subject matter, procedures that facilitate acquistion 
of schemata are similar across different subject 
matters. If my arguments have validity, then the 
discussion in this chapter has implications beyond 
the teaching of reading comprehension. Schema 
theory has relevance for all areas of formal and 
informal education and should be of interest to 
educational psychologists regardless of their par­
ticular domain of expertise. 

Educational Psychology and the 
Study of Reading: A Brief 

Historical Overview 

This section owes much to excellent papers by 
Spache (1956/1958) and Venezky (1985), which 
provide a good overview of the history of psycho­
logical research in reading comprehension. An­
other important source is a book by Smith (1934) 
that provides a historical analysis of American 
reading instruction and the factors that led to 
changes in reading instruction. 

Psychological studies of reading processes be­
gan in Wundt's laboratory as part of the very ear­
liest studies of human cognition and learning (Ve­
nezky, \985). The earliest studies focused more on 
physiological and perceptual factors in reading 
(Spache, 195611958; Venesky, 1985). Psychol­
ogists with an interest in the practical problems of 
education began to study reading in schools before 
the tum of the century. Reading comprehension 
was a topic of early interest and a number of stud­
ies were carried out attempting to measure reading 
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comprehension and to relate reading comprehen­
sion to factors such as the rate of reading and to 
silent and oral reading. Reading was seen as a tool 
of the mind and understanding what was read was 
the essential component of reading. 

This orientation is present in Huey's 1908 book 
The Psychology and Pedagogy of Reading. Huey 
provided an impressive review ofthe psychological 
work on reading that had been conducted to that 
date and drew many implications for pedagogical 
practice. Huey argued strongly for an educational 
psychology in which psychologists examined 
school learning and attempted to improve educa­
tional practice. He believed that approach had bene­
fits for both psychology as a science and education 
as a practical discipline. He suggested that the study 
of school subjects offered psychology "modes of 
mental and physiological functioning which furnish 
to psychology problems fruitful to psychology's 
own purposes" (1908, p. ix). This theme has been 
repeated by current psychologists who have pur­
sued studies of educational tasks (e.g., Simon, 
1984). Huey also argued that educational psychol­
ogy would offer' 'great service ... to psychology 
and education, by . . . organization and concentra­
tion of data concerning the various school subjects" 
(1908, P x). In his book, Huey discussed physiolog­
ical and perceptual processes in reading, the rela­
tionship ofreading rate to comprehension, the his­
tory of reading and education, educational issues 
such as when to teach reading, the implications of 
home or school teaching of reading, what sorts of 
reading should be encouraged, and the 
ergonometrics of print. 

With respect to reading comprehension, Huey 
argued that comprehension was an active process 
in which the reader constructed meaning from 

. ideas present in the reader's mind. His views antic­
ipated many ideas that have been developed more 
explicitly in current theories. In a chapter on in­
terpretation of material read, Huey discussed a par­
ticularly interesting introspective study that illus­
trated his views on comprehension. Adult readers 
read text that had been cut apart and pasted on 
cardboard slips and introspected about the ideas 
the words produced as they read. The texts were 
presented either in random or normal text order. 
When the words were presented in a random order, 
only vague and general ideas were aroused by the 
text. When the words were presented in the text 
order, each word aroused images that were de­
tailed and specific to the ongoing context of the 
story. The subjects also reported a "forward 

push" to complete the details as words emerged. 
Readers also reported feelings of "fulfillment or 
disappointment of expectation" as newly exposed 
words confirmed or disconfirmed the expectations 
the readers had developed. Although Huey did not 
present this explicitly, his subject's descriptions 
are consistent with the idea that reading com­
prehension involves the active construction of a 
structure in the mind that is built following the 
directions of the text but whose raw materi<!ls are 
the ideas already present in the mind of the reader. 
Those ideas allow the reader to build a structure 
that contains more detail than is present in the text 
itself and lead to expectations on the part of the 
reader as to what will come next (Huey's forward 
push). 

Other early educational psychologists displayed 
an interest in reading comprehension processes and 
emphasized the role of the reader's previous 
knowledge and thought processes in comprehend­
ing. For example, Thorndike (1917) likened read­
ing comprehension to reasoning and problem solv­
ing and argued that "reading is a very elaborate 
procedure, involving a weighing of each of many 
elements in a sentence, their organization in the 
proper relations one to another, the selection of 
certain of their connotations and the rejection of 
others, and the cooperation of many forces to de­
termine final response." The concerns of early ed­
ucational psychologists for promoting reading 
comprehension was a factor in their research com­
paring silent and oral reading and their support for 
a silent reading program emphasizing comprehen­
sion. The support of early psychological reading 
researchers contributed to a change in school read­
ing programs from being oral reading programs to 
being silent reading programs (Spache, 1956/ 
1958; Smith, 1936) . 

According to Spache (1956/1958), during the 
1910s and 1920s, research on reading comprehen­
sion led to two generalizations. In my view these 
generalizations anticipated aspects of the schema­
theoretic view; (a) comprehension is an active pro­
cess .. dependent upon the extent and richness of 
the meaning vocabulary of the reader and his read­
ing backgrounds" (Spache, 195611958, p. 12); (b) 
"training in comprehension really involved the 
promotion of critical thinking-the making of 
judgements, the drawing of inferences, and the 
formulations of conclusions based upon many 
sources" (195611958, p 12). 

After the 1920s, research on the cognitive pro­
cesses involved in reading comprehension de-
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dined. Yenesky (1985) argued that this decline 
was caused by the influence of the testing move­
ment and the advent of behaviorism, both of which 
shifted attention away from the direct study of cog­
nitive processes. Yenesky reported that few studies 
of comprehension were done. In this period there 
were isolated instances of research relevant to 
comprehension, such as Bartlett's work on memo­
ry for stories (1932), additional work on errors in 
comprehension that built on Thorndike's study 
(Touton & Berry, 1931) and work on learning 
from prose (reviewed by Welborn and English, 
1937), but there was no sustained attack on reading 
comprehension. An analysis of the content of edu­
cational psychology texts during this period sup­
ports Yenesky's position. Thorndike's 1925 Edu­
cational Psychology: Briefer Course makes only 
brief reference to reading in a discussion of the 
conditions of improvement. Jordan (1933) focuses 
on the role of the interest value of material read 
and a discussion of how associative principles re­
late to the teaching of reading. Pressey (1933) does 
not contain a reference to reading. Cronbach 
(1954, 1963), in a major educational psychology 
textbook of the 1950s and 1960s discusses the 
teaching of reading, reading tests, and phonemic 
analysis, but makes no mention of reading 
comprehension. 

A few writers during the period did discuss read­
ing comprehension. For example, Gray (1933), in 
a book that described a study of how to improve 
reading achievement in elementary schools, dis­
cussed procedures for improving reading com­
prehension. Gates (1935) discussed reasons for 
and diagnoses of comprehension difficulties. 
McKee (\ 948), in a textbook on teaching reading, 
presented a view that is remarkably contemporary. 
He argued that reading comprehension consists not 
of gaining the meaning of text, but rather the con­
struction, by the reader, of a meaningful represen­
tation based on the readers existing knowledge. In 
McKee's own words: 

No reader gets meaning from the printed page . . . When you 
as a reader identIfy or recognize a word or groups of words. 
your observing of that symbol stimulates you to recall or to 
construct the meaning for which the symbol stands. .. the 
meaning you arrive at IS recalled or built by your mind rather 
than given to you by the print.. . Thus you read, not only 
with your eyes, but with your experiences, with what you have 
seen, heard, done, tasted, smelled, felt, and with what has 
happened to you, with your emotions, including your hopes and 
fears, your likes and dIslikes; with your prejudices and your 
ideals; with your observations and the conclusions you have 
drawn from them. (McKee, 1948, pp. 59-61) 

As we shall see, these views of reading com­
prehension and the generalizations discussed ear­
lier are part of the fundamental doctnne of contem­
porary theories of reading comprehension. The 
next section provides an overview of current mod­
els of reading comprehension. 

Models of Reading Comprehension 

A layperson's view of the reading comprehen­
sion process would suggest that words have defi­
nite meanings as given by their dictionary 
definitions and I or associations with other words or 
responses. Comprehension would consist of con­
catenation of the definitions/associations as the 
words occur in sentences. Language, written or 
spoken, would have definite meaning and the pro­
cess of comprehension would involve decoding the 
meaning of the text. Initial information processing 
models of reading began with such a relatively 
unsophisticated view and attempted to describe the 
processes by which written language was per­
ceived, formed into words, sentences, and com­
prehended. Such models emphasize what are 
called bottom up or data-driven models of com­
prehension (Rumelhart, 1977; Rumelhart & Mc­
Clelland, 1981). 

This view of reading is inadequate. Reading and 
language comprehension involve more than a sim­
ple transformation of the language in a commu­
nication, Readers have expectations about the 
nature of a communication that activate knowledge 
structures that serve to fill in missing details of 
messages and lead readers to make particular kinds 
of inferences from messages. In other words, 
rather than simply constructing a meaning from the 
elements of a message, readers use organized prior 
knowledge to comprehend a message. The use of 
prior knowledge structures in comprehension is 
called top-down or conceptually driven processing 
(Rumelhart, 1977; Rumelhart & McClelland, 
1981). The idea of top-down processing is not 
new; that the comprehension of meaning in pre­
sented information occurs as a result of top-down 
as opposed to bottom-up processing was a basic 
message the Gestalt psychologists tried to commu­
nicate. The alternative perceptions of the famous 
goblet/faces figure occur not because the elem::nts 
of the figure give rise to two different interpreta­
tions, but because we have learned two knowledge 
structures (called "gestalts" by the Gestalt psy­
chologists, but currently labeled schemata) that 
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can be applied to give meaning to the visual figure. 
As noted previously, the idea that prior knowledge 
was essential in reading was also present in the 
work of early educational psychologists. 

Rumelhart ( 1977) and Adams and Collins 
(1977) argued that neither top-down nor bottom-up 
models could account for the data on comprehen­
sion. Instead they proposed an interactive view of 
reading and listening comprehension. In this view, 
both data driven and relatively automatic processes 
and relatively conscious conceptually driven pro­
cesses are involved in reading and comprehension. 
In this section, I discuss examples of sophisticated 
bottom-up, top-down, and interactive models of 
comprehension. My goal is to allow the reader to 
gain an appreciation of the features of such models 
and to demonstrate why an interactive view is 
necessary. 

Bottom-Up, Data Driven Models 

An example of a well thought out bottom-up 
model of comprehension is provided by Gough 
(1973). Gough attempted to develop a detailed 
model of events that occur in the first second of 
reading a sentence; he recognized that his model 
would be flawed in particulars, but argued that the 
general form of the model would hold up. Gough's 
model was a major contribution because it orga­
nized many of the known facts of reading into a 
coherent and testable whole. 

In the model, Gough argued for a strict bottom­
up model in which the reader plodded "through a 
sentence, letter by letter, word by word" (p. 354). 
Processing began with an eye fixation of 250 milli­
seconds and a saccadic movement taking 10 to 23 
milliseconds, followed by a second fixation, an­
other saccade, and so on. Gough estimated that 
during the fixation an icon consisting of a set of 
visual features not yet identified as letters was 
formed. This icon was formed in approximately 50 
milleseconds and contained features of 15 to 20 
letters. Once the icon was formed, letter identifica­
tion began to occur, proceeding serially from left 
to right, at a pace that Gough estimated to be 10 to 
20 milliseconds per letter. Assuming that the icon 
endured 250 milliseconds and three fixations per 
second, Gough computed a possible reading rate of 
over 300 words per minute; a value well in the 
normal range of reading rates. This estimate is 
important because one criticism of bottom-up 
models is that sequential processing would take too 
long to accomodate typical reading rates. 

The next stage in the model was the formation of 
a mapping between letters and "systematic 
phonemes" that provide the sound of the lan­
guage. Systematic phonemes should not be 
thought about as pronounced words, but rather, the 
mental representations that may lead to pro­
nounced words. From these systematic phonemes, 
the "lexical entries" or words of a sentence are 
recognized. Again, the recognition process is se­
rial and proceeds from left to right. The recognized 
words are then entered into a storage buffer Gough 
identified as primary memory (short-term memo­
ry). The items in primary memory have access tc 
the phonological, syntactic, and semantic informa­
tion possessed by the words they represent. Gough 
makes no assumption that the items are stored in a 
phonological form in primary memory. The words 
in primary memory are operated on by integrative 
processes that construct the meaning of the sen­
tence. Gough believes that understood sentences 
are transferred to secondary memory (long-term 
memory) although he does not argue this point. 
His model makes no assumption about what hap­
pens to understood sentences except that they are 
transferred to the "Place Where Sentences Go 
When They Are Understood." 

Critique 0/ Bottom-Up Models. Gough's 
model rested on a number of assumptions he be­
lieved to be supported by empirical findings. For 
example, because of the serial nature of letter iden­
tification and the assumption that word recognition 
could not occur until all letters in a word had been 
identified, Gough's model predicts that letters in 
non word strings should be recognized just as 
quickly as letters in words. Gough reports a result 
by Scharf, Zamansky, and Brightbill (1966) as 
support for this assumption. Several other studies, 
(e.g., Adams, 1979; McClelland, 1976; Reicher, 
1969) however, demonstrate results inconsistent 
with the assumption. In a commentary on Gough's 
model, Brewer (1973) points out several classical 
arguments against bottom-up models of the type 
proposed by Gough based on work by Cattell 
(1885, 1886a, 1886b, 1947). According to 
Brewer, Cattell's work raised four major objec­
tions against pure bottom-up models: "(a) Words 
in prose passages can be read almost as fast as lists 
of letters. (b) The immediate visual apprehension 
span for letters in prose is much greater than for 
random letters. (c) Latencies to initiate pronoun­
ciation of words are shorter than those for letters. 
(d) Visual recognition threshold for words are 
lower than the thresholds for letters," (Brewer, 
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1973, p. 359). In addition Brewer argued that (a) 
readout of letters from the icon does not seem to be 
serial (Eriksen & Spencer, 1969; Haber 1970) as 
Gough assumed, (b) the strict translation of letters 
to systematic phonemes as proposed by Gough 
cannot be entirely accurate or else homophones 
could not be distinguished, and (c) the strict trans­
lation of words to meaning without influence of 
prior words in a sentence seems to contradict con­
scious experience as in sentences such as We could 
see that the dumbbell was painted dark blue, even 
though the weight lifter said it was light. (adapted 
from Brewer, 1973). Brewer concludes that these 
arguments require top-down processes in models 
of reading. 

Top-Down, Conceptually Driven Models 

Top-down or conceptually driven models em­
phasize the role of previously acquired knowledge 
in the reading process. Rather than depicting read­
ing as consisting of a careful analysis of text to 
determine meaning, top-down models hold that the 
readers' expectations about the text and his or her 
previous knowledge about the subject matter being 
communicated control the comprehension process. 
Text or spoken language does not have meaning in 
a top-down model, rather language serves as a cue 
for the reader/listener to construct meaning. 

No model of reading is strictly a top-down 
model. Obviously if communication occurs, there 
is some connection between a writer's intention; 
the written language; and the meaning the reader 
constructs. At some level there must be a rela­
tionship between text and comprehension; in other 
words, some degree of bottom-up processing is 
posited in every model. Models vary however, in 
the degree to which they emphasize top-down pro­
cesses. Some models place most of the "action" 
in top-down processes. A good example of top­
down models is Goodman's psycholinguistic theo­
ry of reading. 

Goodman's Psycholinguistic Guessing 
Game. Goodman's work originated in studies of 
the errors that children make in oral reading. He 
worked in a relatively naturalistic setting, asking 
children to read complete stories, at a reading level 
slightly difficult for them. Analysis of children's 
miscues (oral reading errors) suggested to Good­
man that reading was controlled primarily by psy­
cholinguistic processes that led the reader to pre­
dict the content of the upcoming text and to use the 
text only as a means of confirming or disconfirm-

ing predictions. For this reason, Goodman, in his 
most famous paper, called reading a psycho­
linguistic guessing game (Goodman, 1982a). 

According to the Goodman model, the reading 
process consists of four cycles of operation: op­
tical, perceptual, syntactic, and meaning. The op­
tical cycle begins the process by picking up graph­
ic cues, perceptual and syntactical processes 
provide analysis of the graphic input and begin the 
process of constructing meaning. If the four cycles 
were strictly sequential, Goodman's model would 
be a bottom-up, data driven model. Instead, Good­
man holds that as soon as the reader begins to 
construct some meaning, the reading system (the 
brain, in Goodman's words, 1982b, p. 13) strives 
for meaning by using minimal graphic/percep­
tual/syntactic information to make predictions 
about the nature of the upcoming input and feeding 
those predictions downward into the perceptual 
system for confirmation. There are 5 basic pro­
cesses in the predictive reading process: (a) Recog­
nition-initiation-this process is the start of read­
ing. Written text is recognized; (b) Prediction-on 
the basis of what the brain predicts the text is about 
(its meaning), the brain predicts what upcoming 
stimulation will be like; (c) Confirmation-the ac­
tual input is verified against the predictions; (d) 
Correction-if discrepancy is found, the brain 
seeks additional input to correct the mistake; and 
(e) Termination-reading is finished when goals 
are achieved or it seems likely that they will not be 
achieved (1982, p. 13). 

At any given time in reading, the learner may 
make miscues or errors. Such errors are not ran­
dom, but occur because of the application of the 
same psycho linguistic processes used in successful 
reading. Some of the psycholinguistic reasons mis­
cues occur are (a) misperception of the graphic 
cues because perception depends on stimulus input 
and what the reader is expecting to see; (b) in­
ability to process-either because of lack of profi­
ciency or degraded input (bad handwriting), the 
graphic information is difficult to handle; (c) in­
ference of a different deep structure than that 
intended by the author because of different lan­
guage rules and ambiguity in the surface structure 
leading to alternative deep structure interpreta­
tions; (d) an inability of the reader to construct 
meaning because of a lack of relevant prior experi­
ence or concepts; and (e) choice of alternative syn­
tactical/phonological rules to produce oral surface 
structure. These reasons for miscues reveal impor­
tant features of Goodman's model. Reason (e) im-
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plies that oral reading proceeds from graphic to 
meaning to sound rather than proceeding from 
graphic to sound to meaning. That is, what the 
reader says while reading aloud is not a one-for­
one mapping of written word to oral word. Rather, 
the reader encodes or constructs the meaning of the 
message and then uses his or her normal speaking 
procedures to say that meaning. Reason (d) sug­
gests that meaning is dependent on and constructed 
from relevant known concepts on the part of the 
reader, a theme that is echoed in schema-based 
theories discussed in the following. 

Goodman's and his colleagues' (Goodman, 
1982c; Goodman & Goodman, 1982) analysis of 
errors indicated that errors that preserved meaning 
were not corrected and errors that interfered with 
meaning led to rereading and correction. Goodman 
and Goodman (1982) provided an example. In 
reading a phrase the old apple tree in a context in 
which the big old apple tree had been previously 
mentioned, a child reader left out "old" and did 
not correct this miscue. Goodman and Goodman 
correctly pointed out that this omission did not 
change meaning and that the change was consistent 
with the linguistic rule to drop descriptive adjec­
tives for a definite noun in a known context. In a 
later sentence, the child misread the for she. This 
change did lead to a meaning change and the child 
noted and corrected the error. 

Critique of Goodman's Theory. Good­
man's theory has strong and weak points. Among 
its strengths is that in its emphasis on top-down 
processes it anticipated many of the prime features 
of current interactive theories. A variety of lines of 
evidence to be discussed later make it clear that a 
pure bottom-up approach to comprehension fails to 
take into account the necessary contribution of the 
reader's previous knowledge. Goodman's empha­
sis on the role of prior syntactic and semantic 
knowledge in making predictions about the text is 
generally consistent with many results. Because of 
its origins, the theory has some intuitive appeal in 
its explanation of errors or miscues in oral reading 
and the notion that errors represent an important 
source of information about reading is an important 
one (Adams, 1980; Leu, 1982). 

The theory seems to me to be weak in two areas. 
First of all, it overemphasizes the role of top-down 
processes. For example, the theory predicts that 
good readers should make less use of graphic in­
formation and more use of contextual information 
than weak readers. This does not seem to be the 

case (Leu, 1982). The second, and perhaps more 
important problem, is that the model is not very 
specific. For example, one possible prediction 
from the theory is that readers should be able to 
guess at the next words in typical text. Typically, 
readers are unable to do so (Balota, Pollatsek, & 
Rayner, 1985), a finding apparently inconsistent 
with the model. Of course, this inconsistency as­
sumes that the predictions made by readers are 
conscious and Goodman is not clear that such pre­
dictions are in the reader's conscious awareness. In 
fact, even though the authors are quite critical of 
Goodman, if conscious guessing is not assumed, 
the Balota et al. study reported evidence that could 
be considered as consistent with Goodman's 
theory. 

Subjects read text on a computer screen while 
their eye movements were monitored. In sentences 
that highly constrained at least one word, the target 
word sometimes changed during the saccade that 
would have fixated it. Thus, sometimes the para­
foveal information acquired before the saccade be­
gan was consistent with the information received 
as the target word was fixated and sometimes it 
was not. Results consistent with the Goodman 
model were that the target word was more likely to 
be skipped over (not fixated) when it was highly 
constrained by the sentence context and when the 
parafoveal information received from the target 
word was consistent with the context. In addition, 
if the subject fixated the target word, fixation dura­
tion was less if the target word was the highly 
constrained word. 

These seem like effects Goodman would pre­
dict, but one cannot be sure given the looseness of 
this model. From the viewpoint of a theorist at­
tempting to capture all the details of the reading 
process, Goodman's theory represents a set of reI a­
tively general statements about processes in read­
ing rather than being a precise description of the 
processes involved. The statements may provide 
guidance for the designer of a precise model, but 
they are fuzzy enough (in the sense of designating 
a fuzzy set) to cover a range of possible interpreta­
tions. For example, is the prediction that Goodman 
refers to a conscious prediction made by the sub­
ject or is it an expectation that the reading system 
automatically generates and uses to guide its analy­
sis of foveal input? If the latter, what are the pro­
cesses by which this expectation is generated and 
confirmed? It is answers to questions such as these 
upon which precise tests of the theory would need 
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to be based. To be fair to Goodman, it does not 
seem that his purpose was to develop a precisely 
detailed theory of reading. Rather, his theory de­
veloped in the context of providing a description of 
reading processes that would account for miscues 
in oral reading and that would guide instruction in 
the reading process. His theory has the value that it 
pointed out the importance of top-down processes 
in reading at a time when the need for such pro­
cesses were not well understood. 

Interactive Models of Reading 

Because pure top-down models have difficulty 
in accounting for variations in the input from pre­
viously acquired structures and bottom-up models 
have difficulty in accounting for the effects of pre­
vious knowledge on reading comprehension pro­
cesses, numerous models in which top-down and 
bottom-up processes interact to produce com­
prehension have been proposed. I will discuss 
three of them, the Rummelhart (1977)/Rummel­
hart and McClelland (1981) model, the van Dijk 
and Kintsch (1978) model, and the Adams and 
Collins (1979) schema-theoretic view. 

The Rummelhart and McClelland Model. 
The Rummelhart and McClelland (1981) model 
focuses on the way in which letter perception is 
influenced by context; but the principles described 
are believed to be general for the situation in which 
any higher-order knowledge structures interact with 
lower-order structures. The model makes use of the 
cascade theory proposed by McClelland (1979). 
The model assumes that the reader brings to reading 
a set of expectations and knowledge structures that 
contain information about orthographic and pho­
nological regularities, syntactical rules, world 
knowledge, etc. This information exists in an in­
teractive network in which lower-order structures 
can activate higher-order structures and vice versa. 
There are nodes in the network for individual let­
ters, for individual words, and presumably for high­
er-order concepts, and rules, etc. Each node varies 
in its state of activation between a resting level and a 
threshold level. When threshold is reached, the 
node is fully activated and the system claims detec­
tion of that node (e.g., letter, word, etc). The 
important aspect of this feature of the model is that 
a node can receive partial activation that increases 
its activation state towards threshold. Connections 
occur between nodes at the same level and at dif­
ferent levels and connections can be excitatory or 

inhibitory. Stimulation along an inhibitory connec­
tion would decrease the activation state of the 
node. As the reader begins to process the visual 
features of the letters in words, the nodes for letters 
that contain those features are partially activated. 
Partial activation spreads through these letter 
nodes to nodes for words that contain those letters 
in those positions. In tum, the partial activation of 
the word nodes sends activation back into the letter 
perception process offering constraints on the se­
lection of letters. When the letters are a word or 
fall into a pattern for words, for example, a pro­
nounceable nonword, this constraint from the word 
level serves to facilitate the perception of letters. 
When the context is not a word, there is no facili­
tation. 

Let us see how the model would work in an 
actual example. Suppose the letter contains a mid­
dle horizontal line. Detection of this feature would 
activate nodes for A, H, P and other letters with a 
middle horizontal line. Inhibitory connections 
would decrease the activation level for words with­
out middle horizontal lines. Simultaneously, the 
activation from these letters up to the word level 
would partially activate words containing letters 
with middle horizontal lines in those positions of 
the word. The partial activation of these words 
would be reflected back into the letter perception 
process, increasing the probability of detecting 
other letters that would fit the constraints of those 
words and decreasing the probability of detecting 
letters that would not fit those words. If the pre­
sented word were THIS, initial activation of the 
middle horizontal word feature should increase the 
activation level of H and A in the second position. 
Words such as THAT, THIS and TALL should 
receive momentary increases in activation level as 
well. Words such as LIFf and SOFf, should re­
ceive decreases in activation level. The increase in 
activation level of THAT, THIS, and TALL is 
reflected back into the letter processes level in­
creasing the activation of T in the first position, H 
or A in the second position, Tor S or L in the final 
position. As more letter features are processed, the 
activation level of letters and words change dy­
namically until THIS is recognized. 

The foregoing is an oversimplified account of 
the model and the reader is referred to McClelland 
and Rumelhart (1980) and Rumelhart and Mc­
Clelland (1980, 1981) for a more complete ac­
count. McClelland (1979) provides a technical de­
scription of cascade theory. Rumelhart and 
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McClelland (1981) demonstrate that the model can 
account for a number of the facts of letter percep­
tion and can dynamically adjust to changes in stim­
ulus situations much as human perceivers do. 

What does this detailed account of letter/word 
perception have to do with the process of reading 
comprehension? The point argued by Rumelhart 
and McClelland is that the basic principles of the 
model-interacting nodes that vary between a rest­
ing state and an activated state, dynamic spread of 
activation within and between levels, and inhibito­
ry and excitatory connections-can be applied to 
the issue of reading comprehension. In Rumel­
hart's view, comprehension consists of applying 
world knowledge schemata to linguistic input so as 
to account for the input (Rumelhart, 1980; 
Rumelhart & Ortony, 1977). Rumelhart (1980) 
provides the following description of the operation 
of schemata in the comprehension process. 

Some event occurs at the sensory system. . ,this event 
"automatically" activates certain "low-level" schemata 
(. , . called feature detectors), These. , ,in tum, activate (in a 
data-driven fashion) certain ... "higher level" schemata, . , 
of which they are constituents, These, .. schemata, .. then 
initiate conceptually driven processing by activating the sub­
schemata not already activated in an attempt to evaluate ' , . 
goodness of fit. (Rumelhart, 1980, p. 42) 

This description is basically similar to the descrip­
tion of interacting levels of schemata previously 
described for letter perception. 

Kinstch and van Dijk Model. The Rumel­
hart-McClelland model focuses on the letter/word 
perception process. A model with similar features 
that focuses on comprehension has been proposed 
by Kinstch and van Dijk (1978; van Dijk & 
Kintsch, 1983). The model is based on earlier 
work by Kintsch (1974), who had proposed a 
model of the representation of meaning. Kintsch's 
and van Dijk's model assumes a letter-word per­
ception process that works along the general lines 
of a cascade theory model as proposed by 
Rumelhart and McClelland (1981). 

The model begins with the analysis of text into a 
set of propositions based on the surface structure 
of a text. Each proposition represents one clause of 
a text. This analysis is based on the use of strategic 
propositional schemata that analyze text into over­
learned role components such as actor, action, ob­
ject etc. As these elementary propositions are ana­
lyzed, they begin to activate a set of strategic sche­
mata concerned with local coherence. These local 
coherence schemata relate sentences on the basis 
of repetition of components of the sentences, syn-

tactic cues such as explicit connectives and clause 
ordering, and also schematic knowledge from 
long-term memory about the topic being dis­
cussed. Like the interactive word/letter recogni­
tion models discussed earlier, Kintsch' s and van 
Dijk's model assumes that the comprehension pro­
cess is not sequential. Processing for local co­
herence operates in parallel with the processing 
involved in the propositional analysis of clauses. 
In addition to processing for local coherence, a set 
of macrostrategies is applied to the set of interre­
lated propositions developed by the local co­
herence analysis. These macro strategies lead to the 
development of a set of macropropositions that 
capture the gist or theme of the text. Again, mac­
rostrategic processing occurs in parallel with lower 
levels of processing. In Kintsch's and van Dijk's 
words: 

it is plausible that with a minimum of textual information from 
the first propositions, the language user will make guesses 
about such a topic. These guesses will be sustained by various 
kinds of information, such as titles, thematic words, thematic 
first sentences, knowledge about possible ensuing global events 
or actions, and information for the context. (1983, p. 16) 

The processing of macrostructure is facilitated 
when the text possesses a superstructure, a struc­
ture based on an overlearned schemata for organiz­
ing the elements of the text. Kintsch and van Dijk 
give as examples story scripts and the structure of 
psychological research articles. Superstructure fa­
cilitates comprehension by acting as a top-down 
device that allows subsequent elements at lower 
levels to be fit into the structure. 

This description presents the general outline of 
the Kintsch and van Dijk model. Kintsch and van 
Dijk (1978) proposed a specific model to accom­
plish the tasks described in the general outline. In 
the specific model, text is analyzed into a text base 
using the propositional scheme proposed by 
Kintsch (1974). The propositions consist of the 
substance words of the sentence organized into re­
lationships. For example, the sentence, The sub­
jects were 20 female students, yields the following 
propositional list: subjects (STUDENT, SUB­
JECT); (FEMALE, STUDENT); (NUMBER, 
SUBJECT, TWENTY); (adapted from Kintsch, 
1974, pp. 18-19). 

The propositions are written in all caps and in 
parentheses. Each proposition consists of a first 
term called the predicator and one or more subse­
quent terms called arguments. The arguments as­
sert something about the predicator or give some 
information about it. Kintsch (1974) specified 
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rules that can be used to construct the propositional 
text base and Kintsch and van Dijk (1978) claimed 
that the process is reliable, although no reliability 
data were provided. 

In a long text, processing limitations of the men­
tal system prevent analysis of the entire text at 
once. Hence, the propositional analysis works 
cyclically. During each cycle, n(i) items are pro­
cessed and sCi) propositions are selected to be 
maintained in a short term memory buffer [n(i) is 
variable; i indexes the cycle s<n]. These sCi) items 
are available for relating the next n(i) propositions 
to the previous propositions. The model looks for 
coherence between the propositions on the basis of 
overlap between the words/concepts in the propo­
sitions and constructs a coherent text base that rep­
resents the text. If the n(i + 1) set of propositions 
contains overlap with the n(i) set of propositions, 
then the new set is accepted as coherent with the 
previous. If the new set does not contain overlap, 
the model engages in a reprocessing of the text to 
find coherence. This reprocessing is demanding in 
terms of conscious attention and the comprehen­
sion process is difficult when coherence is not ob­
vious. With reasonably written texts, however, the 
propositional and coherence analyses are relatively 
automatic processes that demand little conscious 
attention (system resources). 

During each cycle, each processed proposition 
has probability p of being stored in and becoming 
retrievable from long-term memory. Because some 
propositions are stored in the short-term buffer and 
reprocessed with the subsequent set, these proposi­
tions have multiple chances of being stored in long­
term memory given by the probability 
1 - (1 - p) • k where k is the number of times 
processed. Differences in the probabilities of recall 
of different propositions represents one source of 
empirical tests for the model. The overall schema 
activated when a text is read determines the reader's 
goals and purposes while reading the text. As prop­
ositions are processed they are classified as relevant 
or irrelevant to the schema. Relevant propositions 
are included in a macrostructure for the text. The 
macrostructure provides the gist of the text. 

The model provides reasonably accurate predic­
tions of actual behavior. Kintsch and van Dijk 
(1978) found that estimates for the model fit actual 
recall data well at I-month and 3-month retention 
intervals. Propositions for which the model pre­
dicted better recall were recalled more accurately. 
The model was less accurate on an immediate re­
call task, however. As predicted by the model, 

variations in text that were designed to make the 
rhetorical structure of text more or less apparent 
influenced the kinds of questions students could 
answer from a text (van Dijk & Kintsch, 1983; 
Experiments 5a and 5b). Again predicted, students 
given higher-order knowledge structures as a con­
text for reading a passage fragment were more 
likely to generate continuation sentences that were 
congruent with the knowledge structure and incon­
sistent with local sentence constraints. Students 
not given a knowledge structure context generated 
continuation sentences based on sentence 
constraints (van Dijk & Kintsch, 1983, Experi­
ments 6). Words from the same macrostructure 
produce strong priming effects even when the stu­
dent must infer the macrostructure (van Dijk & 
Kintsch, 1983, Experiments 2). All these findings 
are consistent with the model. Of course, any 
model as complex as the Kintsch-van Dijk model 
must be evaluated on the basis of many empirical 
studies. It is likely that the specific model will 
prove incorrect in details but that reasonable modi­
fications consistent with the overall approach can 
be found to handle aberrant data. 

The Schema-Theoretic View: A General 
Theoretical Perspective 

The van Dijk-Kintsch and Rumelhart-Mc­
Clelland models fit into the general class of what 
have been called schema-theoretic models by 
Adams and Collins (1977). I have used the term 
schemata (singular: schema) several times without 
examining it in depth. As conceptualized in the 
schema-theoretic viewpoint, schemata are mental 
structures that contain the essential aspects of our 
knowledge of a particular concept or activity. They 
have been likened to scripts (Rumelhart, 1980; 
Schank & Abelson, 1975), theories (Rumelhart, 
1980), programmed computer procedures (sub­
routines) (Rumelhart, 1980), and parsers 
(Rumelhart, 1980). Rume1hart (1980) argues that 
schemata have the following features: 

I. Schemata have variables. 2. schemata can embed in each 
other, 3. schemata can represent knowledge at all levels of 
abstraction, 4. schemata represent knowledge rather than defi­
nitions. 5. schemata are active processes, and 6. schemata are 
recognition devices whose processing is aimed at tbe evaluation 
of the goodness of fit of the data being processed. (\980, pp. 
40-4\) 

Andre (1984a, b, 1986) has argued that schemata 
contain a recognition component that determines if 
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they apply to particular input, a set of labeled con­
nections to other schemata in memory, and a pro­
duction component that carries out the activity of 
the schemata. The production component can be as 
simple as a naming function (e.g., input X is a 
dog) or it can be a complex series of activities 
(e.g., solving a quadratic equation). Our knowl­
edge store consists of a network of more general to 
more specific schemata. 

The schema-theoretic viewpoint proposed by 
Adams and Collins can serve as a general the­
oretical umbrella under which most current cog­
nitive models of comprehension are nested. The 
schema-theoretic viewpoint contains several fun­
damental assumptions about comprehension. First 
of all, Adams and Collins assume that spoken or 
written language does not carry meaning. Rather, 
language consists of a set of instructions that lead 
the reader /listener to construct particular meanings 
based upon the reader/listener's previously stored 
schemata (knowledge). The construction of the 
message is guided by the principle that all of the 
input language must be "accounted for" or 
"mapped against some schema, and all aspects of 
that schema must be compatible with the input." 
(Adams & Collins, 1977; p. 8). Processing is both 
bottom-up and top-down as in the Rumelhart-Mc­
Clelland and Kintsch-van Dijk models. The com­
prehension system is also bounded by the fact that 
the reader has a central limited capacity processor, 
is goal directed (has a motivational system) and 
has an executive or operating system schema that 
allocates limited processing resources to various 
tasks depending upon motivational constraints. 

Schemata have at least 6 major functions in 
reading comprehension and learning (R. C. Ander­
son, 1984; Anderson & Pearson, 1985; Bransford, 
1984). Schemata: 

1. Provide ideational scaffolding for assimilat-
ing text information 

2. Facilitate selective allocation of attention 
3. Enable inferential elaboration 
4. Allow orderly searches of memory 
5. Facilitate editing and summarizing 
6. Permit inferential reconstruction (Ander­

son, 1984; p. 248) 

In operation, the schema-theoretic view works 
similarly to the Rumelhart-McCleIland and 
Kintsch-van Dijk models. The reader begins to 
read text with particular schemata activated by the 
context and expectations. These schemata exist at 

the orthographic, phonological, syntactic, seman­
tic, and world knowledge levels. As the reader 
begins to process text, schemata at various levels 
are partially activated as components are detected. 
The activation of the schemata serves to guide fur­
ther processing as components consistent with 
schemata are searched for. As ideas are identified, 
they are fit into their "slots" in the schemata (ide­
ational scaffolding). The message does not contain 
all the ideas that are part of the reader's com­
prehension. The message is fleshed out through 
elaborative inferences based on the reader's exist­
ing knowledge. Schemata produce this inferential 
elaboration by including details that are part of the 
reader's world knowledge, but may not be in­
cluded in the communication. For example, in a 
story involving getting objects from a grocery 
store, the reader is likely to infer unmentioned de­
tails such as cash registers, conveyer belt counters, 
and sackers. In addition to content-specific sche­
mata, readers also employ knowledge about lan­
guage and how to comprehend in the process of 
comprehension. Such knowledge has been referred 
to as metacognitive or comprehension monitoring 
schemata. The role of metacognition in com­
prehension is discussed later. 

Empirical Support for the Schema­
Theoretic View 

Many studies provide support for the general 
schema-theoretic model. R. C. Anderson et af. 
(1976) studied the elaborative inferencing process 
that they called instantiation and demonstrated that 
readers transform general terms in a text into a 
more specific instantiation on the basis of general 
schemata applied to the text. The woman was out­
standing in the theater is transformed into the 
"actress was outstanding in the theater." The 
more specific instantiation (actress) serves as a bet­
ter retrieval cue for the predicate than the actually 
presented term (woman). 

When readers have schemata to apply to a text, 
they are more likely to understand and remember 
the text, to recall and/or misremember details con­
sistent with the applied schemata (Anderson & 
Pichert, 1978; R. C. Anderson & Shifrin; 1980; R. 
C. Anderson et al., 1984; Bransford & Franks, 
1971; Bransford & Johnson, 1972; Bransford, Bar­
clay, & Franks 1972; Dooling & Lachman, 1971; 
Pichert & Anderson, 1977; Reynolds, Schwartz, & 
Esposito, 1982; Spiro, 1977, 1980; Vosniadou & 
Ortony, 1983). For example, Steffensen, Joag-
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Dev, and Anderson (1979) had Asian Indian and 
American students read letters about an American 
and an Indian marriage. The presumption was that 
the students would have different marriage sche­
mata based on their different cultures. Consistent 
with a schema-theoretic view, in recalls of the let­
ters the students took less time to read passages 
consistent with their schema, made misinterpreta­
tions of the other culture's wedding that were con­
sistent with their own culture's schema, and made 
more elaborations with their own culture's letter. 
Additional research consistent with the schema­
theoretic perspective is discussed in the following. 

Dimensions of Comprehension Models 

The schema-theoretic perspective is best viewed 
not as a specific model of reading comprehension, 
but as a set of constraining features of a class of 
models. Models that fit into the schema-theoretic 
perspective will emphasize the interaction of top­
down and bottom-up processing and the role of 
previous knowledge in determining comprehen­
sion of text. It is beyond the scope of this chapter 
to provide an intensive review of such models. 
However, De Beaugrande (1981) has provided a 
description of 16 dimensions along which various 
models of reading vary. His dimensions are useful 
in that they help to provide a basis for comparison 
of models and for understanding features of partic­
ular models. De Beaugrande's dimensions include: 

1. Processor Contributions. This is the top­
down/bottom-up dimension. In top-down models, 
the processor contributes much to the comprehen­
sion processes. In bottom-up models, the pro­
cessor contributes little. In interactive models, 
both types of processing occur. 

2. Memory Storage. To the extent that com­
prehension is reflected in retention, what is the 
nature of the reading-memory interaction? Based 
on Royer (1977), De Beaugrande argued that the 
three main viewpoints are that memory contains 
only abstracted features of the text (abstractive ap­
proach); that the memory trace is based on an inte­
gration of previous knowledge and new informa­
tion (the constructive approach); and that the 
memory trace is reprocessed and reorganized after 
the new information is stored (reconstructive 
approach). 

3. Utilization. The extent to which a processor 
analyzes presented materials. In some models, the 
processor pays minimal attention to input. In oth­
ers, input information is exhaustively analyzed. 

4. Automatization. This is the degree to which 
automatic (nonattention or nonresource demand­
ing, Shiffrin & Schneider, 1977) processes are 
used in the model and the extent to which con­
scious control can operate on proposed automatic 
processes. 

5. Decomposition. This is the extent to which 
the model breaks down text elements into 
"primitives. " 

6. Processing depth. Models differ in the extent 
to which variations in processing task influence 
comprehension and retention. 

7. Scale. This refers to the extent to which the 
model processes for comprehension only within a 
local context (understand a word or sentence) or 
the extent to which comprehension involves the 
formation of summary or gist statements that cut 
across sentence boundaries. 

8. Power. Power is the extent to which the 
model's processes can apply to a variety of situa­
tions and occurrences. 

9. Modularity versus interaction. This dimen­
sion refers to the extent to which each level of 
language is processed separately (phonemes pro­
cessed before graphemes, syntax before semantics) 
or the extent to which these processes are inte­
grated and exchange information. 

10. Serial versus Parallel Processing. In serial 
processing, each step in an operation is completed 
before the next is begun. In parallel processing, 
operations can occur in parallel. Although it seems 
likely that human processing occurs in parallel, the 
issue is difficult to resolve. Models vary in the 
extent to which they involve parallel or serial 
processing. 

11. Freedom. This dimension refers to the ex­
tent to which the features of the model are change­
able to account for individual and situational 
differences. 

12. Openness versus Closedness. Is the model 
limited to dealing only with the issues it was de­
signed to handle or can it easily be modified with­
out changing the fundamental features of the 
model? 

13. Logical versus Procedural Adequacy. Log­
ical adequacy is the ability of a model to handle 
difficulties and obstacles without breaking down. 
Logical adequacy refers to the ability to handle 
constraints of logic; procedural adequacy is the 
ability to handle actual human operations. These 
two adequacies may take different priorities for 
different model designers. 

14. Learning. This dimension refers to the abil-
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ity of the model to change its behavior as it deals 
with a new task. 

15. Typology of Materials. This refers to the 
ability of the model to handle different types of 
materials, such as narrative or expository prose. 
Models differ in their ability to adapt to different 
types of material. 

16. Status of Programming. This criterion in­
volves the extent to which the model is actualized 
as a computer program. Designers vary in the ex­
tent to which they rely on computer programming 
as a way of precisely specifying models. 

These dimensions are conceptually distinct, but 
may be correlated in actual proposed models. For 
example, the modularity-interactive distinction 
seems to be correlated with the processor contribu­
tion dimension. Models that emphasize a heavy 
processor contribution (much top-down process­
ing) tend to be interactive, not modular. However, 
this is not a necessary feature of such models. 

De Beaugrande discusses how these dimensions 
apply to several models. Most of the more recent 
psychological models adopt an interactive position 
with a heavy component of top-down processing 
involved in comprehension. Most hold that memo­
ry storage of read material can involve constructive 
and reconstructive processes. Most involve at least 
some interaction between processes and most 
strive for procedural adequacy. These positions 
represent a current consensus among cognitive sci­
entists about the general nature of reading com­
prehension models. Within this consensus, models 
vary in the way in which they specifically accom­
plish particular tasks. Although the "ultimate" 
model is not yet available, the theorizing/model 
building activity has already yielded important im­
plications for the analysis of reading difficulties 
and reading instruction. Some of these implica­
tions are discussed below. 

Issues in Reading Comprehension 
Research 

As the previous discussion has indicated, the 
schema-theoretic perspective offers a overarching 
umbrella for research and conceptualizations about 
reading comprehension. According to the schema­
theoretic view, two types of schemata are involved 
in the reading comprehension process; these were 
termed content schemata and process schemata. 
Content schemata involve the schemata invoked 

by linguistic terms and phrases. Thus content sche­
mata include the schemata that represent particular 
words as well as more inclusive schemata such as 
story scripts. Process schemata involve the sche­
mata that represent the rules of linguistic process­
ing. Process schemata include syntactical and se­
mantic combinatorial rules or processes and 
metacognitive/stragetic rules and processes. In this 
section, I examine some currently active areas of 
reading comprehension research that involve as­
pects of the role of schemata in the comprehension 
process. The inclusion of areas of research is based 
on several factors. One is my view that the area is 
related to the schema-theoretic prespective. That 
view is mine and is not necessarily shared by all 
active researchers in the area. A second factor was 
my impression that the area is currently active and 
productive; this factor involves a judgment that 
discussion of the area was necessary to complete 
the overview this chapter represents and that the 
discussion would be of general interest to educa­
tional psychologists. Four broad areas are dis­
cussed: (a) the role of syntactical schemata in com­
prehension, (b) the problem and role of metaphor 
in comprehension, (c) the role of elaboration in 
facilitating comprehension, and (d) the role of met­
acognitive factors in comprehension. The purpose 
of the discussion is to provide the reader with a 
sense of the nature of current research in the area 
and to indicate how the research relates to the sche­
ma-theorectic perspective. One important area is 
not discussed: research on letter/word recognition. 
This area was discussed at some length in the dis­
cussion of Rumelhart's and Gough's models 
above. 

Syntactical Factors in Comprehension 

Basic Findings. Syntactical processes con­
trast with semantic processes in that the former are 
concerned with the rules by which surface com­
binations of words can be formed or parsed to 
communicate or apprehend ideas or propositions 
whereas semantic processes deal with the permissi­
ble relationships among concepts or propositions 
and their relationship to knowledge in general. Ac­
cording to the schema-theorectic perspective, 
knowledge of syntactical rules is represented by a 
set of schemata that are activated by particular lin­
guistic constructions. Knowledge of syntax is of 
obvious importance in an understanding of com­
prehension; it is the use of syntactical schemata 
that permits us to comprehend the equivalence be-
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tween active and passive voice constructions, for 
example. 

Syntax has been studied from a linguistic or a 
psychological perspective. Although there is no in­
herent reason why these traditions are different, 
the current American linguistic perspective at­
tempts to provide a description of the rules of lan­
guage relying on "purely" linguistic factors (lin­
guistic competence) without much concern for 
psychological factors that may also contribute to 
actual linguistic performance (Morgan & Sellner, 
1980). Psychologists (and artificial intelligence 
researchers) typically have been more concerned 
with developing models that reflect linguistic per­
formance. When syntax is studied by linguists, 
what emerges are theories that describe the rules 
that determine the well-formedness of sentences 
and discourse, but which are typically insufficient 
to account for behavior. When psychologists study 
syntax, what emerges are models that describe the 
language behavior of language users in typical or 
prescribed situations. Such models may lack sen­
sitivity to the subtleties of contemporary linguistic 
distinctions. 

Initial linguistic theories of syntax emphasized 
the analysis of surface structure of sentences into 
components on the basis of phrase-structure gram­
mars (Huggins & Adams; 1980). Theories based 
only on surface structure features proved inade­
quate because they could not distinguish between 
sentences that had identical surface structures but 
different underlying patterns of meaning. 
Chomsky (1957, 1965) proposed a transforma­
tional generative grammar in which linguistic com­
munications produced by a speaker/writer 
emerged from a pattern of underlying "deep" 
propositions that were changed into a surface 
structure through the application of a series of 
transformational rules. A listener/reader applied 
similar transformational rules in reverse to ascer­
tain the communicative intent. From a linguistic 
perspective, the transformational grammars were 
successful in accounting for much of English syn­
tax (Huggins & Adams, 1980). 

A number of empirical studies demonstrate that 
syntactical factors influence perception and reten­
tion of sentences. For example, it is generally the 
case that the greater the number of transformations 
a surface sentence must undergo to be parsed into 
deep structure, the more difficult the sentence is to 
understand and verify (McMahon, 1963; Miller, 
1962), although for particular kinds of deletion 
transformations, the reverse is true (Fodor & Gar-

rett, 1966). The syntactical breakdown of sen­
tences into clauses seems to have a psychological 
reality. For example, Martin (1970) found that 
subjects' intuitive organization of sentence compo­
nents parallel clause breaks. When subjects are 
asked to judge the position of clicks heard while 
simultaneously listening to a sentence, the clicks 
tend to migrate to clause boundaries (Garrett, Bev­
er, & Fodor, 1966). The underlying deep structure 
as opposed to the surface structure seems to deter­
mine where clicks are mislocated (Bever, Lackner, 
& Kirk, 1969). The occurrence of a clause bound­
ary seems to signal the transformation of the sur­
face structure of the clause into underlying mean­
ing (Jarvella, 1971; Kleinman, 1975). 

Syntax across Sentences. Syntactical factors 
also play a role in comprehension across sen­
tences. Understanding of language requires that 
meanings be coordinated across sentence bound­
aries. One set of syntactical rules that must be 
acquired is that involved in the comprehension of 
anaphoric references. Anaphora refers to pro­
nouns, some definite nouns, and other linguistic 
structures that involve reference from one "idea" 
in one sentence to a second sentence. For example, 
consider the following sentence pairs: 

A. The boy holding the stick attacked the girl. 
He hit her with it. 

B. Fred can program Apple computers in as­
sembly language. Will can too. 

C. The two lO-year-old boys went fishing. The 
boat tipped over and the rods were lost. 

In each of these sentence pairs, something in the 
second sentence refers to an entity in the first sen­
tence. Comprehension of the second sentence must 
involve being able to connect the element in the 
second sentence with the appropriate entity in the 
first sentence. For example, in pair A, there are 
three anaphoric references involving the three pro­
nouns. In pair B, there is an unstated referent 
called an ellipsed verb phrase. The "entity" that 
Will can do is "program Apple computers." The 
boat in pair C is a definite noun phrase that re­
quires an anaphoric referent to "the boat the boys 
went fishing in. " This latter referent must be infer­
red in order to understand the two sentences. When 
the text implicitly or explicitly provides cues to the 
referent, comprehension is facilitated (Sanford & 
Garrod, 1981). 

The issue of anaphoric reference is a critical one 
for an adequate theory of comprehension. Webber 
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(1980) demonstrated that anaphoric reference in 
English (and presumably other languages) is a 
complex process involving reference to many dif­
ferent types of referents and that the ability to un­
derstand anaphoric referents requires "complex 
cognitive abilities on the part of any under­
stander." Anaphoric references in spoken or writ­
ten language occur in a variety of relatively simple 
and more complex multisentence linguistic ex­
pressions. Such situations include "pronouns, pro­
verbs, some definite noun phrases, and ellipses" 
(Webber, 1980, p 141). An important task is to 
describe the linguistic situations that permit anaph­
oric reference and the rules (schemata) readers use 
to understand anaphoric reference. This task is far 
from complete. 

Given that the ability to understand anaphoric 
references involves the acquisition of complex lin­
guistic skills, a reasonable prediction is that ac­
quisition of such skills would develop slowly as 
children mature in language competence. This ex­
pectation is confirmed by available research, the 
ability to understand anaphora increases with age 
(Bormuth, Manning, Carr, & Pearson, 1970; 
Chipman & de Dardel, 1974; Lesgold, 1974; 
Rickek, 1976-1977; Tanz 1977). Unfortunately, 
this research may have been based on an in­
complete conception of anaphora. The researchers 
seem to have assumed that the referent for anaph­
oric reference was another explicit text element. 
Webber (1980) has argued that this assumption 
was mistaken. In particular, she argues that anaph­
oric reference is not to specific text elements but to 
underlying meaning referents. She argues further 
that there are two basic classes of anaphoric refer­
ence, one based on syntactical considerations and 
one based on semantic considerations. This is sim­
ilar to a distinction made by Sanford and Garrod 
(1982) between text-based and situation-based 
anaphora. With respect to the development of 
anaphoric comprehension, Webber argues that the 
available research "does not permit us to determine 
if children initially "understand" anaphora by ref­
erence to explicit text elements and later shift to 
understanding by reference to underlying discourse 
structures. 

The problem of reference is an important one in 
a model of text comprehension. Although some 
forms ofreferences are signaled by syntactic cues, 
it seems likely that, as Webber suggests, a com­
plete solution of reference must also make use of 
schemata in long-term memory to resolve refer­
ence (this is called pragmatics by linguists, see 

Morgan & Green, 1980, for a discussion). For ex­
ample, the connections in the previous example 
between boat and rods in Example C seem to be 
based on a fishing schema. How the ability to un­
derstand anaphoric reference develops, what are 
the nature of the schemata involved in anaphoric 
reference, and how can the development of these 
schemata be best facilitated in educational situa­
tions are issues that have not been examined deep­
ly by educational psychologists involved in read­
ing comprehension. Explorations of these issues 
represent an important direction for future 
research. 

Metaphor and Comprehension 

One central issue in comprehension and in theo­
ries/models of comprehension is that of metaphor. 
The problem with metaphors is that they use con­
cepts in a non literal sense. This same problem oc­
curs in other rhetorical devices, such as nonliteral 
similes and analogies, and I will not try to deal 
with the distinctions between these terms. Roughly 
speaking, a simile is a comparison with a stated 
"like" or "as" (Your beauty is like a flower); a 
metaphor is an attribution of the sum of properties 
of one entity to another in a nonobvious or non­
typical way (The tires formed castle walls in the 
snow); and an analogy is a comparison between 
relationships (Night is to day as death is to birth). I 
will use the term metaphor as a generic term to 
cover all such devices in this discussion. The fun­
damental comprehension issue with metaphor is 
determining how a concept, when used in a non­
typical sense, can be understood (Ortony, 1980). 

Ortony (1980) described three classes of theo­
ries about metaphors. The substitution view is that 
metaphors are dispensible literary devices. The 
comparison view is that a metaphor is an implied 
comparison and that an obvious similarity between 
the compared terms must be available if the meta­
phor is to be understood. The interactive view is 
that the interaction of terms in the metaphor pro­
duces a new concept. Ortony finds each of these 
views inadequate on grounds that are too complex 
to discuss here. He has, however, (1979) proposed 
a theory of the understanding of metaphor that was 
based on a modification of Tversky's model of 
similarity. Basically, the theory holds that each of 
the entities compared in a metaphor have a set of 
characteristics that are more or less salient in the 
context in which they are presented. 

In my view, these characteristics can be under-
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stood as components of the schemata invoked by 
the tenns of the metaphor. For example, in this 
metaphor, books are horses for children's intel­
ligence, each of the substance words invokes a 
schema, which have particular default charac­
teristics, Ortony argues that when the same charac­
teristics of both entities are salient, a literal and not 
a metaphorical similarity statement has been made 
(A bicycle tire is like a motorcycle tire.), When the 
salient characteristics of the second tenn are low 
salient characteristics of the first tenn, a meta­
phorical similarity statement is made. (This could 
be a simile, metaphor, or an analogy, depending 
on its rhetorical fonn, e.g., A harmonious class is 
a symphony. Her hair was a well tended lawn.) 
When the compared tenns do not match except on 
low salient characteristics of both, an anomolous 
or ineffective metaphor is created, (e.g., Children 
are like picture frames.) An interesting case is 
when high salient characteristics of the first tenn 
match low salient characteristics of the second 
tenn, in such cases dull and ineffective metaphors 
are created. Ortony (1979) uses this example: 
Sleeping pills are like sermons (p. 165). This is a 
much less effective metaphorical statement than 
the reversed Sermons are like sleeping pills, al­
though the latter is now hackneyed. I think Or­
tony's model can be better understood if it is de­
scribed from the perspective of schema theory. 
Recall that a schema is an entity that actively 
searches for elements in our perceptual input 
stream that will activate the schema. A metaphor 
can be considered to be an instruction to a com­
prehender to activate a particular schema and use it 
to process a particular set of input characteristics 
when that schema would not nonnally be used. For 
example, my earlier horse metaphor can be in­
terpreted as an instruction to use the horse schema 
to process the book and intelligence schemata. To 
carry out the instruction, the reader would have to 
ask, how can the elements (characteristics) of the 
intelligence and books schemata be made to fit into 
slots of the horse schemata. 

Ortony (1979) went on to describe the factors 
that contribute to the salience of entity charac­
teristics. These details are too complex for the 
space available here. However, Ortony's model 
provides an interesting approach to the problem of 
understanding metaphors. Some support for the 
model was provided in a study by Baldwin, Luce, 
and Readence (1982). They found that fifth gra­
ders' ability to comprehend metaphors were 
strongly correlated with the ability to identify sali-

ent characteristics of the component tenns. Provid­
ing students with attribute cuing facilitated under­
standing. Considerably more substantiation is 
needed, but Ortony's model does provide an ac­
count subject to empirical verification. 

Research on the understanding of metaphors has 
developed along three separate lines. One line of 
research has examined the development of meta­
phorical understanding. A second line of research 
has examined metaphorical understanding in 
adults. A third line of research has examined the 
use of metaphors in improving educational 
communications. 

Developmental Research on Metaphor. 
Developmental research on metaphors has exam­
ined the ability of children of different ages to use 
and explain metaphors. An excellent review of the 
research is provided in Ortony, Reynolds, and 
Arter (1978). In general, the research indicates that 
the ability to understand metaphors increases with 
age (Asch & Nerlove, 1960; Billow, 1975; Demor­
est, Silberstein, Gardner, & Winner, 1983). How­
ever, Ortony, Reynolds, et al. (1978) point out 
that the research confounds other types of knowl­
edge (vocabulary world knowledge) that increase 
with age with metaphorical ability. Hence, the per­
fonnance differences among ages may be at­
tributed to factors besides metaphorical ability. 
Some evidence that children can process meta­
phors at young ages is provided by a study by 
Gentner (1977) that asked children aged 4 to 5 and 
college students to map elements of faces onto in­
animate objects, a task that is metaphorical in 
nature. Both the children and the college students 
did well with the task and Gentner concluded that 
metaphorical ability is available to young children. 
Similarly, Vosniadou and Ortony (1983) found ev­
idence for rudimentory metaphoric ability in 4-
year-olds. Similar conclusions using a different 
paradigm were provided by Honeck, Sowry, and 
Voegtle (1978). Whatever the age that children can 
comprehend some fonns of metaphors, it seems 
clear that there is growth in the ability to com­
prehend metaphors with age. Using a paradigm 
that answers many of Ortony's criticisms, Nip­
pold, Leonard, and Kall (1984) found that 9-year­
olds understood metaphors better than 7-year-olds 
even when the underlying key words and semantic 
features of the concepts were known to the stu­
dents. Finally, when children are given fonnal in­
struction in metaphor use, their ability to use and 
understand metaphorical language increases 
(Home, 1966; Pollio & Pollio, 1974). 
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Adult Studies of Metaphor Comprehen­
sion. Verbrugge and McCarrell (1977) applied 
the notion of encoding specificity to a model of 
metaphor comprehension. They argued that a met­
aphor is understood when the reader infers the un­
expressed connection between the topic and the 
comparative term. If that is the case, the encoding 
specificity principle suggests that a statement of 
the connection should be a good retrieval cue for 
the original sentences. This hypothesis was sup­
ported and demonstrated to provide a more suffi­
cient explanation of the findings than three alter­
native competing hypotheses. Ortony, Reynolds, 
et al., (1978) however suggested that the Ver­
brugge and McCarrall study supported three major 
conclusions. Adults easily and consistently com­
prehend metaphors. Metaphor comprehension in­
volved an implicit comparison between the topic 
and the comparative term, and comprehension of 
the metaphor emphasizes particular attributes of 
the topic at the expense of other attributes. 

Osborn and Ehninger (cited in Reinsch, 1971) 
suggested that metaphorical processing occurs in 
three stages: error, puzzlement-recoil, and resolu­
tion. The error stage occurs when readers attempt 
to understand a metaphorical statement literally. 
The inability to produce literal comprehension then 
produces puzzlement, and reprocessing in a non­
literal way leads to resolution. These three stages 
seem to suggest that literal processing of meta­
phors occurs before an attempt to process meta­
phorically occurs. Brewer, Harris, and Brewer 
(cited in Ortony, Reynolds, 1978 et al.) proposed 
and tested a similar model. Their data supported 
the notion that literal processing is attempted be­
fore metaphorical processing. 

Conflicting evidence however, was presented by 
Glucksberg, Gildea, and Bookin (1982). In their 
study, students were presented with literally false 
statements that could either be metaphorically true 
or false (e.g., Administrators are plumbers. Wa­
termelons are yellow paint). The first could be 
metaphorically true; both administrators and 
plumbers could be considered to deal with unsavo­
ry tasks. The latter does not seem to me to have a 
compelling metaphorical interpretation. 
Glucksberg et al. reasoned that if literal interpreta­
tion is first attempted subjects should be able to 
state equally quickly that both metaphorically true 
and metaphorically false statements are literally 
false. Reactions times, however, were longer for 
metaphorically true statements. Glucksberg et al. 
argued these results implied simultaneous process-

ing of both metaphorical and literal meaning. Re­
sults supporting that notion were also presented by 
Ortony, Schallert, Reynolds, and Antos (1978). 
Their data suggested that the order of processing 
may be dependent on the context in which meta­
phors are presented. In their study, when a suffi­
ciently detailed context was presented permitting 
the evocation of a schema that would account for 
the metaphor, time to comprehend the meta­
phorical statement was equivalent to the time to 
comprehend a literal statement. When an insuffi­
ciently detailed context was presented, meta­
phorical statements took longer to comprehend. In 
a related fashion, Gildea and Glucksberg (1983) 
examined the role of three types of context on the 
comprehension of metaphors. All three types of 
context facilitated comprehension compared to no 
context. The authors suggested that the results sup­
ported a notion that both literal and nonliteral un­
derstanding involves the automatic use of general 
discourse-processing strategies. Finally, Pollio, 
Fabrizi, Sills, and Smith (1984), using a sentence 
coding task in which subjects coded sentences in 
one of several categories, found that metaphoric 
comprehension did not take longer than literal 
comprehension. 

The results of research on children and adults 
suggest that understanding of metaphor is a typical 
linguistic task that develops as children grow in 
linguistic competence. Ortony (1975, 1976) has 
argued that metaphor represents a basic means by 
which humans understand. If this is true and if the 
schema-theoretic view of metaphorical under­
standing has some validity, then the issue of meta­
phor is a critical one for educational psychologists 
interested in the role of comprehension in instruc­
tion. Stated in schematic-theoretic terms, the basic 
proposition I am arguing is that much of human 
understanding consists of processing the elements 
of one situation through the constraints of a second 
known schemata. When the first situation is a 
known schema, the comparison of schemata is a 
typical linguistic metaphor. When the first situa­
tion is a relatively new experience for the indi­
vidual then the processing the new experience 
through the known schema provides a means of 
understanding the new experience. There are two 
cases of interest. First, if the new experience fits 
the known schema very well, then what occurs is 
recognition of an example of a concept. (e.g., this 
new perceptual experience is a cow; by denying 
me access to the information my boss treated me 
unfairly; The known schema in each sentence is 
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italicized). Second, if the new experience fits the 
known schema only partially well, so that there are 
significant descrepancies in the goodness of fit, 
then the metaphorical processing leads to the de­
velopment of an initial representation of the new 
experience. This initial representation can be mod­
ified and developed with subsequent experience 
into a new schema. 

This latter point suggests that one way new 
schemata develop is by an initial metaphorical rep­
resentation based on a previously acquired sche­
ma. It should be noted that this conceptualization 
is very similar to Piagetian notions of the growth of 
schemata based on assimilation, accomodation, 
and elaboration, and also to Ausubel's ideas about 
comparative organizers. One implication of this 
conceptualization is that the provision of metaphor 
or other figurative language within instructional 
materials and communications may facilitate ac­
quisition of new schemata. This position has been 
argued by several researchers and some empirical 
research supports this hypothesis. This research is 
discussed in the following section. 

Metaphor and The Facilitation of 
Learning 

As noted earlier, Ortony (1980) has argued that 
metaphorical language plays an important role in 
learning and discovery. In support, he mentioned 
anecdotal evidence collected by Hadamard (1949) 
that supports the role of metaphor in scientific dis­
covery. Further, several recent empirical studies 
have supported the importance of metaphors in 
communicating new ideas. For example, Mayer 
(1975) found that providing analogical models for 
computer programming functions facilitated the 
learning of programming by low ability students. 
Later, Mayer (1980) taught students a file-manage­
ment computer language employing either meta­
phorical or nonmetaphorical instruction. Students 
who received metaphorical instruction that com­
pared the operations in the language of typical of­
fice functions were better able to solve new prob­
lems in the language. Similarly, Royer and Cable 
(1975), Royer and Perkins (1977) and Perkins 
(1978) demonstrated that having students read a 
concrete analogical passage prior to reading an ab­
stract text facilitated learning of the abstract mate­
rial. In a related study, Arter (1976, cited in Or­
tony, 1980) had students read a passage about 
Bigfoot. Half the students read a passage contain­
ing metaphorical descriptions; half read a passage 

contammg parallel literal descriptions. Students 
who received the metaphorical version learned 
more. Similarly, Pearson, Raphael, Te Paske and 
Hyser (1979) found that children were better able 
to remember metaphorical descriptions than their 
literal equivalents. Likewise, Reynolds and 
Schwartz (1983) found that gist recall of passages 
containing metaphorical conclusion statements 
was superior to gist recall of the same passages 
containing literal concluding statements. A similar 
result is reported by Reynolds (1985, personal 
communication). In that latter study, gist, but not 
verbatim, recall of passages was facilitated by met­
aphor summary statements. All of these findings 
are consistent with the schema-theoretic concep­
tualization of metaphor I presented earlier. 

Reading Comprehension and Elaboration 

The level- or depth-of-processing hypothesis 
proposed by Craik and Lockhart (1972) and Jacoby 
and Craik (1979) has been extended to the learning 
and comprehension of prose. Originally developed 
in the context of word-list studies, the hypothesis 
was an alternative to multiple memory structure 
models, such as Atkinson and Shiffren's (1968), 
and basically held that verbal input could be ana­
lyzed at any of several levels ranging from basic 
low-level perceptual features to high-level con­
struction of a mental representation of semantic 
meaning. The memorability of input increased as it 
was processed to a greater depth (or higher level). 

Because text is composed of words and similarly 
contains many levels that may be analyzed, 
orthographic, phonemic, syntactic, semantic, and 
schematic, etc., it seems clear that a depth-of-pro­
cessing model could be developed for text as well 
as for word-list studies. A number of authors (J. R. 
Anderson & Reder, 1979; R. C. Anderson, 1972; 
Reder, 1980; Schallert, 1976) have proposed such 
extensions and have argued that the degree to 
which readers relate information presented in text 
to information existing in memory and draw in­
ferences on the material influences the comprehen­
sion and memorability of the presented informa­
tion. Such models of text learning have been called 
elaboration models. 

Although these views developed somewhat in­
dependently, in my view there are strong parallels 
between elaboration models and the schema-the­
oretic view of reading. Both views assume that text 
is processed at a variety of levels; importantly, 
both views argue that information already existing 
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in the reader's memory is used to understand and 
draw inferences from the information presented in 
text; and the two views have generated some sim­
ilar research studies. Theorists from the two per­
spectives have referenced similar studies (compare 
the references in Reder, 1980, and Anderson & 
Pearson, 1985). Finally, Reder (1980) called her 
final model a script-elaboration model and docu­
mented its relationship to schema-theoretic con­
ceptions. My point is that elaboration models fit 
within the general perspective that I have called the 
schema-theoretic view. In this section, I discuss 
some of the research carried out from the elabora­
tion perspective. I have two purposes in this dis­
cussion. First, this chapter attempts to provide an 
overview of some currently active areas of re­
search in reading comprehension; the elaboration 
research represents an important tradition within 
that area. Second, because of the strong sim­
ilarities between the elaboration and schema-the­
orectic views, I believe that research consistent 
with the elaboration view is also consistent with 
the schema-theorectic perspective. 

Empirical Support for the Elaboration Per­
spective. Numerous studies support the elabora­
tion position. For example, Schallert (1976) had 
subjects read ambiguous passages in either a con­
text that biased a particular interpretation or did 
not. Subjects were led to process at either a low 
level, by counting four letter words, or at a seman­
tic level by rating the degree of ambiguity. Analy­
sis of recall indicated that subjects who received a 
disambiguating context and processed at a deep 
level were more likely to recall details consistent 
with the context. Brown, Smiley, Day, Townsend, 
and Lawton (1977) reported similar results. Chil­
dren at several grade levels read a passage about a 
primitive tribe that was said to be either Eskimos 
or desert dwellers. Later, the children read a sec­
ond passage about a boy in the tribe; recalls indi­
cated that intepretations of ambiguous sentences 
and intrusions were consistent with the biasing in­
terpretation. Older children displayed the elab­
orative effect more strongly. Reder (1979) demon­
strated that the speed of judging the plausibility of 
statements related to a story that had been read was 
related to the number of elaborations made. 
Wagner and Rohwer (1981) similarly reported a 
developmental trend in inferential elaboration. In 
that study, preadolescents displayed less elabora­
tion than did late adolescents, but only when the 
text did not explicitly support inferential elabora­
tion. When statements were added to the text to 

make the required inferences more explicit, the 
differences between the groups were reduced be­
cause the younger students were now able to make 
many of the elaborations. 

The similarity of these findings to the results of 
studies of perspective taking on a story or passage 
should be noted. The reader will recall that the 
theme or perspective taken by a reader influences 
the details that the reader recalls from a story 
(Pichert & Anderson, 1977). It is a reasonable con­
tention that the elaborations made by the reader as 
he or she attempts to comprehend the text are influ­
enced by the general perspective taken. R. C. An­
derson, Pichert, and Shirey (1983) propose this 
basic conclusion from research on story perspec­
tives; "First, readers make inferences consistent 
with their schemata. Second, they recall more text 
information important to their schemata." (R. C. 
Anderson et al .. 1983, p 271). These authors go on 
to demonstrate that a perspective introduced prior 
to reading a passage influences the encoding given 
to a passage. The conclusion seems clear that both 
the elaboration and schema-theoretic lines of re­
search provide very consistent and complementary 
results. 

Adjunct Questions, Elaboration, and Com­
prehension. If elaborative processing of mate­
rial facilitates its comprehension and retention, it is 
a natural instructional activity to attempt to influ­
ence students to make more effective elaborations. 
One line of research has focused on the role of 
leading students to engage in elaborative process­
ing by asking questions about the material or by 
directing students to engage in particular activities 
while reading. When students are asked factual 
questions about particular items of information in a 
passage, they are more likely to remember that 
information (R. C. Anderson & Biddle, 1975; An­
dre, 1979, in press; Rickards, 1979). This effect is 
well known and could be predicted from a variety 
of theoretical perspectives. 

More directly relevant to schema theory and the 
elaboration position are studies that have examined 
the effects of different levels of questions on learn­
ing and retention. For example, Andre (1981), An­
dre and Sola (1976), and Andre and Womack 
(I978) compared the effect of verbatim and para­
phrased instructional questions on a posttest re­
quiring encoding of the underlying meaning of 
passage propositions. The elaboration position 
would predict that paraphrased questions during 
instruction would be more effective because they 
would induce a greater depth of semantic encod-
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ing. As predicted, students who received adjunct 
questions performed better. The effects of para­
phrasing were also examined by Pio and Andre 
(1981). In that study, some groups of students 
were led to paraphrase highlighted statements in 
text whereas other groups did not paraphrase. The 
paraphrasing groups performed better on the post­
test. Similar findings were reported by Glover, 
Plake, Roberts, Zimmer, and Palmere (1981). In 
that study, students were led to paraphrase para­
graphs, make logical extension statements, study 
model statements, or define key words while read­
ing a passage. The students who paraphrased or 
made logical extension statements while studying 
recalled more ideas from the passage. Later 
Glover, Bruning, and Plake (1982) had college 
students read paragraphs containing scrambled or 
nonscrambled summary sentences. They argued 
that the scrambled summary sentences would lead 
to a more distinctive encoding that would enhance 
recall. This prediction was confirmed. In addition, 
subjects who paraphrased scrambled summary 
statements recalled both more idea units from the 
summary sentences and also more idea units from 
the paragraphs those statements summarized. Both 
of these results are consistent with the idea that 
activities that increase the elaborative processing 
of text will lead to better comprehension and re­
call. Glover, Plake, and Zimmer (1982) reported 
similar results. In a related study, Palmere, Ben­
ton, Glover, and Ronning (1983) had students read 
passages in which the main idea sentences were 
supported by zero to three supporting sentences. 
Across four experiments recall of the main idea 
sentences improved with the number of supporting 
details presented. In a fifth experiment, Palmere et 
ai. had students respond to zero to three adjunct 
questions about the supporting details. Recall of 
main ideas improved as more questions about sup­
porting details were answered. The requirement of 
answering questions seemed to increase the effec­
tiveness of having more supporting details. 

The role of adjunct questions in increasing elab­
orative processing and comprehension has also 
been examined in the context of studying the ac­
quisition of concepts from text. When students 
read text that contains new concepts, they are typ­
ically presented with a concept description and an 
example or two. It is a reasonable hypothesis that 
students asked to engage in the elaborative pro­
cessing necessary to recognize a new example of 
the concept will learn the concept better than stu­
dents who are merely asking questions that require 

simple factual recall. This use of adjunct questions 
has been tested in a variety of experiments. For 
example, Watts and Anderson (1971) reported that 
students given application adjunct questions were 
better able to use the concepts in a transfer situa­
tion than students given factual questions. Al­
though this manipUlation has produced somewhat 
inconsistent results (Andre, 1979; Andre, Mueller, 
Womack, Smid, & Tuttle, 1980), the inconsisten­
cies were probably related to variations in the pro­
cedural details of the studies. 

For example, Andre and Reiher (1983) sug­
gested that the delay between passage study and 
the criterion test may be related to the effect of 
adjunct application questions. In that study this 
hypothesis was confirmed. Adjunct application 
questions, as compared with adjunct factual ques­
tions, facilitated transfer to new applications of the 
same concepts only after a delay between passage 
study and test. With an immediate test, no dif­
ferences were found. 

Another procedural variation that may influence 
the results of adjunct questions studies is the 
number of questions asked. Most studies have used 
only one adjunct question per concept. Tennyson 
and Rothen (1977) found that several application 
questions per concept were needed in order to pro­
duce reliable transfer of the concept to new ap­
plications. Similarly, Mayer (1980) found that ad­
junct questions demanding elaboration and 
application facilitated the learning of programming 
skills. 

Recent studies of adjunct questions have em­
ployed the schema-theoretic view in the design of 
the questions. Pearson and Johnson (1978) pro­
posed a tripartite taxonomy of questions based on 
schema theory. Text explicit questions simply re­
quired repetition of information presented ex­
plicitly in the text. Text implicit questions required 
an inference from information presented in the 
text. Schema inference questions required the stu­
dents to relate text material to previous knowledge 
in a way that activated a schema for understanding 
the text. Several researchers have used the Pearson 
and Johnson model (or related models) to generate 
adjunct questions for research on reading com­
prehension and learning. Wixson (l983a), for ex­
ample, had fifth grade students answer either text 
explicit, text implicit, or schema inference ques­
tions while reading. After a week, subjects re­
called the experimental passages. Students who 
answered inference questions produced more prop­
ositions in their recall than students who answered 
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text explicit questions. Further, the nature of the 
recalls were different between the text implicit and 
schema inference groups. Schema inference stu­
dents produced more extrapassage propositions in 
their recalls; text implicit students produced more 
intrapassage connecting propositions. Similar re­
sults were also reported by Wixson (1983b, 1984) 
and Kormos (1983), who found that text implicit 
and schema inference adjunct questions led to 
more inference propositions in recall. In a follow­
up analysis, Kormos (1984) found that the type of 
adjunct question interacted with the type of story 
schema. The third graders found it easier to gener­
ate schema inferences with a story based on a con­
versational schema, but found it difficult to gener­
ate inferences based on a problem-solution 
schema. These results suggest that, as predicted by 
schema theory, students must possess the requisite 
schemata before questions based on those sche­
mata can be effective as instructional adjuncts to 
prompt appropriate elaborations and inferences. In 
another series of adjunct-questions studies based 
on the Pearson-Johnson taxonomy (summarized in 
Raphael, 1984), Raphael and her co-workers have 
demonstrataed that the ability to answer inference 
questions increases with grade level and with intel­
lectual ability. In addition, students can be trained 
to answer questions of the three types. The training 
effects of these studies are discussed more com­
pletely in the section below on comprehension 
instruction. I 

IThe value of the adjunct questions research for practical learn­
ing situations has been questioned (T. H. Anderson. 1980; 
Duchastel, 1983). The point of these criticisms is that the 
constraints of the typical adjunct questions research are not 
ecologically valid and cannot be extended to the classroom 
situation. Although I agree that adjunct questions research has 
used procedures that do not match those of some typical class· 
room, I am not sure that this fact invalidates the questions 
research. First of all, most of the adjunct questions research 
was not designed to be directly applicable to classrooms, but 
was designed to reveal processes that operate when students 
answer questions about material they have read. Extensions to 
the classroom would have to be based on the theoretical gener­
alizations that evolve, not on a mindless application of the 
research procedures employed. In addition, there are many 
educational situations that parallel important features of the 
adjunct questions research. For example, elementary school 
students receive a lesson and then complete workbook exer­
cises on it; high school or college students receive a lecture In 

math or biology and then complete a homework assignment on 
that lesson. I would expect that the adjunct questions research 
should be relevant in those situations. Although such research 
does not yet exist, I believe it offers a promising field for 
future research. 

Metacognitive Components of Reading 

Metacognition refers to the cognitive processes 
we employ to control our own cognitive processes. 
Metacognitive processes are conscious and involve 
choice. They contrast with more automatic cog­
nitive processes that seem to occur below our level 
of consciousness and operate without direct atten­
tion (Brown, 1980; Baker & Brown, 1985). As 
noted above, from the schema-theoretic perspec­
tive, metacognitive skills fall within the class of 
textual or text-processing schemata as opposed to 
the class of content schemata. Research on the role 
of metacognitive schemata in reading comprehen­
sion represents a very active and fruitful area of 
research. The sense of what is meant by metacog­
nitive schemata in reading comprehension is best 
gained by describing how they would operate in 
reading. 

For adults who are reading a relatively easy text, 
such as a novel, the cognitive processes involved 
in reading operate pretty much automatically. Such 
readers do not consciously try to construct the 
meaning of sentences, paragraphs, and the like, 
rather the novel's action flows relatively easily. 
Only if something unusual happened, for example, 
a printer's error that omitted part of a sentence, 
will the normal reading flow be interrupted. Then 
the reader will try to make sense out of the confus­
ing part. Brown (1980) and Woods (1980) refer to 
the normal reading state as the "automatic pilot 
state," to the unusual event that interferes with the 
normal flow as a "triggering event," and to at­
tempts to figure out what is wrong as a "debug­
ging state." The activities of the debugging state 
are metacognitive activities. Other metacognitive 
activities involve planning how to read the chapter 
and conscious reviewing and summarizing. Brown 
(1980) lists the following among metacognitive ac­
tivities involved in reading: 

I. Clarifying the purposes of reading, ... understanding 
the task demands 

2. Identifying the important aspects of the message 
3. Allocating attention so that concentration can be 

focused on major content. 
4. Monitoring ongoing activities to determine whether 

comprehension is occurring. 
5. Engaging in review and self-interrogations to determine 

whether goals are being achieved 
6. Taking corrective action when failures in comprehen­

sion are detected 
7. Recovering from disruptions and distractions-and 

many more deliberate, planful activities that render 
reading an efficient information-gathering activity. (p. 
456) 
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Items 5 to 7 are sometimes referred to as com­
prehension monitoring strategies. Comprehension 
monitoring involves ascertaining the status of 
one's understanding, detecting difficulties in com­
prehension, and carrying out activities to increase 
understanding when difficulties arise. Brown 
(1984) quotes some interesting examples of young 
readers' failure to engage in adequate monitoring. 

I stare real hard at the page, blink my eyes and then open 
them ... cross my fingers that it will be right here. (pointing 
to head) .... I read the first line of every paragraph. (Brown, 
1984, p. 3) 

There is considerable evidence that children 
have difficulty in carrying out metacognitive ac­
tivities/comprehension monitoring and that meta­
cognitive skills improve with development 
(Brown, 1975, 1978, 1980; Brown & Lawton, 
1977; Brown & Smiley, 1978; Brown, Campione, 
& Barclay, 1978). Many of the difficulties involve 
detection of inconsistencies or missing informa­
tion. For example, Markman (1975, 1977) found 
that children as old as sixth graders were unable to 
determine what was wrong with incomprehensible 
paragraphs without aid and to perceive difficulties 
with incomprehensible instructions for a game. In 
a related finding Robinson and Robinson (1976a, 
b) reported similar findings and indicated that 
young children often perceived the difficulty in 
comprehension to be their fault rather than the fault 
of the message even when the message was very 
confused. Patterson, O'Brien, Kister, Carter, and 
Kotinis (1981) also obtained similar results, but by 
videotaping the children, found nonverbal evi­
dence that the children reacted to weak commu­
nications. Similarly, Markman (1979) found that 
third, fifth, and sixth grade students had difficulty 
detecting both explicit and implicit inconsistencies 
in a series of short essays. Part but not all of the 
problem had to do with ability to recall the text. In 
a second study designed to minimize the influence 
of differential recall, Markman found that 6th gra­
ders but not 3rd graders, improved on detecting 
inconsistency. Markman and Gorin (1981) also 
found that 8- and IO-year-old students had diffi­
culty detecting errors in truth (external inconsisten­
cy) and in logic (internal inconsistency). However, 
errors in truth were easier to detect than were logic 
errors and IO-year-olds were influenced by sets to 
respond to one type of error or the other. Sen­
sitivity to inconsistency and other text difficulties 

also varies with ability-good readers are more 
sensitive to problems than are poor readers (Can­
ney & Winograd, 1979; Owings, Petersen, 
Bransford, Morris, & Stein, 1980). 

A number of other metacognitive skills develop 
with age. For example, young elementary school 
children have difficulty knowing what they already 
know and do not exhibit the tip-of-the-tongue phe­
nomenon until the middle school years (Brown, 
1980, Brown & Lawton, 1977; Wellman, 1977). 
Elementary school children also do not understand 
what they need to know in order to perform a task. 
For example, Brown and Campione (1977) pre­
sented children with a multitrial free recall task and 
asked the children to select half the items for study 
on each trial. After Grade 3, students used the 
strategy of selecting items they had missed for 
more study; but prior to that age level, items 
seemed to be selected randomly. Further, they 
have difficulty distinguishing between hard and 
easy learning tasks (Brown, 1978, 1980). In this 
vein, Kreutzer, Leonard, and Flavell (1975) re­
ported that prior to Grade 5 children are not aware 
that reporting the gist of a story in their own words 
is easier than reporting verbatim recall. Children 
also have difficulty selecting the main idea of pas­
sages, but performance varies with difficulty of the 
passage, ability of the subject, and age (Brown, 
1980). 

All of these skills or behaviors involve the effec­
tive use of metacognitive strategies. In an excellent 
review of comprehension monitoring research, 
Wagoner (1983) concludes that there is typical de­
velopmental trend in the acquisition of comprehen­
sion monitoring. Young children have difficulty 
recognizing and verbalizing comprehension prob­
lems. Truth problems and problems involving 
main ideas are detected at earlier ages than logic 
problems or problems involving minor details. As 
children get older, a set to detect problems can 
influence detection favorably. Good readers at all 
ages are more likely to detect comprehension diffi­
culties than poor readers. Taken as a whole, it 
seems that problems in reading often involve a lack 
of needed skills in the detection and remediation of 
comprehension difficulties. A natural hypothesis 
that derives from this research is that more direct 
instruction in comprehension skills can facilitate 
reading performance. In the next section, I exam­
ine some reasons for weaknesses in comprehension 
skills and discuss instructional research designed 
to improve such skills. 
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Teaching Reading Comprehension 
Skills 

Because a primary purpose of teaching reading 
in the schools is to allow students to use reading to 
understand new information, it may seem a truism 

. that students would be taught comprehension 
skills. Unfortunately, several recent studies indi­
cate that the direct teaching of comprehension is 
not a common event in reading programs. Instead, 
the teaching of comprehension seems to be indi­
rect, as students complete activities designed to 
provide opportunities to practice comprehension 
skills. In this section, I discuss research on the 
current status of comprehension instruction and 
then discuss research motivated by a schema-the­
oretic perspective that attempts to provide more 
direct comprehension instruction. 

Jenkins and Pany (1980) and Rosenschine 
(1980) reviewed the comprehension instruction 
practices of common reading programs. The most 
common instructional tools for teaching reading 
are basal reader series. Basal series contain (a) 
teacher's manual with relatively explicit directions 
for using the basal reader, (b) collections of stories 
and selections (the books seen by children), and (c) 
workbooks designed to provide individual practice 
activities for students. Approximately 95% of ele­
mentary school children use a basal reader series 
on all or most of their school days (Jenkins & 
Pany, 1980). Rosenschine (1980) collected the de­
scriptions of comprehension skills presumably 
taught by five different commonly used basal read­
er programs. Although different publishers may 
give skills different names, there are important 
commonalities across the programs in identified 
skills. Moreover, these skill names are clearly re­
lated to important aspects of reading comprehen­
sion. Individuals who can comprehend what they 
read are able to "paraphrase and summarize"; 
show "empathy" by recognizing "character's 
emotions and traits"; and are able to interpret 
negative, passive voice, and right branching sen­
tences. Note that in the schema-theoretic view 
such skills represent text processing schemata acti­
vated in reading comprehension. 

Such lists of skills are descriptions of behavior 
that competent readers are able to perform. The 
lists can be extended by making the task descrip­
tion more specific. For example, V. Anderson 
(1976), cited in Rosenschine, provides this de­
scription of the subskills in learning from context: 

• Contrast clues such as those provided by "but" and 
"also" 

• Description clues such as "is," "is like," and "was" 
• Synonym or antonym clues 
• Summary clues 
• Clues provided by tone, setting, and mode 
• Clues provided by words in a series 
• Clues derived from the main idea and supporting details 
• Prepositional clues 
• Clues derived from cause and effect pattern of sentence 

meaning. 
(Rosenschine, 1980, p. 540) 

As Rosenschine points out, if all aspects of read­
ing are analyzed to this level, then the number of 
skills or subskills involved in reading is very large. 

Regardless of the number of skills identified, the 
way in which such skills are presented in reading 
programs may be more important. Jenkins and 
Pany (1980) analyzed the activities provided in the 
Ginn, Economy, and Scott-Foresman series. The 
number of activities allocated to a particular skill 
varied considerably between series. A similar find­
ing is reported by Armbruster, Stevens, and Rose­
nschine (1977), who reported that between-basal 
series correlations in the number of exercises for a 
particular skill ranged from - .08 to .43. Jenkins 
and Pany found that instruction in these skills 
across three series consisted mainly of a teacher­
led discussions of a skill being taught followed by 
workbook practice. Jenkins and Pany also exam­
ined the Distar reading series, a behaviorally based 
series developed partly in conjunction with the 
Follow Through project. This series programs 
teacher behavior more explicitly than do the basal 
series, is explicit in teaching rules for carrying out 
skills, and provides for a more demanding criterion 
of mastery. 

In another analysis of reading series, Durkin 
(1981) examined comprehension instruction prac­
tices in five basal teaching manuals. Durkin dis­
tinguished between direct expository instruction on 
comprehension and indirect instruction in which 
students are either told about a topic without it 
being explained or are given practice on the topic 
without adequate explanation. Durkin's basic find­
ings were that instances of direct instruction in 
comprehension were a relatively infrequent part of 
the instruction suggested by the manuals. Durkin 
also classified suggestions for teaching in the man­
uals as instances of direct instruction, application, 
practice, review of instruction, preparation, and 
assessment. Of 12,370 suggestions for instruction 
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classified, 500 or 4% were instances of direct 
instruction. 2 

Durkin included any suggestion for direct in­
struction, no matter how brief or imprecise, in the 
category of instruction. So a suggestion to "re­
view that a comma suggests that a reader should 
pause" (Durkin, 1981, p. 523) was included in the 
instruction category. In the application category 
were activities that involved teacher-led use of a 
skill. Usually, the manuals did not include specific 
directions to the teacher on how to provide instruc­
tion in this context. Typically, the manuals led 
teachers to use the application activity more as a 
group assessment device than as a direct instruc­
tion procedure. 

Durkin (1981) concluded that basal manuals do 
not lead teachers to provide sufficient attention to 
comprehension training. In her view, basal reading 
series provide insufficient direct instruction in 
comprehension and the instruction that is provided 
is often directed to the more easily identified and 
learned comprehension skills. Much of the instruc­
tion is concentrated on recognizing graphic com­
prehension signals, signal words, and within-sen­
tence comprehension cues; little direct instruction 
is directed to between sentence and schemata­
based inferential training. Durkin believed this em­
phasis is misplaced. In general, Durkin concluded 
that basal series devote too much attention to as­
sessment and practice and not enough to direct 
instruction. 

If the manuals and basal series were modified in 
practice by teachers so as to include more direct 
instruction and explanation, then Durkin's analysis 
might be somewhat academic. Unfortunately, an 
earlier study by Durkin (1979) suggested that 
teachers follow manuals very closely and provide 
relatively little direct comprehension instruction. 
Durkin (1979) and her coworkers observed 7500 
minutes of reading and social studies instruction in 
24 different schools in 13 districts in Grades 3 to 6. 

2Examining Durkin's descriptions of the categories, it is possi­
ble, though not necessary, that direct instruction occurred in 
the categories of review, application, and preparation. If all 
instances of these categories were included then 42% of the 
suggestions may have led to some direct instruction. In my 
view, the 4% figure probably underestimates the amount of 
direct instruction implied by the manuals, but the 42% figure 
would be a gross overestimate of the amount of direct instruc­
tion. Durkin's conclusion that basal teaching manuals provide 
for relatively little direct instruction in comprehension skills is 
fundamentally sound. 

Approximately 28 minutes went to direct com­
prehension instruction. If all of categories that 
might possibly involve some comprehension in­
struction are included, about 456 minuted (6.3%) 
of the classroom time involved direct instruction in 
comprehension, No instances of direct instruction 
in comprehension were observed during social 
studies activities. More detailed analyses were 
made of 12 fourth grades in three different schools. 
By Durkin's count, out of 2174 minutes of instruc­
tion observed, 4 minutes involved direct com­
prehension instruction. 

Particularly interesting is the fact that no in­
stances of application of comprehension rules ma­
terials instructed about were observed. A reason­
able instructional procedure would involve 
presenting a comprehension rule, then giving stu­
dents practice in using the rule. As noted, Durkin 
did not observe this procedure being followed. In­
stead, teachers seemed to provide a brief bit of 
comprehension instruction and then shifted to an 
unrelated exercise. If comprehension was not 
taught, what was? The categories of activities in 
the reading period with the largest proportion of 
time devoted to them were assessment of com­
prehension, non instruction , transition, and listen­
ing to oral reading. These accounted for 48.6% of 
reading time. Durkin characterized the role of the 
teacher as that of " 'mentioners,' assignment giv­
ers and checkers, and interrogators." Because 
there was a heavy reliance on workbooks and ditto 
sheets, Durkin suggested that "do what is easy" 
was a prime force motivating these instructors. She 
argued that a much more explicit instruction in 
comprehension skills is needed. Durkin's conclu­
sions are buttressed by the results of a study by 
Osborn (1984). During observations of 90 reading 
periods involving 45 teachers in Grades I through 
6, a heavy reliance on prepared publishers' mate­
rials and workbooks was noted. 

The heavy reliance on workbooks and ditto 
sheets found by Durkin and Osborn might be ap­
propriate if such practice exercise provided mean­
ingful guided experience that led students to devel­
op comprehension skills. Osborn (1984) has 
reviewed workbooks from several series and has 
questionned the value of many of the exercises. 
According to her review, workbooks frequently 
contain: (a) irrelevant activities, (b) vocabulary in 
the directions that is not exact or is inconsistent 
with other parts of the lesson, (c) confusing direc­
tions, and/or (e) inaccurate directions. Osborn 



284 PART III • CURRENT ISSUES AND FUTURE DIRECTIONS 

marshalls an impressive array of bad examples to 
illustrate her claims and suggests that the examples 
she selects are not isolated instances but are at least 
typical of a substantial proportion of workbook 
exercises. 

My favorite bad example is based on a lesson 
that presumably teaches students to discriminate 
fiction from nonfiction (Example 7, p. 65). Al­
though the class instruction discussed fiction and 
nonfiction, the workbook instructions asked the 
students to classify each of four paragraphs as 
"real" or "not real," an inconsistency in lan­
guage that Osborn points out. A more important 
objection may be that all four of the paragraphs are 
probably fiction. Two are fantasy fiction; that is, 
they involve violations of the natural rules of this 
universe. The other two selections do not involve 
obvious violations, but a reader has no way of 
knowing whether they are fiction or are descriptive 
reports of the actual behavior of real characters. 
Are they real or not real? Is realistic fiction real? In 
my view, such an exercise must teach mis­
comprehension rather than comprehension. 

Taken as a whole, these studies of the charac­
teristics of reading instruction, basal readers, and 
workbooks paint a disappointing view of the state 
of reading comprehension instruction. Com­
prehension instruction consists mostly of being 
asked to accomplish comprehension tasks, some­
times after being told briefly about the task, some­
times without any real direction. What this sug­
gests is that for most children, learning to 
comprehend written language is a discovery learn­
ing task. From a variety of presented examples, 
terms, and workbook exercises, students draw 
some impressions of what is to understand about 
what they read. For some students, the process 
probably works reasonably well. These students 
probably have higher ability and are able to carry 
out relatively independently the necessary induc­
tive reasoning to discover the skills. Alternatively, 
they may have received extensive modeling from 
reading activities carried out in the home. Other 
students, particularly hard to teach students, prob­
ably fail to do the necessary discovery and instead 
discover alternative coping strategies that may sat­
isfy the teacher, but that do not involve advance­
ment in comprehension ability. 

It is possible to argue that discovery learning 
may be a necessary component of comprehension 
instruction. Discovery learning usually takes long­
er than direct instruction, but may lead to better 
transfer and the ability to acquire skills more 

quickly in a new related situation (Andre, 1986). 
There are probably more skills involved in reading 
comprehension than can be taught directly in the 
time provided in school for teaching reading and 
so, some amount of discovery learning is probably 
necessary. In a study that demonstrates that dis­
covery learning does occur, Meyer (1984) exam­
ined the reading instruction practices in a school 
district that had made substantial gains in standard­
ized reading tests scores over a 20-year period. She 
observed no direct reading comprehension instruc­
tion statements by teachers in the first three grades. 
Instead, the pattern of in-class questions used by 
teachers changed over the three grades. As grade 
level increased, the percentage of factual (text ex­
plicit) questions decreased, and the frequency of 
text implicit and schema inference questions in­
creased. Meyer argued that students acquired com­
prehension skills in a process of modeling and dis­
covery from the types of questions asked about 
readings by teachers. A similar pattern of indirect 
learning of comprehension skills from the types of 
questions asked by teachers was reported by Mor­
row (1984). 

Whereas such studies suggest that indirect or 
discovery learning of comprehension skills does 
occur, the analyses of reading instruction present­
ed earlier suggest that the time allocated for direct 
comprehension instruction is insufficient. Clearly 
there are many students who fail to acquire ade­
quate comprehension skills. Moreover, research is 
accumulating that indicates that comprehension 
skills can be directly taught and generalized to new 
reading situations. 

Instruction in Reading Comprehension 
Skills 

Training in comprehension skills has focused on 
identifying skill areas that a schema-theoretic view 
suggests are important in the reading process and 
in providing students with instruction in such 
skills. From a schema-theoretic view, these skills 
are text processing schemata. This section will dis­
cuss training studies in five main areas: recogniz­
ing main ideas, summarization, making in­
ferences, detecting inconsistencies, and the use of 
background knowledge in comprehension. 

Recognizing Main Ideas. The ability to 
identify main ideas in paragraphs and passages is 
often identified as an important skill in comprehen­
sion (Rosenschine, 1984). Most basal readers pro-
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vide students with many opportunities to practice 
identifying main ideas, but provide little direct in­
struction on how to identify main ideas (Hare & 
Milligan, 1984). Not surprisingly, many students 
also experience difficulty in identifying main 
ideas. 

Identification of main ideas is influenced by fea­
tures of the text. For example, easier vocabulary 
and reading levels facilitate identification (Barrett 
& Otto, 1969), as does the number of supporting 
details provided (Mohr, Glover, & Ronning, 
1984). The presence of an explicit topic sentence 
also helps main idea identification (Bridge, 
Belmore, Moskow, Cohen, & Matthews, 1984); 
but instructional texts often do not contain explicit 
statements of main ideas (Braddock, 1974; 
Baumann & Serra, 1984). 

Readers do differ in their sensitivity to main 
ideas. Kimmel and MacGinitie (1984) compared 
groups of fifth and sixth graders matched on ability 
on their comprehension of paragraphs deductively 
(main idea first) and inductively (main idea last) 
structured. Students with difficulty identifying the 
main idea in inductively structured paragraphs 
seemed to be following a perserverative reading 
strategy in which they seemed unable to reformu­
late their conception of the main idea of the para­
graph as additional sentences were read. 

Baumann (1984) examined the effectiveness of 
direct instruction paradigms for teaching main idea 
comprehension. The experimental groups received 
direct training on explicit strategies to identify the 
main ideas in paragraphs. One control group re­
ceived massed practice on basal reader type exer­
cises for identifying main ideas. A second control 
group completed word learning exercises. The di­
rect training groups performed much better than 
the basal and word exercise control groups on a 
posttest that asked the students to generate or iden­
tify main ideas in paragraphs. The improvement 
occurred on paragraphs with and without explicit 
topic sentences. Taylor and Beach (1984), in a 
study discussed more completely in the following, 
also found that direct training facilitated the ability 
to generate main idea sentences. 

Summarization. The ability to summarize or 
provide the gist of a text is an important com­
prehension skill related to finding and expressing 
main ideas. Winograd (1984) examined the diffi­
culties students have in summarizing text. His sub­
jects consisted of 80 eighth graders and 40 adults. 
The subjects were divided into good and poor read­
ing groups. The good and poor readers did not 

differ in their understanding of the summarization 
task demands. As other studies had found pre­
viously (Dunn, Mathews, & Bieger, 1979; Eamon, 
1978; Meyer, Brandt, & Bluth, 1980), poor read­
ers were less sensitive to important elements of the 
text than were good readers. Sensitivity to impor­
tance contributed significantly to performance 
even when differences in IQ and decoding ability 
were statistically removed from the regression. In 
addition, as had been reported by Brown and Day 
(1980) and Day (1980), good readers could use 
summarization transformations better than could 
poor readers. 

Day (1980) trained students to use Kintsch and 
van Dijk's rules for summarizing narratives (taken 
from the model discussed earlier). There were four 
treatments that successively built on each other. 
The fourth treatment contained elements of the 
three simpler treatments and led to the best perfor­
mance. Hare and Borchardt (1984) used similar 
summarization transformation rules to provide di­
rect instruction in summarization to 22 low-in­
come, minority high school students. Both induc­
tive and deductive training procedures were used. 
The instruction occurred over three 2-hour ses­
sions. The deductive and inductive training groups 
did not differ from each other, but did significantly 
outperform a control group on summarization effi­
ciency and summarization rule usage. The experi­
mental-control differences were maintained over a 
2-week interval, but did not transfer to outlining 
tasks or to a main ideas task. 

Several other studies support the efficacy of 
summarization training. King, Biggs, and Lipsky 
(1984) provided summarization training to college 
students in a developmental reading course. Sum­
marization training improved ability to free recall 
passages and essay and objective test performance 
as compared to an untrained control group. Taylor 
(1982) trained students to attend to superordi­
nate/subordinate relationships to produce summa­
ries; trained students produced better summaries 
and comprehended novel passages better than did 
untrained students. Long and Aldersley (1982) 
used a networking procedure in which students 
constructed a network of interrelated concepts 
while reading. The training improved the students 
ability to summarize the gist of an instructional 
passage. Finally Armbruster (1979) used a similar 
networking or "text mapping" strategy that 
focused students' attention on key concepts in the 
passage; again comprehension and memory for 
passages improved as a result of training. 
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Structure and Previous Knowledge. Among 
the schemata readers may apply to passages are 
schemata that provide an organizing frame or for­
mat for a story. For example, a narrative story may 
be presented in a conversational frame or format or 
in a problem-solutions frame (Frederickson, 1981; 
Kormos, 1984). Knowledge of organizing schema 
for a particular passage can facilitate comprehen­
sion of a passage (Gourley, 1981). A number of 
studies have examined the effect of training stu­
dents in such schemata. Bartlett (1978) trained 
junior high students in cause-effect, compare-con­
trast, description, and problem-solution schemata. 
Later, trained students recalled more of the impor­
tant details from the passages they read than did 
untrained students. Fitzgerald and Spiegel (1983) 
trained average and below average fourth grade 
readers in the narrative structure of a story. A con­
trol group received training on dictionary usage. 
The instruction consisted of a short-term intensive 
phase and a longer-term review phase. The experi­
mental group outperformed the control group on 
posttest comprehension measures. Taylor and 
Beach (1984) trained students to use hierarchical 
organizing principles for generating the structure 
of expositorv passages that did not follow a pre­
established schema. Training facilitated both pas­
sage understanding and the writing of expository 
compositions. Barnett (1984) trained college stu­
dents in the research report and journalism text 
structures. Instruction was provided either before 
reading the text or after reading the text. A control 
group received no instruction. Direct instruction in 
text structure provided before reading improved 
recall and recognition test scores on the passages. 

Drawing Inferences. As discussed earlier in 
the section on adjunct questions, comprehending 
what one reads involves drawing inferences from 
what one reads. Two types of inferences are 
needed, text-based inferences in which inferences 
are drawn to fill in connections not explicitly stated 
in the text, and schema inferences, in which text 
information is related to background knowledge. 
As noted above, individuals who receive training 
in text- and schema-based inferencing and use 
known schemata to elaborate on text comprehend 
text more deeply and recall it better than indi­
viduals who process text more shallowly. 

A number of studies have examined whether 
training students to use questions can facilitate 
comprehension. In an interesting study, Morrow 
(1984) examined the effects of providing training 
in answering questions to stories read to pre-

schoolers. There were four conditions; the three 
experimental conditions used Directed Reading 
Activity (DAR) with different types of questions. 
DAR consists of receiving prequestions, being 
read a story, then receiving and answering post­
questions. The questions used in DAR defined the 
experimental groups. The traditional questions 
group received questions that asked about details 
(text explicit questions), required inferences (text 
inference questions), or asked critical questions. 
The story grammar group received questions about 
the general schematic framework of children's sto­
ries (eg., about setting, theme, episodes, or resolu­
tion). The combined condition received both types 
of question. A control condition received no ques­
tions. The posttest consisted of a transfer story 
about which students were asked traditional and 
story grammar questions. The basic result was that 
students learned to comprehend and acquire the 
kind of information from new stories, presented 
without any adjunct questions, that was required in 
the training stories. Carr, Dewitz, and Patberg 
(1983) employed three types of training with sixth 
graders: a structured overview to activate back­
ground knowledge, a cloze procedure designed to 
develop inferencing, and a self-monitoring check­
list. One training group used the cloze procedure 
and the checklist, the second used the overview 
and cloze procedures. A control group received no 
training. The overview and cloze combination pro­
duced the greatest gains for below average readers 
on a posttest and on a delayed transfer test. Dif­
ferences were not significant for above average 
readers. The authors speculated that the above 
average readers already possessed the necessary 
skills. 

Raphael and her co-workers have conducted an 
extensive series of training studies involving the 
use the adjunct questions to train readers' inferenc­
ing skills. Raphael and Pearson (1982) trained 
high, average, and low ability sixth graders and 
average ability fourth and eighth graders in the 
differences between text explicit questions, text in­
ference questions, and schema inference questions 
(the Pearson-Johnson taranomy) and how to an­
swer them. The answer strategies were described 
as Right There (look for the answer right there in 
the text); Think and Search (think about what is 
needed and search different sentences in the text 
for it), and On My Own (find the answer in what 
you know on your own.) Training led to improved 
performance on new passages, but training in­
teracted with ability. High ability students profited 
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most from training on schema inference questions, 
whereas average and low ability students profited 
most from training on text explicit and text in­
ference questions. Raphael and Wonnacott (\ 984) 
trained fourth grade teachers to use the taxonomy 
of questions to teach inferencing skills. The trained 
teachers then provided a week of intensive training 
to their students followed by 8 weeks of mainte­
nance training. Training improved the ability of 
the students to draw inferences. The effects were 
greatest for low and average ability students. 
Raphael and McKinney (1983) provided inservices 
or inferences in reading to fifth and eighth grade 
teachers. The teachers then developed training pro­
grams for their students; the typical program con­
sisted of 2 weeks of intensive training followed by 
a few weeks of one maintenance task a week. 
Again, training improved comprehension and in­
ferencing for the low and average ability students. 

Training in Detecting Inconsistencies. 
Comprehension monitoring involves taking re­
medial action when comprehension is unclear or 
when inconsistencies exist in the text. Younger and 
weaker readers typically have more difficulty in 
detecting and dealing with such inconsistencies 
(Gamer, 1980, 1981; Markman, 1979; Winograd & 
Johnston, 1980). Grabe and Mann (1984) devel­
oped a series of computer-controlled reading ac­
tivities presented in the guise of a Master Detective 
game. The subjects consisted of elementary and 
college students, the game consisted of two rounds 
of statements made by 10 "suspects" of a crime. 
During the first round 5 of the "suspects" gave 
inconsistent statements. During the second round 
only the "culprit" gave inconsistent statements. 
The students' job was to detect the culprit by deter­
mining which statements were inconsistent. One 
game was used as a pretest and a second as a 
posttest. Training consisted of playing four games 
designed to train students to identify the inconsis­
tent statements. The trained group outperformed 
the control group on the posttest. 

Reis and Spekman (1983) reported that middle 
grade students had more difficulty with text-based 
inconsistencies than they had with reader-based in­
consistencies. In a second study, Reis and Spek­
man (1983, Study 2) provided short duration train­
ing on detecting inconsistencies to about half the 
students used in the first study. Training sessions 
lasted about 10 minutes and included direct in­
struction in the nature of inconsistencies and on 
comprehension monitoring skills. This direct in­
struction was followed by guided practice in which 

the student identified an inconsistency. Training 
facilitated performance in detecting reader-based, 
but not text-based inconsistencies. 

Reciprocal Teaching: A More 
Comprehensive Comprehension Training 

Program 

The instructional studies discussed earlier all 
represent relatively short-term studies that attempt 
to train a particular aspect of comprehension. A 
more comprehensive program has been proposed 
by Palincsar and Brown (1984). The Palincsar and 
Brown program attempts to teach four comprehen­
sion skills activities: summarizing (review), ques­
tioning, clarifying, and predicting. An interactive 
training procedure, called reciprocal teaching, is 
used to provide training. Because of its compre­
hensiveness and early success, I find this an excit­
ing approach and describe it in some detail. 

In the reciprocal teaching employed by Palincsar 
and Brown, the teacher and student take turns en­
gaging in dialogue about the text. The teacher 
models comprehension activities and guides the 
student in engaging in comprehension activities. 
The teacher begins the lesson with a short discus­
sion intended to activate relevant prior knowledge. 
The teacher and students then read a short selection 
silently. Then the teacher or student asks a ques­
tion that might be asked by a test or a teacher. The 
teacher or student then summarizes the passage, 
identifies and clarifies any difficulties, and makes 
a prediction about future content. The discussion 
is embedded in a natural dialogue with students 
and teachers giving each other feedback (Palincsar 
& Brown, 1984, pp. 124-125). Initially the teach­
er spends more time modeling these skills and pro­
vides much feedback and guidance to the students 
as they used the skills; later in the training, the 
students assume more and more of an active role. 

As used by Palincsar and Brown, the training 
program was extensive and the experimental de­
sign complex. All the students involved in the four 
experimental groups discussed in the following 
were below average in reading comprehension. 
Comparative assessments of average students were 
also made. Students met in the experimental group 
instead of with their normal reading group. Train­
ing consisted of 20 days of direct training followed 
by 5 days of maintenance assessment. A long-term 
follow up was given 8 weeks after the intervention. 
There were four groups involved in the study, the 
experimental Reciprocal Training group, a group 
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that received training on locating infonnation, a 
control group that received daily assessment ac­
tivities but no training, and a control group that 
received the pre, post, and long-tenn assessments. 
Many different measures of reading comprehen­
sion were employed, including measures similar to 
the training activities and measures indicative of 
transfer to other content domains. 

The results indicated that students in the re­
ciprocal training group improved to about the level 
of average students on daily comprehension as­
signments. Students in the control groups did not. 
The improvement for the reciprocal training stu­
dents generalized to social studies and science pas­
sages; perfonnance for the control groups did not 
change. The reciprocal teaching students displayed 
improvements on transfer tests of summarizing 
predicting questions, and detecting incongruities; 
the control groups showed little or no change. 

In a second study, two classroom teachers and 
two resource room teachers were trained to employ 
the reciprocal teaching intervention used in Experi­
ment 1. The training procedures were the same as 
in Experiment 1. The subjects were seventh and 
eight grade pupils divided into four groups. All 
subjects were below average in reading. The de­
sign was a basic .. AB" or time series with inter­
vention design. No control groups were employed. 
All four groups of pupils showed improvement in 
daily assessment comprehension tasks, summariz­
ing, predicting questions, and detecting 
incongruities. 

Conclusions about Comprehension 
Training 

Taken as a whole, the results of the training 
studies discussed in this section support the notion 
that the cognitive skills (text processing schemata) 
involved in comprehending text can be identified 
and taught to pupils. Teaching that consists of di­
rect instruction in comprehension skills can be ef­
fective for helping students master such skills. The 
fact that direct instruction has been shown to be 
effective is important because research on current 
classroom practice suggests that comprehension 
instruction is indirect and occurs primarily as a 
kind of trial and error or discovery learning from 
extensive assessment exercises presented in class­
rooms. One common theme that was repeated in 
many of these studies was the notion that more 
able students may learn from the typical classroom 
procedures, but that less able students would find 

difficulty in learning to comprehend from indirect 
instruction. This theme finds support in that fact 
that the direct instruction provided in many of the 
discussed studies was more effective for lower 
ability learners than for higher ability learners, al­
though all students usually experience some bene­
fit from direct instruction. Pearson and Gallagher 
(1983) reach similar conclusions in their review of 
training studies. 

A second important feature of these training 
studies is that they have proceeded from a more 
complete theoretical base than many previous stud­
ies in reading. The studies have a foundation in the 
schema-theoretic view of reading, which holds that 
comprehension involves the interaction between 
text and previously acquired schemata, either in 
the fonn of content schemata and metacognitive 
strategic (text processing) schemata. The schema­
theoretic view provides guidance in that analysis of 
differences between strong and weak comprehen­
ders; in characterizing the comprehension skills to 
be taught, and in the design of training studies. 

Pearson and Gallagher (1983) proposed a model 
of comprehension instruction that involves model­
ing of comprehension skills by the teacher and a 
gradual increase in student responsibility through 
practice guided by the teacher. This model is well 
represented in the reciprocal teaching method of 
Palincsar and Brown (1984). The Palincsar and 
Brown study is a particularly noteworthy instruc­
tional study. Unlike many of the other instructional 
studies, it involved a relatively long-tenn interven­
tion occurring in a natural classroom setting. The 
gains made by students were impressive; students 
who had been considerably below average in com­
prehension were brought up to the level of average 
students on daily comprehension assessment ac­
tivities. The gains also lasted over an 8-week inter­
val and transferred to other subject matters. In ad­
dition, the second study demonstrated that it was 
possible to train typical teachers to employ the re­
ciprocal teaching strategy and to effect similar 
gains. It should be noted that the Raphael studies 
shared this latter feature. 

Summary and Conclusions 

In this chapter, I have tried to present an over­
view of current issues in reading comprehension 
from a schema-theoretic viewpoint. The under­
standing of reading and language comprehension is 
critical for educational psychologists because read-
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ing and language lie at the heart of all instruction. 
Children who do not learn to read have difficulty in 
all of their formal education. In addition, because 
reading comprehension is intimately involved with 
the nature of and updating of the leamer's knowl­
edge store, the understanding of reading com­
prehension has implications for facilitating learn­
ing in all subject matters. This chapter has briefly 
presented early work in reading comprehension by 
educational psychologists, outlined some major 
current models of reading comprehension, dis­
cussed four currently active areas of research in 
reading comprehension, and discussed research on 
the teaching of comprehension. 

Research by early educational psychologists re­
vealed several important points about reading 
comprehension. 

I. Reading is an active process involving draw­
ing inferences, critical thinking, and problem 
solving. 

2. In addition to knowledge of specific reading 
skills, the reader's prior knowledge of the world 
and his or her experience play a critical role in 
reading comprehension. 

3. The meaning of a message is not in the text, 
but is generated in the mind of the reader through 
an interaction of the text and the reader's existing 
knowledge. 

These points are fundamental to current models 
of reading comprehension. A review of current 
models of reading comprehension suggests that 
neither models that emphasize bottom-up (data 
driven) processes nor models that emphasize top­
down (conceptually driven) processes can provide 
an adequate model of reading. Rather, models that 
emphasize the interaction of top-down and bottom­
up processes are needed to provide an adequate 
description of reading comprehension. I have ar­
gued that the schema-theorectic perspective offers 
a convenient umbrella for developing an adequate 
theory of reading comprehension. The schema-the­
oretic perspective is not a complete theory or 
model, rather it is a set of generalizations about 
reading within which precise models of reading 
can be developed and tested. 

According to the schema-theory the reader's ex­
isting knowledge is encoded in a network of men­
tal structures called schemata. Schemata have the 
properties of being able to recognize when in­
stances to which they apply occur, of relating to 
other schemata in memory through labeled asso­
ciations, of taking on different values about as­
pects of themselves, of having default values that 

used are when particular values, in a given situa­
tion, for that slot are missing, and of carrying out 
some sort of activity. Schemata may be perceptual 
or conceptual; examples of schemata would in­
clude our schemata for recognizing a face, and our 
schemata (or script) for going to a restaurant, bur­
glarizing a house, conducting a psychology experi­
ment, or doing a regression analysis. When indi­
viduals read, elements of the text lead to the 
activation of schemata according to the interactive 
cascade type model proposed by Rummelhart and 
McClelland (1981). The schemata are used to give 
a particularized interpretation to the text. This par­
ticular interpretation is generated by the construc­
tion of a representation in memory of the structure 
ofthe text in the way discussed by Kintsch and van 
Dijk (1983). The schemata used in reading com­
prehension are of two types: text-processing sche­
mata embody knowledge of discourse structure 
and how to process language, content schemata 
embody knowledge of the world that is necesary to 
understanding. Text-processing schemata include 
relatively automatic schemata used by skilled read­
ers (e.g., the schemata involved in recognizing 
grammatical equivalents) and consciously em­
ployed schemata that have been called metacog­
nitive strategies. 

This schema-theoretic perspective offers a con­
venient umbrella for conducting research on lan­
guage comprehension. Knowledge of syntax is one 
class of the text-processing schemata involved in 
reading comprehension. The study of syntactical 
factors in comprehension by linguists has indicated 
a number of rules that must be built into adequate 
psychological models of comprehension. These in­
clude within- and between-sentence syntactical 
rules. The latter have received less attention and 
are less well understood than the former. Among 
the latter is the problem of anaphora. Research 
indicates that the ability to understand anaphoric 
reference increases with age; but current linguistic 
analysis suggests that the issues involved in anaph­
ora have not been well conceptualized by psycho­
logical researchers. 

Another issue with which an adequate theory of 
comprehension must deal is that of metaphor and 
figurative language. The difficulty with figurative 
language is that the schemata involved are used in 
nontypical ways. How, then, can what is meant be 
understood? Ortony (1979) suggested a plausible 
model that is consistent with the schema-theoretic 
perspective. In this paper, I have suggested that 
figurative language can be interpreted as an in-
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struction to the reader to process the values of one 
schemata according to the constraints of a second 
schemata. For example, the statement, The micro­
wave is the jet plane of cooking, is interpreted by 
examining the features of the schema microwave 
and seeing which of those can occupy the slots of 
the schema jet plane. 

The issue of metaphor is of particular interest to 
educational psychologists. Ortony (1980) has ar­
gued that metaphor or figurative language may 
represent a basic way of understanding new knowl­
edge. Research on metaphor has suggested that 
when students are provided with appropriate figur­
ative language when being taught new schemata, 
they are more likely to learn meaningfully. 

Research on the elaboration of prose has sug­
gested that when students use existing schemata to 
develop more elaborate representations of the pre­
sented text, they are more likely to remember the 
information presented in the text. The details that 
are remembered are related to the schemata em­
ployed in processing the text, and the application 
of a different schemata after the text is read can 
lead to the recall of different details. Instructional 
manipulations, such as telling students to process 
for elaboration or asking questions that require 
more elaboration to answer, can lead to more ef­
fective learning by students. In addition, manip­
ulations such as questions have been used to train 
students typically to process text more elab­
oratively and to draw inferences based on their 
existing schemata. 

As part of learning to read, children acquire a 
number of schemata about reading that have been 
called metacognitive strategies. These strategies 
involve consciously applied skills used in reading, 
such as reviewing and summarizing, skimming for 
an overview before reading, etc. An important set 
of these metacognitive schemata are labeled com­
prehension monitoring strategies. These involve 
taking corrective action when comprehension 
failure is detected, reforming an interpretation 
when things do not make sense, etc. Children ac­
quire these strategies slowly over the school years 
and good readers use such strategies more so than 
poor readers. When taught such strategies, chil­
dren improve in reading comprehension. 

Research on the teaching of reading comprehen­
sion reveals that the text-processing schemata in­
volved in reading are not directly taught in most 
basal reading programs. Instead, children are pro­
vided with many assessment activities that test 
their use of such skills; children seem to learn what 

the skills are indirectly, through a process of dis­
covery learning. Because of the number of com­
prehension skills that must be taught, some discov­
ery learning is probably necessary, but many 
children fail to make the necessary discovery and 
do not learn to read well. A number of research 
studies have shown that poor readers can be taught 
such skills and that, as a result, their reading im­
proves. The schema-theoretic perspective is very 
useful in the design of reading programs because it 
identifies the skills (schemata) that must be taught. 
A quite exciting new teaching program has been 
proposed by Palincsar and Brown (1984) for the 
teaching of reading. The program is consistent 
with schema theory and uses direct instruction, 
modeling, and guided practice to train readers in 
the schemata necessary for effective reading. 
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CHAPTER 14 

Current Issues in Classroom 
Behavior Management 

Robert L. Williams 

Classroom management research, as described in 
this chapter, includes studies that systematically 
attempted to change or account for specific class­
room behaviors, both academic and nonacademic. 
The inclusion of academic variables was consid­
ered appropriate because many conduct and disci­
plinary problems are attributable to academic diffi­
culties. If educational psychology can broadly be 
construed as the application of psychological 
knowledge to the solution of educational prob­
lems, then classroom management surely resides 
near the heart of this discipline. Involving the man­
agement of both academic and nonacademic be­
haviors, classroom management research repre­
sents one of the most applied spheres of 
educational psychology. 

The current chapter analyzes trends in classroom 
management research from 1980 to 1983. Trends 
related to types of participants, target behaviors, 
and treatment strategies are highlighted for this pe­
riod. A final section of the chapter is devoted to an 
overall evaluation of the current and future status 
of classroom management research. The 186 re­
search studies on which the chapter is based were 
selected from the following journals considered to 
be mainstream periodicals in either educational 

Robert L. Williams • Department of Educational and 
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TN 37916. 

psychology, school psychology, or applied behav­
ior analysis: Journal of Educational Psychology, 
Contemporary Educational Psychology, Educa­
tional Technology, American Educational Re­
search Journal, Journal of School Psychology, 
Psychology in the Schools, School Psychology Re­
view, Journal of Applied Behavior Analysis, Be­
havior Modification, Education and Treatment of 
Children, and Behavior Therapy. 

Types of Participants 

Is classroom management research broadly 
based in subject types or is it skewed toward par­
ticular ages, grade levels, and psychological char­
acteristics? The sampling distribution of the stud­
ies is heavily skewed toward the younger end of 
the age continuum. Subjects were identified by age 
level in 184 studies. Thirteen percent of these stud­
ies identified subjects in the 3-5 age range, 29% in 
the 6-8 age range, 28% in 9-11 age range, 15% in 
the 12-14 age range, 8% in the 15-17 age range, 
5% in the 18-21 age range, and only 2% included 
subjects 22 and older. 

Subjects were identified by grade level in 148 
studies. Ten percent of these studies included par­
ticipants in the preschool range, 22% in the K-3 
grade range, 18% in the 4-5 grade range, 22% in 
the 6-8 grade range, 6% in the 9-12 grade range, 
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8% in the self-contained special classes or schools, 
5% in resource rooms, and 9% in college. The 
grade distribution appears slightly less skewed 
than the age distribution. 

Close to half the studies (N = 91, 49%) identi­
fied subjects by psychological categories. Of these 
91 studies, 29% primarily included behaviorally 
disordered subjects, 19% educable mentally re­
tarded (EMR) subjects, 15% learning disabled 
(LD) subjects, 15% average subjects, 13% traina­
ble mentally retarded (TMR) subjects, 12% pro­
foundly retarded subjects, 9% autistic subjects, 9% 
hyperactive subjects, 3% disadvantaged subjects, 
3% hearing impaired subjects, 2% visually im­
paired subjects, I % multiple physically handi­
capped subjects, and 1% gifted subjects. These 
data indicate that behaviorally disordered students 
were the most frequently identified subjects in 
classroom management research. Although aca­
demic variables were sometimes targeted with 
these students, they were mainly selected for inclu­
sion in research studies because of their undesir­
able conduct in the classroom. 

Target Behaviors 

The three areas representing the principal targets 
of classroom management research were academic 
performance, negative behaviors, and appropriate 
process behaviors. Academic performance vari­
ables were used as targets 107 times, negative be­
haviors 72 times, and appropriate process behav­
iors 57 times. Other targets featured to lesser 
degrees were peer interaction (24 times), teacher 
behaviors (16 times), and self-management skills 
(11 times). 

The 107 occurrences of academic dependent 
variables were distributed across the following cat­
egories: 25% general academic performance mea­
sures (e.g., unspecified test scores, GPA, and 
homework), 19% math indexes, 12% reading per­
formance, 10% English skills, 7% general discrim­
ination skills, 6% visual-spatial tasks, 5% spelling 
performance, 4% motor performance, 4% health­
related measures, 2% social science skills, 2% 
problem-solving strategies, 2% class discussion 
skills, 1 % science skills, 1 % vocational skills, and 
1 % interviewing skills. These various academic 
performance indexes were favorably affected by 
treatment conditions in most instances. 

Off-task behavior was the most popular negative 
target, representing 22% of the 72 occurrences of 

negative dependent variables. Disruptive behavior 
was featured in 21 % of the 72 instances, autistic­
like behaviors (e.g., bizarre verbal responses, self­
stimulation, and stereotypic responses) in 1'7%, 
aggression in 17%, activity level in 6%, talking 
out in 3%, stealing in 1 %, impulsive behavior in 
1 %, dropping out of school in 1%, tardiness in 
1 %, and unspecified negative behaviors in 10%. 
Again, these dependent variables proved con­
sistently responsive to various treatment strategies. 

On-task activity was by far the most commonly 
targeted appropriate behavior, being featured in 
47% of the 57 occurrences of appropriate process 
behaviors. Emphasized to lesser degrees in this 
area were compliance with teacher requests (14%), 
attendance (12%), imitative behaviors (4%), study 
habits (2%), custodial activity (2%), task per­
sistence (2%), information seeking (2%), and un­
specified appropriate behaviors (16%). Once 
again, these targets were improved in essentially 
every case. 

In the studies emphasizing peer interaction, gen­
eral interaction among peers was targeted in 33% 
of the 24 cases, helping in 16%, cross-ethnic in­
teraction in 13%, cross-ability interaction in 13%, 
sharing in 13%, cross-handicapped interaction in 
8%, and perception of peer support in 4%. These 
peer dimensions were successfully changed in 
practically all of the reported instances. 

In the 16 instances in which teacher behaviors 
were used as dependent variables, general behav­
ior management skills were targeted 38% of the 
time, use of praise 19%, student ratings of teacher 
effectiveness 13%, teacher feedback 13%, teacher 
affection 6%, and teacher monitoring of student 
behavior 6%. Some improvement was reported in 
practically all cases where teacher variables were 
employed as targets. 

In the II cases in which self-management skills 
were used as targets, self-verbalization was tar­
geted 37% of the time, self-efficacy 27%, self­
reinforcement 9%, self-assessment skills 9%, and 
general self-control skills 18%. These targets were 
among the most responsive of all dependent vari­
ables identified in this review. 

Generalization effects across time, behaviors, 
settings, and/or participants were also often as­
sessed in the studies surveyed. Seventy-five stud­
ies (40%) examined one or more types of gener­
alization effects. In all, 89 demonstrations of 
generalization effects were reported. Generaliza­
tion across time was demonstrated in 40% of these 
instances, across behaviors in 23%, across settings 
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in 31 %, and across participants in 7%. Of these 
four types, generalization across behaviors had the 
lowest success rate (83% of the times assessed). 
Contrast effects (the opposite of generalization) 
were evaluated far less frequently than generaliza­
tion effects. Only 3 (less than 2%) of the 186 stud­
ies assessed contrast effects. 

Treatment Strategies 

This section provides an explanation of the vari­
ous treatment strategies used with the participants 
and target behaviors previously described. These 
strategies are first grouped into two major catego­
ries: treatment components and treatment pack­
ages. The term treatment components refers to dis­
crete manipulations used separately or in 
combination with other manipulations. Examples 
of treatment components are verbal approval, re­
sponse cost, verbal reprimands, and ability group­
ing. The term treatment packages refers to intact 
combinations of variables. Examples are behav­
ioral coaching, contingency contracting, com­
pliance training, and token economics. 

Treatment Components 

Instructional Manipulations 

Various aspects of the instructional process are 
often directly manipulated in classroom manage­
ment research. The broad category of instructional 
manipulations ranked second in popularity only to 
reinforcement dimensions. Specifically, instruc­
tional treatment components were used 123 times 
in the 1980-1983 period. These instructional vari­
ables impacted a very wide range of both academic 
and nonacademic measures. Several of these com­
ponents (e.g., ability grouping, expectancy train­
ing, fading) are discussed separately in this sec­
tion, but instructional variables that received very 
limited and equivocal coverage in the literature 
(e.g., discrimination learning, instructional 
modality, task analysis, and verbal examples) were 
omitted from this discussion. 

Ability Grouping. The concept of ability 
grouping was evaluated in only six studies in­
cluded in this review. These studies suggest that 
heterogeneous grouping promotes a better in­
terchange of academic information than does uni­
form grouping. Webb and Cullian (1983) report 
that a major way students help each other in group 

situations is by answering peers' questions. This 
behavior is more likely to occur in heterogeneous 
than uniform groups (Webb, 1982a, b). Perhaps 
uniform grouping is more conducive to a com­
petitive and unsupportive atmosphere than is a 
mixed grouping. When the cooperative versus 
competitive dimension is artificially controlled, 
ability grouping has no effect on achievement and 
cognitive reasoning strategies (Skon, Johnson, & 
Johnson, 1981). 

In some cases, uniform ability grouping appears 
to promote a sense of cohesion among students 
from different ethic backgrounds. In one study, 
black and white students in an accelerated eighth 
grade track attended almost all of their classes to­
gether (Schofield & Francis, 1982). This arrange­
ment produced much more cross-racial interaction 
than had been reported in earlier research and was 
especially efficacious in promoting cross-racial in­
teraction among boys. 

It has also been documented that instructional 
procedures tend to differ for high and low ability 
groups (Haskins, Walden, & Ramey, 1983). Stu­
dents in high groups are more likely to work indi­
vidually, whereas those in low groups are more 
likely to receive group instruction. Drill, error cor­
rection, control statements, direct instruction, and 
positive reinforcement are used more frequently 
with low than high groups. Not surprisingly, stu­
dents in low groups are more disruptive and off­
task than those in high groups. 

Expectancy Training. Creating an expec­
tancy of success is one avenue for inducing stu­
dents to engage in those behaviors likely to lead to 
success. Seidner and Kirschenbaum (1981) embel­
lished the impact of a study skills training program 
by informing undergraduates of the expected out­
come of using those study techniques. Haynes and 
Johnson (1983) manipulated teacher and student 
expectation of college success by sending the 
teachers lists of students likely to improve their 
performance and some students letters indicating 
that they were likely to do well. Although high 
self-expectancy by itself was quite effective in in­
creasing OPA, the combination of high teacher ex­
pectancy and high self-expectancy produced the 
greatest increment. 

Fading. This strategy was used in only seven 
studies but with considerable success. As an exam­
ple, Collins, Epstein, and Hannay (1981) evalu­
ated the role of fading and feedback in teaching 
visual acuity skills to myopic college students. In 
one treatment condition, fading was accomplished 
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by increasing the distance at which the visual stim­
uli were presented as the participants mastered 
each level. The feedback procedure provided con­
firmation that the participants' responses were cor­
rect. Various combinations of feedback and fading 
were evaluated in the study. Although both the 
fading and feedback conditions resulted in signifi­
cantly more improvement than no treatment, the 
fading conditions were the most effective pro­
cedures for facilitating the visual acuity skills. 

Feedback. This popular instructional variable 
was more frequently used in combination with 
other treatment components (N = 34) than as a 
singular treatment (N = 16). Although feedback 
was generally successful, it was judged to be ex­
ceptionally effective in 19 studies across a variety 
of dependent variables (e.g., writing, on-task ac­
tivity, noise making, math performance, self­
efficacy ratings, appropriate process, activity 
level, hearing aid use, peer interaction, underlin­
ing, discrimination tasks, and teacher praise) and 
subject types (e.g., elementary, college, and be­
havior problem students). It was most frequently 
reported as effective with elementary age students. 

Both mechanical stimuli and verbal comments 
have been used to provide feedback. Sherman and 
Anderson (1980) used mechanical feedback to re­
duce nonattending behavior. Each participant was 
first seated at a table with a light box in front of 
him. Contingencies were arranged so the light 
would come on whenever the subject stopped at­
tending to the assigned math task. This procedure 
was quite effective in reducing nonattending be­
havior both during and after treatment. LaRowe, 
Tucker, and McGuire (1980) used a similar feed­
back system to control noise level in a school 
lunchroom: a green light for acceptable noise 
level, a yellow light for noise approaching an un­
acceptable level, and a red light for unacceptable 
noise level. 

Verbal feedback has been used to improve a 
variety of academic skills. As an example, an inge­
nious feedback system was developed by Glover, 
Zimmer, Filbeck, and Plake (1980) to help under­
graduates acquire underlining skills. After the stu­
dents underlined what they thought was the main 
idea in a passage, they peeled off a label to see 
what the experimenters considered to be the main 
idea. This feedback system was generally as effec­
tive as feedback plus points leading to grades in 
improving underlining skills and overall reading 
comprehension. The more precisely the positive 
feedback pinpoints the facilitative behaviors, the 

more likely those behaviors are to be strengthened 
(Koorland & Oseroff, 1980). 

As one might expect, positive feedback can fun­
damentally affect expectations of success (Bal­
lowe, Marlow, & Algozzine, 1981). On an initial 
task, students were told they were either correct or 
incorrect. Following this feedback, students were 
asked to rate how well they anticipated doing on 
the next task. Only those students receiving suc­
cess feedback maintained their initially high ex­
pectations of success. Unfortunately, expectations 
of success were not highly related to performance 
on a novel and difficult task. 

Teachers as well as students can be helped by 
feedback. For example, feedback has been very 
effective in helping teachers become more approv­
ing toward students (Gross & Ekstrand, 1983; 
Mace, Cancelli, & Manos, 1983). In Gross and 
Ekstrand's study, teacher praise was monitored 
through audio recordings of classroom interactions. 
In the initial phase ofthis study, frequency of teach­
er praise for the previous day was recorded on a wall 
chart in the classroom. In a feedback fading phase, 
the wall chart was removed and teachers were given 
direct feedback on randomly selected days about 
their use of praise. The feedback arrangement al­
most doubled teacher use of praise. The pace of 
teacher comments, the quality of teacher questions, 
and completion of evaluation forms have also 
proven highly modifiable through systematic feed­
back to teachers (Hundert, McMahon, & Kitcher, 
1982; Tobin & Capie, 1982). 

Instructional Games. OGe would think that 
a very effective way to promote on-task behavior, 
student achievement, and affinity for learning 
would be to combine game activities with instruc­
tion. However, this approach appeared in only two 
studies included in this review. Murphy, 
Hutchison, and Bailey (1983) found that organized 
games, such as rope jumping and foot racing, sub­
stantially reduced inappropriate (largely ag­
gressive) playground behaviors. Kirby, Holborn, 
and Bushby (1981) used bingo cards to promote 
word identification skills in third grade students. 
Bingo cards with sight words were divided into 
several different boxes, and a center box was 
marked free. Correct identification of the sight 
words earned tokens that could be cashed in week­
ly for reinforcing activities. Playing several bingo 
games each day greatly increased the word identi­
fication skills of these third graders. 

Interspersal Training. Two studies have 
investigated how variation in instructional tasks af-
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fects student perfonnance (Dunlap & Koegel, 
1980; Neef, Iwata, & Page, 1980). Dunlap and 
Koegel's study with autistic children compared the 
common method of presenting a single task 
throughout an instructional session with that of in­
terspersing the task among a variety of other tasks 
from the subject's clinic curriculum. Correct re­
sponding declined in the constant task condition 
but improved and stabilized in the varied presenta­
tion. Neef et ai. (1980) alternated new words with 
mastered words in teaching male disabled students 
word mastery skills. This interspersal arrangement 
was more effective than both baseline and a high 
density reinforcement system involving frequent 
approval for task related behavior. 

Modeling. This revered concept from social 
learning theory continues to surface quite fre­
quently in classroom management research. It is 
more commonly used in combination with other 
treatment components (N = 18) than as a singular 
treatment (N = 4). A good example of the instruc­
tional application of modeling is Schunk's (1981) 
cognitive-modeling treatment for teaching elemen­
tary students how to solve division problems. The 
students observed while an adult model verbalized 
aloud the strategies being used to arrive at the cor­
rect solutions. During a subsequent practice phase, 
the students received corrective modeling when­
ever they reached an impasse in working the prob­
lems. This treatment was effective in improving 
persistence, accuracy, and perceived efficacy in 
solving division problems. 

Videotapes represent a powerful means of ac­
complishing modeling effects in the classroom. 
This approach was successfully used in teaching 4-
and 5-year-olds how to deal with emergencies 
(Rosenbaum, Creedon, & Drabman, 1981). The 
children were exposed to a number of videotaped 
scenes of emergencies and nonemergencies, with 
an adult demonstrating what to do in each situa­
tion. Through this modeling procedure the children 
learned such skills as distinguishing emergencies 
from nonemergencies, reporting the number of 
people who appeared to be hurt, and detennining 
whether an ambulance was needed. Murray and 
Epstein (1981) used a similar videotape approach 
in teaching toothbrushing skills to Head Start 
youngsters. 

Modeling can also have a very adverse effect on 
student behavior. For example, an active model 
accelerated activity levels in hyperactive children 
(Copeland & Weissbrod, 1980). "Moral" stories 
that described inappropriate behaviors needing to 

be changed actually increased negative behavior in 
a snack and clean-up situation (Lutzker, Crozier, 
& Lutzker, 1981). Thus, exposing children to ex­
amples of bad behaviors and the adverse conse­
quences of those behaviors is likely to be 
counterproductive. 

Prompting. This treatment component (in­
cluded in 18 studies) was usually employed in 
combination with other treatment variables (N = 
14). Although treatment effects were reported in 
most of the prompting studies, outstanding results 
were noted in only two instances. One of the more 
successful applications of this variable was the use 
of picture prompts to help moderately and severely 
retarded adolescents master complex vocational 
tasks (Wacker & Berg, 1983). A separate picture 
book was provided for each task, indicating the 
sequence of parts to be selected and how those 
parts fitted together. The picture prompts greatly 
increased the percentage of steps completed on vo­
cational tasks and reduced the training time on 
novel tasks not involving picture prompts. 

Task Difficulty. The difficulty level of a 
task (manipulated in two studies and highly effec­
tive in both) would logically seem to affect not 
only mastery of the task but disruptive behavior as 
well. This notion is based on the premise that tasks 
that over- or under-challenge the learner are likely 
to lead to off-task and disruptive activity. A study 
by Center, Dietz, and Kaufman (1982) provides 
some support for this notion. The criterion for a 
match between student ability and task difficulty 
was a success rate of 60% or above on a criterion­
referenced test, whereas the criterion for a mis­
match was 40% success or below. The matching 
procedure significantly reduced disruptive and 
other inappropriate behaviors. 

Task Presentation. Teachers often attempt 
to improve student involvement in tasks by altering 
the way they present those tasks. The only com­
parison of presentation strategies was provided by 
Brophy, Rorkkemper, Rashid, and Goldberger 
(1983). Some tasks were begun with no presenta­
tion statement, others with negative statements 
about how boring and difficult the tasks were, and 
some with very positive statements about the chal­
lenging, useful, and interesting aspects of the 
tasks. Moving directly into the task without any 
presentation statement produced the highest level 
of task engagement. Negative presentation de­
creased student engagement but positive presenta­
tion did not raise it. 

Testing. Do tests serve only as a convenient 
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vehicle for evaluating student learning or do they 
actually increase student learning? Two studies 
that manipulated testing conditions point to the lat­
ter. Halpin and Halpin (1982) compared the effects 
of studying for and taking a test over academic 
material with that of studying simply to learn. Sub­
jects in the second condition were promised an 
•• A" no matter what they actually made on the test 
in question. In fact, a subgroup in this second con­
dition did not take the test at all. Six weeks follow­
ing the treatment phase all subjects were adminis­
tered an unannounced retention test. The 
combination of studying for and taking the initial 
test produced better performance on the initial test 
plus better retention 6 weeks later. Nungester and 
Duchastel (1982) compared the effects of taking a 
test over a small amount of material with that of 
spending equal time reviewing the material or 
going on to unrelated material. No feedback was 
provided subjects in the test group after the initial 
exam. On a later retention test, subjects who had 
taken the initial test did better than students in 
either of the other conditions. 

Time Limits. How much time teachers give 
students to perform a task surely affects how 
quickly and how well students do that task. The 
only recent study addressing this issue (Van 
Houten & Little, 1982) suggests that lowering time 
limits for performing academic tasks may increase 
not only the pace of work but accuracy as well. 
EMR adolescents were given math assignments 
under both a 5- and 20-minute time limit. The 
students completed almost as much work under the 
5-minute limit as under the 20-minute limit and 
actually did slightly more accurate work under the 
5-minute limit. Rather than simply producing 
rushed work, the shorter time limit apparently pro­
duced a higher level of task involvement-thus 
benefitting quality of work as well as quantity. 

Response Delay Training. Another way time 
has been manipulated to promote academic perfor­
mance is to impose a delay between an instruc­
tional stimulus and the child's response to that 
stimulus (Dyer, Christian, & Luce, 1982). The ob­
jective behind this strategy was to prevent the stu­
dent from responding impulsively and perhaps in­
correctly. The performance of autistic teenagers 
was evaluated under two conditions: (a) a no-re­
sponse-delay condition in which the child was per­
mitted to respond as soon as the discriminative 
stimulus was presented; (b) a response-delay con­
dition in which a 3-second delay was imposed be­
tween the discriminative stimulus and the signal 

for the child to respond. The subjects were taught 
such discriminations as rightlleft, his/her, and the 
functions of common objects. The results showed 
that the 3-second delay produced more correct re­
sponding than the no delay condition. Pilot testing, 
however, showed that a 6-second delay was too 
long. The delay apparently needs to be just long 
enough to require the child to consider carefully 
his or her answer but without forgetting the rele­
vant stimuli. 

Peer Control 

Moderate attention is being given to the use of 
peers in classroom management. The 34 applica­
tions of peer control described in the selected stud­
ies usually resulted in adequate success and in 
about a third of the cases in exceptional success. 
Peer strategies have been used with such depen­
dent variables as on-task behavior, math perfor­
mance, peer interaction, reading performance, and 
disruptive activity. Peer control has most often 
been effective with elementary students cate­
gorized as slow learners and behavior problems. 

Peer Controversy. Smith, Johnson, and 
Johnson (1981) attempted to evaluate the impact of 
controversy on the amount of information students 
accurately learned and the amount of additional 
information sought about the topic. Students in 
three conditions were first given both pro and con 
information about two controversial issues. Stu­
dents in the controversy condition were divided 
into pro and con subgroups to argue for their re­
spective views; those in the concurrence-seeking 
condition could study the issues any way they 
wished except arguing about them; and those in the 
individualistic condition were to study the mate­
rials without interacting with one another. The 
controversy condition was superior to the other 
conditions on both dependent variables. 

Peer Cooperation. Some form of peer coop­
eration was employed in eight studies, either as a 
singular treatment (N = 5) or as a part of a treat­
ment package (N = 3). It was judged to be excep­
tionally effective in most of these studies. One 
study arranged for students to work under three 
types of goal structures: cooperative, competitive, 
and individualistic (Skon et ai., 1981). In the co­
operative condition, the students worked together 
to complete one set of papers and were rewarded 
on the basis of the collective performance of group 
members. Students in the competitive condition 
worked alone and competed for first, second, and 
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third places in their triad. Students in the indi­
vidualistic condition neither cooperated nor com­
peted. In this comparison, students in the cooper­
ative condition perceived more peer support, used 
better strategies to complete their tasks, and indeed 
did better on their tasks than students in the other 
conditions. 

Four other investigations by essentially the same 
research group indicate that cooperative learning 
can help students of very different backgrounds not 
only perform better but interact more effectively 
with one another. Johnson and Johnson (1981b) 
used cooperative groups with nonhandicapped and 
severely handicapped 4th graders to promote 
cross-handicapped interaction within the instruc­
tional setting, daily free time periods, and postex­
perimental problem situations with new peers. 
Armstrong, Johnson, and Balow (1981) used co­
operative groups to increase achievement and in­
terpersonal attraction between learning disabled 
and normal progress students. Similar manipula­
tions have proven equally effective in promoting 
cross-ethnic interactions and attractions between 
minority and majority students (Johnson & John­
son, 1981a; Johnson, Johnson, Tiffany, & Zaid­
man, 1983). 

A teacher need not employ cooperative groups 
continuously to get many of the benefits of this 
approach. In an investigation by Hertz­
Lazarowitz, Sharan, and Steinberg (1980), experi­
mental teachers used cooperative group learning at 
least 30% of the time, whereas control teachers 
employed whole-class instruction all the time. Stu­
dents in the experimental classes proved more co­
operative in judgments about distributing payoffs 
and also did better on learning tasks than students 
in control classes. 

An obvious benefit of cooperative group learn­
ing is improved interaction among students. How­
ever, interaction can also be improved by training 
some peers to initiate interaction with other peers 
(Hendrickson, Strain, Tremblay, & Shores, 1982). 
Preschool peers were trained to exhibit three types 
of interaction toward target students: (a) play orga­
nizers, for example, "Let's play school;" (b) 
shares, for example, "Let's trade toys;" and (c) 
assists, for example, "Let me help you get on the 
merry-go-round." In one case a normal pre­
schooler exhibited these behaviors toward with­
drawn peers and in a second case a preschooler 
with a history of negative interactions did the ini­
tiating. The peer helpers were prompted, praised, 
and given stars and edibles for appropriate initia-

tions. In general, the target students reciprocated 
the initiations directed toward them. 

Peer Feedback. Feedback from peers can be 
invaluable in assessing student behaviors. In one 
study the teacher assigned each student an explicit 
behavior goal, for example, "play more with 
friends during recess" (Ragland, Kerr, & Strain, 
1981). To evaluate whether each student had at­
tained his goal, the teacher called out each child's 
name and goal and then asked each of the other 
students whether the child had reached that goal 
the previous day. The other students had to provide 
examples to support their judgment of whether the 
child had achieved the goal. The teacher judged a 
goal to have been met if a majority of the students 
reported the goal as met. The authors report that 
independent observational data generally agreed 
with peer judgments and that the treatment strategy 
improved the targeted social behaviors. A second 
study by this same group of researchers separated 
the impact of simply assigning children goals from 
that of soliciting the peer judgments (Kerr, Strain, 
& Ragland, 1982). Goals by themselves had mini­
mal impact on the target behaviors but the peer 
feedback system substantially improved social 
interaction. 

Peer Modeling. Peer modeling was em­
ployed in seven studies, usually in combination 
with other treatments. As an example of this ap­
proach, Egel, Richman, and Koegel (1981) trained 
three normal functioning children from neighbor­
ing classrooms and a high functioning autistic 
youngster to serve as models for autistic children 
in a special education classroom. Models were ap­
proximately the same age as the participants. Mod­
els demonstrated how to perform discrimination 
tasks related to color, shape, on/under, and 
yes/no. Participants substantially improved their 
performance of these tasks by observing the 
models. 

Peer Tutoring. Ten applications of peer tu­
toring were identified in the literature. These ap­
plications were evenly distributed across singular 
and combined treatments. A common peer tutoring 
arrangement was having older students tutor 
younger ones. Trovanto and Bucher (1980) used 
high achieving students from the 6th, 7th, and 8th 
grades to tutor second to fourth graders who were 
deficient in reading skills. Peer tutoring only and 
peer tutoring with home reinforcers were signifi­
cantly superior to a control condition in improving 
oral reading accuracy and comprehension of the 
younger students. 
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Much of the research on peer tutoring indicates 
that both tutors and tutees benefit from this ar­
rangement. Sharpley, Irvine, and Sharpley (1983) 
used fifth and sixth graders to tutor second graders 
in math. Both tutors and tutees improved signifi­
cantly more in math performance than did com­
parable control subjects. Surprisingly, the tutors' 
preintervention math skills did not seem to affect 
the amount of progress made by tutees. 

There is even some evidence that individuals 
may benefit more from tutoring than being tutored. 
Maher (1982) assigned socially and emotionally 
maladjusted adolescents to one of three treatment 
groups: (a) tutor an elementary school-aged EMR 
child; (b) receive tutoring from a nonhandicapped 
student in the high school; and (c) receive group 
counseling regarding academic problems. The stu­
dents who served as tutors improved the most on 
measures of academic performance and signifi­
cantly reduced their rate of absenteeism and disci­
plinary referrals. 

Peer Management. Students implemented 
comprehensive behavior management procedures 
with peers in three of the studies reviewed. For 
example, McKenzie and Budd (1981) trained a 12-
year-old student with emotional problems to work 
with an 11- and a 14-year-old who had displayed 
major behavior and learning problems. The tutor 
performed the following functions: (a) graded tu­
tees' math problems; (b) provided praise and in­
structional feedback to tutees; and (c) awarded free 
time based on the tutees' math performance. The 
tutor was trained through modeling and praised 
after each session for appropriate use of behavior 
management strategies. The tutor was allowed to 
continue only if he maintained satisfactory pro­
gress in his own work. 

Parent Interventions 

Parents have played a very limited role in recent 
classroom management research. Only 11 different 
applications of parent involvement were identified 
in the literature. 

Home-Based Reinforcers. One way that 
parents can facilitate classroom management is by 
making home-based reinforcers contingent on 
school-related behavior. This procedure was used 
in six studies and judged to be exceptionally effec­
tive in three instances. For example, Drew, Evans, 
Bostow, Geiger, and Drash (1982) had parents de­
velop a list of privileges and rewards that their 
children found especially appealing. Children 

could partake of the home-based privileges only if 
their daily report card from the teacher indicated 
that they had completed their math assignment 
with at least 76% accuracy. Both the quantity and 
accuracy of math performance immediately and 
significantly increased as a result of the home­
based reinforcers. Among the home privileges that 
have proven especially useful with young children 
are playing outside, snacking, going swimming, 
watching "Sesame Street," and having a friend 
over to play (Budd, Leibowitz, Riner, Mindell, & 
Goldfarb, 1981; Drew et al., 1982). 

Parent Tutoring. In the only study that 
evaluated parent tutoring, Gang and Poche (1982) 
trained three mothers (one a college graduate and 
two high school graduates) to tutor their 9-year-old 
sons in oral reading during summer vacation. The 
experiments employed a highly structured reading 
program that divided tutoring behavior into four 
categories: (a) presenting materials; (b) giving in­
structions; (c) correcting mistakes; and (d) timing 
and recording the child's performance. The moth­
ers essentially exhibited no correct tutoring prior to 
training but remained above 90% correct after 
training. As a result of the summer tutoring, the 
children improved three times faster than their ex­
pected rate. 

Teacher-Parent Communication. Apart 
from their roles as contingency managers and tu­
tors, parents can provide some support for the in­
structional program simply through effective 
teacher-parent communication. A beginning point 
is for teachers to keep parents updated as to what is 
happening at school. Teacher communication in 
one study involved a single feedback note to par­
ents that included the child's homework record, an 
evaluation of that record, the class's homework 
schedule, and an indication of the importance of 
homework (Lordeman & Winett, 1980). The 
teacher communication substantially increased 
homework submission, with the effectiveness last­
ing for about one marking period. Different forms 
of teacher feedback to parents, including daily re­
port cards, daily letters, and daily phone calls have 
all proven successful in improving such dependent 
variables as class participation, homework com­
pletion, on-task behavior, attendance, and weekly 
GPAs (Trice, Parker, Furrow, & Iwata, 1983). 

Parent communication to teachers (manipulated 
in two studies) may be as useful as teacher commu­
nication to parents. Gresham (1983) arranged for 
the parents of a mildly retarded student to send a 
note to school each day stating that the child did 
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not commit a destructive act at home (e.g., fire 
setting, vandalizing, or attacking others). These 
notes became the basis of some powerful tangible 
reinforcement contingencies in the classroom. 
Even if the child brought a bad note, he was 
praised for bringing in the note but lost the more 
tangible reinforcers. Destructive acts at home 
dropped markedly both during and after the treat­
ment phase. This study illustrates not only the im­
portance of parent communication to the teacher 
but also how the teacher can support responsible 
student behavior at home. 

Self-Administered Strategies 

Students undoubtedly bring some characteristics 
to the classroom that affect the course of classroom 
management. The following student characteristics 
are among those receiving some attention in class­
room management research: (1) Moral develop­
ment-for example, middle school students at a 
preconventionallevel of moral development exhib­
it more unacceptable behavior in the classroom 
than those at higher levels of moral development 
(Bear & Richards, 1981). (b) Ability level-high­
er-ability students are more inclined to respond 
correctly to teacher questions than are lower-abil­
ity students, and teachers are more likely to re­
spond positively to the correct responses of the 
higher-ability than of the lower-ability students 
(Gettinger, 1983). Despite these differences, 
lower-ability students are as likely to be on-task as 
higher ability. (c) Student effort-at least at the 
college level-has about the same impact on aca­
demic achievement as student aptitude (Grabe, 
1982). (d) Stability of student behaviors-student 
responses gradually get worse over the course of 
the year with the greatest stability being near the 
middle of the year (Everts on & Veldman, 1981). 
(e) Student self-efficacy-students' perceptions of 
their academic skills are good predictors of their 
actual performance (Schunk, 1981). Feedback re­
garding ability is more likely to impact self­
efficacy than feedback regarding effort (Schunk, 
1983). (f) Student planning-monthly planning of 
study activity among college students is more re­
lated to high GPA than is daily planning 
(Kirschenbaum, Malett, Humphrey, & Tomarkin, 
1982). 

Although the variables described in the previous 
paragraph help to account for classroom behaviors, 
most of them may largely be beyond the teacher's 

control. The focus of this section, therefore, is on 
those student variables that can be impacted by 
teachers and that can help students assume a great­
er measure of responsibility for their classroom 
behaviors. Twenty-seven applications of these var­
iables were identified in the literature reviewed. 

Self-Instruction. Internal messages can 
serve both as cues and as consequences for overt 
behaviors. Self-talk has been one of the more pop­
ular self-management interventions in classroom 
management research, appearing in 10 of the stud­
ies reviewed-6 times as a singUlar treatment and 
4 times in combination with other treatment vari­
ables. Virtually every time self-verbalization was 
used as a treatment strategy, it was judged to be 
highly effective. It has been used with elementary, 
slower-learning, college, and behavior problem 
students to improve on-task behavior, math perfor­
mance, general academic achievement, accuracy 
of performance, aggression, and hyperactivity. 
The three types of self-instructions that have been 
the focus of research in this area are: (a) directions 
as to how to perform a task; (b) statements as to 
how to cope with mistakes; and (c) statements re­
lated to tuning out distractions. Burgio, Whitman, 
and Johnson (1980) used a combination of these 
procedures to reduce off-task behavior of EMR 
children. 

Bryant and Budd (1982) have described how 
teachers can assist students in acquiring appropri­
ate self-verbalizations. They had teachers fade 
overt instructions to a whispering level as the chil­
dren began emitting overt self-instructions. The 
children then faded their own overt verbalizations 
by progressing to lip movements without sound 
and finally to self-instructions only at a covert 
level. Both this study and an investigation by 
Whitman and Johnston (1983) provide compelling 
evidence that focused self-instructions enhance the 
accuracy of student work. 

Specific examples of self-instructions have been 
provided by Albion and Salzberg (1982). Substan­
tially retarded students in a special education class 
improved their math performance by learning to 
make statements regarding their general approach 
to a task (e.g., "Work slowly," "Look at your 
own paper' ') and other more task-specific state­
ments (e.g., "What is the largest number?" "Put 
a mark by the largest number"). As in other stud­
ies, prompts were used in training the children to 
engage in these self-verbalizations. Similar self­
instructions have been effective in improving a va­
riety of process and product behaviors (Forman, 
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1980; Kendall, 1982; Kendall & Zupman, 1981; 
Kim, 1980). 

Self-Monitoring. The recording of one's 
own behavior was manipulated in 11 studies, usu­
ally with adequate success and with exceptional 
success in four instances. Self-monitoring is often 
used in evaluating the effectiveness of other self­
management strategies (e.g., stimulus control, 
self-reinforcement), but can be used as a treatment 
strategy in and of itself. Workman, Helton, and 
Watson (1982) have demonstrated the potency of 
self-monitoring even with very young children. 
Through modeling, guided practice, and indepen­
dent practice, a 4-year-old preschool male was 
trained to mark a sheet of paper if he was working 
on a teacher-assigned task when a kitchen timer 
went off at 5-minute intervals. This simple self­
monitoring substantially increased the child's sus­
tained schoolwork. 

The impact of self-monitoring is somewhat re­
lated to what students are self-recording. 
Litrownik and Fretas (1980) contrasted the effects 
of four self-monitoring conditions on a bead string­
ing task. Retarded adolescents either recorded a 
positive aspect of their performance (finishing the 
task within the specified time), a negative aspect 
(not finishing the task), a neutral aspect (time 
when they strung), or no aspect. Although the four 
conditions did not differentially affect persistence 
at the task, recording a positive aspect of the task 
produced greater gains in task performance than 
recording a negative aspect. This finding is gener­
ally consistent with a large body of research in the 
self-management literature. 

How effective is student assessment of behavior 
compared to teacher assessment of that behavior? 
Hallahan, Lloyd, Kneedler, and Marshall (1982) 
evaluated the math performance and on-task be­
havior of an 8-year-old learning disabled male un­
der a self-assessment and a teacher-assessment 
condition. In the self-assessment phase, the stu­
dent recorded whether he was paying attention 
whenever an audio recorder emitted quiet tones. In 
the teacher assessment phase, the teacher made the 
judgment as to whether the student was paying 
attention and instructed the subject as to what to 
record. The two conditions produced similar im­
provement in math performance but self-assess­
ment was superior to teacher assessment in pro­
moting on-task behavior. 

The effectiveness of self-monitoring is some­
times contrasted with that of more traditional token 
procedures. Cohen, Polsgrove, Rieth, and Heinen 

(1981) first trained underachieving students to self­
record the frequency of their on-task and noise­
making behaviors. Then, the students prepared be­
havioral graphs that were posted for all to see. 
Finally, they operated under a token system with 
tangible rewards. Although self-recording and 
graphing were somewhat more effective than base­
line conditions, they were not nearly as effective as 
the token system. 

Self-Reinforcement. Students can learn to 
reinforce their own behaviors in much the same 
way teachers reinforce those behaviors. Self-rein­
forcement can involve at least three operations: (a) 
self-selection of reinforcers; (b) self-determination 
of reinforcement contingencies; and (c) self-ad­
ministration of reinforcers. These dimensions were 
at least moderately effective in six studies and 
highly effective in two of the studies. 

One problem that has surfaced with self-rein­
forcement is a tendency of some students to set 
extremely lenient standards for themselves. Using 
a point system tied to free time and tangible re­
wards, Wall (1983) compared work completion 
rates under external and student determined rein­
forcement standards. The external standards re­
quired the students to increase their completion 
rates to receive substantial reinforcement. In the 
self-selection phase students were completely free 
to set their own reinforcement standards. Although 
both treatment conditions increased work comple­
tion rates over baseline, external standards proved 
significantly superior to self-standards. Students 
became increasingly lenient with the reinforcement 
standards during the self-selection phase and gen­
erally failed to imitate the external standards. 

Dickerson and Creedon (1981) examined the 
impact of externally and self-selected standards 
when the standards were equated across condi­
tions. Three conditions were employed: (a) stu­
dent-selected standards for points leading to tangi­
ble payoffs; (b) externally selected standards with 
each subject yoked to a member of the student­
selected group; and (c) a no contingency control 
condition. In contrast to Wall's findings, students 
in the self-selection group selected stringent rein­
forcement standards and performed at a signifi­
cantly higher level than students in the external 
group. 

Self-administration of reinforcement contingen­
cies is often used as a sequel to external admin­
istration of contingencies. Gallant, Sargeant, and 
VanHouten's study (1980) with a bright 11-year­
old illustrates this sequence of events. Following 



CHAPTER 14 • CLASSROOM BEHAVIOR MANAGEMENT 307 

baseline, the student operated under externally ad­
ministered contingencies in which the teacher 
checked his work and indicated whether he had 
earned access to a high priority science lab ac­
tivity. In the subsequent phase, the student could 
go to the science lab whenever he had completed 
his work and felt that he had achieved the required 
accuracy. With the exception of a slight decrease 
in accuracy, the substantial improvement achieved 
in the external phase was generally maintained in 
the self-administration phase. Shapiro and Klein 
(1980) have also shown that improvement estab­
lished in an external token system can be main­
tained through self-assessment and self-reinforce­
ment. 

Classroom Reinforcement Procedures 

Reinforcement has received the most extensive 
attention of any general concept in classroom man­
agement research. Some aspect of this variable 
was manipulated 160 times in the recent literature. 

Reinforcement Contingencies 

Clarity of Contingencies. Witt and Adams 
(1980) demonstrated the importance of clear con­
tingencies both in direct and vicarious reinforce­
ment conditions. With a nontarget subject seated 
nearby, the target subject was either verbally ap­
proved without mention of what behavior was 
being approved (e.g., "You're doing nicely") or 
approved with clear specification of what was 
being approved (e.g., "I like it when you play 
with your pencil," "You are studying well"). 
Though both conditions increased the behavior 
being approved, the descriptive approval had a 
more decisive impact on the target and nontarget 
subject's behavior. 

Group Contingencies. Although most class­
room reinforcement systems operate on the basis 
of individual contingencies, group contingencies 
were used in 13 of the studies reviewed-usually 
in combination with other treatment conditions. 
These group contingencies consistently led to im­
provement in the target behaviors and in five in­
stances to exceptional improvement. 

One type of group contingency involves reward­
ing the class as a whole for meeting a particular 
standard. Bear and Richards (1980) studied the im­
pact of awarding one minute of extra recess time 
for each one point improvement of first the weekly 
and then the daily class mean (compared to the 

baseline mean) in math and English. The group 
contingencies substantially improved both target 
behaviors, with the effect being more pronounced 
for math than English. In a similar vein, Allen, 
Gottselig, and Boylan (1982) used a kitchen timer 
and flip card system to award the class an addi­
tional minute of free time for every 5 minutes in 
which all students followed the class rules. Disrup­
tive behavior dropped to a very low level during 
both math and language arts. 

A number of group contingency studies have 
divided classes into teams. In some cases, all 
teams are competing against a common criterion. 
For example, in a study by Fishbein and Wasik 
(1981), a librarian awarded points several times 
during the period to teams whose members were 
all obeying the rules of good conduct in the library. 
To win, a team had to earn 75% of the possible 
points. A treatment phase with backup privileges 
(e.g., a special activity conducted by the class­
room teacher) raised appropriate behaviors well 
above baseline whereas a phase with no backup 
privileges did not. Other studies (e.g., Saigh & 
Umar, 1983) have examined the effects of team 
contingencies involving interteam competition. In 
Saigh and Umar's study, the team with the fewest 
rule violations received a variety of rewards: offi­
cial letters of commendation, extra recess time, 
victory tags, and a winner's chart. A number of 
disruptive behaviors were markedly reduced by the 
team competition. 

McLaughlin (1981) contrasted the effects of in­
dividual and group contingencies on reading per­
formance, negative peer comments, and pupil 
preferences for the two systems. In the individual 
phase, students earned points for accurate reading, 
hard work, and good behavior but lost points for 
disruptive and off-task behavior. In the group 
phase, points were contingent on the average read­
ing performance in the class. In both conditions, a 
Friday activity period was used as the backup re­
ward. A yoking system between the individual and 
group phase allowed for equivalence of point crite­
ria under the two conditions. The group contingen­
cy was superior to the individual in promoting 
reading accuracy and the two were equally effec­
tive in reducing negative peer comments. Students 
expressed a slight preference for the group over the 
individual contingencies. 

Reinforcement Sharing. A system very similar 
to group contingencies is one in which group re­
wards are based on the performance of a subset of 
students within the group. This reinforcement 
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sharing contingency was reported in the literature 
to have been successfully applied six times, always 
in combination with other treatment variables. 
Swain, Allard, and Holborn (1982) used this con­
tingency to promote immediate and long-term den­
tal hygiene. Each day four students were randomly 
selected from each of two class teams to have their 
teeth checked for cleanness. The team with the 
cleanest teeth had all its names displayed on a win­
ners' poster and all received "Scratch n' Sniff" 
stickers with positive comments on them. 

Paine et al. (1982) used a reinforcement sharing 
arrangement to promote social skills. In this case 
the class as a whole earned extra recess privileges 
if the targeted student achieved a specified level of 
social interaction. Special peers were selected to 
interact with the target students and to model ap­
propriate social interaction. The social skills em­
phasized were starting conversations, responding 
to others' conversation, maintaining conversation 
already under way, praising peers, and cooperating 
with peers. The combined package was quite ef­
fective in upgrading the targeted social skills. 

How is the performance of specific students af­
fected by the various types of contingencies? 
Speltz, Shimamuira, and McReynolds (1982) con­
trasted student math performance under individual, 
group, and reinforcement sharing contingencies. 
Although the contingencies were about equally ef­
fective for the group as a whole, two of four target 
students did their best work when they were identi­
fied before the task as the representative worker for 
the group (reinforcement sharing). 

Functional Contingencies. A functional tie be­
tween the reinforcement delivery system and the 
target behavior could be expected to promote 
bonding between the two events. A study by 
Williams, Koegel, and Egel (1981) clearly illus­
trates one method for achieving this functional tie. 
In an arbitrary delivery phase, a correct response 
involving a hand movement was followed with an 
edible reward delivered to the mouth, whereas a 
correct response involving a specified movement 
of the mouth was followed with an edible delivered 
to the hand. In contrast, delivery of the reward was 
compatible with the target behavior in the func­
tional phase (i.e., correct movement of the hand 
was followed by an edible being placed in the hand 
and correct movement of the mouth was followed 
by the edible being placed in the mouth). Rewards 
and target behaviors were held constant across the 
arbitrary and functional conditions. The functional 

delivery proved much superior to the arbitrary in 
promoting the target behaviors. 

Dimensions of Reinforcement 

Immediacy of Reinforcement. In two of the 
three studies in which the timing of reinforcement 
was manipulated, immediate reinforcement proved 
superior to delayed. For example, Mayhew and 
Anderson (1980) found that tokens provided dur­
ing class sessions for on-task behavior were more 
effective than those provided during a videotape of 
the class sessions. Fowler and Baer (1981), how­
ever, found that behavior gains were generally 
comparable under an early (immediately after 
class) and a late feedback condition (end of the 
school day). In fact, performance gains gener­
alized more readily to nontreatment settings under 
the late feedback condition. 

Reinforcement Schedules. The seven studies 
that manipulated reinforcement schedules suggest 
that partial schedules are particularly useful in the 
regular classroom. Ollendick, Dailey, and Shapiro 
(1983), for example, found that intermittent praise 
was an effective adjunct to vicarious praise on a 
continuous schedule. In fact, children who ob­
served others being praised on a continuous sched­
ule and were themselves praised on an intermittent 
basis actually performed better than the children 
praised on a continuous schedule. 

Laboratory research has shown that variable 
schedules of partial reinforcement are generally su­
perior to fixed schedules in promoting permanency 
of behavior change. In a classroom setting, Van 
Houten and Nau (1980) compared fixed and vari­
able schedules in which students earned checks for 
being attentive and not engaging in disruptive be­
havior. Checks were exchangeable for an oppor­
tunity to draw a prize from a grab bag. On the 
average, the two schedules required the same 
amount of appropriate behavior to earn checks. 
Attentive behavior was slightly higher, disruptive 
behavior was slightly lower, and behavior was 
more consistent under the variable than the fixed 
schedule. 

Vicarious Reinforcement. Another dimension 
of reinforcement that affects the ease and scope of 
classroom management is vicarious reinforcement. 
The five studies addressing this issue indicate that 
a number of variables can affect the likelihood of 
vicarious reinforcement. Interaction among stu­
dents is one important factor. Sharpley (1982) 
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paired fourth graders on the basis of a pre study 
writing test. Half of the subjects received direct 
rewards (e.g., written feedback, smiling faces, 
verbal praise, and a sweet edible) for good re­
production of alphabet letters and half did not. 
Some subjects could freely talk to each other after 
finishing each set of letters, whereas others were 
not permitted to talk. Although all the students 
responded favorably to direct rewards, only those 
students who were permitted to talk freely to peers 
evidenced the same performance under the 
vicarious as under the direct reinforcement condi­
tion. In fact, students in the no-talk condition 
showed no evidence of a vicarious reinforcement 
effect. 

Vicarious rewards are also unlikely to be effec­
tive unless the subject is provided some direct rein­
forcement. Lancioni (1982) trained normal peers 
to use direct and vicarious rewards in tutoring 
mentally retarded age mates. Vicarious edibles and 
approval were effective after use of direct edibles 
and approval. Without some exposure to direct re­
wards, a child may actually evidence diminished 
performance under a vicarious reward condition 
(Ollendick et al., 1983). Ollendick et al. found 
that a child might increase performance initially 
under a vicarious condition but then reach sub­
baseline levels if no direct rewards were given. 
Other researchers have found that vicarious praise 
is likely to be more useful in initiating behavior 
than in maintaining it (Boyd, Keilbaugh, & Ax­
elrol, 1981). 

Types of Reinforcers 

Pre- and Postselection of Backup Reinfor­
cers. Regardless of what privileges or rewards 
are used as backup reinforcers, does it make a 
difference whether the subject selects the reinforc­
ing consequence before or after performing the tar­
get behavior? Kazdin and Geesey (1980) allowed 
primary age EMR boys either to pre- or post-select 
the backup reinforcers (e.g., special recess, free 
time, access to a highly valued toy, or selection of 
a small toy) in several different time periods during 
the day. Both approaches produced much higher 
levels of attentive behavior than did baseline, but 
the preselection of reinforcers was considerably 
more potent than postselection. Preselecting back­
up rewards may bring their controlling impact 
closer in time to the performance of target 
behaviors. 

Reinforcer Variation. Rewards must be varied 
over time to maintain their reinforcement value. 
Egel (1981) used edible rewards for correct re­
sponses in working with developmentally disabled 
children. Each of three edibles was used for an 
extended number of trials in the constant reinforce­
ment condition, but administered in random order 
across trials in the varied condition. Thus, each 
edible was used about the same number of times 
under the two conditions. Nonetheless, the two 
target behaviors both declined over time under the 
constant condition but increased and then sta­
bilized under the varied condition. 

Conditioned Reinforcers. Because teachers 
may not have access to many primary reinforcers 
in the classroom, they must develop efficient con­
ditioned reinforcers. Although praise is itself a 
conditioned reinforcer, it can be used to develop 
other conditioned reinforcers. For example, Goetz, 
Ayala, Hatfield, Marshall, and Etzel (1983) paired 
an auditory click with praise (e.g., "The beeper 
tells me to thank you for picking up the blocks so 
well. ") on either a fixed or variable interval sched­
ule. After this pairing, the auditory stimulus alone 
maintained shorter pick-up time for the blocks. 
This study suggests that almost any kind of stim­
ulus consistently paired with an event already rein­
forcing to students can come to serve as a condi­
tioned reinforcer. 

Verbal Approval. Perhaps the most readily 
available reinforcer in the classroom is teacher ap­
proval. Because praise is usually employed as a 
peripheral component in treatment packages (40 
out of 43 times), its unique contribution to treat­
ment packages is difficult to isolate. Although 
most treatment combinations involving approval 
were moderately effective, only about 25% of 
them proved highly effective. 

The power of differential approval is graphically 
illustrated in a study by Buzas and Ayllon (1981). 
During a baseline condition, a tennis instructor 
demonstrated tennis strokes and then pointed out 
errors in student execution of those strokes. In a 
differential praise phase, the instructor's only feed­
back was praise for correct or near correct execu­
tion of components of strokes. The differential ap­
proval phase increased performance two to four 
times over baseline. 

Grades. Perhaps the most readily available 
backup reinforcer in classroom token systems is 
grades. Nonetheless, this variable has received lit­
tle isolated attention in the more recent classroom 
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management research. In a study previously cited, 
Glover et ai. (1980) compared a feedback alone 
phase (in which students contrasted what they had 
underlined with what the instructor had printed on 
the backing of a label) with a feedback plus points 
phase. Fractions of points were earned for cor­
rectly underlined words and lost for extraneously 
underlined words. Students were informed that 
points could be used to improve course grades. 
The researchers found no clear advantage for feed­
back plus points over feedback alone. However, it 
should be emphasized that the feedback system 
used in this study was immediate, efficient, and 
specific. Part of the potency of grades undoubtedly 
lies in their feedback value. When a subject is 
given efficient feedback regarding the performance 
of a valued behavior, grades may provide little 
added reinforcement. Smith, Schumaker, 
Schaeffer, and Sherman (1982) used contingent 
grades in a highly successful discussion skills 
package, but the grades appeared to carry a heavy 
feedback load in their study. 

Tangibie Reinforcers. Tangible payoffs con­
tinue to be frequently used in classroom manage­
ment research (41 instances of tangible rewards in 
the literature reviewed). They usually come in the 
form of edibles or play objects and are often used 
in combination with social reinforcers (Russo, Cat­
aldo, & Cushing, 1981). For example, in the Rus­
so et ai. study, small food items were used in 
combination with physical contact and verbal 
praise to strengthen compliance behavior in 3- to 
5-year-olds. Tangible rewards should be especially 
effective with children for whom academic ac­
tivities and other more natural consequences are 
not initially reinforcing. 

Activity Reinforcers. A category of reinforcers 
at the disposal of almost every teacher is high pri­
ority activities. The 28 applications of this variable 
usually occurred in combination with other treat­
ment components and consistently led to improve­
ment in the dependent measures. In about 25% of 
the cases, outstanding improvement was noted. In­
creasingly, high priority academic activities are 
being used to strengthen other academic behaviors. 
Moreno and Hovell (1982) used access to a lan­
guage laboratory to reinforce a l6-year-old Span­
ish-speaking student for answering a series of sur­
vival questions in English. The treatment increased 
the student's correct English answers from 40% to 
85%. Gallant et ai. (1980) made access to a highly 
preferred subject area (science lab activity) con-

tingent on accurately completing assignments in 
reading and math. This bright ll-year-old male's 
assignment completion and accuracy of perfor­
mance were both greatly improved by the 
contingency. 

Response Deprivation Hypothesis. According 
to the Premack reinforcement principle, any high­
probability activity can be used to reinforce any 
lower-probability activity. Recent research on a 
notion called the "response deprivation hypoth­
esis" has raised some questions about the general 
applicability of the Premack principle in classroom 
management. According to the response depriva­
tion hypothesis, a contingent activity will exercise 
a reinforcing effect on a target behavior only if the 
contingency requires the subject to perform more 
of the target behavior than was present during 
baseline to preserve the same amount of the con­
tingent activity that was present during baseline. 

This response deprivation contingency is de­
scribed by the equation I/C>Oi/Oc in which I 
stands for the instrumental or target behavior and C 
stands for the contingent or reinforcing activity. 
The equation basically means that the required 
ratio between the instrumental and the contingent 
activity (lIC) must be greater than the observed 
ratio between those two behaviors during baseline 
(Oi/Oc) if C is truly to function as a reinforcer for 
I. 

To illustrate this notion, let us assume that a 
student is observed to engage in 10 minutes of 
reading (which we will later designate as the in­
strumental activity) and 20 minutes of drawing 
(which we will later designate as the contingent 
activity) in a free field baseline setting. This stu­
dent must then be required to engage in more than 
10 minutes of reading (say 15 minutes) in order to 
engage in 20 minutes of drawing if the latter is to 
serve as a reinforcer for the former. Thus, the 
equation would be 15120> 10120. In this case, the 
student would be required to read 15 minutes be­
fore being allowed to draw 20 minutes. This con­
tingency should increase the child's reading time 
above the baseline level. 

Two studies indicate that instrumental respond­
ing increases only when a response deprivation 
contingency is present and never when it is absent 
(Konarski, Johnson, Crowell, & Whitman, 1980; 
Konarski, Crowell, Johnson, & Whitman, 1982). 
The response deprivation hypothesis holds even 
when the contingent activity is of lower probability 
than the instrumental activity. In the previous ex-
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ample, reading could be used as the contingent 
activity to increase drawing if the following con­
tingency held: 25110>20110. 

Techniques for Weakening Behaviors 

Strategies for directly weakening behaviors con­
tinue to receive considerable attention in classroom 
management research. Such strategies were re­
ported 52 times in the literature with adequate suc­
cess noted in most instances. In about 40% of the 
cases, target behaviors were described as substan­
tially changed. 

Antecedent Exercise. Advocates of physical 
exercise have long contended that exercise can 
have an ameliorative impact on emotional stress. 
Bachman and Fuqua (1983) have explored the pos­
sibility of using exercise to reduce inappropriate 
behavior in the classroom. In a study with trainable 
mentally impaired students, these experimenters 
arranged for exercise (primarily jogging) to be the 
first daily activity. In general, the more intense and 
extensive the exercise, the greater the reduction in 
inappropriate vocalizations, repetitive movements, 
and off-task activity. 

Medication. What is the comparative effec­
tiveness of medication and environmental manip­
ulations in improving student behavior? Pelham, 
Schnedler, Bologna, and Contreras (1980) com­
pared three levels of Ritalin (placebo, .25 
mg/kg, .75 mg/kg) to a behavior therapy package 
involving teacher and parent praising of good be­
havior, ignoring minor offenses, applying time out 
and response cost to more serious offenses, and 
awarding privileges and tangibles for completing 
academic work. The effectiveness of the behav­
ioral intervention ranked between the effectiveness 
levels of .25 mg/kg and. 75 mg/kg Ritalin prior to 
the behavioral treatment. Both dosage levels pro­
duced more on-task behavior after the behavioral 
therapy phase than before that phase. This interac­
tive relationship between medication and behavior 
modification strategies has received additional 
support from Williamson, Calpin, Dilorenzo, Gar­
ris, and Petti's study (1981) on dexedrine and ac­
tivity feedback. 

Rapport, Murphy, and Bailey (J 982) have pro­
vided a direct comparison between Ritalin and re­
sponse cost in improving classroom behavior. Sev­
eral dosages of Ritalin (5 to 20 mg/day) were 
contrasted with response cost backed up by free 
time. Although both treatments were effective in 

improving on-task behavior and daily assignment 
completion, response cost produced the greater im­
provement on both dimensions. For the two hyper­
active boys used in this study, 15 mg. of Ritalin 
proved to be the optimal dosage-a dosage level 
slightly higher than that suggested in previous 
research. 

Ignoring. Even though ignoring bad behavior 
has been a popular behavior modification strategy, 
it surfaced in only four studies in the recent liter­
ature and was mainly employed in combination 
with other procedures. As an example, Kindall, 
Workman, and Williams (1980) contrasted a 
praise-ignore combination with a praise-soft repri­
mand combination. A variety of appropriate be­
haviors were praised and disruptive behaviors were 
either ignored or privately reprimanded. Both 
treatment combinations were much superior to 
baseline, but the praise-soft reprimand combina­
tion produced more rapid improvement than 
praise-ignoring. However, the latter combination 
did produce better maintenance of treatment gains. 

In-School Suspension. Highly disruptive 
children are sometimes removed from the regular 
classroom for one or more days to work in an 
isolation room. The students have virtually no con­
tact with peers during this period and may even 
have lunch in the isolation room. An excellent 
evaluation of in-school suspension has been pro­
vided by Nau, Van Houten, and O'Neil (1981). 
The teacher, a mUltiple sclerosis victim confined to 
a wheel chair, had a large number of students in a 
small classroom. In one treatment condition, she 
posted feedback for each instance of disruptive be 
havior she observed. In a second condition, stu­
dents receiving two reprimands for disruptive be­
havior were sent to the principal, who required 
them to work for one to three days in a large time­
out room adjacent to his office. The order of these 
treatment conditions was counterbalanced in math 
and science classes. The publicly posted negative 
feedback was ineffective in both classes, but the 
in-school suspension was quite effective in reduc­
ing disruptive behavior in the two classes. 

Response Cost. The most widely used pro­
cedure for weakening behavior (appearing in 14 
studies and usually in combination with other treat­
ment conditions) was response cost. Target behav­
iors were usually reported as improved by these 
treatment combinations, and exceptional improve­
ment was noted in five cases. 

Several different methods have been used for 
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administering response cost contingencies. Pace 
and Forman (1982) gave each second grader in 
their study a large envelope containing paper mon­
ey. Students earned additional money for obeying 
class rules and lost money in varying amounts for 
breaking rules. Dollars accumulated by the end of 
the week could be traded in for inexpensive toys. 
Another example of a response cost procedure has 
been provided by Salend and Henry (1981), who 
taped strips of construction paper to the top of a 
second grader's desk. Each time he sought the 
teacher's attention, he had to give up one strip. 
Strips remaining at the end of the class period 
could be traded in for time with the teacher (e.g., 
having a coke with the teacher, helping the teacher 
clean the classroom, having lunch with the teach­
er). Similarly, Witt and Elliott (1982) arranged for 
slips of paper placed on students' desks to be taken 
away for rule violations. Slips remaining at the end 
of the study period could then be placed in a box 
for a lottery on Friday. Finally, Rapport, Murphy, 
and Bailey (1980) used a flip card method to de­
duct free-time credit whenever the target subject 
was observed to be off task. Each of these varia­
tions of response cost proved extremely effective 
in reducing the targeted behavior. 

Verbal Reprimands. The nine studies that 
included some form of verbal reprimand suggest 
modest potential for this approach to weakening 
behavior. A study by Van Houten, Nau, MacKen­
sie-Keating, Sameoto, and Colavecchia (1982) 
suggests some specific guidelines for delivering 
reprimands. They found that reprimands delivered 
in close proximity to the student, with eye contact, 
and with a firm grasp of the student's shoulders 
were more effective than verbal reprimands alone. 
Reprimanding one child also improved the disrup­
tive behavior and academic performance for an­
other student seated next to the reprimanded child. 

Positive Practice Overcorrection. One way 
to weaken undesirable behavior is to require the 
student to practice behavior that is incompatible 
with the inappropriate behavior. This strategy was 
used in three studies as a singular treatment and 
once in combination with other treatment condi­
tions. In most cases, marked improvement in the 
target behaviors was noted. Luiselli and Rice 
(1983) required primary age handicapped students 
to engage in 30 seconds of appropriate toy play 
whenever they acted inappropriately toward peers. 
Baseline assessment had shown an inverse rela­
tionship between toy play and bad behavior toward 
peers. The teacher used some physical prompting 

to get the students to play with the nearest toy 
whenever they began misbehaving toward peers. 
The treatment markedly reduced inappropriate 
peer interaction. 

Positive practice overcorrection can also be ap­
plied to academic behaviors. In one study, the con­
sequences for misspelling a word were to listen to 
the word pronounced by a teacher aide, pronounce 
the word correctly, say aloud each letter in the 
word, and write the word correctly (Ollendick, 
Matson, Esveldt-Dawson, & Shapiro, 1980). This 
sequence was repeated five times for each mis­
spelled word. Pratt-Struthers and Struthers (1983) 
used a similar approach in helping students learn to 
spell consistently misspelled words from their cre­
ative writings. 

Negative Preference Management. Three 
studies indicated that low priority behaviors can be 
used to weaken high probability behaviors even 
when the sets of behaviors are topographically dis­
similar. Exercise has been the most frequently 
used low probability behavior in negative prefer­
ence management (Dickie & Finegan, 1980; Luce 
& Hall, 1981; Luce, Delquadri, & Hall, 1980). 
Exercise may consist of running for a short dis­
tance, standing up and sitting on the floor 5 to 10 
times, or running in place. The exercise contingen­
cy usually requires 30 seconds to 1 minute to apply 
and has been extremely effective in weakening a 
variety of bizarre and aggressive behaviors. 

Differential Reinforcement of Low Rate of 
Responding (DRL). An excellent way to 
weaken behavior gradually without using aversive 
stimulation is the DRL schedule (employed in four 
studies reviewed). Under this schedule, the child is 
reinforced for exhibiting fewer and fewer instances 
of the target behavior. The first criterion for rein­
forcement is usually set just below the baseline 
level. When the first criterion level is attained, the 
criterion is reduced slightly further. Zwald and 
Gresham (1982) used this strategy to weaken teas­
ing and name calling; Singh, Dawson, and Man­
ning (1982) used it to reduce stereotypic respond­
ing; and Ratholz and Luce (1983) employed a DRL 
schedule in weakening off-task gazing and inap­
propriate vocalization. 

Differential Reinforcement of Other Re­
sponses (DRO). Somewhat similar to the DRL 
approach is the reinforcement of any behavior 
other than the target response. This approach was 
used in three studies, two of which reported con­
siderable success. Two versions of ORO have been 
used: (a) momentary DRO-subject is reinforced 
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if the inappropriate response is not occurring at the 
end of a specified interval; (b) whole-interval 
DRO-subject is reinforced if the inappropriate 
behavior does not occur throughout the whole in­
terval. Repp, Barton, and Brulle (1983) found that 
the whole-interval contingency was generally more 
effective than the momentary contingency. In fact, 
the momentary contingency was effective only if 
preceded by the whole-interval arrangement. 

Treatment Packages 

Far more treatment variables have been used in 
combination than as singular manipulations. Cer­
tain combinations appear with such regularity in 
the literature that they have come to be regarded 
almost as standardized treatment packages. Sixty­
four applications of treatment packages were iden­
tified, with reasonable success reported in most 
instances and outstanding success in more than 
half the cases. 

Behavioral Coaching. Recently, behavior 
modification techniques have been applied in the 
sports domain of school. Behavioral coaching was 
judged highly effective in three studies across a 
variety of sports such as tennis, ballet, football, 
gymnastics, and swimming. Although elementary 
students have been most frequently used in these 
studies, high school and college students have also 
been included. The behavioral coaching approach 
often includes instructions, descriptive feedback 
when a skill is performed correctly, and freezing 
when a skill is performed incorrectly. The freezing 
component has been particularly effective in im­
proving skill execution. The moment skill execu­
tion begins to break down, the subject is stopped 
and instructed to hold that position while the in­
structor points out its maladaptive features and 
then models correct execution. The instructor may 
finally manually guide the subject through correct 
execution of the skill. The behavioral coaching 
package is often contrasted with a more standard 
coaching approach involving unsystematic model­
ing, instruction, and negative feedback. Fitterling 
and AYllon (1983) found behavioral coaching far 
superior to standard coaching in teaching ballet 
skills. Allison and Ayllon (1980) have also docu­
mented the superiority of behavioral coaching over 
standard coaching in teaching football, gym­
nastics, and tennis skills. Koop and Martin (1983) 
used a variation of behavioral coaching in improv­
ing swimming skills. 

Behavior Therapy. A few studies used the 

term behavioral intervention or behavior therapy 
to encompass a broad range of behavioral pro­
cedures. An excellent example is provided by 
Heaton and Safer (1982) whose junior high school 
behavioral program for multisuspended students 
included the following features: (a) contingency 
management, (b) small classes, (c) highly moti­
vated teachers, (d) school-provided incentives for 
good behavior and academic effort, (e) behavioral 
counseling and contracting with the parents, and 
(f) parent-provided home incentives for good 
school reports. Although more of the treatment 
students entered high school than did a comparison 
control group, no difference was observed in the 
performance of the two groups after one year of 
high school. 

Pelham et al. (1980) used a behavior therapy 
package that involved teacher and parent praising 
of good behavior, ignoring minor offenses, apply­
ing time out and response cost for more serious 
offenses, and using high priority activities and in­
centives to reward constructive behavior. Each stu­
dent also received tutoring from a trained under­
graduate. As noted earlier, the behavior therapy 
package in this particular study intensified the ef­
fects of medication on the children's classroom 
behavior. 

Compliance Training. One of the immedi­
ate concerns of many teachers is how to get stu­
dents to respond to their requests. Neef, Shafer, 
Egel, Cataldo, and Parrish (1983) arranged a series 
of steps to produce compliance with "do" and 
"don't" requests: (a) descriptive praise paired 
with tangibles and physical contact for compliance 
with one" do" request; (b) reinforcement for com­
pliance with one "don't" request; and (c) variable 
ratio reinforcement for compliance with any "do" 
or "don't" request. This series of steps produced a 
high level of compliance with both types of re­
quests. Russo et al. (1981) used similar treatment 
procedures in increasing the compliance of pre­
schoolers who had generally been noncompliant to 
adult requests. 

A naturalistic assessment of children's com­
pliance with teacher requests and teachers' re­
sponses to student compliance has shown that stu­
dents rated by teachers as being well-adjusted to 
school are more likely to comply with teacher 
commands than students judged to be poorly ad­
justed to school (Strain, Lambert, Kerr, Stagg, & 
Lenkner, 1983). High-rated students are more like­
ly to receive positive feedback for compliance than 
the low rated, whereas low-rated students receive 



314 PART III • CURRENT ISSUES AND FUTURE DIRECTIONS 

more positive feedback for noncompliance than do 
the high rated. Surprisingly, low-rated children are 
six times more likely than high rated to receive 
repeated commands following compliance. 

Correspondence Training. Another way to 
get students to comply with teacher expectations is 
to solicit verbal commitments regarding the target 
behaviors. For example, the student may be asked 
to verbalize the specific components of a desired 
behavior and then whether he or she is going to 
exhibit that behavior. Nonverbal students can be 
asked to "show me how you are going to . . . ". 
Prompts, corrective feedback, positive feedback, 
and a changing criterion approach have been used 
as a part of the correspondence training package. 
Whitman, Scibak, Butler, Richter, and Johnson 
(1982) have found this package quite effective in 
changing such diverse behaviors as on-task re­
sponses, appropriate sitting posture, and out-of­
seat acti vi ty . 

Contracting. One of the more popular treat­
ment packages in classroom management research 
is contracting. Five of the seven applications of 
contracting reported in the recent literature pro­
duced exceptional success. The facet of contract­
ing that separates it from other treatment ap­
proaches is its emphasis on negotiated agreements. 
In one study, a contract defining the target behav­
ior, contingencies, and rewards and punishment 
was negotiated by guidance personnel with a high 
school juvenile delinquent (Bizzis & Bradley­
Johnson, 1981). Rewards included phone calls, 
letters, and recreational activity. The target behav­
ior, school attendance, was improved so much by 
the contract that absences were completely elimi­
nated the last 4 weeks of the school year. Similar 
contracting systems have been used to improve ac­
ademic performance of adolescents in a special 
school program for dropouts (Kelley & Stokes, 
1982) and to increase special students' participa­
tion in class activities (Kirschenbaum, Dielman, & 
Karoly, 1982). 

Parents have proven to be useful participants in 
school-related contracts. Families of students with 
inconsistent performance records wrote and imple­
mented contracts specifying rewards for teacher 
notification of acceptable school performance 
(Blechman, Kotanchik, & Taylor, 1981). Accept­
able school performance was defined as a work 
level that equalled or exceeded their baseline 
mean. The contracting condition reduced the 
amount of scatter in the students' academic 
performance. 

Direct Instruction. An instructional pack­
age that basically follows a behavior modification 
orientation is direct instruction (evaluated in four 
studies with considerable success reported each 
time). Gettinger's (1982) direct instruction model, 
which substantially reduced off-task behavior, typ­
ifies the components of this package: (a) teacher­
directed instruction, (b) step-by-step learning, (c) 
group instruction, (d) mastery learning, (e) contin­
uous practice, and (d) immediate, corrective 
feedback. 

Carnine (1981) investigated the impact of two 
levels of direct instruction on language arts 
achievement and on-task behavior. Preschoolers 
were taught language skills from a commercial 
program with two different levels of direct instruc­
tion: (a) rapid pacing versus slow pacing, (b) fre­
quent praise versus no praise, (c) clear signals ver­
sus no signals, and (d) regular, immediate 
corrections versus no corrections. High implemen­
tation of direct instruction components yielded 
considerably higher on-task behavior and language 
arts achievement than did the low implementation. 

Another example of direct instruction is the Dis­
tar approach. In addition to the previously identi­
fied features of direct instruction, Distar involves a 
high frequency of unison group responses. The 
Distar package has been quite successful in im­
proving standardized test scores, although these 
gains tend to diminish over time (Becker & 
Gersten, 1982). 

Mastery learning is an approach usually sub­
sumed in direct instruction packages. Under mas­
tery learning students receive much corrective 
feedback and correct skill deficiencies before mov­
ing to higher skill levels . Arlin and Webster (1983) 
have provided evidence that students achieve at a 
higher level and retain skills better under mastery 
than nonmastery conditions. However, the mastery 
students devote greater amounts of time to learning 
than non mastery students. 

Discussion Skills Training. Development 
of discussion skills is a primary focus in many 
classrooms. One of the most direct attempts to de­
velop and refine discussion skills has been pro­
vided by Smith et ai. (1982). The rather elaborate 
package included two major phases, with one 
phase directed toward increasing the number of 
participants and a second toward improving the 
quality of participation. In the quantity phase, the 
teacher stated explicit rules for discussion, praised 
students for their contribution, paraphrased the stu­
dents' comments orally or on the blackboard, pro-
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vided an outline of discussion questions, gave stu­
dents credit for participation, and publicly posted 
discussion grades. In the quality phase, providing 
reasons for statements, making comparisons be­
tween different points, and providing examples 
that supported statements were sequentially taught, 
recorded, and counted toward the students' grades. 
In a final phase, all members of a row received 
bonus points if each student made at least one con­
tribution to the discussion. The percentage of stu­
dents participating greatly increased in the quantity 
phase and each of the quality dimensions increased 
when it was targeted. The quality contingencies 
initially decreased percentage of participation until 
the group contingency was added. 

Social Skills Training. Closely akin to the 
development of discussion skills is the develop­
ment of general interactive skills. Coaching, mod­
eling, rehearsal, and feedback have been used to 
teach learning disabled boys how to make eye con­
tact and respond verbally to unfair criticisms, initi­
ate interactions, give compliments, and request 
changes in behaviors (Berier, Gross, & Drabman, 
1982). Although some of these skills were im­
proved in the training situation, they did not gener­
alize well to natural school settings. 

One of the most publicized packages for teach­
ing social skills is PREP (Preparation through Re­
sponsive Educational Programs). Students learn a 
body of cognitive information about behavior 
modification, social relationships, and careers. 
They also acquire specific social and study skills 
applicable to the classroom. One 5-year follow-up 
on PREP found consistently high academic perfor­
mance and generally effective social behavior by 
students in this program (Filipczak, Archer, & 
Friedman, 1980). 

Token Economy. The combination of condi­
tioned reinforcers leading to backup reinforcers re­
mains a viable approach in classroom manage­
ment. In fact, the token economy package is by far 
the most popular treatment package in classroom 
management research (29 different applications). 
The token economy is probably the most con­
sistently effective classroom management package 
reported in the literature. It has been highly effec­
tive with a variety of dependent variables (e.g., 
on-task behavior, math performance, self-efficacy 
ratings, discrimination skills, reading perfor­
mance, disruptive activity, language arts perfor­
mance, destructive behavior, attendance, work 
completion, stealing, and vocabulary develop­
ment). Although its most frequent application has 

been with elementary students, it has been used 
with secondary students, average students, slow 
learners, and behavior problem students. 

The previously mentioned PREP package pro­
vides an excellent example of a classroom token 
economy. Contingencies focus on such targets as 
class attendance, assignments completed, and ap­
propriate classroom behavior. Reinforcing events 
include tangibles, leisure activities, and social con­
sequences. Backup reinforcers are available on 
both a daily and weekly basis. This program has 
been quite effective in improving such dependent 
measures as GPA, school attendance, and suspen­
sion time (Reese, Murphy, & Filipczak, 1981). 

One of the most important dimensions of token 
economics is the mechanism for dispensing the 
conditioned reinforcers. In some cases, the condi­
tioned reinforcement comes in the form of system­
atic feedback. In Cuvo and Riva's study (1980), a 
marker on a feedback board was moved forward 
for appropriate language responses and moved 
backward for incorrect responses. In most cases, 
points, stickers, and tokens are used as the condi­
tioned reinforcers. When tokens are used, the 
teacher may choose to use different kinds oftokens 
to represent different levels of attainment or re­
ward different target behaviors. Robinson, New­
by, and Ganzell (1981) used four different colored 
tokens to reinforce four somewhat different skills. 

One way to prevent dependency on a token sys­
tem is to provide some way for students to earn 
their way off the system. Kazdin and Mascitelli 
(1980) followed a conventional token phase with 
an earn-off provision. Students were given the op­
tion of operating without the token system when 
they met the earn-off criterion. The earn-off provi­
sion produced higher levels of attentive behavior in 
this special education class than did the conven­
tional token phase, presumably because students 
viewed being off the tokens as a sign of progress in 
the classroom. 

Generalization Training. Some treatment 
packages have been designed to promote gener­
alization of behavior change across time, settings, 
behaviors, and subjects. (Nine applications of gen­
eralization training were identified in the literature, 
with most reporting substantial success.) A popu­
lar strategy for promoting generalization across 
time is to thin the reinforcement schedule. Rosen 
and Rosen (1983) used this approach in reducing 
the stealing behavior of a child enrolled in a special 
education class. Materials appropriate for the child 
to have in his possession were marked with a green 
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circle. He earned points for having only items with 
a green circle and lost points for having other ma­
terials in his possession. Initially the child's mate­
rials were checked every 15 minutes and token 
consequences were administered in combination 
with either descriptive praise or reprimands. Dur­
ing a subsequent thinning phase, the subject's ma­
terials were checked every 2 hours. In the followup 
phase, no markings or token contingencies were 
used. Stealing was substantially reduced both dur­
ing the treatment phase and a one-month follow-up 
phase. 

Anderson and Redd (1980) contrasted the ef­
fects of two instructional procedures (standard in­
struction and generalization training) on perfor­
mance in a treatment and non treatment setting. 
Standard instruction included several components 
of individualized remedial instruction (e.g., phys­
ical prompts, one-on-one tutoring, and continuous 
reinforcement schedules), whereas generalization 
training was directed toward increasing the sim­
ilarity between the treatment setting and the reg­
ular classroom environment (e.g., fading of 
prompts, fading of tutoring, and thinning of rein­
forcement schedule). Both on-task behavior and 
reading performance were very high in the treat­
ment setting, but both declined in the nontreatment 
setting following standard instruction. In contrast, 
generalization training produced as high a perfor­
mance level in the nontreatment as in the treatment 
setting. 

A treatment package for facilitating generaliza­
tion across both settings and time has been de­
scribed by Campbell and Stremel-Campbell 
(1982). After an initial training period in which 
correct verbalizations were prompted and continu­
ously reinforced, a maintenance phase involving a 
variable ratio schedule with no prompts led to 
spontaneous use of correct verbalizations in a free­
play setting and maintenance of the target behav­
iors over time. 

Generalization across both settings and indi­
viduals has been demonstrated by Barton and Bev­
ert (1981). These researchers focused on the phys­
ical sharing of play materials among preschoolers. 
The training program included instructions about 
sharing, peer modeling of sharing, rehearsal of 
sharing behaviors, and intermittent praise for shar­
ing in play situations. Pairs of subjects trained to 
share in one group setting generalized that behav­
ior to untrained group settings and increased the 
sharing of untrained subjects in those settings. 

Self-management procedures have proven effec­
tive in promoting generalization across behaviors 
(Fantuzzo & Clement, 1981). Second grade boys 
noted for poor attention and bad behavior at school 
observed a confederate being either reinforced by a 
teacher or self-reinforced. Some subjects who ob­
served the self-reinforcement had no opportunity 
to self-reinforce whereas others did have an oppor­
tunity. Changes in the target behavior (on-task vs. 
off-task) generalized to academic achievement, 
with the opportunity to self-reinforce producing 
the greater amount of response generalization. 

The PREP package described earlier has been 
one of the most effective packages for promoting 
generalization (Filipczak et al. 1980; Reese & Fil­
ipczak, 1980). In the Reese and Filipczak study, 
tangible and activity reinforcers were gradually de­
layed as the children progressed through the school 
year. Also, a great many individual contracts were 
negotiated for students who either did not meet or 
exeeded the contingencies of the regular reinforce­
ment system. PREP proved effective in producing 
generalization across settings, time, and behaviors. 

Teacher Training Packages. Five studies 
have examined interventions for changing teacher 
behaviors, with most reporting reasonable success. 
An illustrative sampling of target skills has been 
provided by Borg and Ascione (1982): questioning 
procedures, attentional cues, task-related prompts, 
involvement of peers, appropriate reprimands, 
suggestions for alternative behaviors, and different 
types of praise and rewards. Teachers trained to 
focus on specific target behaviors of students did 
better in acquiring these skills than those trained to 
focus on students' self-concept. The more the 
teachers used these skills, the better the classroom 
behaviors of their students. 

Hundert (1982) has contrasted the effects of 
measurement training and programming training 
on teacher and student behavior. Measurement 
training emphasized setting objectives and measur­
ing student progress objectively. Programming 
training emphasized the writing of behavior modi­
fication programs to deal with specific problems. 
In the latter training, teachers were taught to define 
problems in behavioral terms, identify teacher be­
haviors that might have contributed to specific 
problems, specify potential changes in teacher be­
havior, implement those changes, and evaluate the 
effects of those changes. Although measurement 
training had little effect on either teacher or student 
behavior, the programming training increased 
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teachers' proficiency in writing and applying be­
havior modification procedures and students' level 
of classroom performance. 

The generalized impact of training teachers to 
use behavioral strategies has been demonstrated by 
Mayer, Butterworth, Nafpaktitis, and Sulzer­
Azaroff (1983). Teachers attended workshops 
dealing with a variety of behavioral approaches, all 
focusing on making school a more positive experi­
ence. Teacher use of praise and student classroom 
behavior were recorded, graphed, and shared with 
the teacher. Not only did teacher use of praise 
significantly increase and student off-task behavior 
significantly decrease, vandalism costs in the treat­
ment schools also significantly decreased. 

Evaluation of Classroom 
Management Research 

Impact on Education. Researchers have 
generated a rich and extensive body of empirically 
based information about classroom management 
techniques. The research reviewed in this chapter 
represents only a small portion of what is actually 
available on the topic. Several educational journals 
that periodically publish classroom management 
research were not included in the present review. 
Additionally, the vast body of pre-1980 research 
greatly extends the base provided in this chapter. 

The techniques and findings of classroom man­
agement research emanate from the same world in 
which the teacher functions-the classroom. The 
techniques described in this chapter were largely 
used by real teachers in real classrooms with real 
students. Thus, we are not faced with the problem 
of making the transition from the laboratory to the 
real world. Nonetheless, some teachers may ques­
tion the appropriateness of certain behavior-man­
agement techniques with the types of students they 
serve. It is true that the bulk of contemporary 
classroom management research is directed toward 
special students, for example, behaviorally disor­
dered, retarded, and learning-disabled students. 
Only about 15% of the selected studies primarily 
used subjects who would be considered average in 
terms of intellectual and other psychological 
characteristics. 

To discredit the utility of classroom manage­
ment techniques because they have been tested and 
refined with nonaverage youngsters would be to 
reach an unwarranted conclusion. Increasingly, all 

teachers are having to deal with nonaverage stu­
dents in their classrooms. Plus, the techniques that 
have proven effective with special students usually 
work quite well with average youngsters. In fact, 
over one third of the studies reviewed in this chap­
ter included some average students in their 
samples. 

Admittedly, a void does exist with respect to 
gifted students. Very little classroom management 
research has been directed toward students with 
exceptional intellectual and creative potential. 
Only seven studies even included above-average 
students in their samples. It remains to be demon­
strated whether the techniques of classroom man­
agement would serve the needs of gifted students 
as well as those of problem and average students. 

A characteristic that limited the general ap­
plicability of earlier classroom management re­
search was its neglect of generalization effects. 
Very few of the early studies bothered to test 
whether treatment effects generalized across time, 
behaviors, settings, and students. However, class..: 
room management research now gives far more 
attention to generalization. Approximately 40% of 
the studies included in this review assessed one or 
more types of generalization. Generalization 
across time, which would probably be the teach­
er's principal concern, was the most frequently as­
sessed and demonstrated form of generalization in 
the recent literature. 

Because of current reform in the training and 
evaluation of teachers, now may be the optimal 
time for classroom management researchers to take 
their skills and techniques to practitioners in the 
field. The technology of classroom management 
could become an integral part of the training and 
evaluation process. For this to happen, researchers 
must offer their services on the front end of educa­
tional reform. This assertive approach would per­
mit researchers not only to introduce classroom 
management techniques into the training process 
but also to evaluate adequately how this training 
actually impacts teacher and student behaviors in 
the classroom. An after-the-fact involvement in the 
reform process would permit neither to occur. 

The question of how best to train teachers in the 
techniques of classroom management is itself an 
empirical question. At this point, we can not pre­
cisely describe to what extent teachers apply sys­
tematic management techniques in their class­
rooms, or what training procedures best promote 
the application of these techniques. Only five of 
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the studies included in this review evaluated inter­
ventions for changing teacher behaviors. These 
studies describe how teachers can be trained to use 
such simple tactics as defining classroom problems 
in behavioral terms, identifying teacher behaviors 
that may have contributed to the problems, spec­
ifying changes in teacher behavior that would like­
ly correct the problems, implementing those 
changes, and evaluating the effects of the changes 
on the problem behaviors. Teachers' proficiency in 
applying behavior management procedures and 
students' level of classroom performance have 
been improved through these training programs. 

How and when teachers are best trained to use 
classroom management procedures remain impor­
tant research issues. It seems vital that trainers 
model the same procedures they are expecting 
teachers to use. In fact, the extent to which trainers 
employ effective management techniques in work­
ing with teachers may be the most critical predictor 
of the extent to which teachers employ similar 
techniques. On the issue of timing, it may be that 
inservice training would be far more effective than 
preservice training. Teacher trainees may not have 
the experiential base to give significant meaning to 
training in classroom management. 

Impact on Educational Psychology. Where 
does classroom management research fit in the dis­
cipline of educational psychology? Perhaps the 
principal domain of educational psychology is aca­
demic learning. Within this research area, educa­
tional psychologists attempt to describe how learn­
ing occurs, evaluate potential for learning, and 
assess what has been learned. Classroom manage­
ment research can impact the learning process in 
two ways: it can (a) create a classroom atmosphere 
conducive to academic learning; (b) provide the 
technology for actually teaching many academic 
skills in the classroom. Thus, classroom manage­
ment represents educational psychology as prac­
ticed in one learning environment-the classroom. 

Despite its potential for impacting educational 
psychology, classroom management research has 
not been emphasized in educational psychology 
journals. The bulk of the research on classroom 
management is being published in applied behav­
ior analysis journals rather than in educational psy­
chology journals. For example, the most prolific 
current publisher of classroom management re­
search is the Journal of Applied Behavior Analysis 
(JABA). It published over twice as many class­
room management articles as any other single jour­
nal during the 1980-83 period. Its studies included 

participants from all age categories, all grade lev­
els, and most of the major psychological classifica­
tions. The principal target behaviors addressed in 
JABA's research were academic performance, ap­
propriate process behaviors, and negative process 
behaviors. Other applied behavior analysis jour­
nals that gave extensive attention to classroom 
management research during the 1980-83 period 
were Behavior Modification, Education and Treat­
ment of Children. and Behavior Therapy. 

The only educational psychology journal to pub­
lish a significant amount of classroom manage­
ment research in the 1980-83 period is the Journal 
of Educational Psychology (JEP). However, in 
sharp contrast to the other major publishers of 
classroom management research, JEP published 
practically no operantly based research. This un­
fortunate arrangement means that JEP, AP A's 
principal journal for educational psychologists, 
fails to reflect the primary approach to learning 
that characterizes classroom management 
research. 

Adequacy of Research Base. It is not un­
usual for a characteristic to be a strength in one 
respect and a weakness in another. The packaging 
nature of much classroom management research 
may be one such characteristic. By using many 
treatment components in combination, studies in 
this area closely approximate the realities of the 
classroom. However, the packaging approach mil­
itates against precise cause-effect inferences. Re­
search in this area could be greatly strengthened by 
more component analyses that isolate the contribu­
tions of specific treatment variables to treatment 
packages. Otherwise, widely used treatment pack­
ages may be replete with unnecessary, and even 
counterproductive, treatment manipulations. 

The simplicity of most research designs in this 
area fosters understanding and application of re­
search findings. The most used research designs in 
the 1980-83 period, reversal and mUltiple baseline 
designs, usually included no tests of statistical sig­
nificance. The absence of sophisticated statistical 
tests makes the research much more palatable to 
the practitioner in the field. However, the criteri­
on-by-inspection approach often makes it difficult 
to judge the magnitude of treatment effects. Re­
searchers look for differences in level, slope, and 
variability from one phase to another, but simply 
"eye-balling" a data graph does not always pro­
vide a conclusive answer as to whether a change in 
level, slope, or variability embodies a treatment 
effect. The movement in the mid-1970s toward 
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incorporating tests of statistical significance (e. g. , 
time series analysis) into behavior modification de­
signs has unfortunately gained little momentum in 
classroom management research. 

Too much of current classroom management re­
search is simply a replication of treatment effects 
firmly established before the 1980s. For example, 
token economy packages and the variables nor­
mally comprising these packages continue to dom­
inate research in the 1980s. Unfortunately, much 
of this research on token economics basically du­
plicates what was already known about their effec­
tiveness. More research is needed that would add 
precision to the technology of token economies 
and other standard classroom management pro­
cedures. Delivery systems for reinforcers, timing 
of reinforcers, scheduling of reinforcers, pre- and 
postselection of backup reinforcers, development 
of conditioned reinforcers, and the role of 
vicarious reinforcers are only a few of the treat­
ment variables needing more varied and intricate 
technology. 

Some treatment manipulations are woefully un­
derrepresented in the current literature. Instruc­
tional variables, such as task analysis, task diffi­
culty, task presentation, discrimination training, 
concept formation training, instructional exam­
ples, instructional modality, instructional games, 
direct instruction, and grading procedures are re­
ceiving negligible attention in the mainstream jour­
nals selected for this review. The whole area of 
self-administered strategies (e.g., self-verbaliza­
tion, self-monitoring, self-reinforcement, and self­
directed relaxation) has made few inroads into 
classroom management research. Thus, little atten­
tion has been devoted to teaching students to con­
trol their own emotions and behaviors in the class­
room. Another area largely omitted from recent 
classroom management research is class rules, an 
area considered vital by practically all teachers. A 
treatment variable that has proven highly effective 
in clinical settings and appears to be a natural for 
the classroom setting is restitutional overcorrec­
tion. However, not a single study made use of this 
natural and potent procedure for weakening behav­
iors that produce damage or disarray in the class­
room environment. 

Whereas logistical refinement is certainly in 
order for classroom management research, re­
search directed toward the testing of theoretical 
notions is even more imperative. For example, the 
response deprivation hypothesis represents a re­
freshing change of pace in the research literature. 

It provides the conceptual framework for testing 
specific hypotheses, some of which run counter to 
other notions, such as the Premack reinforcement 
principle. Research studies that provide differen­
tial predictions based on contrasting theoretical no­
tions would be uniquely valuable in developing a 
rich conceptual framework for classroom 
management. 

There is a similar lack of attention to developing 
and testing comprehensive conceptual models of 
classroom management. The conceptual model 
that dominates classroom management research is 
the operant approach of B. F. Skinner. Because 
this model has largely evolved from laboratory re­
search with rats and pigeons, many prominent edu­
cators, such as Eisner (1984), have questioned its 
utility in the classroom. However" the question of 
utility is largely an empirical issue. Research that 
contrasts the operant model with other conceptual 
frameworks for classroom management (e.g., Gor­
don's teacher effectiveness training, Dreikurs so­
cial discipline model, Glasser's reality therapy 
model, and Canter's assertive discipline model) 
would be immensely helpful in determining what 
overall approach is most useful in classroom 
management. 

Despite apparent gaps in classroom management 
research, some variables have received quite ade­
quate attention. Feedback, modeling, peer cooper­
ation, group contingencies, tangible reinforcers, 
activity reinforcers, response cost, and generaliza­
tion training are some of the valuable procedures 
strongly represented in classroom management re­
search. Although not receiving extensive cover­
age, other treatment variables, such as testing, 
time limits, response del a y training, interspersal 
training, home-based reinforcers, reinforcement 
sharing, functional contingencies, antecedent exer­
cise, in-school suspension, positive practice over­
correction, negative preference management, DRL 
schedules, and DRO schedules appear to have con­
siderable promise for improving student perfor­
mance, sometimes in very unexpected ways. For 
example, shortening time limits seems to improve 
not only the pace of student work but the quality 
also. 

Future Trends. With the exception of a de­
crease in 1983, publication of classroom manage­
ment research has steadily increased in quantity 
since 1980. That trend is very likely to continue 
through the decade, especially if classroom man­
agement researchers join the bandwagon of educa­
tional reform. How these researchers approach 
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their involvement in the reform process will deter­
mine whether the anticipated proliferation of class­
room management research has a decisive impact 
on the practice of education. 

Two types of studies are necessary for class­
room management research to have an optimal im­
pact on the reform process: (a) carefully controlled 
studies in which treatment effects are clearly iso­
lated; (b) less well controlled studies that test the 
efficacy of treatment packages with large samples 
of students. The first kind of study would preserve 
the heritage that has characterized classroom man­
agement research (at least the operant perspective) 
since its formative years. These early studies were 
characterized by unitary applications of treat­
ments, simplicity of research designs, and internal 
validity. Continuing this type of research would 
expand the base of precise cause-effect rela­
tionships in classroom management. The external 
validity of this base could then be tested by apply­
ing more complex treatment packages (comprised 
of manipulations of proven effectiveness) to broad­
er samples of students. 

There is some evidence from the 1980-83 stud­
ies that classroom management research may be 
moving beyond its emphasis on extrinsic moti­
vation. Although token economy variables re­
mained very popular during this period, some at­
tenuation was noted toward the end of the period. 
For example, the token economy packages peaked 
in 1981 (11 applications) and diminished to six 
applications in 1982 and six in 1983. Activity and 
tangible reinforcers, widely used in token econom­
ics, peaked in 1981 and 1982 and declined sub­
stantially in 1983. Reponse cost, a technique for 
weakening behavior often used with token eco­
nomics, dropped from a frequency of four applica­
tions each of the previous years to only one ap­
plication in 1983. Although extrinsic incentives 
have been especially effective in reducing disrup­
tive and off-task behavior, the time may be right to 
direct research attention more toward intrinsic 
motivation. 

A desirable emphasis for the mid-to-Iate-1980s 
would be application of behavior management 
techniques to the instructional process. As pre­
viously noted, many instructional variables (e.g., 
task analysis, task difficulty, task presentation, 
concept formation training) received very little at­
tention in the 1980-83 period. Although academic 
targets were heavily emphasized in the 1980-83 
research, creative responding and problem-solving 
skills were seldom included among these targets. 

Thus, various treatment applications and target be­
haviors warrant more attention in the instructional 
area. A lack of emphasis on the instructional do­
main will likely perpetuate dependency on extrin­
sic payoffs as a means of motivating students. On 
the other hand, a stream-lined technology of in­
struction could largely negate the need for extrinsic 
controls. 

Educational reformers are emphasizing the role 
computers will play in the instructional process. 
Classroom management researchers need to apply 
their technology to refinement and evaluation of 
computerized instruction. What kinds of comput­
erized instruction are likely to promote academic 
learning, an affinity for learning, and appropriate 
classroom conduct? Although no computer evalua­
tion studies were located in the 1980-83 issues of 
the journals reviewed, a meta-analysis of 51 inde­
pendent evaluations of computer instruction great­
ly extends our empirical assessment of this ap­
proach (Kulik, Bangert, & Williams, 1983). Kulik 
et al. selected studies at the high school level that 
had contrasted computer instruction with more 
conventional teaching approaches and that were 
free of major methodological flaws. In comparison 
to traditional approaches, computer-based instruc­
tion raised students' final exam scores from about 
the 50th to the 63rd percentile, but had smaller (yet 
positive) effects on exams given several months 
after instruction. The computer approach also pro­
duced a more positive evaluation of computers and 
course content taught by computers. Another ma­
jor benefit of computer based instruction was a 
much faster rate of learning. Obviously, comput­
erized instruction is a very promising area that 
should not be neglected in future classroom man­
agement research. 

In summary, the impact of classroom manage­
ment research on the actual practice of education 
and the discipline of educational psychology is 
more limited than it deserves to be. An extensive 
application of what researchers presently know 
about classroom management would likely pro­
duce pervasive improvement in educational prac­
tices. To accomplish this far-reaching application, 
classroom management researchers must get their 
work into the mainstream of educational psychol­
ogy and must ambitiously address the issue of how 
best to train teachers to apply the many useful be­
havior management strategies. 
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CHAPTER 15 

The Elusive Search for Teachable 
Aspects of Problem Solving 

Richard E. Mayer 

Introduction 

The ideas just presented serve to motivate the pre­
sent chapter and its central question, "Can prob­
lem solving be taught?" These quotes are, respec­
tively, from the National Education Association's 
(1961) The Central Purpose of American Educa­
tion, the introduction to Lochhead and Clement's 
(1979) Cognitive Process Instruction, and Nor­
man's (1980) chapter in Tuma and Reif's (1980) 
Problem Solving and Education. These quotes 
point to both the promise and the pitfalls of re­
search on problem solving. The promise refers to 
the possibility of a scientifically based understand­
ing of how to teach people to think. The pitfalls 
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The purpose which runs through and strengthens all educa­
tional purposes-the common thread of all education-is the 
development of the ability to think. 

We should be teaching students how to think; instead we are 
primarily teaching them what to think. 

It is strange that we expect students to learn yet seldom teach 
them anything about learning. 

refer to the possibility of raising expectations about 
the teachability of problem solving that can only be 
met by a yet another wave of educational fads and 
cults. 

Emphasis on "good habits of mind" is, of 
course, not a new goal in education. Rippa (1980) 
points out that as early as 1712 the curriculum of 
the Boston Latin School required that students 
read, write, and speak Latin as well as have some 
knowledge of Greek and mathematics. The Latin 
School approach, which was still strong a century 
ago, was based on the idea that learning Latin and 
Greek and geometry would foster the traits of men­
tal discipline and logical thinking. The demise of 
the Latin School approach was brought about by 
the practical demands of an emerging tech­
nological and democratic society and by the grow­
ing body of educational research indicating that 
skills learned from Latin did not transfer easily to 
practical situations. Although they give lip service 
to the development of the mind, today's schools 
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stress the teaching of objectively measurable be­
haviors. However, current research in the psychol­
ogy of problem solving has again raised the pos­
sibility of succeeding where the Latin Schools 
failed. While retaining the Latin School's goal of 
teaching "good habits of mind," current attempts 
to teach problem-solving skills are bolstered by 
one hundred years of scientific research on prob­
lem solving. 

The study of problem solving traditionally has 
had a modest but consistent place in educational 
psychology. For example, much of the early work 
concerning transfer of training actually involved 
studies of the teachability of problem-solving skills 
(e.g., Thorndike, 1923). More recently, a review 
of the contents of the Journal of Educational Psy­
chology, Contemporary Educational Psychology, 
and the Educational Psychologist reveals a con­
sistent interest in problem solving. Problem solv­
ing is not heavily represented in undergraduate 
texts in our field (see Ash & Love-Clark, 1985), 
but there continues to be a broad interest in prob­
lem solving and the development of problem-solv­
ing skills. 

The purpose of this chapter is to determine 
whether there are aspects of problem solving that 
might be learnable (Gagne, 1979). In order to ad­
dress this question, this chapter first provides some 
basic definitions and a brief historical overview of 
the problem-solving literature. Then, this chapter 
explores classic issues concerning the teaching of 
problem-solving ability, such as whether to use 
discovery or direct instruction, whether to focus on 
the product or the process of problem solving, 
whether to teach general skills applicable in many 
domains or specific skills applicable in more re­
stricted domains, and whether to teach a wholistic 
approach to solving problems or an analytic ap­
proach that focuses on the component processes. 
Finally, the chapter closes with a discussion of 
implications for future research. 

Definitions 

In order to study human problem solving, it is 
useful to agree on the definitions of key terms, 
such as problem, problem solving, types of prob­
lems, and reasoning. The information processing 
approach to problem solving (Mayer, 1983) yields 
the following definitions. 

A problem consists of: (a) a given state, that is, 
certain conditions or objects are present at the be-

ginning, (b) a goal state, that is, certain conditions 
or objects are desired at the end, and (c) obstacles, 
that is, certain difficulties prevent the problem 
solver from directly transforming the given state 
into the goal state. Thus, a problem occurs when 
some situation exists, the problem solver desires 
the situation to be changed into a different one, but 
there is no direct or obvious way to accomplish the 
change. A task that is a problem for one person 
may not be a problem for another person; for ex­
ample, finding an answerfor "What is 3 + 5?" is 
a problem for a preschooler who has not yet mem­
orized all the number facts but not for a normal 
adult. 

Problem solving is (a) cognitive, but is inferred 
from behavior , (b) a process that involves a series 
of manipulations on knowledge in a person's 
mind, and (c) directed towards to solution of a 
problem. Thus, problem solving involves what 
Polya (1968) calls, "finding a way out of a diffi­
culty, a way around an obstacle, attaining an aim 
that was not immediately obtainable." Hayes 
(1981) analyzes problem solving into two major 
parts: representing the problem and searching for a 
way to solve the problem. For example, if a person 
is presented with an algebra story problem, the 
person might represent the problem as an equation 
and then search for a solution by applying the rules 
of algebra and arithmetic. 

It should be noted that behaviorists and cog­
nitivists differ with respect to the definition of 
problem solving. The behaviorists content that em­
pirically observable behavior must be the primary 
data of psychology; because internal cognitive pro­
cesses cannot be directly observed, they have no 
place in psychology. The cognitivist position is 
that behavior is just the result of thinking but inter­
nal cognitive processes can be inferred from be­
havior; thus, the goal of psychology should be an 
understanding of the mechanisms that underlie be­
havior. 

There are many different types of problems. For 
example, Greeno (l978a) has distinguished among 
(a) problems of inducing structure, such as series 
completion or analogy problems, (b) problems of 
transformation, such as chess and checkers, and 
(c) problems of arrangement, such as anagram or 
cryptarithmetic problems. Reitman (1965) has list­
ed four types of problems, based on the specificity 
of the given and goal states: (a) well-defined given 
state and well-defined goal state, such as, "How 
can you tum a sow's ear into a silk purse?" (b) 
well-defined given state and poorly defined goal 
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state, such as, "How can you redesign a Cadillac 
to get better gas mileag:!?" (c) poorly defined 
given state and well-defined goal state, such as, 
"Explain the mechanisms responsible for sun 
spots." (d) Poorly defined given state and poorly 
defined goal state, such as, "Understand problem 
solving." Guilford (1959) distinguished between 
convergent thinking, that is, thinking that proceeds 
towards a single answer, such as arithmetic com­
putation problems, and divergent thinking, or 
thinking that moves outward from the problem in 
many possible directions, such as "list all the uses 
for a brick. " School learning tasks generally favor 
well-defined problems requiring convergent think­
ing-although most practical living problems are 
poorly defined problems requiring divergent 
thinking. 

The roots of modem issues in problem solving 
can be found in the philosophers' study of induc­
tive and deductive reasoning tasks. In inductive 
reasoning tasks, the problem solver is given a 
number of instances or examples and must induce 
a rule. Examples include concept learning, series 
completion, and analogy problems. In deductive 
reasoning tasks, the problem solver is given prem­
ises and must logically deduce a conclusion using 
the rules of logic. Examples include categorical, 
linear, and conditional syllogisms. Early problem­
solving research focused on these types of reason­
ing tasks (Revlin & Mayer, 1978). 

Cognitive Analysis of Problem 
Solving 

Earlier in this volume, DiVesta showed how 
cognitive psychology has become the dominant 
source of new ideas in educational psychology. As 
has been pointed out elsewhere (Mayer, 1981a), 
the contributions of cognitive psychology rest 
mainly in providing a set of tools for analyzing and 
describing knowledge and processes. In the area of 
problem solving, the most fundamental analysis 
involves breaking problem solving into two 
phases: (a) problem representation, in which the 
problem statement is represented mentally by the 
problem solver, and (b) problem solution, in which 
mental operations are performed on the representa­
tion in order to achieve solution. 

The historical roots of analyzing problem solv­
ing into stages can be traced to Wallas' (1926) 
classic book, The Art of Thought. Using case stud­
ies of famous problem solvers, Wall as suggested a 
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series of four stages in problem solving: prepara­
tion, incubation, illumination, and verification. 
Polya's (1945) classic book, How to Solve It, also 
described four stages in problem solving: under­
standing the problem, devising a plan, carrying out 
the plan, looking back. The first two of Polya's 
stages and first three of Wallas ' s stages correspond 
to problem representation, whereas the remaining 
stages correspond to problem solution. Similarly, 
classic Gestalt research (e.g., Duncker, 1945) re­
vealed that different problem representations lead 
to different solution procedures. More recently, 
computer simulations of problem solving have re­
quired distinctions between understanding and 
solving (Hayes, 1978). 

Two tools that are relevant to problem represen­
tation are schema and problem space; two tools 
that are relevant to problem solution are strategies 
and algorithms. These four tools are described in 
this section. 

Schema. A schema for a problem refers to a 
problem solver's general mental representation of 
the structure of the problem. The historical roots of 
the concept of schema in psychology can be traced 
to Bartlett's (1932) classic book on prose memory, 
Remembering, as well as Piaget's (1954) classic 
discussion of intellectual development. However, 
the term has been used in a far more restricted 
sense when applied to problem solving. For exam­
ple, Hinsley, Hayes, & Simon (1977) studied peo­
pIe's schemata for various types of algebra story 
problems. In one study, high school and college 
students were given a collection of story problems 
and asked to sort the problems into categories. The 
results indicated that subjects were able to perform 
this task with high levels of agreement, yielding 18 
categories such as work, interest, time-rate-dis­
tance, mixture, and so on. These results provide 
some evidence that people have developed sche­
mata for various types of algebra story problems. 

Greeno (1980) and Riley, Greeno, and Heller 
(1983) have described children's schemata for sim­
ple word problems. One kind of problem involves 
a "cause/change" schema, such as: "Joe had 3 
marbles. Then Tom gave him 5 more marbles. 
How many marbles does he have now?" Another 
kind involves a "combine" schema, such as: "Joe 
has 3 marbles. Tom has 5 marbles. How many 
marbles do they have altogether?" A third kind is 
"compare," such as: "Joe has 3 marbles. Tom 
has 5 more marbles than Joe. How many marbles 
does Tom have?" Kindergartners and first graders 
performed well on the first two problems but 
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Figure 1. Partial problem space for an equation problem. 

poorly on the last one, whereas second and third 
graders performed well on all three. These results 
encourage the idea that children begin with one or 
two basic schemata, such as cause/change, and 
develop more differentiated schemata, such as 
compare, as they acquire more experience. 

In order to gain a broader perspective, Mayer 
(1981b) surveyed the exercise problems given in a 
set of standard algebra textbooks. Of the approx­
imately 1,100 problems found, there were about 
20 general categories of problems similar to those 
found by Hinsley, Hayes, and Simon. In addition, 
for each general type, there were often many sub­
types. For example, for time-rate-distance prob­
lems the subtypes included a round trip, two vehi­
cles converging, two vehicles traveling in opposite 
directions, one vehicle overtaking another, and so 
on. A tally of the frequency of each subtype re­
vealed that some versions of a problem were far 
more common than others. 

In a follow-up study, Mayer (1982) presented 
eight story problems to subjects and then asked the 
subjects to recall the problems. When subjects 
made errors, they tended to change an uncommon 
version of a problem into a more common version. 
This type of error suggests that subjects have sche­
mata for common subtypes of problems and try to 
use these schemata for interpreting problems. 

Problem Space. Problem space refers to the 
problem solver's mental representation of the ini­
tial state, goal state, all intermediate states, and the 
operations that can be made to move from one state 
to another. The historical roots of this approach 
may be traced to Duncker's (1945) classic attempts 
to diagram the solution path that subjects used to 
solve his tumor problem. In Duncker's analysis, 
the problem solver continuously reformulated the 
statement of the givens or goal. 

The modem concept of problem space was 
heavily influenced by developments in computer 
science, and was popularized by Newell & Si­
mon's (1972) classic book, Human Problem Solv­
ing. For example, Figure 1 shows the problem 
space for the problem of solving the following 
equation for X: 4X = 2(X + 5). Each node repre­
sents a problem state and each arrow represents a 
transformation from one state to another. As can 
be seen, the initial state is 4X = 2(X + 5) and the 
goal state is X = 5. The legal operators are the 
rules of algebra and arithmetic, such as dividing 
both sides of the equation by 2 or subtracting X 
from both sides. 

Strategy. Once a problem has been repre­
sented as a problem space, solving the problem 
involves figuring out a way to search through the 
space. A strategy is a general procedure or rule of 
thumb that helps the problem solver determine 
how to go about solving the problem. Means-ends 
analysis is one strategy for searching a problem 
space, and has been used widely in computer simu­
lations of problem solving (Newell & Simon, 
1972). In means-ends analysis, the problem solver 
always works on one goal at a time by asking, 
"What means do I have to achieve the ends I de­
sire?" If a goal cannot be directly achieved, the 
problem solver establishes a subgoal of removing 
an obstacle that is in the way, and so on. 

Figure 2 summarizes three major kinds of goals 
as described by Newell and Simon (1972): (a) 
Transform State A into State B. For example, the 
first goal in the equation problem given previously 
is to transform the given state, 4X = 2(X + 5), into 
the goal state, X = _. However, there is an obsta­
cle in the way, namely there is an X on the right 
side of the equation. Thus the outcome of the at­
tempt to transform is recognition of a difficulty-
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1. TraP15form state A into state B 

Match A to B D Subgoal: A' Subgoal: success 
to find Reduce D 

Transform A' Success 
difference D into B 

none fail fail 

Success Fail Fail 

2. Reduce difference D between state A and state 8 

Search for operator 
Q relevant 

to reducing D 

Q Test jf feasible Yes 
(preliminary) 

Subgoal: A' 
apply Q to A Success 
producing A' 

no Fail 

3. Apply operator Q to state A 

Match condition D Subgoal: A' Subgoal: A" 
ofQtoA Reduce D Apply QtoA Success 

find difference D 

none fail fail 

Fail Fail 

Produce result 
A" • Success 

Figure 2. Subgoals in means-ends analysis. 

namely X is on the right side. (b) Reduce the dif­
ference between State A and State B. Once the 
problem solver recognizes that there is an obstacle 
or difficulty, the goal is set to reduce this obstacle. 
The result of the reduce goal is to identify an oper­
ator to use in trying to eliminate the obstacle. For 
example, in the math problem, the operator that is 
chosen is to subtract X from both sides of the equa­
tion. (c) Apply Operator Q to State A. Once an 
operator is selected, the next goal is to apply it. If 
successfully applied, this will create a new state. 
However, in the example given there is an obstacle 
that will not allow the problem solver to carry out 
directly the operation-namely, the X on the right 
is in parentheses. 

Goals are placed in a goal stack until they are 
carried out. As you can see in the math example, 

the transform goal could not be carried out so it is 
placed in the stack. Then, the reduce goal and the 
apply goal were not carried out, so they are placed 
in the stack. Next, the problem solver will try to 
reduce the obstacle of having parentheses on the 
right. This can be achieved by clearing the paren­
theses. The goal of applying this operator is suc­
cessful, resulting in a new state, 4X = 2X + 10. 
Now the old goal in the stack-subtracting 2X 
from both sides-can be carried out resulting in a 
new state 2X = 10. Eventually, the last goal of 
transforming the given state into the goal state is 
the only one left in the stack; when it is achieved it 
can be eliminated and the problem is solved. 

The means-ends analysis strategy can also be 
expressed as a production system (Anderson, 
1984; Newell & Simon, 1972). A production sys-



332 PART III • CURRENT ISSUES AND FUTURE DIRECTIONS 

tem is a list of condition-action pairs. For exam­
ple, a condition-action pair for the equation prob­
lem could be, "If there is an X on the right side, 
subtract X from both sides. " A detailed description 
of means-ends analysis is presented in Mayer 
(1981a). 

Algorithm. An algorithm is a well-defined 
procedure that leads automatically to an answer. 
Examples include the procedure for long division 
or for three column subtraction. The historical 
roots of procedural analyses can be traced to the 
work of Donders (186811969) and the history of 
chronometric techniques has been described by 
Posner (1978). Early advances in task analysis, 
such as Gagne's (1968) learning hierarachy were 
also attempts to break an intellectual task into 
smaller parts. More recently, Sternberg's (1977) 
"componential analysis" has focused on the anal­
ysis of cognitive processes into parts. Following 
the conventions used in computer programming, 
psychologists have used flowcharts to specify al­
gorithms. For example, Figure 3 shows a flow 
chart for three column subtraction. The boxes rep­
resent states, the diamonds represent decisions, 
and the arrows represent the flow from one step to 
the next. 

Brown and Burton (1978) have shown how chil­
dren's performance on tests of subtraction can be 
described in terms of their underlying algorithms. 
Children were asked to solve a series of subtraction 
problems; for each child, Brown and Burton tried 
to find an algorithm that would generate the same 
answers, including any errors. Some children 
made no errors, and thus presumably used a pro­
cedure like the one in Figure 3. Some seemed to 
make random errors that could not be modeled. 
However, others made errors that could be de­
scribed by saying that the children used the pro­
cedure in the figure but with one or more "bugs" 
(i.e., erroneous steps in the procedure) added. For 
example, suppose a child gave the following 
answers: 

876 - 453 = 423 
547 - 356 = 211 
713 - 342 = 431 
455 - 322 = 133 
674 - 555 = 121 

This child seems to possess a bug that Brown and 
Burton call "smaller from larger," that is, the 
smaller number in a column is always subtracted 
from the larger number. Thus, the child is con-

sistently using an algorithm, but the algorithm con­
tains a bug. Other common bugs observed by 
Brown and Burton included "borrowing from 
zero" such as 205 - 126 = 179, and "move over 
zero" such as 205 - 126 = 29. 

Groen and Parkman (1972) and Woods, Res­
nick, and Groen (1975) have developed al­
gorithmic models to describe how young children 
add and subtract small numbers. Fuson (1982) has 
argued that there is a developmental trend in which 
the procedures become more sophisticated and 
eventually automatic. Recent research by Siegler 
(1978) and by Case (1978) suggests that as pro­
cedures become automatized, this allows the prob­
lem solver to incorporate them within more com­
plex procedures. 

Historical Example 

The history of research on problem solving has 
produced two quite distinct views of the problem­
solving process-the associationist view and the 
Gestalt view. According to the associationist view, 
problem solving involves exercising existing asso­
ciations between the stimulus (i.e., the problem 
situation) and various responses. For example, in 
Thorndike's (1898) classic study of cats solving 
the problem of how to get out of a puzzle box, the 
stimulus was being in the puzzle box and the asso­
ciated responses included meowing, pouncing, 
scratching, and pulling a string (the response that 
opened a door to let the cat out). Thorndike ob­
served that the cat solved the problem by "trial 
and error and accidental success." On the first few 
trials the cat engaged in many irrelevant activities 
before accidentially pulling the string, but after 
many trials the cat pulled the string almost imme­
diately upon being placed in the puzzle box. 
Thorndike's explanation of the cat's problem-solv­
ing behavior was straightforward: based on past 
experience the cat tried responses that were associ­
ated with the stimulus with the most strongly asso­
ciated response being the most likely to be tried. In 
addition, Thorndike proposed his famous law of 
effect: if a response is followed by a pleasing state 
of affairs (such as getting out of the puzzle box) it 
will become more strongly associated with the 
stimulus; if a response is followed by an unpleas­
ing state of affairs (such as not getting out of the 
puzzle box) its association to the stimulus wUl be 
weakened. The instructional implication for teach­
ing of problem solving is that the learner should 



Figure 3. A procedure for three column subtraction problems. 

engage in drill and practice, with each solution 
response being immediately reinforced. 

In contrast, according to the Gestalt view, prob­
lem solving involves understanding how the givens 
in the problem fit together in order to satisfy the 
requirements of the goal. For example, in one of 
Kohler's (1925) classic studies of problem solving 
in apes, a caged ape was given some sticks and 
some fruit out of reach outside the cage. The ape 
did not engage in random trail and error; rather, the 

ape reflected on the situation and invented the so­
lution of using the sticks as a tool for raking in the 
fruit. According to Kohler, the ape achieved 
"structural insight" by seeing how all the parts of 
the problems fit together into a coherent structure. 
The instructional implication for teaching is that 
the learner needs to learn in a meaningful way, 
with emphasis on how to represent problems. 

The associationist and Gestalt views of problem 
solving offer quite different directions for how to 
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teach problem solving. The associationists focus 
on the product of problem solving-that is accu­
rate application of a solution procedure-whereas 
the Gestaltists focus on the process of problem 
solving-that is, techniques for representing and 
planning. The associationists focus on reproduc­
tive problem solving-using already learned re­
sponses to solve a problem-whereas the Ge­
staltists focus on productive problem solving­
creating a novel solution. The associationist view 
focuses on teaching of specific skills whereas Ge­
stalt theory focuses on general skills. These three 
issues-product versus process, reproductive ver­
sus productive, and general versus specific-have 
their roots in the classic confrontation between the 
associationist and Gestalt views. Yet, they are also 
contemporary issues that are still central to the de­
velopment of an effective instructional program in 
problem solving. 

Teaching for Transfer: Rote versus 
Meaningful Learning 

Issue. The issue of transfer has been a major 
battleground for the confrontation between the as­
sociationist and Gestalt views of problem solving. 
Transfer refers to the degree to which a learner can 
apply existing knowledge to accomplish new 
tasks. Thus, the issue of transfer concerns how to 
teach in a way that will foster creative problem 
solving. Three traditional categories of instruc­
tional method are rule, discovery, and guided in­
struction. In rule instruction, the to-be-learned rule 
is explicitly given to the learners, along with drill 
and practice in using the rule. In discovery instruc­
tion, learners are given a challenging environment 
and allowed to search for the to-be-learned rule on 
their own. Guided instruction represents a compro­
mise between rule and discovery methods, in 
which learners actively participate in the learning 
process and also receive guidance to keep them on 
track. Similarly, several theorists have dis­
tinguished between rote and meaningful learning 
(Ausubel, 1968; Katona, 1942; Wertheimer, 
1959). Rote learning involves being able to retain 
exactly what was taught, whereas meaningful 
learning involves being able to use information 
creatively in new ways. Figure 4 shows the three 
methods of instruction and two kinds of learning. 
As you can see, any of the three instructional 
methods can lead to either rote or meaningful 
learning. 

TYPES OF LEARNING OUTCOMES 
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Figure 4. Distinction between instructional method and learn· 
ing outcome. 

An Example. Can we teach in a way that fos­
ters productive problem solving? Let us begin with 
an example from the work of the well-known Ge­
stalt psychologist, Max Wertheimer (1959), in his 
book Productive Thinking. One problem Werthei­
mer presents concerns how to find the area of a 
parallelogram. Wertheimer states that there are 
two ways of teaching students how to solve paral­
lelogram problems: (a) learning by rote, and (b) 
learning by understanding. 

In learning by rote, the student is taught to draw 
a perpendicular line inside the parallelogram, to 
measure the height of the perpendicular and the 
length of the base, and then to multiply height 
times base in order to determine the area. In short, 
the student learns how to apply the formula, Area 
= Height x Base, as shown in the bottom of Fig­
ure 5. Wertheimer refers to this method of learning 
as "senseless" or as building "arbitrary associa­
tions. " 

In learning by understanding, the student is en­
couraged to discover that he or she could cut off a 
right triangle from one end of the parallelogram, 
place it on the other end, and thus form a rec­
tangle. In this method, the student sees that a par­
allelogram takes the same amount of area as a cor­
responding rectangle; since the student already 
knows how to find the area of a rectangle, the 
problem is solved. This method is summarized in 
the top of Figure 5. Wertheimer refers to this meth­
od of learning as "structural insight" or "mean­
ingful apprehension of relations" because the stu­
dent understands the structural relationship 
between a parallelogram and a rectangle. 

According to Wertheimer, students taught under 
either method will be equivalent in their ability to 
solve standard parallelogram problems like those 
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LEARNING BY UNDERSTANDING 

A PARALLELOGRAM CAN BE CHANGED INTO A RECTANGLE. 

LEARNING BY ROTE 

rn 
AREA ~ H x B 

Figure 5. Two methods for teaching students how to find the area of a parallelogram. 

given during instruction. However, if students are 
given a transfer problem that is quite different from 
those given during instruction, the rote learners 
will say, "We haven't had this yet," whereas the 
meaningful learners will be better able to solve it. 
Wertheimer's claim, then, is that the payoff for 
teaching problem solving in a meaningful way is 
not in improved retention but in improved transfer. 

Although Wertheimer's work is now several 
decades old, examples such as the parallelogram 
problem raise important issues that are still rele­
vant to the current study of problem solving. First, 
Wertheimer suggests that there are qualitatively 
different kinds of learning. Instead' of focusing on 
how much is learned, Wertheimer's work raises 
the intriguing idea that we should focus on what is 
learned. Recently, in examining the problem of 
"what is learned," cognitive psychologists have 
begun to develop techniques for representing peo­
ple's knowledge, including their knowledge of 
how to solve problems. Second, Wertheimer's 
work suggests that we should focus on the process 
that students use for solving problems rather than 
focus solely on the product (or outcome) of prob­
lem solving. Recently, from examining students' 
problem-solving protocols, cognitive psychol­
ogists have developed programs of "cognitive pro­
cess instruction" in which problem-solving in­
struction focuses on process. Finally, Wertheimer 
asserted that the key to evaluating the success of 

instruction in problem solving concerns evaluating 
how well the student can transfer what was taught 
to new situations. Recently, there have been re­
newed efforts to provide serious evaluations of 
currently available problem-solving courses, with 
special focus on whether training transfers to new 
situations. 

The distinction between learning by rote and 
learning by understanding is a major contribution 
of the Gestalt psychologists (Katona, 1942; 
Kohler, 1925; Wertheimer, 1959). Although their 
works provided many interesting examples of the 
distinction, the cognitive theory underlying the 
distinction was not well spelled out and the educa­
tional applications were not well tested. In particu­
lar, their work suggested that meaningful methods 
of instruction would help students to use creatively 
newly learned information in problem solving 
whereas rote methods would help students only in 
retention. In this section, we investigate three 
well-known attempts to provide "meaningful" 
methods of instruction: structure-oriented meth­
ods, discovery methods, and inductive methods. 

Structure-Oriented Methods. One aspect of 
"learning by understanding" in Wertheimer's par­
allelogram problem is that the underlying structure' 
of the problem was made concrete, that is, by 
physically cutting a triangle off one end and plac­
ing it on the other. Structure-oriented methods re­
fer to the use of concrete objects to represent struc-
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tures underlying problem solving ideas. In 
mathematics instruction, for example, "concrete 
manipulatives" include Dienes blocks, Montessori 
beads, attribute blocks, cuisenaire rods, bundles of 
sticks and geoboards. 

What is the theoretical basis for mapping pro­
cedures onto concrete objects and actions? 
Bruner's (1964) theory of intellectual development 
provides the basis for a cognitive theory of struc­
ture-oriented methods. According to Bruner's the­
ory, children's thinking develops through three 
modes of representation of information: the enac­
tive mode, using actions such as counting on one's 
fingers during computation; the iconic mode, using 
visualization, such as visualizing bundles of sticks 
that can be grouped by tens; and the symbolic 
mode, using language or some other symbol sys­
tem, such as numerals. The development of under­
standing must progress through the same stages as 
intellectual development: first understanding by 
doing, then by seeing, and eventually by symbolic 
representation. Bruner & Kenney (1966, p. 436) 
state this idea as follows: 

We would suggest that learning mathematics may be viewed as 
a microcosm of intellectual development. It begins with instru­
mental activity, a kind of definition of things by doing. Such 
operations become represented . . . in the form of . . . images. 
Finally, with the help of symbolic notation, the learner comes 
to grasp the formal or abstract properties of the things he is 
dealing with. 

Bruner's theory suggests that concrete manip­
ulatives may be useful in making the transitions 
from enactive to iconic to symbolic modes of 
representation. 

One of the earliest empirical studies of a struc­
ture-oriented instructional method was conducted 
by Brownell and Moser (1949). Third graders were 
taught how to solve two-column subtraction prob­
lems such as, 
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One group of children was taught using a standard 
method that focused only on the symbols; a second 
group was taught using a meaningful method that 
showed how the symbols related to sticks that 
could be bundled into groups of tens. On posttests, 
both groups were able to solve two-column sub­
traction problems similar to those given during in­
struction, but the children who learned with a con-

crete model performed better than the standard 
group in learning to solve different kinds of prob­
lems. As predicted by Brownell (1935), the advan­
tage of meaningful learning can be seen when stu­
dents are asked to transfer what they have learned 
to new situations. 

The more recent body of empirical research 
(Mayer, 1985; Resnick & Ford, 1981; Silver, 
1985) has been consistent with Brownell's findings 
in that meaningful mathematics instruction is 
favored over rote instruction; however, it still is 
not clear which particular meaningful approach is 
most useful, or why. For example, Resnick and 
Ford (1981, p. 126) noted that "the structure-ori­
ented methods and materials have not been ade­
quately validated by research and we know little 
from school practice about [their 1 effects." 

Discovery Methods. Another aspect of 
Wertheimer's approach to the parallelogram prob­
lem is that meaningful learning involves active dis­
covery on the part of the learner-that is, the prob­
lem solver was encouraged to find the solution 
independently. Discovery methods refer to requir­
ing the learner to find the to-be-learned rule or 
principle. For example, in Suchman's (1960, 
1966) "inquiry training" the student is shown 
some interesting scientific phenomenon and asked 
to make predictions and explanations, which are 
then tested empirically, and so on. 

The theoretical justification for discovery meth­
ods is generally traced to Bruner's (1961) famous 
essay, "The Act of Discovery." Bruner dis­
tinguished between expository instruction-in 
which the teacher tells the student how to solve the 
problem-and hypothetical instruction-in which 
the student actively discovers the new rule or prin­
ciple. According to Bruner, the expository mode 
encourages the student to memorize material 
whereas the hypothetical mode encourages stu­
dents to learn how to become creative problem 
solvers. 

During the 1960s, Bruner's assertions led to a 
flurry of research studies that made comparisons 
among two or more of the following methods of 
instruction: pure discovery, in which the student 
receives representative problems and must solve 
them with little or no teacher supervision; guided 
discovery, in which the student receives represen­
tative problems to solve but the teacher provides 
hints and questions that systematically keep the 
student on track; expository instruction, in which 
the final answer or rule is presented to the student 
for each problem (Shulman & Keisler, 1968). For 
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example, Kittel (1957) trained students to solve 
oddity problems (e.g., given four items choose the 
one that does not belong) using each of these three 
methods. The guided discovery group performed 
much better than the expository group on a transfer 
test, even though both groups performed at the 
same level on a retention test. The pure discovery 
group performed much worse than the other groups 
on both transfer and retention, presumably because 
subjects often failed to discover the to-be-Iearned 
principles. Similarly, Gagne and Brown (1961) 
found that students who learned to solve series 
sums problems under a guided discovery method 
required more time to learn than students who 
learned under an expository method, but guided 
discovery students performed much better on 
transfer tasks than expository students. 

Apparently, pure discovery methods have the 
drawback that some students fail to discover the 
underlying principle and expository methods have 
the drawback that students fail to learn in a mean­
ingful way; however, a carefully planned guided 
discovery sequence can overcome these difficulties 
and still produce strong transfer effects. More re­
cently, Papert (1980) has argued strongly for a sort 
of "pure discovery" approach to computing. Ac­
cording to Papert, children will acquire "powerful 
intellectual skills" if they are left on their own to 
have "hands-on" experience with a computer sys­
tem. However, there is almost no research support 
to encourage Papert's suggestion. For example, 
Bayman and Mayer (1983) found that students 
who learned to write BASIC programs through 
"hands-on" experience developed a large assort­
ment of incorrect conceptions of computer 
programming. 

Inductive Methods. Another aspect of 
Wertheimer's learning by understanding is that 
learning proceeds inductively from the givens to a 
underlying rule, whereas learning by rote proceeds 
deductively from a statement of rule to its 
application. 

The theoretical justification for inductive meth­
ods of instruction comes from the idea that produc­
tive learning involves connecting new material to 
existing knowledge. Ausubel (1968) and Mayer 
(1975) refer to this idea as assimilation theory. 
Under inductive methods, students are exposed to 
long periods of mental searching before they can 
verbalize the rules; during this searching, students 
have more opportunities to activate existing 
knowledge. Thus, inductively taught students are 
more likely to encode new material within a broad 
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context of existing knowledgt: as compared to de­
ductively taught students. 

Early research by Winch (1913) supported the 
idea that deductive methods were better for reten­
tion and inductive methods were better for foster­
ing certain kinds of transfer. A half century later, 
Hermann (1969) confirmed that there was still 
qualified support for these observations. For exam­
ple, Roughead and Scandura (1968) used inductive 
and deductive methods to teach children how to 
solve series sum problems. In the deductive meth­
od, the rule was stated and applied to several prob­
lems, and then the student applied the rule to sev­
eral problems of the same type. In the inductive 
method, the student solved several problems all of 
the same type, then the rule was presented and 
applied to the problems. The deductive group 
learned faster during original instruction but the 
inductive group learned faster during transfer. 

In another study, Mayer and Greeno (1972) used 
inductive and deductive methods to teach students 
how to solve binomial probability problems. The 
inductive method began by presenting familiar 
ideas such as "trial" and "success" and "proba­
bility of success" and gradually worked them to­
gether into a formula. The deductive method began 
with the formula and showed how it applied to 
other ideas. Although both methods provided the 
same basic information and sample problems, per­
formance on a posttest was strongly affected by 
method of instruction. The deductively sequenced 
instruction produced superior performance on 
solving problems similar to those given during in­
struction but the inductively sequenced instruction 
produced superior performance on solving prob­
lems that required far transfer. 

Research on the sequencing of problem-solving 
instruction indicates that deductive methods are 
better when the goal is to teach students how to 
solve a small set of problems but inductive meth­
ods are better when the goal is to help students be 
able to transfer to new situations. More recently, 
Collins and Stevens (1982) showed how a comput­
erized tutor can use an inductive or Socratic meth­
od to teach topics such as geography. 

Summary. What have we learned about the 
issue of teaching for transfer? The history of re­
search and practice in this area has been marked by 
cycles of very strong claims, curriculum changes, 
and disappointment. Yet the research results sug­
gest that meaningful methods of instruction­
using structured materials, guided discovery, or 
guided induction-can be effective in increasing 
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students' transfer performance. Mayer (1975, 
1984) has identified three conditions of meaningful 
learning: (a) reception of the to-be-learned material 
in working memory, (b) availability of appropriate 
prerequisite knowledge in long-term memory, and 
(c) actively searching and connecting existing 
knowledge with new learning. When the material 
is extremely familiar to the learner, then mean­
ingful methods may not be needed because the 
learner can naturally engage in these three pro­
cesses. When undirected discovery or inductive 
methods are used, the learner may fail to receive, 
the to-be-learned rule; when too much direction is 
used, the learner may fail to activate prior knowl­
edge. Thus, for meaningful methods to be effec­
tive they must provide enough guidance for the 
learner to discover the to-be-learned rule, but must 
provide enough challenge for the learner to search 
actively and connect existing knowledge with new 
learning. 

The remainder of this chapter focuses on the 
characteristics of effective problem solving in­
struction in four exemplary areas: reading com­
prehension, writing of essays, mathematical prob­
lem solving, and intelligence. 

Teaching Problem Solving in 
Reading 

Teaching of reading comprehension is one area 
in the curriculum that involves problem-solving in­
struction. Although a review of research on teach­
ing of reading strategies is beyond the scope of this 
chapter, this section explores representatives of 
two different approaches: SQ3R, which involves 
teaching of general or context-free strategies, ver­
sus schema training, which involves teaching of 
specific tools for representing information. 

SQ3R (Robinson, 1961) consists of five steps 
that a reader should carry out when confronted 
with a new reading assignment: survey, in which 
the reader skims the title and headings and summa­
ries in order to get an idea of what the passage is 
about; question, in which the reader generates a 
question for each subsection of the passage; read, 
in which the reader reads each subsection with a 
goal of answering the question for that subsection; 
recite, in which the reader answers each question 
in his or her own words based on information from 
the passage; review, in which the reader goes over 

the entire passage and tries to recall as much as 
possible from each subsection. 

As can be seen, SQ3R focuses mainly on gener­
al techniques for encoding text. The SQ3R method 
has been adopted, in various modified forms, in 
many of the popular basal reading series used by 
millions of school children and in many of the 
remedial study skills programs found in nearly 
every college campus and school district. Howev­
er, as several reviews have pointed out (Cook & 
Mayer, 1983; Forrest-Pressley & Gillies, 1983; 
Johns & McNamara, 1980), there is very little evi­
dence to support the claim that SQ3R actually 
helps students modify processing in effective 
ways. Shepherd (1978) pointed out that students 
tend to find the technique to be too cumbersome. 
Like many popular programs for teaching prob­
lem-solving skills, the support for SQ3R is rooted 
more in opinion than in fact. For example, Forrest­
Pressley and Gillies (1983, p. 149) observe: 

We sadly conclude this section by noting that virtually every 
college campus in North America has a remedial study skills 
program that is often based largely on the unproven SQ3R 
technique .... It would appear that we have made very little 
progress over the past 75 years, at least as far as substantiating 
our teaching methods is concerned! Given the prevalence of the 
need for study skills interventions, research on them should 
have high priority. 

In summary, the SQ3R method, although widely 
used, lacks a firm theoretical or research base. 
Cook & Mayer (1983) pointed out that similar con­
clusions can be drawn for other widely used read­
ing comprehension methods. 

In contrast, recent research on prose processing 
has pointed to the importance of the reader's sche­
ma in comprehension. DiVesta's chapter in this 
volume described the concept of schema as a major 
contribution of cognitive psychology. The appro­
priate use of schemata may also be relevant for 
being able to understand expository text. For ex­
ample, Cook (1982) devised a schema training 
program for readers of scientific text. The purpose 
of the training is to help readers learn to organize 
scientific information in a way that will enhance 
their ability to use creatively the information on 
subsequent problem-solving tests. 

Cook's training program involved teaching 
junior college students to recognize several differ­
ent types of passage structures found in their chem­
istry textbooks. For example, students learned to 
recognize the following three kinds of structures: 
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generalization. in which a main idea is followed 
by supporting evidence; enumeration. in which a 
list of facts is presented; and sequence. in which a 
chronologically ordered process is given. Then. 
students were trained to outline each type of pas­
sage structure and were given practice in outlining 
sample passages for each type of structure. A con­
trol group received no strategy training. 

In order to assess the effectiveness of the train­
ing program. Cook gave students pretests before 
training and posttests after training. The tests in­
volved scientific passages using the same prose 
structures but from content areas other than chem­
istry. that is, content areas different from that used 
during training. The results showed that the strat­
egy-trained group showed an increase in recall of 
important information but not in unimportant in­
formation as compared to the control group. More 
interestingly, the strategy-trained group showed a 
strong increase in problem-solving performance on 
questions from the prose but did not show an in­
crease in retention of facts as compared to the con­
trol group. Apparently, training in schemata that 
are commonly found in the domain of science texts 
helped students learn how to organize mean­
ingfully scientific information, and thus allowed 
them to more creatively use the information to 
solve problems. 

Other researchers have also reported success in 
the use of other types of schema training programs 
(Holley & Dansereau, 1984). For example, in the 
networking technique (Holley & Dansereau, 
1984), readers of expository prose are trained in 
how to identify the main "nodes" in a passage and 
how to recognize six kinds of "links" among 
nodes: part of, type of, leads to, analogous to, 
characteristic of, and evidence for. Students re­
ceive practice in converting passages into diagram 
networks that contain the nodes in circles and the 
links as arrows. The networking technique is in­
spired by recent cognitive theories of memory or­
ganization, and is supported by positive results in a 
series of experimental tests. 

In summary, many of the widely used methods 
for teaching reading comprehension are not based 
solidly on research or theory. These methods tend 
to teach very general skills that can be applied in 
many content domains. In contrast, more recent 
schema training techniques are inspired by cog­
nitive theory and have an encouraging research 
track record. These methods tend to teach specific 
skills related to specific content areas. 

Teaching Problem Solving in 
Writing 
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Can we improve students' performance in cre­
atively answering essay questions? This has been a 
goal of several "creativity training" programs, as 
described in more detail by Mayer (1983). One 
approach to creativity training is to teach general 
skills, independent of specific content domains­
for example, a special course in problem solving. 
A second approach is to teach specific skills for 
essay writing within specific subject matter do­
mains-for example, an integrated course that 
teaches problem solving within the context of each 
subject matter domain. 

The Productive Thinking Program (Covington, 
Crutchfield, & Davies, 1966; Covington, 
Crutchfield, Davies, & Olton, 1974; Olton & 
Crutchfield, 1969) is an example of a "context­
free" program that has enjoyed wide use in 
schools. The program was designed to teach gener­
al problem-solving skills to fifth and sixth graders. 
Specifically, students read and answered questions 
about mystery and detective stories that were pre­
sented in a series of 15 cartoon-like booklets. For 
example, in one booklet, two children-lim and 
Lila-learn about and try to solve "the riverboat 
robbery. " 

The Productive Thinking Program focused on 
the process of problem solving (such as, "restating 
the problem in your own words" or "generating 
ideas to explain the mystery") and used imitation 
of models as the key instructional method (such as 
characters in the booklets). However, the problem­
solving training was intended to be "context­
free" so that students would use the techniques in 
a wide variety of situations calling for creative 
essays. 

In a review of a dozen studies that have evalu­
ated the effectiveness of the Productive Thinking 
Program, Mansfield, Busse, and Krepelka (1978) 
found that there have been many cases in which a 
trained group performs better on a problem-solving 
posttest than a control group. However, the effects 
of the Productive Thinking Program are generally 
smaller in well-controlled studies and seem limited 
to problems that are like those given in the lessons. 
Because the mystery story domain is not a typical 
subject matter area, failure to transfer beyond that 
domain is disconcerting. Concerning the lack of 
evidence for transfer of problem solving skills, 
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Mansfield et al. (1978, p. 522) concluded: "it is 
unclear whether the effects of training are suffi­
ciently generalizable to be useful in real-life prob­
lem solving situations." Apparently, it is possible 
to teach students to perform well on one type of 
problem (such as mystery/detective problems), but 
there is not strong evidence that such training 
transfers to other academic or real-world domains. 
Similarly, there is a glaring lack of research sup­
port for many popular creative training programs, 
such as attribute listing (Crawford, 1954), 
braistorming (Osborn, 1963), synectics (Gordon, 
1961), and CoRT (deBono, 1983). Although 
creativity training programs often have an im­
pressive list of testimonials, the relationship to the­
ory is weak and the research base is thin 
(Bransford, Arbitman-Smith, Stein-Vye, 1985; 
Davis, 1973; Edwards, 1978; Polson & Jeffries, 
1985). 

In contrast to teaching general skills in a con­
tent-free course, Bloom and Broder (1950) at­
tempted to teach question-answering skills to uni­
versity students within the context of specific 
subject matter domains. Although the training did 
not involve actual writing, it did focus on increas­
ing students' oral fluency. The subjects for Bloom 
and Broder's study were University of Chicago 
students who were unable to pass comprehensive 
exams in various subject matter areas, in spite of 
the fact that these students were just as motivated, 
studied as hard, and scored as high on scholastic 
achievement tests as students who did pass the 
exams. 

What should be the content of the instructional 
program? Bloom and Broder distinguished be­
tween the products of problem solving, such as 
whether or not the student produced the correct 
answer, and the process of problem solving, such 
as the thought process that a student engages in. 
Furthermore, Bloom and Broder decided that the 
instructional program should focus on teaching of 
useful problem-solving strategies and processes, 
rather than on reinforcing students for emitting 
correct responses. 

What should be the instructional method for the 
program? The program could have been based on 
having students master a set of problem-solving 
principles as presented by the teacher. Instead, 
Bloom and Broder decided to let the remedial sub­
jects compare their solution strategies with those of 
successful problem solvers. For example, a re­
medial student and a successful problem solver 
were each asked to "think aloud" as they solved 

the same problem. Then, the remedial subject 
could point out the similarities and differences be­
tween his solution strategy and that of the suc­
cessful problem solver. Thus, the method of in­
struction involved modeling of successfully 
worked out problems, rather than memorizing a 
list of principles and procedures from the teacher. 

In a typical experiment, subjects who received 
10 to 12 training sessions tended to score much 
higher on an exam and expressed more self-confi­
dence than equivalent students who had not re­
ceived the training. In spite of their apparent suc­
cess in teaching problem solving skills, Bloom and 
Broder (1950, p. 76-77) warned that it is not pos­
sible to teach general problem skills that are unre­
lated to specific knowledge: 

It became clear that some specific information was necessary 
for solution of the examination problems and that a certain 
amount of background in the subject was indispensable. It be­
came apparent that methods of problem solving, by themselves, 
could not substitute for basic knowledge of the subject area. 

In summary, Bloom and Broder's work fore­
shadowed three themes of the modern information 
approach to teaching of problem solving: (a) focus 
on process rather than product, (b) teach by giving 
students practice in modeling successful problem 
solvers, and (c) recognize that general strategies 
and specific knowledge are both needed (e.g., 
Tuma & Reif, 1980). 

Teaching Problem Solving in Math 

Teaching of mathematical problem solving is 
another area in the curriculum that involves prob­
lem-solving instruction. Although a review of re­
search on mathematical problem solving is beyond 
the scope of this paper (see Mayer, 1985), this 
section explores representatives of two different 
approaches: Polya's (1945, 1968) four-step ap­
proach to mathematical problem solving, which 
involves teaching of general or context-free strat­
egies, and heuristic training, which involves teach­
ing of specific tools for planning soultions. 

Figure 6 shows a mathematics problem. The 
goal is to find the volume (V) of the frustrum of a 
right pyramid. The givens are the lengths of the 
upper base (U) and lower base (L), as well as the 
height of the frustrum (H). This could be called the 
pyramid problem and is presented by Polya (1968) 
in his book, Mathematical Discovery. 



CHAPTER 15 • ASPECTS OF PROBLEM SOLVING 341 

THE PROBLEM: 

U 

~}H 
Find the volume V of the frustrum of a right pyramid 
with square base given the length L of the lower base, 
the length U of the upper base, and the height H of the 
frustrum. 

THE SOLUTION PLAN: 

Subtract the volume of the smaller pyramid from the 
volume of the larger pyramid. 

Figure 6. Polya's frustrum problem. 

According to Polya, there are four stages in 
solving problems like the pyramid problem. The 
first step is to understand the problem. The prob­
lem solver must understand what is given-such 
as the values of U, L, and H-what is unknown­
such as V -and which operations are allowed­
such as the rules of algebra and geometry. The 
second step is to devise a plan. The problem solver 
must determine a general plan for attacking the 
problem. One plan might be to restate the frustrum 
problem so that it is more like a familiar problem. 
For example, to determine the volume of the frus­
trum, the problem solver could subtract the volume 
of small pyramid on the top from the full pyramid 
that includes the top and the frustrum. The third 
step is to carry out the plan. The problem solver 
must make the appropriate computations, such as 
computing the volume of the small and large pyra­
mids. The fourth step is to look back. Here, the 
problem solver looks over the solution to see what 
can be learned. 

Polya has suggested many techniques to help 
with each phase of problem solving, with particu­
lar focus on devising a plan. Some of the general 
strategies that Polya suggests are to find a related 
problem, to work backwards, to break the problem 
into smaller parts, and so on. Although Polya's 

system has been influential among mathematics 
educators, there has not been overwhelming eager­
ness to test empirically its effectiveness. Thus, 
there is an annoying lack of research on the ques­
tion of whether or not it is possible to teach suc­
cessfully general problem-solving strategies such 
as Polya's four steps. 

Instead of teaching general problem-solving 
strategies that are expected to apply to wide-range 
domains, more recent problem-solving training 
programs have focused on teaching strategies with­
in well-defined domains. For example, Schoenfeld 
(1979) taught the following five problem-solving 
heuristics to mathematics students: (a) Draw a dia­
gram. (b) If there is an integer parameter, look for 
an inductive argument. (c) Consider arguing by 
contradiction or contra-positive. (d) Consider a 
similar problem with fewer variables. (e) Try to 
establish subgoals. 

In Schoenfeld's study, strategy training consist­
ed of five sessions. On each session one of the 
heuristics was described and then students were 
asked to use that heuristic in solving four prob­
lems. Each of the four problems could be solved 
by using the target heuristic. In contrast, the con­
trol group solved the same 20 practice problems 
but was not told about the five heuristics. Also, for 
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the control group, the problems in each session 
were not all solvable by the same heuristic. 

In order to evaluate the effectiveness of strategy 
training, Schoenfeld gave students a pretest before 
training and a posttest after training involving 
mathematical problems similar to those used dur­
ing instruction. The trained group showed a large 
pretest to posttest gain but the control subjects did 
not. Although the sample size in this study was 
small, the results suggest that it might be possible 
to teach heuristics within the context of a specific 
mathematical domain. 

In summary, many of popularly used methods 
for teaching mathematical problem solving are not 
based solidly on research or theory. These methods 
focus on general skills that can be applied to a wide 
array of problems. In contrast, more recent 
heuristic training techniques have begun to accu­
mulate some research support. These methods tend 
to teach specific skills related to specific kinds of 
mathematics problems. 

Teaching Problem Solving for 
Intelligence Gains 

Can we increase a student's intelligence through 
training in problem-solving techniques? Although 
a review of the research is beyond the scope of this 
chapter (see Detterman & Sternberg, 1982), this 
section explores representatives of two different 
approaches: the Head Start program, aimed at in­
creasing general intellectual functioning in chil­
dren, and componential training, aimed at teaching 
the specific component processes required for vari­
ous reasoning tasks. 

Head Start was begun in 1965 in order to in­
crease the intellectual ability of disadvantaged 
children in the United States. Although the pro­
gram was enthusiastically proclaimed and 
eventually consumed over $6.5 billion, there is not 
convincing evidence that Head Start has lasting 
effects on the intellectual functioning of children 
(Caruso, Taylor, & Detterman, 1982). According 
to Caruso et al. (1982), most studies show that 
compensatory programs result in either no gain in 
IQ or gains that are largely lost as the child gets 
older. Nurss and Hodges (1982) provide a similar 
summary of evaluation studies. According to Car­
uso et al. (1982, p. 52), the Head Start program 
failed because it lacked a clear research base: 

the program had lost all contact with research, and, instead, 
drew its scientific justification from what we call the "Joyce 
Brothers data base" -ideas endorsed by the public at large but 
not necessarily supported by research. 

More recently, Carter (1984) collected data on the 
achievement of 100,000 elementary students as 
they progressed through three successive years of 
compensatory education under Title 1. Although 
some high-level students showed temporary gains 
across a year, the low-level students did not; in 
addition, there is not strong evidence that the gains 
lasted in subsequent years. Again, large-scale 
school programs aimed at improving intellectual 
ability have not been overwhelmingly successful. 
Apparently, good intentions, massive funding, and 
common sense are not sufficient ingredients for a 
successful training program. 

In contrast to the atheoretical and general ap­
proach of compensatory programs, the componen­
tial analysis of cognitive processes (Sternberg, 
1977) suggests a much more specific approach to 
training people's problem-solving skills. Compo­
nential analysis involves selecting some reasoning 
task, such as solving verbal analogies or series 
completion problems, and analyzing the cognitive 
processes that a person would have to engage in to 
solve the problem. Componential process training 
involves providing training and practice in each of 
the major processes required for solving the prob­
lem. For example, let us consider a series comple­
tion problem taken from Thurstone's (1938) test of 
intelligence: abcmbcdlcdek ____ . In this 
problem, the subject's task is to fill in the missing 
letters in the series. 

Simon and Kotovsky (1963) and Kotovsky and 
Simon (1973) have analyzed this task into four 
major processess: (a) "Detection of interletter re­
lations" refers to relations between letters such as 
"next," "backwards next," and "identity." For 
example, in progressing from the first position to 
the fifth position to the ninth position, the rela­
tionship is "next." (b) "Discovery of peri­
odicity" refers to the interval at which the relation 
or break in the relation occurs. For example, in the 
sample problem the periodicity seems to be four. 
(c) "Pattern description" refers to formulation of a 
rule; for example, "beginning with Position 1 
every fourth position uses the next letter in the 
alphabet". (d) "Extrapolation" refers to applying 
the rule to fill in the missing spaces; for example, 
thirteenth space in the above problem is "d" be­
cause d comes next after c (in the ninth position). 
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Holzman, Glaser, and Pellegrino (1976) devel­
oped a componential process training program for 
series completion problems, based on Simon and 
Kotovsky's componential analysis. The training 
involved four 30-minute sessions in which elemen­
tary school children practice detection of relations 
backwards next, and identify-through a series of 
oddity problems such as, "cd xy 1m mx" or "aa 
cc mn vv." For periodicity training, students were 
asked to place slash marks in problems such as, 
"aaaxxxmmm" or "mkfmtzmbd". Students 
given componential process training showed 
strong pretest-to-posttest gains in solving series 
completion problems, as compared to a control 
group that received no training. 

In another line of research, Sternberg (1977) 
provided a componential analysis of analogy prob­
lems of the form, "A is to B as C is to _." The 
five major processing steps in these problems are 
as follows: (a) "Encoding" refers to identifying 
the terms, A, B, and C. (b) "Inference" refers to 
determining the relation between A and B. (c) 
"Mapping" refers to applying the above relation 
to the C term. (d) "Application" refers to generat­
ing a D term based on the above mapping. (e) 
"Response" refers to the problem solver selecting 
the correct response. Sternberg & Ketron (1982) 
were able to teach specific strategies, based on the 
componential analysis, for solving analogy 
problems. 

In summary, componential process training has 
been used successfully to teach students how to 
solve specific kinds of reasoning problems, such as 
items that are often found on intelligence tests. 
Some authors, such as Whimbey & Lochhead 
(1979), have even attempted to build problem­
solving courses around the componential ap­
proach. However, one shortcoming of componen­
tial process training is that the effects of training on 
anyone task may be extremely limited, and there 
is no evidence that training transfers to other kinds 
of tasks. 

In summary, the literature on teaching of intel­
ligence is somewhat paradoxical. Well-controlled, 
theoretically based laboratory studies can succeed 
in training performance on intellectual tasks (such 
as IQ test items), but large-scale school programs 
are not overwhelmingly successful. However, the 
resolution of this paradox may be the way in which 
laboratory research and instructional practice are 
merged. For example, Caruso et al. (1982) suggest 
that intervention programs should build upon a sol-
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id research base and begin on a small scale. The 
recent theoretical developments in the analysis of 
cognitive processes suggests that cognitive process 
instruction can be effective when specific pro­
cesses for specific content domains are taught. 

The Future of Problem-Solving 
Research 

Validating Current Findings. The theme 
that emerges from the foregoing review is that 
there are distinct differences between effective and 
ineffective (or unproven) programs of problem­
solving instruction. The effective programs are 
based on cognitive theory and careful research, 
whereas the ineffective (or unproven) programs are 
motivated by practical demands and common 
sense. The effective programs teach specific prob­
lem-solving skills within the context of existing 
subject matter domains rather than general prob­
lem solving in domain-free courses. The effective 
programs focus on teaching the processes of prob­
lem solving (e.g., how to represent problems and 
plan solutions) rather than on the product of prob­
lem solving (e.g., making the correct response). 
The effective programs depend on an artful com­
bination of meaningful learning (e.g., active par­
ticipation by the learners) and guided instruction 
(e.g., guiding the learner) rather than rote learning 
(e.g., passive memorization of solution pro­
cedures) or pure discovery (e.g., no teacher 
guidance). 

The dream of teaching students how to improve 
their minds has had a disappointing history , 
marked by the failure of the Latin School move­
ment, and more recently by the failure of compen­
satory programs, curriculum reforms of the 1960s, 
and by untested or unproved industrial and school 
programs in problem solving. 

The cognitive revolution in psychology has re­
kindled the dream of teaching students how to con­
trol their cognitive processes, that is, of teaching 
students how to think and how to learn. The cog­
nitive approach offers tools for clearly describing 
the to-be-learned problem-solving skills. As sug­
gested by the brief review given in this chapter, 
there is a growing collection of isolated examples 
of success in teaching specific problem-solving 
skills. The cognitive approach offers the oppor­
tunity of building programs based on our current 
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understanding of human problem solving. In order 
to have a chance of succeeding where so many 
previous attempts have failed, it is useful to learn 
from and try to confirm the results of previous 
efforts to teach problem solving. 

First, research on teaching for transfer, such as 
the discovery learning literature and on teaching 
problem-solving skills, such as Bloom and 
Broder's work, indicates that good problem 
solvers need also to have a lot of specific knowl­
edge of the subject matter. Apparently, discovery 
learning cannot be effective when the student has 
little or no knowledge of content, and general hab­
its of mind cannot replace a rich knowledge of the 
subject matter domain. Future research is needed 
in order to help explain why general problem skills 
and specific subject matter domain are so closely 
connected. At the present time, it makes more 
sense to integrate problem-solving training within 
subject matter domains (such as algebraic problem 
solving or engineering) rather that to teach prob­
lem solving as an independent subject area 
(Glaser, 1984). Future research is needed to con­
firm and explain this finding. 

Second, research on teaching problem-solving 
skills has indicated that the effects of training are 
usually quite restricted; in cases where successful 
evaluations have been conducted, problem-solving 
training seems to enhance performance mainly on 
problems similar to those given. Thus, there is no 
reason to believe that training in solving logic 
problems, for example, would help a person solve 
other kinds of problems, such as problems in 
chemistry or social studies. The current state of the 
literature suggests that successful training of prob­
lem solving skills involves teaching very specific 
rather than very general skills. Future research is 
needed to help confirm and explain this finding. 

Third, the more grandiose the claims are for a 
problem solving course, the less likely that there is 
adequate research evidence for the effectiveness of 
the course. There are many commercially available 
courses but almost none of them has been evalu­
ated in a scientifically valid way. Davis and Scott 
(1978) have correctly pointed out that researchers 
have tended to ignore the commercially available 
problem-solving courses. Future research is 
needed to determine which aspects of existing 
courses are useful, and why. 

Extending Current Findings. Let us con­
tinue our list of future research directions by exam­
ining topics that extend current work in cognitive 
psychology. The cognitive revolution seemed first 

to focus on the field of perception, as summarized 
in Neisser's (1967) Cognitive Psychology, and 
later examined the field of memory, as summa­
rized in Klatzky's (1980) Human Memory. Final­
ly, within the last decade, the cognitive revolution 
has begun to take hold in the field of problem 
solving, as summarized in Mayer's (1983) Think­
ing, Problem Solving, Cognition. Some addition­
al suggestions for future research based on the 
cognitive approach are summarized in the follow­
ing. 

This chapter has briefly described techniques for 
the cognitive analysis of problem-solving strat­
egies, processes, and representations. Future re­
search is needed to continue to apply these tech­
niques to classroom problem-solving tasks in 
subject matter areas ranging from mathematics to 
science to social studies. One exciting direction 
involves analyzing the strategies of experts in sub­
ject matter areas such as physics (Larkin, McDer­
mott, Simon, & Simon, 1980), with the hopes of 
developing instructional programs that help 
novices. A related direction involves the computer 
simulation of problem solving in classroom tasks 
such as geometry (Greeno, 1978b). By clearly 
specifying the strategies that students have, we 
might be better able to develop instructional pro­
grams to help students acquire more useful strat­
egies. Future research is needed to determine the 
possibility of moving from various examples, such 
as those cited previously, to a more extensive eval­
uation of students' problem solving across all rele­
vant school domains. 

The cognitive analysis of intelligence (Hunt, 
1978; Pellegrino & Glaser, 1979) suggests new 
ways of conceiving of problem-solving ability. Fu­
ture research is needed in order to determine 
whether these new measures of intelligence are 
more useful for educational practice than the tradi­
tional psychometric measures. In addition, future 
research is needed to determine the extent to which 
intellectual abilities can be modified through 
instruction. 

The cognitive analysis of intellectual develop­
ment (Case, 1978; Siegler, 1978) suggests that the 
components of cognitive growth can be specified 
in detail. For example, when a simple procedure 
becomes automatized, the learner can incorporate 
that procedure within a more sophisoticated pro­
cedure. Future research is needed to determine the 
teach ability of these components. 

Research on comprehension, learning, and 
problem solving has suggested the important role 
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played by metacognitive factors-for example, the 
problem solver's awareness of his own problem­
solving processes (Brown & Smiley, 1977, 1978). 
Most of the currently successful training efforts 
have focused on lower level strategies. Future re­
search is needed to determine the role of metacog­
nition in problerr, solving, and whether metacog­
nitive skills can be taught. 

Research on problem solving has tended to ig­
nore noncognitive factors in problem solving, in­
cluding personality, emotion, affect, and moti­
vation. Future research is needed that integrates 
the rational and affective sides of human mental 
life. 

Educational issues have been traditionally a sub­
stantial part of the history of research on problem 
solving. For example, the Gestalt psychologists 
made the educationally relevant distinction be­
tween productive learning-that is, learning in a 
way that results in creative problem solving-and 
rote learning-that is, learning in way that does 
not promote transfer (Mayer, 1983). Similarly, ed­
ucational psychologists have long been interested 
in studying the teachability of thinking skills, as 
was reflected in Thorndike's (1931) early work on 
transfer of training and Gagne's (1979) more re­
cent survey of the learnable aspects of problem 
solving. In both cases, results seem to indicate that 
there is no shortcut to becoming a productive prob­
lem solver; the implication of both papers-span­
ning a half century-is that successful problem 
solving requires plenty of knowledge, that is, "a 
variety of experiences in problem solving" 
(Gagne, 1979, p. 25). 

Finally, let us close with a new version of the 
Latin School movement-what could be called the 
Computing School movement. Proponents of this 
school argue that when children are allowed to 
freely interact with specially designed computer 
programs-such as LOGO-the children's minds 
will grow and develop. Papert (1980), for exam­
ple, claims that children will acquire "powerful 
ideas" when they are allowed to program a com­
puter-that is, when children teach the computer 
how to solve problems. However, to date there has 
been almost no reliable data to support this claim. 
A recently published study (Clements & Gullo, 
1984) found that LOGO learners showed gains in 
measues of creative thinking and metacognition; 
however, this promising result is based on only a 
single study involving nine LOGO learners and 
nine controls. In the future, research is desperately 
needed to determine whether interacting with com-
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puters has positive effects on children's intellectual 
development. 

In summary, past research in problem solving 
has searched for an understanding of how people 
learn to solve problems. The future of this search is 
an exciting one. Yet, after a century of scientific 
study on problem solving, a clear understanding of 
how people learn to think rests more in the future 
than in the past. 
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CHAPTER 16 

Research on Teaching and 
Classroom Processes 

VIEWS FROM TWO PERSPECTIVES 

Carolyn M. Evertson and Mark A. Smylie 

The search for knowledge to understand and im­
prove the quality and effectiveness of teaching is 
an endeavor in which educational researchers have 
been engaged for decades. The focus of this 
search, however, has changed over time. It has 
shifted from efforts to identify teacher charac­
teristics that were thought to result in improved 
student learning, to the development of strategies 
for training teachers to implement specific curricu­
la. The search has also shifted to the identification 
of classroom procedures and instructional pro­
cesses that correlate empirically with greater rates 
of student academic achievement. The means by 
which researchers have collected data to guide the 
search have been diverse, as have the theoretical 
constructs they have employed to focus their 
inquiry. 

One question that runs throughout this line of 
research is "What is effective teaching?" Studies 
conducted in and before the early 1 960s yielded for 
the most part disappointing answers to this ques-

Carolyn M. Evertson • Department of Teaching and 
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tion. Early reviews of this research regularly re­
ported insignificant and contradictory findings 
(Dunkin & Biddle, 1974). In the last 15 years, new 
approaches emerged from different disciplines, in­
cluding psychology, sociology, linguistics, and 
anthropology, to address the issue of teacher effec­
tiveness. Researchers have adapted constructs and 
methodologies from these disciplines and have de­
veloped new ways to study a wider variety of edu­
cational events. These advances have significantly 
expanded our aggregate knowledge of teaching 
and classroom processes. 

Despite this expansion of knowledge, the ques­
tion "What is effective teaching?" remains only 
partially answered. It remains so for several rea­
sons. First, there are many questions about the 
nature and processes of teaching and learning that 
have yet to be asked or to be investigated. Second, 
the different perspectives and methods employed 
to view and analyze classroom events often yield 
only fragments of classroom reality. Third, recent 
advances in knowledge coming from the various 
disciplines and research traditions that have en­
gaged the issue of teaching effectiveness have been 
made in relatively uncoordinated fashion and have 
remained virtually unintegrated. As a conse­
quence, we have been discovering more and more 
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pieces of a complicated puzzle but we are not cer­
tain how those pieces might fit together or if they 
belong to the same puzzle at all. Therefore, to 
develop a more comprehensive understanding of 
teaching and classroom processes, it seems crucial 
to identify and to integrate knowledge derived 
from different traditions of research (Bolster, 
1983; Gage, 1985; Sergiovanni, 1984; Soltis, 
1984). 

In this chapter, we review selected findings 
from two traditions of educational research that 
have made significant contributions to our knowl­
edge of teaching and classroom processes-pro­
cess-product research and sociolinguistic re­
search. We examine each of these traditions as 
lenses through which we view the events of the 
classroom. We shall describe each lens and con­
trast each focus. Then, highlighting findings of 
several major studies we consider how each pre­
sents a different but complementary view of teach­
ing in three areas: (a) teacher planning and deci­
sion making, (b) classroom management, (c) 
academic instruction. Our purpose extends beyond 
a comparative synthesis of research on teaching. In 
this discussion we attempt to make a broader argu­
ment for an integrative perspective to draw to­
gether heretofore disparate bodies of knowledge. 

Ryle (1949) suggests a useful point of departure 
for developing an integrative perspective. While 
we will not engage the debate of the logic behind 
the definitions or the reduction of his terms (see 
Hartland-Swann, 1956, Roland, 1961), Ryle's dis­
tinction between knowledge related to facts and 
propositions- "knowing that" -and knowledge 
related to process and practice- "knowing 
how"-Iead us to argue that we should be con­
cerned with discovering, not only the relationships 
that exist between behavior and outcomes, but how 
particular relationships come about. In other 
words, we should be concerned with knowing not 
only that a particular relationship exists between 
behavior x and outcome y, but with knowing how 
behavior x functions in its relationship to y. 

Until now much of classroom research from the 
psychological perspective has been concerned with 
identifying normative models of teacher behaviors 
that relate to student outcomes across time and 
context. This approach has been in the mainstream 
of research on teaching for the last 15 years. It has 
served and continues to serve an important func­
tion of mapping unknown territory and identifying 
important general relationships that exist between 
teaching practices and student outcomes (Evertson 

& Green, 1986). However, in order to understand 
more completely classroom realities, we must, as 
Wittrock (1985) suggests, begin to enlarge the per­
spective of teaching-learning processes presented 
by educational psychology (see also Gage, 1985; 
Shulman, 1986). We must try to determine how 
the processes identified from the psychological 
perspective function in specific contexts on an 
evolving basis. Sociolinguistic research provides 
one important way to gain this understanding. To­
gether, sociolinguistic and process-product re­
search provide equally important perspectives to 
construct and understanding of the that's and the 
how's of teaching and classroom processes. 

This review is a first attempt and a first step 
toward looking across research traditions to knowl­
edge and understanding of teaching. The findings 
we present are illustrative rather than inclusive. 
We chose to review and compare aspects of pro­
cess-product and sociolinguistic research tradi­
tions not to imply that these bodies of knowledge 
present a complete picture of classroom events. To 
the contrary, there exist other important bodies of 
research from sociological, psychological, and an­
thropological traditions that significantly add to 
our understanding of teaching and learning. Fur­
ther, we do not propose to cover completely each 
of the traditions included in our discussion. We 
have, instead, been selective to show how two tra­
ditions examine in different ways different aspects 
of several of the same broad areas of classroom 
activity. 

Two Lenses-Different 
Perspectives 

The first tradition we examine has developed 
from what has been called the process-product re­
search paradigm. Process-product research gener­
ally focuses on the teacher and looks across a large 
number of classrooms to identify teacher behaviors 
(processes) that correlate with student outcome 
measures (products). This can be considered a 
macro view of classrooms. Investigations using 
this approach are concerned with examining varia­
tion between groups and with developing a sum­
mary model of classroom teaching processes. They 
are less concerned with the specifics of context and 
variation within groups. 

The second tradition is sociolinguistic research. 
This tradition is part of a broader area of research 
on communication (see e.g., Gumperz, 1982; 
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Gumperz & Hymes, 1972; Hymes, 1974). It con­
siders teaching and learning as linguistic pro­
cesses. The focus of sociolinguistic research in 
classrooms is on face-to-face communicative in­
teractions between the teacher and students and 
among students themselves. This approach looks 
within the structure of formal processes in single or 
small numbers of classrooms to examine con­
textual and functional features of everyday interac­
tions, the meanings that participants attribute to 
those interactions, and how those interactions pro­
mote or constrain access to learning. As compared 
with process-product research, the findings from 
sociolinguistic studies we present provide a rela­
tively micro view of events in the classroom. 

In short, both of these research traditions may be 
considered a lens through which researchers view 
classroom events. Before we examine what is seen 
through these lenses, we consider further their con­
struction and foci. Each lens-each research tradi­
tion-is based on different assumptions and con­
structs, poses different questions, and examines 
different phenomena. These differences yield com­
plementary perspectives on what transpires in the 
classroom. 

The Process-Product Lens 

The process-product research tradition defines 
legitimate inquiry in terms of relations between 
overt, categorical teacher behaviors and student 
outcomes (Doyle, 1977; Gage, 1963, 1978, 1985). 
The studies we include here are based on a predic­
tive model with roots in behavioral psychological 
research. In general, criteria of teacher effective­
ness (student outcomes) are defined a priori, either 
by empirical criteria or by theory (Dunkin & Bid­
dle, 1974). Then, the task of the researcher be­
comes the identification of the best "predictors" 
of the criteria. Those predictors-teacher behav­
iors-are most often defined a priori as well. 

Rosenshine (1971) describes the basic stages of 
most process-product research: 

1. The development of an instrument that can 
be used systematically to record frequency 
of certain specified behaviors 

2. Use of the instrument in natural settings to 
record classroom behaviors of teachers and 
their pupils 

3. A ranking of classrooms according to a 
measure of pupil achievement adjusted for 
initial difference among the classes 
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4. A determination ofthe behaviors whose fre­
quency of occurrence is related to adjusted 
class achievement scores. 

Once those relationships are identified, they may 
again be tested through experimental investigation 
(Rosen shine & Furst, 1973). In such studies, ex­
perimental groups of teachers are trained to imple­
ment practices identified through correlational 
analyses. Then, changes in student outcome mea­
sures in classes of the experimental groups are 
compared to changes in outcome measures of con­
trol classes to further establish the influence of the 
behavior. Process-product research may also look 
in detail at teacher behavior in previously identi­
fied high-achieving classrooms and compare that 
behavior with teacher behavior in lower-achieving 
classrooms. 

Process-product research has examined a 
number of outcome measures, including student 
scores on standardized tests of academic achieve­
ment, students behavior (e.g., misbehavior, stu­
dent engagement, time on task), and student at­
titudes. In this research tradition, student outcome 
measures are aggregated both at the classroom 
level and across classrooms. They are further ex­
amined across the variety of events and activities 
that occur across time and across the specific con­
texts of individual classroom settings. 

Several assumptions underlie process-product 
research that bear directly on the view it portrays 
of classrooms (Doyle, 1977; Gage, 1963). First, 
this research tradition assumes teacher primacy, 
that teacher behaviors have a direct causal impact 
on student outcomes. The effects of teacher behav­
ior on student outcomes is assumed to be linear and 
unidirectional. Second, this research isolates fre­
quency as the most salient dimension of teacher 
behavior. The implication is that the presence or 
absence of a behavior or the number of times that 
behavior occurs determines the magnitude of its 
effects. Third, the tradition generally assumes sta­
bility of teacher behavior across contexts and 
across time. Indeed, most process-product re­
search seeks to control contextual variables rather 
than consider variations in teacher behavior and 
student outcomes within various contexts. 

The Sociolinguistic Lens 

Sociolinguistic research consists primarily of 
comparative descriptions of verbal and nonverbal 
communication used by people in interaction with 
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one another (Peterson & Cherry-Wilkinson, 1984). 
Instead of focusing primarily on the teacher, as is 
characteristic of process-product research, the so­
ciolinguistic approach considers the teacher and 
students as participants in the communicative en­
vironment of the classroom. This approach is 
based more on theories of social group processes 
than on theories that view classroom activity as 
teacher-to-individual-student interaction. So­
ciolinguistic research seeks to understand the 
teaching-learning process by detennining how lan­
guage is used to establish and maintain goals and 
expectations for student behavior and academic 
perfonnance, influence student participation in 
classroom tasks, and promote or constrain access 
to learning (Bloome & Green, 1984; Green, 
1983b). 

Of central importance to this research tradition 
is assessment of the context, function, history, and 
meaning of communicative interaction in the class­
room (Cazden, 1986; Green, 1983b). As Green 
and Wall at (1981) indicate, this tradition considers 
conversations as more than random strings of 
words whose purpose is the simple verbal ex­
change of ideas, opinions, and sentiments. So­
ciolinguistic research views conversations as com­
plex interpersonal social phenomena that include 
nonverbal and social properties in addition to, or 
concurrent with, the verbal characteristics of the 
exchange. These properties have function and 
communicate meaning and goals to participants for 
social behavior and academic perfonnance. 

Several constructs guide this line of inquiry as it 
relates to teacher-student interactions (Green, 
1983a, b). First, classrooms are viewed as commu­
nicative environments in which teachers and stu­
dents are constantly assessing what is occurring 
and how it is occurring. There is an assumption of 
a recursive model of interaction among classroom 
participants. Second, interactions in the classroom 
are considered to be rule governed and goal ori­
ented. This does not mean that teachers and stu­
dents follow fixed scripts or that conversations and 
activities do not vary (Green, 1983b). Rather, 
"rule governed" means that expectations for per­
fonnance exist that are detennined by the culture 
of the classroom. These expectations guide par­
ticipation in conversation and activities toward 
goals and act to constrain the options of what can 
and will occur in classrooms. Further, expectations 
for conversation and participation in activities vary 
from one activity to another and differ by groups of 
students within the classroom. It is the task of the 

teacher and students to monitor different demands, 
shift ways of participation, and change behaviors 
to meet each different situation. The third con­
struct that guides sociolinguistic research is that 
meaning from communication is derived from con­
text and that contexts are continuously constructed 
and reconstructed during interactions. In all, then, 
the sociolinguistic perspective considers events in 
classrooms as parts of a dynamic interactive pro­
cess that requires both structural and functional 
communicative knowledge and skills on the part of 
teachers and students (Peterson & Cherry-Wilkin­
son, 1984). 

Sociolinguistic research has examined a number 
of student outcomes similar to those measured in 
process-product studies. These outcomes include 
student attention and participation in classroom 
tasks and activities, student responses in commu­
nicative interactions, and student perceptions and 
attitudes. What distinguishes the sociolingistic tra­
dition from the process-product tradition is in its 
view of outcomes. Sociolinguistic research exam­
ines outcomes in relation to the specific contexts in 
which they are identified. In addition, so­
ciolinguistic research views student outcomes in 
relation to a myriad of factors including the teach­
er, the social and communicative dynamics of the 
classroom, and the history, function, and meaning 
of discourse and interaction. As noted above, pro­
cess-product research views student outcomes as a 
direct result of teacher behavior and most studies 
in this tradition seek to control for contextual 
variation. 

Sociolinguistic researchers use a variety of ap­
proaches to study events in classrooms, including 
ethnography of communication and sociolinguistic 
analysis (Green, 1983b; Green & Wallat, 1981). 
These approaches are quite different from those 
traditionally applied in process-product research. 
The object is to look within classrooms in system­
atic, principled ways for recurrent patterns of lan­
guage use, to observe how messages are received 
and responded to, to identify typical cases of in­
teraction within and across various classroom 
activities. 

The primary investigative technique in so­
ciolinguistic research is long-tenn participant ob­
servation. Each study begins with a mental grid 
composed of a series of assumptions derived from 
theory and previous research (see Green, 1983b). 
These assumptions guide initial, general partici­
pant observation in the classroom. Once observa­
tions are under way, initial questions become re-
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Table 1. Primary Focus of Research Traditions by Area of Classroom Activity 

Foci of research traditions 

Area of classroom activity Process-product Sociolinguistic 

Planning and decision making Preactive measures to plan the 
learning environment and academic 
work 

Moment-to-moment responsiveness 
during classroom activity 

Classroom management Formal rules and procedures 
implemented to structure the 
physical aspects of the classroom, 
manage resources, and control 
student behavior 

Functional rules and expectations 
that create communicative 
contexts, govern communication 
and behavior, and determine access 
to classroom discourse 

Academic instruction Frequencies and sequences of 
teacher behavior 

Patterns and functions of language 
use in instruction and influence on 
instruction, participation, and 
access to learning. 

fined as the observer explores them in specific 
activities and contexts. The phenomena under 
study become more focused as does the re­
searcher's understanding of when, where, and how 
they occur within and across a variety of activities 
and contexts. The investigation can be narrowed in 
a variety of ways. For example, participant obser­
vation can be topic-centered (e.g., a focus on liter­
acy, reading groups, or classroom processes). It 
can also involve observation of natural experi­
ments used to explore what has been identified in 
topic-centered observation. Such explorations, 
therefore, can move from topic-centered observa­
tion in situ to natural experiments back to topic­
centered observation in a cyclical manner (Green 
& Bloome, 1983). This allows identification of 
naturally occurring phenomena and close explora­
tion of those phenomena (Cook-Gumperz, Gum­
perz, & Simons, 1981). Data collected through 
observation are analyzed in a variety of ways such 
as mapping (see Green & Wallat, 1981; Green & 
Rasinski, 1985; Weade, 1985) and may also be 
used for secondary analyses. 

Looking across Traditions 

Taken as lenses, these two research traditions 
provide a dramatically different view of events in 
classrooms. It is not that through these lenses we 
see the same events differently. Rather, each looks 
at the nature of classrooms in different ways, ex-

poses different kinds of events, and views student 
outcomes differently. 

In the following sections of this chapter, we pre­
sent examples of the views of classrooms from 
each research tradition in three areas of teacher 
activity: (a) planning and decision making, (b) 
classroom management, and (c) academic instruc­
tion. In these sections, we present representative 
findings from each tradition that illustrate the dif­
ferences in views. Our reviews of the literature are 
not comprehensive. They are not intended to be. 
Rather, we seek to present sufficient findings to 
illustrate the views and to make the case that an 
integrative approach is required for a more com­
plete understanding of teaching. 

As an introduction to our discussion of the re­
search, Table I presents the primary foci from 
each tradition in each of the three areas of teacher 
activity. In the areas of planning and decision mak­
ing, process-product research focuses on preactive 
measures that teachers take to plan the learning 
environment and academic work. Sociolinguistic 
research examines moment-to-moment respon­
siveness of teachers and students during classroom 
activity. In the area of classroom management, 
process-product research focuses on the formal 
rules and procedures that teachers implement to 
structure the physical aspects of the classroom, 
manage resources, and control student behavior. 
Sociolinguistic research, on the other hand, exam­
ines functional rules and expectations that create 
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communicative context, govern conversation and 
behavior in classrooms, and determine who has 
access to classroom discourse. Finally, in the area 
of academic instruction, process-product research 
identifies a sequence of teacher instructional be­
haviors. Sociolinguistic research looks within sev­
eral of these behaviors to examine patterns and 
functions of language used in instruction, and 
ways language use and understanding influence 
participation in tasks, access to learning, and 
teacher evaluation of student performance. 

Both traditions examine the importance of stu­
dent attention and differentiation in instruction 
among groups in classrooms. These are two of 
several points where the traditions seem to con­
verge. Although the overall purpose of this chapter 
is to compare different perspectives of these tradi­
tions, we include findings in these areas of overlap 
because they relate direct! y to findings in several 
other areas we address. We now begin our review 
of findings from each tradition in the area of plan­
ning and decision making. 

Planning and Decision Making 

Most research on teacher planning and decision 
making has grown out of studies of human deci­
sion making and problem solving. This work ex­
amines primarily the cognitive processes that un­
derlie teachers' judgments and decisions. It 
considers the functions of those judgments and de­
cisions and how they relate to teacher behavior in 
the classroom. Although this area of research is 
critically important to understanding teaching, it 
falls outside the purview of the present review (see 
National Institute of Education, 1975; Shavelson 
1976, 1983; Shavelson & Stem, 1981; Shulman & 
Elstein, 1975; for comprehensive reviews of this 
literature). Here, we examine a more limited group 
of studies that explore relationships among differ­
ent aspects of planning and decision making and 
student outcomes measures, and the role of deci­
sion making in the communicative environment of 
the classroom. 

Process-product and sociolinguistic studies 
view different aspects of teacher planning and de­
cision making. In general, process-product re­
search focuses on the formal steps teachers take to 
prepare for classroom activity. Few attempts have 
been made in process-product research to examine 
teacher decision making during classroom activity 

and its relationship to student achievement. On the 
other hand, sociolinguistic research looks pri­
marily at the more informal, moment-to-moment 
judgments and decisions teachers make during that 
activity. 

The two foci are quite complementary. As we 
shall see, the preactive plans teachers make pro­
vide frameworks for what is possible or even likely 
to occur in classrooms. In practice, these frame­
works do not function as rigid scripts for teacher 
and student activity. Instead, they seem to set di­
rections and establish boundaries in which mo­
ment-to-moment decision making occurs (Clark, 
1983). 

The Process-Product Perspective 

Few process-product studies examine specific 
elements of teacher planning and decision making. 
Rather, most infer the importance of certain types 
of plans and decisions that seem necessary for 
teachers to behave and for classrooms to function 
in academically productive ways. These types of 
plans and decisions include (a) preparing the learn­
ing environment, and (b) planning academic work. 
Where applicable, we highlight the little work that 
has been done directly relating specific aspects of 
planning and decision making to student outcome 
measures. 

Preparing the Learning Environment. 
Process-product research suggests that establish­
ment of a classroom environment that facilitates 
student learning begins with advance preparation. 
Studies of academically successful elementary 
school classrooms point to the importance of plan­
ning for the management of physical space and 
preparing the classroom for use by students to help 
maximize the degree to which they benefit from 
learning activities (Brophy & Putnam, 1979; 
Evertson & Emmer, 1982; Good & Brophy, 
1978). In these classrooms, plans are made before 
the school year begins to arrange furnishings to 
accommodate anticipated instructional activities, 
to facilitate smooth and quick transitions between 
those activities, and to promote the teachers' abili­
ties to monitor student work and behavior. Also, 
plans are made to place and store equipment, in­
structional materials, and students' personal be­
longings to facilitate easy access. Before the 
school year begins, routines and traffic patterns are 
developed for the physical movement of students 
around and in and out of the classroom. In addi­
tion, procedures are developed for the efficient 



CHAPTER 16 • CLASSROOM PROCESSES 

completion of paperwork and other routine non­
academic class business, including record keeping, 
so that instructional time can be maximized (Evert­
son & Emmer, 1982; Kounin, 1970). 

In structuring the social environment of the 
classroom, academically successful elementary 
teachers develop rules for establishing and main­
taining appropriate student behavior throughout 
the year (Brophy, 1983). As we shall see in our 
discussion of the process-product view of manag­
ing student behavior, these teachers teach rules and 
standards for appropriate behavior to students at 
the beginning of the school year. The importance 
of such planning and instruction is seen in the rela­
tively few incidents of disorder in these class­
rooms. In less well-managed classrooms, teachers 
appear to struggle throughout the year to maintain 
order (Emmer, Evertson, & Anderson, 1980). 

Process-product research identifies the impor­
tance of planning the learning environment in sec­
ondary classrooms as well (Evertson & Emmer, 
1982; Evertson, Weade, Green, & Crawford, 
1985; Moskowitz & Hayman, 1976; Sanford & 
Evertson, 1981). These studies also suggest that 
preparing for the effective use of space and for the 
physical movement of students are key elements of 
successful management. Although teachers in sec­
ondary classrooms generally need not place as 
much emphasis on teaching students appropriate 
social behavior as teachers in elementary class­
rooms, it is no less important at the secondary level 
that bef)re the school year begins teachers plan 
rules for student behavior to establish classroom 
norms and expectations as well as plan strategies 
for maintaining appropriate student behavior 
throughout the school year (Evertson et al., 1985; 
Moskowitz & Hayman, 1976). 

Another area of planning the learning environ­
ment is decisions teachers make about grouping 
students for instruction. The ways teachers group 
students in classrooms have important conse­
quences for student learning and social develop­
ment (see Good & Marshall, 1984). These findings 
indicate that academically and socially productive 
grouping requires careful preparation. Such prepa­
ration includes accurate assessment of students' 
academic abilities and learning needs (a topic we 
examine later), choice of academic work appropri­
ate to the group, and consideration of how students 
within groups will work and interact with one an­
other. As students complete activities and learning 
progresses, group assignments need to be reas­
sessed and, where appropriate, new assignments to 
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groups made. Research on grouping suggests that 
without this type of planning and reassessment, 
groupings become static, often to the detriment of 
academic progress (Eder, 1982; Rist, 1970). 

Planning Academic Work. Process-prod­
uct studies have generally found little relationship 
between the time that teachers spend planning aca­
demic work and student academic performance. 
Indeed, one experimental study reveals a negative 
relationship between additional time spent plan­
ning and student achievement (Peterson, Marx, & 
Clark, 1978). This study also found no consistent 
relationships between student achievement and at­
titude and the relative attention teachers gave to 
planning lesson objectives and content, instruc­
tional processes, and materials. 

Although the relative amounts of time teachers 
spend planning may not relate directly to student 
outcome measures, other process-product studies 
indicate that in one way or another specific ele­
ments in the conducting of academic work be con­
sidered. The first consideration in planning for ac­
ademic work is assessment of student ability and 
learning needs. Studies that address methods of 
assessment reveal that teachers assess students in 
many ways, ranging from checking for under­
standing during review of class work and question 
and answer activities, to checking daily seatwork 
and homework assignments, to more formal mea­
sures of evaluation, such as periodic written tests 
and examinations. Studies that investigate methods 
of assessing students find them related to student 
achievement (see, e.g., Evertson, Anderson, An­
derson, & Brophy, 1980; Good & Grouws, 1979; 
Stallings, 1980). Indeed, the need for systematic 
student assessment is illustrated by other findings 
showing that the sequencing and pacing of instruc­
tional activities have important relationships to stu­
dent learning (Barr, 1975, 1980; Good, 1983; 
Rosenshine & Stevens, 1986). Appropriate se­
quencing and pacing of instructional activities re­
quire that teachers accurately determine students' 
levels of understanding and skill before students 
are allowed to progress to the next, more difficult 
level. Student assessment provides important in­
formation that teachers need to make this 
determination. 

A second crucial element of planning for aca­
demic activities is selection of subject matter to be 
taught (Berliner, 1982). There is a clear rela­
tionship in process-product research between cov­
erage or emphasis on subject matter and student 
achievement. The opportunity to learn a given con-
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tent area is one of the most potent factors in ac­
counting for differences in student achievement in 
that area (Berliner & Rosenshine, 1977; Cooley & 
Leinhardt, 1980; see also Fisher et ai., 1978). Ba­
sically, students do not learn what they are not 
exposed to. The choice of subject matter, there­
fore, becomes an important component of planning 
for instruction. 

The research in this area indicates that despite 
state and local curriculum and textbook require­
ments, teachers are final arbiters of what is taught 
in classrooms. SchwiIle et ai. (1981) found, for 
example, that perceived effort required to teach 
particular subject matter, the perceived difficulty 
of the subject matter for students, and personal 
feelings of enjoyment while teaching a particular 
subject matter influence the teacher's choice of 
content. As Berliner (1982) notes, decisions to em­
phasize, deemphasize, or exclude particular con­
tent from classroom instruction are only casually 
made and often based on personal disposition (see 
also Buchmann & Schmidt, 1981). 

A third important element of planning involves 
allocating appropriate amounts of time for instruc­
tional activities and the correct pacing of those 
activities. Teachers in academically successful 
classrooms seem to plan both how to maximize 
instructional time and how to divide it appropri­
ately among different instructional activities and 
subject matter areas. These teachers also seem to 
plan the implementation of activities that minimize 
time when students have nothing to do. In addi­
tion, effective planning of instructional activities 
includes determining the pacing of those activities 
consistent with students' learning needs and with 
subject matter skills to be learned. A more elabo­
rate discussion of time and the pacing of instruc­
tional activities is found in the later section on 
classroom management. 

The importance of decision making in adjusting 
and adapting lessons is strongly inferred but re­
mains virtually unexamined in process-product re­
search. One of the primary correlates of student 
outcomes identified in research on classroom pro­
cesses is the smooth flow of instructional activity 
(Brophy, 1983; Kounin, 1970). The failure of pre­
viously planned activities introduces classroom 
disruption, management problems, and, poten­
tially, reduced learning (Kounin, 1970). When stu­
dents' attention to the task is interrupted, or when 
the instructional activity itself fails, teachers must 
be able to make decisions to change or adjust plans 
to maintain the flow of instructional activity and to 
maintain student cooperation. 

The one process-product study that did examine 
the relationship between teacher decision making 
during instruction and student achievement pre­
sented interesting findings (Peterson & Clark, 
1978). In this instance, teachers were asked to 
evaluate decisions they made to continue or change 
their behavior during a lesson. In general, when 
teachers perceived the lesson going well and made 
decisions not to change their behavior, positive 
correlations were found with student achievement. 
When teachers perceived that the lesson was not 
going well and then chose to continue the lesson in 
the same manner anyway, negative correlations 
with achievement were found. Interestingly, when 
teachers perceived that the lesson was not going 
well and decided to change behaviors, positive 
correlations were found with abstract achievement 
but negative correlations were found with factual 
and concrete achievement. Although this study 
seems to raise more questions than it answers, we 
have discussed it here to show the limited inquiry 
of process-product research into in-class teacher 
decision making. We now tum to the so­
ciolinguistic research that provides a more detailed 
picture of this teacher activity. 

The Sociolinguistic Perspective 

Sociolinguistic analyses of teacher planning and 
decision making focus on the moment-to-moment 
responsi veness of teachers to students during class­
room activity. As Green (l983b) noted, the so­
ciolinguistic perspective views teacher decision 
making as extending beyond the preactive stage 
focused on in process-product research. Instead, 
teacher decision making is considered an ongoing 
process in which teachers continuously make judg­
ments while they are teaching (Cole, Griffin, & 
Newman, 1978-1981). According to this perspec­
tive, the decision-making process for teachers oc­
curs within lessons and is based primarily on 
teacher assessments of student responses during 
interactions. 

The findings of this research related to teacher 
decision making rest on two assumptions. First, 
teachers continuously make judgments during 
lessons and those judgments are triggered by 
teachers' ongoing assessments of student re­
sponses. Second, the judgments teachers make are 
revealed in their verbal and nonverbal behavior 
and in their differentiated behavior toward differ­
ent students in the classroom. In general, the find­
ings point to factors teachers consider when they 
make decisions and how they differentiate their 
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communicative exchanges, presumably on the 
basis of those judgments. However, this research 
has not directly examined the process by which 
teacher perceptions and assessments are translated 
into behavior. 

The following discussion is divided into two 
sections. The first identifies types of information 
teachers consider during moment-to-moment deci­
sion making. The second section outlines various 
areas of behavioral differentiation. We consider 
this topic again in our discussion of academic in­
struction later in this chapter. 

Inputs to Decision Making. The primary 
source of information for teacher decision making 
is student responses during classroom discourse 
(Green, 1983b). These responses may take many 
forms, including answers to questions, the ques­
tions students ask, and comments during lessons 
(see DeStefano & Pepinsky, 1981). Another type 
of student response is level of attention. Levels of 
student attention are gauged on the basis of ob­
served cues from students, including eye gaze, 
body movement and orientation, inability to re­
spond to questions, talking, and interference with 
others' activities (May, 1981). Such responses 
provide a basis for teachers and make judgments 
about student interest and academic performance 
during teaching (Cole et at., 1978-1981). 

These bits of information are generated and 
gathered throughout the course of a lesson and 
seem to be considered in conjunction with other 
information that teachers have before the lesson 
begins, such as knowledge of student academic 
abilities and leaming needs (Cole, Griffin, & New­
man, 1979, 1978-1981), the teacher's theories of 
pedagogy (Petitto, 1982), and the purposes and 
structures of the activities implemented as part of 
the lesson (Merritt & Humphrey, 1981). In eval­
uating students' language ability, teachers also ap­
pear to compare student responses to an adult 
model or an ideal model of discourse (e.g., nar­
rative structure) (Cook-Gumperz & Worsley, 
1981; Michaels & Cook-Gumperz, 1979). 

Differentiation in Teacher Communica­
tion. Sociolinguistic research has uncovered dif­
ferent ways that teachers change or differentiate 
their communication in response to the information 
they receive and the decisions they make during 
class activities. In general, differentiation in teach­
er communication has been observed and reported 
in relation to the different levels of academic abil­
ity of students in the classroom. 

Teachers differentiate the amount of content 
covered according to the academic ability of stu-
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dent groups in the classroom. They require differ­
ent levels of thinking on the part of students and 
hold students accountable in different degrees for 
errors made in academic work. Where differentia­
tion occurs, teachers are likely to cover more con­
tent and require higher levels of thinking from 
higher-achieving students (Cole et at., 1978-
1981; Collins, 1981; Cook-Gumperz, Gumperz, & 
Simons 1981; McDermott, 1976, 1978). In con­
trast, they are more likely to hold lower-achieving 
students accountable for errors in factual and con­
crete knowledge (Collins, 1981; Eder, 1982). fi­
nally, teachers have been found to differentiate 
their use of praise, positive and negative behav­
ioral sanctions, and reprimands (Cahir & Kovacs, 
1981; Erickson, Cazden, Carrasco, & Guzman, 
1979-1981; Guzman, 1981). 

Classroom Management 

Process-product and sociolinguistic research 
traditions emphasize the importance of manage­
ment functions in the classroom. Both traditions 
deliver a clear message: teachers playa crucial role 
in creating classroom conditions that influence stu­
dent learning. However, these views of classrooms 
differ. In general, process-product research 
focuses on formal stated rules and procedures con­
structed a priori and implemented to structure the 
learning environment, manage resources, and con­
trol student attention and behavior. Sociolinguistic 
research, on the other hand, examines the func­
tional rules and expectations that govern commu­
nicative interaction in the classroom. These rules 
are constructed and evolve during interaction, 
shifting and changing according to task. Whereas 
the focus of process-product research is often on 
the form of rules and procedures, sociolinguistic 
research examines the development and function 
of rules, norms, and expectations within the con­
text of specific classroom activities. 

The Process-Product Perspective 

Process-product research has found at least 
moderate positive relationships between student 
achievement and teachers' abilities to manage their 
classrooms and keep students productively en­
gaged in academic activities. Through the pro­
cess-product lens, academically successful class­
rooms appear to be orderly, students seem 
cooperative and well-focused on academic tasks 
and activities, and there appears to be a smooth 
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and continuous flow of instructional activity (Bro­
phy, 1983; Brophy & Evertson, 1976; Good, 
1983; Kounin, 1970). 

According to process-product research, the re­
lationship between managing the instructional set­
ting and student learning pivots on the effective 
use of class time. The amount of time allocated for 
instruction as well as how that instructional time is 
used are significantly correlated with student 
achievement (Berliner, 1979; Denham & Lieber­
man, 1980; Good, 1983; Karweit, 1983; Stallings, 
1980; Walberg, Schiller, & Haertel, 1979). The 
opportunities for teachers to devote significant por­
tions of class time to instruction and to use that 
instructional time in productive ways is determined 
in large part by the rules and procedures teachers 
implement to structure and maintain their class­
room environment. 

In this section, we discuss the findings of pro­
cess-product research related to five general areas 
of organization and management: (a) structuring 
physical space in the classroom, (b) managing 
physical movement, (c) developing procedures and 
routines for handling nonacademic class business, 
(d) managing student behavior, and (e) managing 
instructional time. 

Structuring Physical Space in the Class­
room. Process-product studies of well-managed 
elementary and secondary classrooms find that 
teachers arrange furnishings to accommodate dif­
ferent types of planned activities, minimize disrup­
tive movement around the classroom, and facilitate 
teacher monitoring of student work and behavior 
(Emmer et ai., 1980; Evertson & Emmer, 1982; 
Moskowitz & Hayman, 1976). Further, teachers 
locate instructional equipment, materials, and stu­
dents' personal belongings so that they are readily 
accessible to both teacher and students. 

By arranging classroom furnishings and student 
seating, disruption of ongoing instructional ac­
tivities can be minimized and teachers can devote 
more time to students' academic needs. Easy ac­
cess to equipment and materials facilitates smooth 
transitions between activities and preserves in­
structional time. Further, routines established 
wherein students take primary responsibility for 
obtaining and returning equipment and materials 
for instruction increase the opportunity for teacher 
instructional time with students (see Good, 1983). 
Other studies show that changes in the physical 
environment of the classroom can bring about 
changes in students' choices of activities (Morrow 
& Weinstein, 1982; Nash, 1981; Phyfe-Perkins, 
1979; Weinstein, 1977). 

Managing Physical Movement. As with 
managing physical space, studies of classrooms at 
the elementary and secondary levels indicate that 
routines for physical movement promote smooth 
and quick transitions between learning activities 
and thus relate to increased amounts of time avail­
able for academic work (Brophy, 1983; Emmer et 
ai., 1980; Evertson & Emmer, 1982; Moskowitz 
& Hayman, 1976; see also Arlin, 1979; Kounin, 
1970). These routines are related to lower rates of 
disruption that may lead to student behavior prob­
lems. They further relate to continuity of instruc­
tional activity and to maintenance of student task 
engagement (Arlin, 1979). 

Procedures and Routines for Nonacademic 
Class Business. Process-product research iden­
tifies a clear negative relationship between the time 
teachers spend completing nonacademic business 
during class and the time available for instruction 
(Evertson & Emmer, 1982; Stallings, 1980). Pro­
cedures and routines to minimize class time spent 
completing paperwork, taking roll, making an­
nouncements, records keeping, and other class­
room business relate to increased amounts of time 
available for instruction. 

Managing Student Behavior. There are 
negative relationships between the number of be­
havioral sanctions required of teachers during class 
instructional time and student achievement 
(Berliner, 1979; Brophy, 1979; Cooley & 
Leinhardt, 1980; Rosenshine, 1979; Stallings, 
1980). When teachers must deal with disruptive 
behavior it is at the expense of instructional time. 
More and less effective classroom managers, how­
ever, react to instances of student misbehavior in 
much the same way (Kounin, 1970). What dis­
tinguishes the more effective managers is their use 
of preventive techniques (Brophy, 1983). 

In successful elementary classrooms, appropri­
ate behavior is taught early in the school year. 
Further, it is modeled by teachers for their students 
and practiced with them until that behavior is 
learned. Studies of well-managed secondary class­
rooms reveal less emphasis on formally teaching 
appropriate behavior to students. However, teach­
ers do introduce rules and procedures to students at 
the beginning of the year in a clear and systematic 
way (Evertson & Emmer, 1982; Sanford & Evert­
son, 1981). 

Successful behavior management also depends 
on following through on expectations for appropri­
ate behavior. Teachers in well-managed class­
rooms continuously monitor student behavior; they 
remind students of rules and reintroduce or reteach 
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them if necessary (Brophy, 1983; Emmer et al., 
1980; Evertson & Emmer, 1982). Teachers who 
manage their classroom well detect inappropriate 
behavior and act before it becomes a problem 
(Kounin, 1970). 

Managing Instructional Time. Process­
product research has consistently found significant 
relationships between time spent on learning and 
student achievement (e.g., Anderson, 1976; 
Bloom, 1974; Fisher et al., 1980; Stallings, 1980; 
Walberg, 1982). However, this body of research 
indicates that how instructional time is used is 
more important than the amount of time spent on 
academic activities (Karweit, 1983; Stallings, 
1980). The amount of time students spend engaged 
in academic tasks with high success rates has been 
found to be more significantly related to academic 
achievement than the amount of time spent per se 
on those tasks (Bloom, 1976; Borg, 1980; Fisher et 
al., 1978; Sirotnik, 1982; Walberg et al., 1979). 

Among the most important factors in the effec­
tive use of class time is good classroom manage­
ment (e.g., Arlin, 1982; Good, 1983). Teachers 
who take steps to increase the amount of time spent 
on learning activities and ensure that the time spent 
on those activities is continuous and relatively free 
of disruption are likely to be more successful aca­
demically with their students. These teachers also 
ensure that students' attention is well focused on 
academic tasks during instruction and that down­
time is minimized (Brophy, 1983; Kounin, 1970). 
Other management functions related to effective 
use of classroom time are as follows: 

1. Explaining learning goals and activities to 
students. Several studies have found that clearly 
communicating learning goals to students and ex­
plaining directions for learning activities relates 
positively to student achievement (Berliner, 1982; 
Fisher et al., 1980). Both student attention rates 
and achievement improve when teachers spend 
more time communicating goals and giving direc­
tions (Berliner, 1982). 

2. Pacing instruction and student work. Another 
important aspect of managing instructional time is 
appropriate pacing of classroom instruction and 
student work (Barr, 1975; Berliner, 1982). Pacing 
can account for as much as 80% of the difference 
in achievement among high and low performers 
(Barr, 1980). Effective pacing requires a match 
between students' achievement levels and the diffi­
culty of the instructional activity (see Brophy, 
1979). For example, high-achieving students re­
quire a faster pace of work with a higher degree of 
challenge whereas low-achieving students require 
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a slower pace with an opportunity to overlearn 
(Rosenshine & Stevens, 1986). With appropriate 
pacing, teachers know when to move the class 
along while still maintaining a critical balance with 
successful completion of academic activities (Barr, 
1975; Brophy, 1979). 

3. Maintaining student focus of attention. 
Effective teachers take steps to engage student at­
tention and then to maintain that attention through­
out the course of instruction (see Anderson, Ever­
tson, & Brophy, 1979; Brophy & Evertson, 1976; 
Bruner, 1981; Emmer et al., 1980; Fisher et al., 
1980; Rosenshine, 1979). Students are more likely 
to attend to academic work if full attention is re­
quired when important information is presented. 
This seems to be particularly important when 
teachers explain learning goals to students and give 
directions for the completion of learning activities. 
Once students' attention is focused and they are 
engaged in learning activities, continuous, active 
monitoring by the teacher is necessary to detect 
signs of confusion or inattention. If students be­
come inattentive or disengaged from their work, 
teachers should act quickly to refocus student at­
tention by using cues (e.g., variations in voice, 
movement, pacing, and/or gesturing) and ques­
tions, or by implementing contingency plans in 
substitution for unsuccessful activities. 

These strategies to engage and maintain stu­
dents' attention on learning activities are rein­
forced by the creation of physical conditions in the 
classroom that reduce the likelihood that students' 
attention will wander. We mentioned several of 
these conditions earlier. Another factor related to 
increased student attention is the selection of ac­
tivities and materials that hold students' interest. 
Activities and materials should be challenging but 
allow for student success. Academic work should 
also be varied within any given instructional period 
(Anderson & Scott, 1978; see also Bossert, 1979). 

The Sociolinguistic Perspective 

According to the sociolinguistic tradition, the 
rules and expectations that govern classroom com­
munication comprise participation structures. 
These structures provide a framework for commu­
nicative interaction and serve to constrain the op­
tions for what can and will occur during classroom 
discourse. As Green (I 983b) pointed out, rules and 
expectations for interaction are communicated 
throughout class time. Management of commu­
nication occurs simultaneously with academic in­
struction. Within a lesson, a teacher not only pre-
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sents academic subject matter but also orchestrates 
participation in conversation to maintain the flow 
of classroom activity. 

Norms and expectations for conversation create 
communicative contexts that provide meaning for 
classroom participants. These contexts are not stat­
ic. They are continuously constructed and recon­
structed by teachers and students as they engage in 
face-to-face interactions. The teacher, as instruc­
tional leader, is ultimately responsible, however, 
for what occurs during classroom discourse (Green 
1983b). Throughout the course of conversation, 
the teacher's expectations dominate. As the teach­
er and students interact, the teacher guides the flow 
of activity, and signals rules and expectations for 
when students can talk, how they are to talk, and 
how they are to interpret the meaning of the in­
teraction. Still, even though rules and expectations 
exist and are communicated, this research finds 
that interactions cannot be predicted with certain­
ty. There is great potential for variation in the flow 
of conversation, which makes classroom commu­
nication a dynamic process. 

In this section, we examine participation struc­
tures and how rules for speaking are communi­
cated during classroom activity. Then, we present 
findings from two other areas of sociolinguistic 
research related to classroom management­
teachers' use of sanctions and the nature of student 
attention. 

Participation Structures. Participation struc­
tures are defined in sociolinguistic research as the 
demands and expectations for participation in com­
municative activity and the varying rights and obli­
gations that can occur within and across ac­
tivities (Green, 1983b). Research on participation 
structures had demonstrated that they vary within 
classrooms across different activities. Indeed, they 
range from being ritualistic (e.g., calling roll and 
collecting assignments) to being almost spon­
taneous (Erickson, 1982). An individual lesson 
may be divided into parts with each part setting 
different expectations and rules for participation 
(Cook-Gumperz et al., 1981; Florio & Shultz, 
1979). As the lesson progresses from one activity 
to another, requirements and obligations for par­
ticipation shift for students in the classroom (Cher­
ry-Wilkinson, 1981; Erickson, 1982; Green & 
Harker, 1982; Gumperz, 1977, 1981). 

Demands for participation are set by rules for 
speaking. Before we discuss those rules and how 
they are communicated, it is important to note that 
appropriate performance within participation Struc-

tures depends on how a student reacts to the de­
mands of that structure. Failure to read the de­
mands correctly can lead to inappropriate 
performance (Green & Harker, 1982). And, per­
formances within participation structure relate di­
rectly to teacher evaluation of student ability and to 
student achievement (Michaels & Cook-Gumperz, 
1979). These findings underscore the importance 
of how norms and expectations for speaking are 
communicated and how student competence to 
perform within structures is developed. 

Rules for Speaking. Rules for speaking are 
culturally determined expectations for how and 
when to speak, to whom, and for what purpose 
(Hymes, 1974). These rules form frames of refer­
ence and create contexts for participants in face-to­
face interactions on both a general level and for 
specific activities (Green, 1983b). 

In general, rules for speaking function to regu­
late access to classroom discourse. They signal ap­
propriate ways to enter conversations, such as tak­
ing turns, waiting to be called on, raising hands, 
and waiting until another person is finished speak­
ing (Merritt & Humphrey, 1981; Michaels & 
Cook-Gumperz, 1979). They also determine the 
appropriate content of present interactions (Merritt 
& Humphrey, 1981). Classroom participants usu­
ally bring to a given conversational situation 
frames of reference developed from participation 
in past similar situations. However, in the dynamic 
linguistic environment of the classroom, the spe-. 
cific rules and expectations for performance in 
each conversation are signaled by participants as 
they interact and build on each other's messages 
(DeStefano & Pepinsky, 1981; Erickson & Shultz, 
1981; Green, 1983b; Merritt & Humphrey, 1981). 
In this way, frames of reference that regulate class­
room discourse and create communicative context 
are in a state of constant flux. 

Rules for speaking are signaled both verbally 
and nonverbally through contextualization cues 
(Erickson, 1982; Green, 1983b). These cues may 
be explicit statements of literal meaning or they 
may be implicit and require participants to infer 
meaning. Implicit cues may be signaled through 
choice of vocabulary, order of words, verbal pitch, 
rhythm, and intonation. They may also be signaled 
through eye and body position and movement 
(Cook-Gumperz & Gumperz, 1976; Erickson, 
1982; Erickson & Shultz, 1981). 

Contextualization cues are signaled continu­
ously throughout the course of conversation. They 
may reinforce existing rules applied to a specific 
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situation or they may serve to amend or create new 
rules. Apart from those that carry literal meaning, 
students must actively interpret cues and infer their 
meaning (DeStefano & Pepinsky, 1981). 

The development of meaning of rules and ex­
pectations for interaction seems to be influenced 
by several factors. The first is the frame of refer­
ence an individual brings to the conversational sit­
uation. The second is how participants view the 
"local history" of the situation (Green, 1983b). In 
other words, the development of meaning for any 
given situation will be influenced in part by events 
immediately preceding that situation. Finally, 
making inferences can be complicated by different 
messages sent concurrently in an individual in­
teraction and by multiple functions of single mes­
sages (Green, 1983b). 

As we mentioned earlier, frames of reference 
classroom participants bring to and construct in 
interactions are modified as interactions occur. 
Such modification comes from both overt and cov­
ert feedback during conversation and serves to 
maintain the flow of activity (Frederiksen, 1981; 
Tannen, 1979). However, when one participant's 
frame of reference changes and another partici­
pant's does not, or when two participants bring or 
hold different frames for the same situation, a 
frame clash can occur (Elkind, 1979; Green & 
Harker, 1982; Heap, 1980; Mehan, 1979). These 
clashes, when translated into conversation, signal 
to the teacher inappropriate behavior on the part of 
the student. As such, frame clashes often lead to 
negative evaluations of student performance and 
may result in teachers' use of sanctions (Griffin, 
Newman, & Cole, 1981; Michaels & Cook-Gum­
perz, 1979). 

Use of Sanctions. Sociolinguistic research 
identifies six categories of sanctions used by teach­
ers during whole class instruction (Merritt & 
Humphrey, 1981). The first category includes 
placement sanctions. These sanctions are used in 
response to student talk that occurs in wrong places 
during the lesson, such as when another student or 
the teacher is talking or when a student responds 
out of tum. The second category includes delivery 
sanctions where the placement of student talk is 
correct but the manner of utterance, such as vol­
ume or tempo, is inappropriate. Responsive sanc­
tions comprise the third category. In these re­
sponses, the teacher corrects inappropriate 
placement of student talk but acknowledges the 
content of the student's utterance. The fourth cate­
gory is composed of what are termed double-takes. 
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Here, the teacher first sanctions student talk be­
cause its placement is incorrect. Then, the teacher 
revises the sanction in response to an emergency 
signaled in the interaction. The fifth category in­
cludes curt responses in which the teacher re­
sponds to the content of a student's talk, but the 
curtness of the response indicates the teacher's dis­
satisfaction with the placement. The final category 
is behavior sanctions. This category includes 
teacher sanctions of inappropriate student behav­
ior. Other types of sanctions associated with indi­
vidual student work time have also been identified. 
These include sanctions to rechannel interactions 
to other participants, defer attention to a later time, 
and squelch inappropriate talk (Merritt & Hum­
phrey, 1981). 

Whereas process-product research focuses pri­
marily on teacher behavior to control and sanction 
overt student misbehavior, sociolinguistic research 
suggests that behavioral sanctions comprise a very 
small proportion of the total sanctions issued by 
teachers during class time. Indeed, the vast major­
ity of teachers' sanctions appear directed toward 
the management of the flow of conversational dis­
course. For example, one study found that almost 
95% of the sanctions used by teachers related to 
the management of communication (Merritt & 
Humphrey, 1981). And, of these sanctions, 90% 
were directed toward the inappropriate placement 
of student talk. 

Managing Student Attention. Process­
product research stresses the importance of having 
students focus on and engage in academic work. 
Sociolinguistic research provides a different per­
spective on the nature and management of student 
attention. 

According to the sociolinguistic perspective, the 
teacher and students do not begin an activity with a 
shared understanding of the rules and requirements 
for attention. The teacher's role is to direct student 
attention to the activity and the relevant rules. As 
our earlier discussion suggests, when the teacher 
fails to communicate the relevant rules, students 
may draw on rules that relate to different activities 
and inappropriate performance, including inap­
propriate levels of attention, may result (see De­
Stefano & Pepinsky, 1981; Merritt, 1982). 

Sociolinguistic research indicates that the role of 
attention is not always clear. Not all learning re­
quires constant attention, and attention require­
ments differ across various types of classroom ac­
tivity (May, 1981). For example, attention 
requirements may differ during the presentation of 
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new learning material, making assignments and 
giving directions, independent seatwork, tests, and 
free time. An additional consideration is that atten­
tion and inattention may be masked by different 
types of overt behavior. For example, a student 
may appear inattentive (e.g., with head on the 
desk) but may actually be attending to what is 
being said in the classroom. Further, students can 
give attention without understanding what is hap­
pening during an activity (May, 1981) and cover 
up that inattention through the use of procedural 
displays that allow students to appear as if they are 
behaving appropriately (Bloome & Argumedo, 
1983). 

Teachers' decisions to tolerate different levels of 
inattention relate to the individual student in ques­
tion, the group of which that student is a part, the 
activity at hand, and the teacher's goal for that 
activity. Furthermore, teacher tolerance of inatten­
tion relates to the type of inattentive behavior ex­
hibited by the student. Generally, teachers tend to 
ignore inattentive behavior that can be ignored 
(May, 1981). However, when inattentive behavior 
involves loud talk or student movement from one 
place in the room to another without permission, 
lasts a long time, or disrupts the attention of other 
students, teachers usually act to sanction behavior 
and refocus attention (May, 1981). 

Academic Instruction 

We have seen in our reviews of both process­
product and sociolinguistic research the impor­
tance of planning, decision making, and classroom 
management for establishing the conditions of 
learning. In this section, we consider a third area 
of teacher activity-academic instruction. The two 
research traditions focus on different facets of in­
structional processes in classrooms. Process-prod­
uct research examines various types of instruc­
tional behavior, whereas sociolinguistic research 
investigates the patterns and functions of language 
use in instruction. 

The Process-Product Perspective 

Over the past 15 years, process-product re­
search has examined relationships between instruc­
tional processes and student learning (see Brophy 
& Good, 1986, and Rosenshine & Stevens, 1986, 
for reviews). This research has not identified one 

instructional method that consistently relates to im­
proved student achievement. However, it does re­
veal a pattern of instructional behaviors related to 
higher levels of student learning. 

Central to this pattern of instrUctional behavior 
identified in process-product research is the con­
cept of interactive teaching. Interactive teaching 
takes many forms, including presentation and ex­
planation of new material, questioning sessions 
and discussions, and monitoring seatwork where 
the teacher actively moves from student to student, 
provides feedback, and reteaches material if neces­
sary. The time teachers spend interacting with stu­
dents is positively related to student learning. Also 
the amount of student-teacher interaction is 
positively associated with student task engagement 
(Evertson & Emmer, 1982; Fisher et al., 1978; 
Stallings, 1980). And, as we have described ear­
lier, the amount of time students are off-task is 
negatively associated with learning. 

Findings from a number of process-product 
studies of classroom teaching show a general pic­
ture of instructional behavior (Rosenshine & Ste­
vens, 1986). That pattern contains the following 
elements: 

1. Review of the previous day's work 
2. Presentation of new academic material 
3. Initial student practice, feedback, and 

correctives 
4. Independent student work 
5. Daily, weekly, and other periodic reviews 

Although many of these elements of instruction 
were first identified in studies of basic skills in­
struction in elementary grades, subsequent re­
search has found them (with minor variations) in 
secondary classrooms as well. We describe each of 
these elements in the following. 

Reviewing the Previous Day's Work. Sig­
nificant relationships have been found between be­
ginning instructional activities with a review of 
relevant work from the previous day and student 
learning gains (Rosenshine & Stevens, 1986; Good 
& Grouws, 1979). This type of review allows 
teachers to check for student understanding of pre­
requisite content and skills for the day's activities. 
Process-product research identifies several ways 
in which these reviews could be conducted. Teach­
ers can ask questions orally, check homework with 
students, or review the previous day's presentation 
or seatwork. In areas where students are having 
difficulty, the material may be retaught or addi-
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tional practice can be provided to ensure studem 
understanding. Although teachers may conduct 
these reviews in different ways, the importance of 
this activity is that these types of reviews be car­
ried out, particularly if learning new material is 
predicated on the mastery of formerly presented 
content and skills. Experimental studies show that 
reviews of previously presented material relate to 
student achievement gains at both elementary and 
secondary levels (Emmer, Sanford, Clements, & 
Martin, 1983; Good & Grouws, 1979). 

Presenting New Learning Material. Pro­
cess-product research identifies three charac­
teristics of effective presentation of new learning 
material to students. First, research at both elemen­
tary and secondary classrooms finds that teachers 
who are successful in promoting learning gains 
spend proportionately more time presenting in­
structional material to their students than their less 
successful counterparts (Evertson, Emmer, & Bro­
phy, 1980; Good & Grouws, 1979). Successful 
teachers used additional presentation time to pro­
vide explanations, used a variety of examples, 
checked for student understanding, retaught mate­
rial when necessary, and generally gave sufficient 
instruction so that students could complete indepen­
dent seatwork activities with minimal difficulty. 
Second, the clarity of teachers' presentations is 
related to student learning gains (Bloom 1976; Fish­
er et at., 1978; Kennedy, Bush, Cruickshank, & 
Haefele, 1978; Stallings, 1980). Third, effective 
presentation involves appropriately sequencing hi­
erarchicallearning materials to ensure that students 
first master material they will need to apply to 
subsequent learning tasks (Good, 1983; Rosenshine 
& Stevens, 1986). 

Rosenshine and Stevens (1986) have identified 
several components of effective classroom presen­
tations from process-product research (see also 
Gage, 1978; Kennedy et at., 1978). These compo­
nents include: 

1 . Clarifying goals and main points in lessons 
by 
(a) stating the goals or objectivesof the 

presentations 
(b) focusing on one point (direction) at a 

time 
(c) avoiding digressions 
(d) avoiding ambiguous phrases and 

wording 
2. Presenting material step-by-step by: 

(a) organizing and presenting the material 
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so that one point is mastered before 
the next point is given 

(b) giving explicit, sequential directions 
(c) presenting an outline when material is 

complex 
3. Providing specific and concrete procedures 

by: 
(a) modeling the skills when appropriate 
(b) giving detailed and redundant expla-

nations for difficult points; 
(c) provide students with concrete and 

varied examples 
4. Checking for students' understanding by: 

(a) being sure that students understand 
one pont before proceeding to the next 

(b) asking the students questions to 
monitor their comprehension of what 
has been presented 

(c) having students summarize the main 
points in their own words 

(d) reteaching the parts of the presentation 
that students have difficulty com­
prehending, either by further teacher 
explanation or through students tutor­
ing each other 

The importance of pacing and evaluation is ex­
plicit in these components of classroom presenta­
tion. Teaching lower-ability students often re­
quires that new material be presented in smaller 
steps, whereas higher-ability students might pro 
gress in larger steps at a faster rate (Brophy & 
Evertson, 1976; Evertson, 1982; Rosenshine & 
Stevens, 1986). 

Providing Initial Student Practice, Feed­
back and Correctives. Findings from process­
product studies show that in more academically 
successful classrooms, presentation of new mate­
rial is followed by initial teacher-led student prac­
tice. During initial student practice, teachers con­
duct question/answer sessions or assign practice 
problems or exercises to check for student under­
standing. It is important that all students have op­
portunities to respond to questions or exercises in 
this period (Anderson et at., 1979; Brophy & 
Evertson, 1976; Fisher et al., 1978; Good & 
Grouws, 1979; Kennedy et at., 1978; Stallings & 
Kaskowitz, 1974; Stallings, 1980). Teachers in 
more academically successful classrooms moni­
tored student work closely and provided immediate 
and frequent content-specific feedback to students 
about their performance, in contrast to undirected 
praise or criticism (Brophy, 1979; Rosenshine, 
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1979). They moved quickly to correct individual 
student errors by rephrasing questions, providing 
clues and prompts, and reteaching material if error 
rates were high (Anderson et at., 1979; Good & 
Grouws, 1979; Stallings & Kaskowitz, 1974). 

An important part of interactive teaching is the 
detection and correction of errors before students 
practice mistakes for a long period of time (Good, 
1983; Rosenshine & Stevens, 1986). Findings sug­
gest that initial student practice should probably 
continue until students demonstrate understanding 
and make few errors (Fisher et at., 1978). 

Assigning Independent Student Work. Pro­
cess-product studies conducted in academical!y 
successful classrooms found that after students 
demonstrated reasonably high success during ini­
tial student practice, teachers assigned independent 
seatwork so that newly acquired skills could be 
practiced. The most common forms of independent 
work were individual seatwork and homework. 
However, unless these independent work activities 
are well-monitored, problems can occur. Studies 
conducted in elementary and secondary classrooms 
indicate that students spent more time working 
alone at seatwork than any other activity; estimates 
range as high as 70% of class time (Evertson, An­
derson, et al. 1980; Evertson, Emmer, et al., 
1980; Fisher et at., 1978; Stallings, Cory, Fair­
weather, & Needels, 1977). This research further 
indicates that students were less engaged during 
seatwork than they were during other types of in­
struction. For example, the Beginning Teacher 
Evaluation Study found that average student en­
gagement was 84% during teacher-led discussion 
but only 70% during unsupervised seatwork (Fish­
er et at., 1980). 

Seatwork is more effective if it is well dis­
tributed across class time. Students seem less like­
ly to get off-task if they are not exposed to one 
activity for too long a period. In addition, these 
findings suggest that for seatwork or any other 
form of independent work to be beneficial, stu­
dents must be adequately prepared. This prepara­
tion includes clear, explicit, and even redundant 
instructions for the completion of independent 
work. In addition, teachers must monitor student 
work and provide substantive instruction, feed­
back, and explanation when students experience 
difficulty. Effective teachers actively circulate 
around the classroom, monitor student work, ask 
questions, and give explanations during indepen­
dent seatwork. All these teachers activities are re­
lated to increased levels of student task engage-

ment that is in turn related to student achievement 
(Evertson, Emmer, Sanford, & Clements 1983; 
Evertson et at., 1985; Fisher et at., 1980; Good & 
Grouws, 1979). 

Conducting Periodic Reviews. Effective 
instruction includes periodically reviewing instruc­
tional routines and reteaching material in areas in 
which students experience lapses (e.g., Emmer et 
al., 1982; Good & Grouws, 1979). These reviews 
provide additional opportunities for teachers to 
check for student understanding and to ensure that 
students have adequately learned material neces­
sary as a foundation for future knowledge and 
skills. Reviews also provide teachers with the op­
portunity to assess the effectiveness of learning 
activities and materials selected (Rosenshine & 
Stevens, 1986). 

Process-product research identifies two other 
areas that relate to each of these elements of in­
struction and have an impact on student academic 
outcomes. These areas are teacher expectations for 
student learning and accountability for academic 
work. 

Communicating Expectations for Student 
Learning. Process-product studies have con­
sistently found relationships between teachers' ex­
pectations for student academic performance and 
student achievement in basic skills. When teachers 
set high but attainable goals for student perfor­
mance, achievement usually increases; when 
teachers set goals for performance that are low, 
achievement usually declines (Berliner, 1982; 
Brookover, Beady, Hood, Schweitzer, & Wisen­
baker, 1979; Brophy & Good, 1974; Cooper, 
1979). The likelihood that teachers' expectations 
will become self-fulfilling prophecies for student 
learning is greatest when those expectations are 
inaccurate and inflexible. 

Process-product research has identified several 
ways that teachers communicate expectations for 
student learning through differentiation in their in­
structional behavior. For example, some teachers 
have been found to tolerate more behavioral inter­
ruptions when working with low-achieving than 
with high-achieving students (Evertson, 1982). 
And, as indicated by other process-product re­
search, the number of behavioral interruptions that 
occur in the classroom is negatively related to stu­
dent achievement (e.g., Cooley & Leinhardt, 
1980; Stallings, 1980). Teachers sometimes pro­
vide low achievers fewer opportunities to perform 
academically than high achievers and thus give 
fewer opportunities for low achievers to receive 
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the necessary corrective feedback for learning. In 
addition, some teachers require more seatwork of 
low than of high achievers, whereas they devote 
more interactive teaching time to high rather than 
to low achievers. When called upon to answer 
questions, some teachers give low achievers less 
time to answer than high achievers, and when 
given incorrect answers, some teachers prompt 
high-achieving students more than low-achieving 
students in the proper direction (Brophy & Good, 
1974; Cooper, 1979). Although these differential 
teacher behaviors may serve to keep any activity 
ongoing in the classroom, they seem to communi­
cate low expectations for academic performance to 
low achievers, that, in tum, contribute to further 
low achievement and to widening the achievement 
gap among students. 

Establishing Accountability for Academic 
Work. Several process-product studies found 
that teachers in high-achieving classrooms con­
sistently held students accountable for academic 
work. Accountability appeared to be conveyed 
through teachers' expectations for student learn­
ing, through their efforts to make effective use of 
instructional time, and through maintaining stu­
dent focus on learning activities. Another way 
teachers demonstrated that students were account­
able for learning was by requiring that work be 
completed on time (Brophy, 1983; Good, 1983). 
Teacher expectations and classroom work pro­
cedures appear to be significant influences on es­
tablishing an accountability system that increases 
student cooperation in academic activities that, in 
tum, relate to achievement gains (see Emmer et 
at., 1980; Evertson & Emmer, 1982; Moskowitz 
& Hayman, 1976). 

The Sociolinguistic Perspective 

From the sociolinguistic perspective, teaching is 
more than academic instruction. We have seen that 
during the course of lessons, teachers also present 
information to students about rules and expecta­
tions for participation and norms for behavior 
(Erickson, 1982; Green & Harker, 1982; Wallat & 
Green, 1982). In the linguistic environment of the 
classroom, instructional and managerial commu­
nication occur simultaneously. 

Sociolinguistic research asserts that the lan­
guage used by teachers and students provides in­
formation about the teacher's implicit instructional 
goals and implicit theories of pedagogy (Cook­
Gumperz & Gumperz, 1982; Green & Harker, 
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1982; Hymes, 1981). The ways that teachers in­
teract with students within and across various ac­
tivities, the types of feedback and sanctions given 
to students, both literally and tacitly communicate 
to students what is expected of them academically 
and socially and how instructional activity is to 
progress. 

We examined how rules and expectations for 
participation and norms for behavior are estab­
lished and communicated in our discussion of 
classroom management. In this section, we present 
findings from sociolinguistic research that relate 
more specifically to various aspects of academic 
instruction. Findings that relate to academic in­
struction fall generally into two broad categories: 
(a) patterns and functions of language use in in­
struction and (b) differentiation in language use 
and function among groups of students during in­
struction. Like process-product research that has 
focused primarily on teacher instructional behav­
iors, the findings from sociolinguistic research re­
veal behaviors as they relate to instructional in­
teraction. However, sociolinguistic research goes 
further to identify the functions and meanings of 
various types of instructional communication in 
classrooms. 

Patterns of Language Use in Instruc­
tion. According to the sociolinguistic perspec­
tive, instructional communication is framed within 
academic task structures (Erickson, 1982). These 
structures serve to organize academic work for stu­
dents by presenting a logic for the subject matter 
taught, designating steps for the presentation of 
subject matter, and providing cues and strategies 
for completing instructional activities (Green, 
1983b). In general, sociolinguistic research finds 
that certain types of teacher-directed lessons begin 
with a relatively high density of one-way commu­
nication in which the teacher designates and en­
forces the order and structure of the lesson and 
explains the activities that will follow (DeStefano 
& Pepinsky, 1981; Guzman, 1980; Morine-Der­
shimer & Tenenberg 1981). Then, throughout the 
course of the lesson, instructional communication 
is dominated by teacher-initiated exchanges. The 
greatest proportion of teacher talk centers on con­
crete information rather than discussion of process 
(DeStefano & Pepin sky , 1981). 

Sociolinguistic research examines in detail a va­
riety of types of communicative exchanges. Two 
types of teacher-student communication that have 
been related to student achievement will be dis­
cussed here. The first type is teacher questioning. 
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According to this perspective, questioning serves a 
variety of functions including instruction and eval­
uation. The exploration of the relationship between 
questioning and student learning is limited. How­
ever, Morine-Dershimer and Tenenberg (1981) 
found a positive relationship between individual 
student participation in classroom discourse and 
academic achievement. Further, they found that 
student responses and participation are influenced 
by the ways questions are asked and student per­
ceptions of the functions of those questions. 

Morine-Dershimer and Tenenberg (1981) also 
focused on student perceptions of classroom lan­
guage. Students reported that they generally an­
swered questions because "someone asked." 
However, their rates of responses to questions 
were usually greater when the same question was 
asked of a number of students or when the teacher 
asked a series of questions to one student for clari­
fication or evaluation. Students also reported that 
their responses were more salient to both them­
selves and the teacher when teachers initiated ex­
changes. 

Students' perceptions of the function of ques­
tions also related to the frequency of their par­
ticipation in discussions. The more students per­
ceived questions as instructional and informative, 
the more likely they were to participate (Morine­
Dershimer & Tenenberg, 1981). In general, stu­
dents perceive the use of questions to teach or tell 
(Green, 1983b). However, students of higher-aca­
demic achievement, who had higher academic sta­
tus with their teacher and peers, more frequently 
viewed questions as instructional. Students of 
lower status tend to attribute no particular function 
to questions teachers ask. 

This difference in perceptions may be attributa­
ble to the ways teachers differentiate language use 
and behavior among higher- and lower-achieving 
students. As we have seen, teachers sometimes 
require less of lower-achieving students. Such dif­
ferentiation may relate to differential student per­
ceptions of teachers' communications, to their par­
ticipation in academic discourse, and, in tum, to 
their academic performance. 

Sociolinguistic research indicates that the in­
structional function of questioning is not only 
served during students' direct interaction with the 
teacher. Students learn from other students' an­
swers to questions. During question-and-answer 
sessions, students listen to their peer's responses to 
find out the correct answers and to check their own 
answers (Morine-Dershimer, 1981). Their atten-

tion rates to responses are higher when peers an­
swer lower-level convergent and higher-level di­
vergent questions (Morine-Dershimer & Tenen­
berg, 1981). 

The second type of exchange examined by so­
ciolinguistic research is teacher praise. Like other 
areas of communication, praise is a differentiated 
linguistic phenomenon (Green, 1983b). Praise 
functions to focus attention and confirm and re­
ward appropriate behavior (Green, 1983b). Mor­
ine-Dershimer and Tenenberg (1981) found that 
strong praise (a) was highly salient, (b) was re­
called more frequently by students, even though its 
actual occurrence was less than other forms of 
communication, and (c) was more likely to be dis­
tributed among higher-achieving, high-status stu­
dents than lower-achieving, low-status students 
(Morine-Dershimer & Tenenberg, 1981). 

One important outcome of differentiated praise 
for student learning is again related to student par­
ticipation in classroom discourse. Students who 
believe that praise is deserved-for example, for 
good ideas or good answers-are more likely to 
participate in question-answer sessions and dis­
cussions (Morine-Dershimer & Tenenberg, 1981). 
And, as we have indicated, such participation is 
related to student achievement. These findings are 
one more indication that differentiation in the in­
structional language of teachers has important im­
plications for student learning. We now examine 
other ways that teachers differentiate their instruc­
tional communication. 

Differentiation in Instruction. Teachers 
differentiate instruction within lessons for high­
and low-achieving groups of students (Guzman, 
1980). They also vary feedback about rules for 
participation in discourse and expectations for stu­
dent performance (Cherry-Wilkinson, 1981; Col­
lins, 1981; McDermott, 1976; Stoffan-Roth, 
1981). Other studies have found that the amount of 
content teachers cover is usually greater for higher­
achieving groups (Cole et al., 1978-1981; Petitto, 
1982). In lower-achieving reading groups, teach­
ers place greater emphasis on pronunciation, gram­
matical errors, and single word decoding. Less 
emphasis is placed on reading for content and 
meaning (Collins, 1981). However, in high­
achieving groups, teachers encourage students to 
develop meaning. While emphasizing higher-level 
thinking, teachers often ignore errors in pronuncia­
tion, grammar, and decoding of higher-achieving 
students (see also Allington, 1983, and Eder, 
1981). 
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The differentiation of language use within 
lessons reflects differences in teacher instructional 
style (Erickson, 1982; Green & Harker, 1982). In­
deed, differences in instructional approaches to 
different groups of students may be due to differ­
ing theories about the instructional needs of stu­
dents. Rather than applying a single theory of ped­
agogy, teachers shift instruction according to their 
perceptions of different student needs (Petitto, 
1982). 

Conclusion 

We have presented findings from two research 
traditions that illustrate different but complemen­
tary ways to look at classroom teaching. Each tra­
dition views classrooms in different ways. Pro­
cess-product research focuses on the teacher and 
looks across a large number of classrooms to iden­
tify teacher behaviors that correlate with student 
outcome measures. This tradition assumes teacher 
primacy and that teacher behaviors have a direct 
causal relationship to student outcomes. The rela­
tionship between teacher and student is considered 
linear and unidirectional and contextual variables 
are generally controlled. Sociolinguistic research, 
on the other hand, looks within classrooms to de­
termine how language and face-to-face commu­
nicative interactions function in the teaching-learn­
ing process. This research focuses on communica­
tion between the teacher and students and among 
students themselves and is based on a recursive 
model of interaction among classroom partici­
pants. Classroom social group context, goals, and 
expectations are central to the sociolinguistic 
tradition. 

Each research tradition exposes different class­
room events. In the area of planning and decision 
making, process-product research focuses on pre­
active measures that teachers take to plan the learn­
ing environment and academic work. So­
ciolinguistic research exarnines the moment-to­
moment responses of teachers and students during 
the course of classroom activity. In the area of 
classroom management, process-product research 
identifies the formal rules and procedures teachers 
implement to structure the physical aspects of the 
classroom, manage resources, and control student 
behavior. Sociolinguistic research explores the 
functional nature of rules and expectations that 
create a communicative social context, govern 
conversation and behavior, and determine access 
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to classroom discourse and, thus, access to learn­
ing. Finally, in the area of academic instruction, 
process-product research focuses on sequences of 
teachers' instructional behaviors. Sociolinguistic 
research focuses on patterns and functions of lan­
guage use in instruction. 

These research perspectives illustrate two 
important dimensions of knowledge that are cru­
cial to develop a more complete understanding of 
teaching and learning processes. The first is of the 
general processes and behaviors that relate to stu­
dent learning across a variety of situations. Of 
equal importance is knowledge that explains how 
those processes operate and function within specif­
ic contexts across time. It is important to develop 
these two bases of knowledge about phenomena 
and to distinguish between knowing that rela­
tionships among them exist and knowing how 
those relationships function. Studying phenomena 
from the process-product perspective has provided 
useful information that addresses the that's; re­
search from the sociolinguistic perspective is 
useful for understanding the how's. Without both 
perspectives we are left with a partial understand­
ing of classroom phenomena that limits efforts at 
program and policy development, and programs to 
improve teaching. 

Without a view that looks across classrooms, we 
cannot identify the broad frameworks of behavior 
and activity that seem to promote learning. With­
out a view that looks within classrooms, we cannot 
anticipate how interventions and innovations will 
function. As research on change and innovation 
makes clear (e.g., Fullan, 1982), it is at the class­
room level that efforts to understand teaching and 
ultimately to improve teaching will either succeed 
or fail. 
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CHAPTER 17 

Future of Educational 
Measurement 

Barbara S. Plake and Gerald J. Melican 

Introduction 

As a field, educational measurement has strong 
and essential ties to educational psychology. Prac­
titioners in educational measurement, almost by 
definition, are closely linked to educational psy­
chology for the basis of their theoretical and ped­
agogical principles. Researchers in educational 
measurement are often dependent on educational 
psychologists for the theoretical underpinning of 
the psychometric principles and applications they 
pursue in their scholarly endeavors. Reciprocally, 
educational psychologists rely on educational mea­
surement for providing the essential psychometric 
tools for analyzing and applying their educational 
psychology theories and practices. The details of 
this close and necessary linkage between educa­
tional psychology and educational measurements 
will be addressed further in this chapter, which 
will focus on how this interrelationship may evolve 
and expand in the future. 

The history of educational measurement has 
been marked by pragmatism, practicality, contro­
versy, and critical analysis. Beginning with Bin­
et's test to identify French students in need of re-
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mediation and special schooling, through the 
Army Alpha era of categorizing military inductees 
on "general intelligence" measures, to the "mini­
mum competency" movement of identifying stu­
dents who have mastered certain minimal compe­
tencies necessary for high school graduation, the 
practitioners in the field of educational measure­
ment have, to a large extent, reacted to perceived 
needs of society. The development of the field of 
educational measurement has, then, been directed 
at specific goals or definable objectives and will, 
in all likelihood, continue to be so directed. The 
future of educational measurement will likely fol­
low in the directions (and misdirections) of its re­
cent past. 

One way to predict the future of educational 
measurement, then, is to analyze the criticisms and 
objectives that are currently being addressed, 
thereby identifying new directions that may be­
come the vogue and identifying sources of crit­
icism that will require expenditures of time and 
effort by educational measurement specialists. For 
example, one of the criticisms that has been level­
ed at educational measurement specialists is that 
they are too concerned with the "hows" instead of 
the "whys" of testing. Measurement experts are 
often viewed as interested in developing esoteric 
measurement tools or in concentrating on "data 
crunchipg" aspects instead of providing clear, lu­
cid answers to practical measurement problems. In 
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the future, as in the past, members of the measure­
ment community will need to spend increased 
effort on explaining their "esoteric" theories in a 
manner less riddled with jargon and with an eye 
toward applications. Teachers, students, and test 
takers are the consumers of the measurement spe­
cialists' products and educating these consumers 
about the usefulness of measurement tools should 
be as high a priority as is refining and developing 
new tools. 

There are a few sources that can be used to 
identify what may be reasonably important to the 
future of educational measurement. One such 
source is the National Council on Educational 
Measurement (NCME), a major organization for 
professionals in educational measurement. Re­
cently, NCME's board of directors sponsored the 
development, administration, and analysis of an 
instrument designed to identify topics of interest to 
the members of its organization. The survey was 
mailed in the summer of 1983 to all active mem­
bers of NCME, who were asked to rate a list of 26 
measurement topics using a I to 5 scale (1 = little 
or no interest, 5 = extremely pertinent topic). Spe­
cific details of the results are summarized else­
where (Plake & Berk, 1984), but generally, the top 
three rated topics were (a) computer applications to 
testing, (b) issues in test construction, and (c) al­
ternative methods of testing. Least popular topics 
were (a) bilingual testing, and (b) measurement in 
the health area. The results of the survey of NCME 
membership did clearly identify topics of keen in­
terest to the membership and those of markedly 
less interest. If this measure of interest can be used 
as an index of the directions of the field, which 
seems reasonable, then future emphasis in educa­
tional measurement might be on computerized test~ 
ing, new developments in the arena of testing and 
item construction, and toward alternative methods 
of testing. In general, somewhat less emphasis 
would be given to specific subgroup needs in 
testing. 

One important external impact on the future di­
rections of educational measurement is from litiga­
tion and legislation. Legal decisions over the past 
couple of decades have produced profound effects 
on educational programming and opportunity 
(e.g., Brown vs. Board of Education, 1954; Hob­
son vs. Hansen, 1967). Several recent court cases 
have focused more directly on the role of measure­
ment and testing in the educational process and 
decision making. Decisions from Larry P. vs. 
Riles (1979) and PASE vs. Hannon (1980), for 

example, both concern the validity of intelligence 
tests for decision making with minority groups. 
More recently, legal cases have focused on the 
curriculum validity of minimum competency tests 
(Debra P. vs. Turlington, 1981). An important 
feature of the legal decision process is that the final 
outcome of these cases rests in the hands and 
minds of non-psychometrically trained personnel 
(juries and judges). Even though psychologists, 
educators, and psychometricians may appear in the 
legal process as expert witnesses, the ultimate de­
cisions are being formulated by persons who are to 
a large extent psychometrically naive. 

In addition to legal decisions as an external 
source of direction for the field of educational 
measurement, legislation involving education and 
testing is being considered at most state levels. 
Many states have passed (or are considering) bills 
that require minimum levels of academic compe­
tency for high school graduation, teacher certifica­
tion, and/or recertification. As was true with the 
legal system, the decision making body for these 
legislative actions are, for the most part, not expert 
in the areas of measurement and testing. 

Another useful source for predicting the future 
directions of educational measurement is a volume 
currently in preparation in a series entitled the 
Buras/Nebraska Symposium Series on Measure­
ment and Testing. This volume (Plake & Witt, 
1986) contains a collection of invited papers on 
several important areas of educational measure­
ment: aptitude and achievement testing, minimum 
competency and criterion referenced testing, and 
computerized applications to testing. 

This chapter will focus on three major areas of 
educational testing: use of aptitude and achieve­
ment tests, use of computers in assessment, and 
use of tests for decision making. These areas were 
selected because they are directly related to the 
major themes revealed by the NCME survey and 
the Buros volume. A fourth section will be dedi­
cated to the impact of the American Educational 
Research Association (AERA)/ American Psycho­
logical Association (APA)/National Council on 
Measurement in Education (NCME) loint Tech­
nical Standard for Educational and Psychological 
Tests (1985). This revised manual of technical cri­
teria for educational and psychological tests prom­
ises to have a dramatic impact on the development, 
application, and evaluation of educational and psy­
chological tests. The final section of the chapter 
will then attempt to integrate these sections into a 
meaningful unit and to provide a logical frame-
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work for a set of conclusions pertaining to the fu­
ture of educational measurement. 

Aptitude and Achievement Testing 

The major thrust of educational measurement 
has always been achievement and aptitude testing. 
Since its early history in America, one of the pri­
mary purposes of educational measurement has 
been the measurement of educational abilities (or 
aptitudes) and outcomes (or achievements). Al­
though the emphases have purportedly changed 
since the introduction of the initial educational in­
struments, the most remarkable element over these 
decades is the limited change in the test instru­
ments themselves. Paper and pencil, mUltiple 
choice tests continue to be the most frequently 
used method of testing. 

Recently, however, there have been some 
important influences on traditional approaches to 
the measurement of aptitudes and achievements. In 
particular, cognitive psychology has provided radi­
cally different conceptions of human intelligence 
and subject area capabilities. Further, the refine­
ment of latent trait theories has affected some 
important elements of aptitude and achievement 
test construction and use. In addition, typical 
methods of reporting the results of achievement 
tests have come under fire. These influences will 
be examined in greater depth in the subsections 
that follow. 

Influences of Cognitive Psychology. The 
field of cognitive psychology has been providing 
an array of theoretical developments targeted to­
ward understanding intellectual processing (see 
Glaser, 1981; Messick, 1984; Sternberg, 1984). 
The specifics of the theories vary, but the general 
trend is toward conceptualizations of information 
processing and cognitive capacity in multidimen­
sional terms (Whitely, 1981). These recent devel­
opments, therefore, are far different from the ear­
lier unidimensional conception of aptitude and 
achievement (see Anastasi, 1984; Ebel, 1969). 
These multidimensional models have been trans­
lated into some recent aptitude batteries. For ex­
ample, the K-ABC (Kaufman & Kaufman, 1983) 
was based on the theoretical framework of sequen­
tial and simultaneous information processing mod­
els (e.g., Beller, 1970; Neisser, 1967; Das, Kirky, 
& Jarman, 1975). The Kit of Factor-Referenced 
Cognitive Test (Ekstrom, French, Harman, & Der-

man, 1967) was based on the theoretical model 
suggested by Merrifield (1975) for a Tetrahedral 
Model of Intelligence. Evidence for the merit of 
these recent reconceptualizations of intelligence is 
being gathered slowly because of the time required 
to demonstrate the predictive validity or utility of 
these instruments. 

Item Response Theory. Aptitude and achieve­
ment testing have also benefited from the recent 
attention to latent trait theories, particularly Item 
Response Theory (IRT) (Bejar, 1983). Latent trait 
theories involve specifying mathematical functions 
relating observed behavior (e.g., job performance 
by a teacher) to underlying, unobservable traits 
(e.g., knowledge of pertinent field, ability to com­
municate knowledge, ability to interact with stu­
dents). IRT is a family of mathematical functions 
used to relate performance on test items to an un­
derlying ability. If the particular IRT function is 
appropriate, the probability that an examinee of a 
particular level of ability will answer any item cor­
rectly can be ascertained, even if similar items 
have never been administered to similar exam­
inees. The ability to make probabilistic statements 
in this manner has great implications for educa­
tional measurement, especially in the areas of 
equating, preequating, assessment programs such 
as the National Assessment of Educational Pro­
gress (NAEP), and adaptive testing. 

In testing programs it is often necessary to de­
velop multiple forms of an examination in order to 
provide test security or to keep the test material 
current. No matter how well the test development 
effort is performed, there will be differences in the 
difficulties between these examinations. Reporting 
scores as the number correct or as the percentage 
of items answered correctly would be misleading 
to examinees who took different test forms because 
of the differences in difficulty between test forms. 
For example, a raw score of, say, 25 on one form 
of the examination may not denote the same level 
of ability as a raw score of 25 on a second form 
because of these differences in difficulty. Statis­
tical procedures have been developed to transform 
the scores on one or both forms of these separate 
examinations to a common scale so that "scaled 
scores" of equal magnitude will denote equal abil­
ity. After equating, it should be a matter of indif­
ference to an examinee which form of the exam­
ination is administered. Classical methods of 
equating have been most commonly used but 
methods based on IRT are becoming com­
monplace. One reason for this switch to IRT meth-
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ods of equating is that equatings based on IRT may 
be more accurate and stable than classical equating 
methods over a reasonably long chain of equatings 
(Peterson, Cook, & Stocking, 1983). As an exam­
ple of such a chain of equatings, consider a se­
quence of four test forms, A, B, C, and D, where 
B is equated to A and the scores from both placed 
on a common scale. Form C is now equated for 
form B and the scores from C are placed on the 
common scale and, finally, form D is equated to 
form C and the scores of form D are placed on the 
same scale as A and B (and C), even though form 
D was not directly equated to forms A or B. As 
testing programs grow and develop over time, the 
need for equating over such chains of equating is 
becoming more common. 

One typical equating using classical methods in­
volves having an overlap of items between the 
"old" form of the examination and the "new" 
form (Angoff, 1984). These overlap items are a 
mini test (often called the "anchor test") designed 
to mimic the content and difficulty of the total test 
so as to provide a link between the old and new 
forms. Therefore, with classical methods it is nec­
essary to administer the examination intact so that 
the total score and the score for this minitest can be 
computed for each examinee before equating can 
be performed. This requirement leads to a rather 
long time interval between the administration of an 
examination and the reporting of results. 

IRT affords the first real possibility of per­
forming "preequatings" (placing scores from a 
form onto the common scale before the form is 
administered) because with IRT it is the items 
themselves that are analyzed (or "calibrated") and 
the item parameters that are equated to a common 
scale. New items are introduced into the calibrated 
item pool through a process of pretesting. This 
involves placing the items into a current form but 
not using these items when computing an exam­
inees' score. Because the operational items in the 
test have all been calibrated previously using pre­
testing, the conversion table for establishing scaled 
scores for each examinee is already known. The 
pretest items can be calibrated after scores have 
been reported and then parameters for these items 
can be placed onto the scale common to the estab­
lished pool of items. These items can now be 
placed into a new form of the examination and 
used as operational items to establish scores for 
examinees while a new set of pretest items is being 
administered for calibration as the cycle continues 
(see Cowell, 1982). Therefore, the equating analy-

sis that previously required substantial time after 
the administration to complete because the equat­
ing algorithms were dependent (in part) on current 
examinee test performance can be completed be­
fore the administration by using the preequating of 
items via IRT methodology. Preequating, then, 
will eliminate the long time interval that was pre­
viously required to complete test equations after 
administration of the test form before scores could 
be reported. 

Another important application of IRT tech­
nology is the development of pools of calibrated 
items to be used for on-line computerized adaptive 
testing. In adaptive testing, the examinee's answer 
to some of the items can be used to identify the 
next set of items to be administered. A series of 
correct answers will lead to the administration of 
an item set requiring higher or equal ability where­
as incorrect answers will prompt the administration 
of an item set requiring lower or equal ability. In 
this way the ability or achievement level of the 
examinee can be estimated with fewer items. 
Therefore, it is no longer be necessary for an indi­
vidual student to be administered an achievement 
battery containing large numbers of items that are 
at an inappropriate developmental level (Green, 
1983). The probability that one examinee will re­
ceive the exact same items as any other examinee, 
however, should be very low (approaching zero as 
the size of the item pool increases). Consequently, 
establishing a common scale for comparing these 
test scores would not be possible using classical 
test theory. Although theoretically feasible via IRT 
methodology, some recent studies suggest that es­
tablishing a common scale for scores from adap­
tive testing may not be always possible even with 
IRT methodologies (Dorans & Kingston, 1984; 
Stocking, 1984). 

Although promising, the utility of these IRT 
methodologies for aptitude and achievement tests 
will be determined by the ability of these tech­
niques to improve educational decision making 
and/or educational programs. Without such pre­
liminary research, early adoption of IRT tech­
nology into testing programs may be somewhat 
risky leaps into an unknown realm of practice be­
fore thorough testing. 1 One wonders what a mea­
surement organization equivalent to the Food and 

'Several major programs have made the transition from theory 
into practice after reasonable amounts of research. e.g. Test of 
English as a Foreign Language (TOEFL). California Test of 
Basic Skills (CTBS). 
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Drug Administration would say about the early 
adoptions of new techniques prior to the safety 
research required in the parallel drug field. With­
out such a governance regulation board, however, 
consumers of educational measurement are often at 
the mercy of unethical or overzealous test devel­
opers, or misled groups in decision-making roles 
(such as judges or legislators). 

A great deal of research in the near future will be 
devoted to evaluating the practicability of IRT 
methodology for common applications (i.e., un­
complicated equatings), comparing types of IRT 
models to each other and to the classical models, 
finding new applications, and integrating the meth­
odology with instructional design. A major area 
that needs to be addressed is the integration of IRT 
capabilities with the Bayesian concepts of prior 
information and utility. A marriage of Bayesian 
techniques with Item Response Theory will facili­
tate the decision-making process in educational 
practice (Lord, 1980; Weiss & Kingsberry, 1984). 

Grade-Equivalent and Age-Equivalent 
Scores. Another important controversy in educa­
tional achievement and aptitude testing involves 
the use of grade-equivalent or age-equivalent 
scores. Relying heavily on sciences in which 
scales as height/weight are easily conceptualized, 
analogous scales have been developed for educa­
tion. The information in grade- (or age-) equiv­
alent scores summarize the grade level (or age) of 
the group of students for which a particular score 
was typical (i.e., the median score in the distribu­
tion of scores for that grade, or age, level). This is 
analagous to reporting a particular weight as being 
the typical weight of a specific age (or height) 
group of children. Although most people are not 
tempted to generalize height- or age-equivalent 
scores (as in the weight example) to the extremes 
of proposing that lO-year-old children whose 
weights are equal to a typical 18-year-olds be treat­
ed or dressed like their age equivalent, grade­
equivalent scores in achievement testing are often 
subject to precisely these kinds of interpretations. 
Arguments regarding grade-equivalent scores vary 
from the practical ("nobody can understand them 
or make reasonable decisions based on the infor­
mation contained in them"), to the applied ("un­
equally interpretable grade/age equivalent scores 
are found at the extremes of grade/age distribu­
tions"), to the theoretical ("what does it mean 
conceptually to have a grade equivalent beyond the 
upper limits of the testing instruments?"). Much 
of the controversy, however, stems from inade-

quate education of users, unsound test develop­
ment/scaling practices, or incomplete concep­
tualization of the theoretical framework for the 
score scales rather than an inherent problem with 
the scaling system itself (see Hoover, 1984). De­
veloping better ways to educate test users and the 
public regarding these concepts has not received 
the attention it should. The future should include 
more attempts to explain these concepts clearly 
and accurately. John Hills has presented several 
short articles in Educational Measurement: Issues 
and Practice (e.g., 1983, 1984) that clarify several 
areas that have been confusing to test users. Wider 
dissemination of these types of articles would be 
highly beneficial to the consumers of testing. 

Summary 

Major predictions for the future of aptitude and 
achievement testing lie in the direction of develop­
ing new instruments to match recent conceptual 
developments in the areas of intellectual process­
ing. Furthermore, the adoption of Item-Response­
Theory-based technology will provide the mecha­
nism through which several advances in test ad­
ministration and analysis will be feasible. 

Probably one of the most pervasive influences in 
the area of aptitude and achievement testing is that 
of computer applications to testing. The next sec­
tion of this chapter is devoted to this topic, with 
specific reference to achievement and aptitude 
testing. 

Future of Computers in 
Educational Measurement 

A major technological development that will 
continue to have a dramatic effect on the field of 
educational measurement is that of computers, 
both mainframe and micro. In some cases the de­
gree of activity is predictable, expected, and not 
unique to the measurement field. Other uses and 
involvements, on the other hand, are more surpris­
ing and specific to measurement. This section will 
outline the ways in which computers may influ­
ence the field of educational measurement. It will 
draw heavily on recent and current ventures into 
the uses of computers in education, building on the 
strengths and weaknesses of these forays. Further, 
continuing the theme begun earlier in this chapter, 
this section will focus on specific outcomes or uses 
for which computers may become a vehicle for 
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educational measurement. The first three sections 
identify the areas in the testing process where com­
puters are predicted to have substantial impact: test 
development, test administration, and test scoring 
and reporting. Next, a discussion is presented on 
the probable impact of the computer on the role of 
measurements in educational research. A separate 
subsection then addresses the development of com­
puterized searchable data bases of educational and 
psychological instruments. A final subsection 
providing a glimpse into a classroom of the future 
follows and forecasts ways in which computers 
may become integrated into the ongoing future 
classroom environment. This section concludes 
with a summary that focuses on the philosophical 
and technological issues of the computer in educa­
tional measurement. 

Test Development 

The test development sequence begins with the 
formulation of tables of specification typically 
based on extensive reviews of the content area or 
curriculum. Only after establishing the tables of 
specification, which should include descriptions of 
appropriate item types, should item writing begin. 
There already have been several attempts at incor­
porating the computer into the item-writing pro­
cess of test development. Some of these attempts 
are quite mundane, basically using the computer as 
a storage and retrieval device, perhaps taking ad­
vantage of data base options. Others have used the 
computer in somewhat more imaginative ways, for 
example, in having the computer supply randomly 
chosen phrases or grammatical structures to item 
stems or alternatives (Roid, 1986). This is particu­
larly attractive for mathematical items in equation 
solving where, by having the computer generate 
numbers at random, a unique set of "parallel" 
items may be developed. Even though these uses 
of the computer in item writing have been de­
scribed as more imaginative than the clerical pro­
cedures mentioned earlier, it is still in the drill and 
practice mode, with little more than a computer 
generated "fill in the blank." This use of comput­
ers is limited and does not fully utilize the capacity 
of the equipment. 

Jason Millman has been doing some of the more 
adventurous work in the area of item development 
via computers. His work involves the establish­
ment of a network of foundations and concepts 
from a subject field (e.g., mathematics, agri­
culture) and building into the computer the rules 
and connecting linkages between concepts and 

foundations for the subject field (Millman, 1984). 
Through this structure, it is theoretically possible 
to have the computer generate the test items that 
will become part of the test. Although this work is 
only fledgling, it does represent a first step in the 
direction of truly computer-generated item devel­
opment. Researchers in the fields of psychometrics 
and artificial intelligence will be developing com­
prehensive theories and techniques that will apply 
to this area of item development and generation. 

Item Statistics. A further way that the com­
puter has affected test development is in the area of 
calculating and summarizing descriptive item sta­
tistics. Once test items have been written and pre­
tested they should be subjected to a thorough re­
view concerning their psychometric properties 
because, in most cases, faulty items (i.e., items 
that have been miskeyed or items that are ambigu­
ous) can be detected using simple item statistics, 
such as the percent answering correctly and the 
correlation of the item with the total test score. 
Further, when new forms of an examination are 
constructed using previously used items (e.g., 
from an item bank of precalibrated items), items 
with borderline or poor statistics can be eliminated 
or revised. The computer provides the capability of 
analyzing item performance for large numbers of 
examinees, numbers that would need to be dras­
tically reduced without computer access. It is in­
teresting to note, however, that even with ex­
tremely large samples, faulty items may not be 
detected (Wainer, 1983), because large numbers 
can not replace human judgment. In any case, 
items should generally not be excluded (or in­
cluded) in a test simply for statistical reasons. If 
the items are not flawed, items with poor statistics 
that cover the content area are superior to items 
with better statistics that are only tangential to the 
content area. 

The computer also facilitates developing item 
statistics through establishing their IRT param­
eters. These calculations are quite laborious, and 
in many cases, impractical (and possibly impossi­
ble) without the computer. The computer will al­
low for easier computation of item bias statistics. 
Collection of demographic information for large 
numbers of examinees and calculations of item 
basis statistics, including IRT parameters, will be 
facilitated. 

Test Administration 

Once a test has been fully developed, pretested, 
and equating systems prepared, the next involve-
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ment of computers is in the actual administration 
of the instrument. The administration of tests 
themselves via computers opens the door to a vari­
ety of new and interesting dimensions of test pre­
sentation and recording. In addition to the pos­
sibility of varying the specific items delivered to 
individual examinees via computers (as was dis­
cussed under adaptive testing), it is also possible to 
measure a variety of other test-taking behaviors 
aside from choice of answer. For example, re­
sponse time or lag, use of touch screen, and physi­
ological receptors sensitive to, for example, 
changes in skin response and heart rate (Roid, 
1986) are all feasible with interactive comput­
erized testing. In addition, computer technology 
allows for unique kinds of item presentation. The 
computer can be programmed to deliver items that 
simulate "real life" situations through the use of 
pictorial or figural displays. For example, an item 
that previously required a long introduction in 
order to describe the conditions for a problem in 
conservation of liquid using Piagetian theory could 
be shown through a series of changing visual dis­
plays. Items for a physics or chemistry examina­
tion that may require motion or change also could 
be enhanced by utilizing computerized delivery of 
item stems or alternatives. Coupled with other 
technology, the computer can present interactive 
videodisk simulations of real problem-solving 
cases that also allow for potentially more valid and 
realistic measurement of skills and achievements. 
This is already being planned in the field of emer­
gency room medicine, where rather than having 
the physician read a description of a crowded, 
pulsing emergency room with accident victims ar­
riving momentarily (providing the foundation for a 
planning problem, for example) the examinee in 
the interactive videodisk presentation of this item 
would hear the screeching sirens approaching, see 
the conditions of the emergency room, and then be 
asked the relevant questions regarding planning. 
Simulation items, including items using videodisk 
simulations, add an extra feature of realism to 
items that in previous years required long and 
sometimes complex text introductions. In addition 
to making the items more realistic and therefore 
potentially more valid, the use of visual and/or 
auditory presentation along with written test items 
may remove some of the potential confounding of 
these previous items due to their earlier heavy re­
liance on reading comprehension, vocabulary, and 
other predominantly verbal skills. 

The field of medicine has been a front runner in 
the use of interactive test administration for a 

number of years. One frequently used technique in 
the medical field, in tests for licensure and/ or cer­
tification, is called a "Patient Management Prob­
lem" (PMP). In PMPs the examinee's responses to 
a question determine the next step that an exam­
inee will take. Some PMPs are linear in nature, 
with each examinee following the same path of 
questions as each other examinee. In linear PMPs, 
the examinees vary in the number of responses 
they make to a question before moving on to the 
next question; one examinee may choose Option 
"c" to Question 1 and be directed to Option "0" 
before moving on to Question 2 whereas a second 
examinee may choose Option "0" first and be 
immediately directed to Question 2. Some PMPs 
are truly branching with the possibility of exam­
inees following different paths than other exam­
inees. For example, an examinee who answers 
"0" to Question 1 may be told to go on to Ques­
tion 3 whereas the examinee who answers "c" 
may be told to go on to Question 2. This mode of 
testing requires a specialized test booklet or com­
puter program. Such a procedure leads to a number 
of technical problems in the analysis of PMP test 
results (for example, some of the branches are 
more difficult than others, and depending on the 
scoring procedure, may yield higher scores than 
another branch that might lead to more immediate 
resolution of the patient's problem). However, the 
realism of PMPs has been identified as a strength 
of the technique (Kane, 1986) and recent advances 
in videodisk technology will allow even more real­
istic simulations. With computer coordination, the 
number of branches (alternative routes) will be 
limited only by the test writer's ability to anticipate 
real world responses. Further, psychometric devel­
opments in the areas of scoring and reliability may 
solve some of the more pervasive technical prob­
lems surrounding this test administration strategy. 

Although computerized test administrations ap­
pear to be a fertile area in educational measure­
ment, there are still a number of issues, technical 
and practical, that need to be resolved. Many edu­
cators and psychometricians question the validity 
and interpretability of normative comparisons pos­
sible with adaptive testing. Further, the IRT theory 
required is extremely complex and sophisticated, 
removing the direct interpretability of the test re­
sults away from the teacher, who no doubt will be 
curious about how students who take different 
items on a test can be compared on a common 
score continuum. 

Furthermore, the high expense of the support 
machinery and technical staff to provide comput-
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erized adaptive testing and alternative modes of 
testing may, at least at the present, price these 
techniques out of the range of many school sys­
tems and testing programs. Finally, there are some 
important technical problems that impede the gen­
eral acceptance of adaptive testing that are still 
being addressed by researchers in the field. Ob­
viously, several problems and concerns will need 
to be answered by the field of educational mea­
surement before the standard use of adaptive and 
computerized testing will become a reality. 

Test Scoring and Reporting 

Computerized scoring, in addition to facilitating 
the traditional total score determination, allows for 
complex variations of scoring, such as the assign­
ment of differential weights to options (Roid, 
1983), and analyses of patterns of errors in diag­
nostic achievement test scoring (Birenbaum & Tat­
suoka, 1982, 1983). The incorporation of comput­
erized scoring algorithms by test publishers has 
already allowed for better and more reliable test 
interpretation and recording. Some recent ad­
vances in IRT theory allow for the calculation and 
identification of aberrant test performances, there­
by allowing for consideration of such undesirable 
test taking behaviors as random marking or 
cheating. 

By using the data base features of the computer, 
it is now easily possible to provide such in­
terpretative information as local norms, large city 
norms, and conditional score distributions by 
groups such as age and aptitude. This kind of in­
formation has already made its way into many 
school systems' annual reports and evaluation 
guides. As noted previously, separate forms of the 
same examination are not generally of equal diffi­
culty and reporting results as raw scores or percent 
of items correct is usually considered inappropri­
ate. Although classical linear equating methods 
can be performed without the computer, the time 
and effort can be considerable and nonlinear meth­
ods would almost never be performed without the 
computer. IRT methods are virtually impossible 
without the aid of the computer. 

Educational Research 

Measurement often plays a vital role in educa­
tional research by providing instrumentation for 
the quantification of the dependent variables. In 
addition to changing and enhancing many of the 

aspects of test-item development, delivery, and 
analysis of instruments used in educational re­
search, the computer also has the potential for im­
proving the types and kinds of research questions 
that may be addressed in educational research 
(Johnson, 1983). Basically, the computer has the 
potential for impact on educational research in 
three ways: (a) in providing additional control of 
the delivery of educational treatments or condi­
tions, (b) in facilitating the measurement of specif­
ic dependent variables, and (c) in allowing for con­
sideration of variables that previously were only 
tangentially measurable in educational research. 

By using the computer as a controlling device 
for the delivery of educational research materials, 
treatment delivery can be standardized in ways that 
were previously nearly impossible. For example, 
in prose comprehension research, time on task is 
often a confounding variable in a study designed to 
investigate the impact of specific adjunct aids de­
veloped to improve the retention of material. 
Using the computer as the deliverer of the test 
content, it is more feasible to control subjects for 
time on task than by the utilization of assistants 
with stop watches. More importantly, it is possible 
to control exactly what the subject is attending to 
(and not allowed to inspect visually) via computer 
delivery of text content. Therefore, the computer 
allows for systematic control of many previously 
confounding variables in many types of educa­
tional research. 

Further, the computer facilitates the ability to 
deliver unique material to treatment groups, in­
cluding the option of individualizing the treatment 
materials to the subjects within a treatment condi­
tion. In the case of prose comprehension research, 
a confounding variable related to time on task is 
individual reading rates. By presenting subjects 
with a preliminary set of reading materials and 
directions to stroke specific keys to signal test 
completion, the computer can serve as a mecha­
nism to first calculate the reading rate of an indi­
vidual subject and then to deliver the prose mate­
rials at a specific rate for that particular subject. 
Another example of this aspect of enhanced re­
search design can be seen in studies investigating 
adaptive testing and programmed leaming 
techniques. 

As mentioned earlier, the computer can be used 
to keep track of and measure some subject vari­
ables that have been traditionally difficult to as­
sess. For example, the computer can be pro­
grammed not only to record the subject's responses 
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to questions displayed via a computer terminal, but 
also to record the time required to respond to that 
question and the intensity of the key stroke. There­
fore, in a study to measure the degree of cognitive 
dissonance created by pairing of two objects for a 
preference choice, for example, the computer 
could not only note the final choice, but also re­
cord the time required by the subject to determine 
his or her preference. Other possibilities men­
tioned earlier include sensory monitors attached to 
the keyboard and/or subjects to record simul­
taneously skin temperature or heart rate. Through 
the coupling of sensory and computer technology, 
it is possible to complement the set of dependent 
variables in, for example, a motivation study. 

There are some additional dimensions of the in­
tegration of computer technology and educational 
research that have only recently begun to be recog­
nized and utilized in educational research. By in­
corporating the computer totally into the research 
design it is possible to address some important ed­
ucational research questions that were only tangen­
tially accessible before. One example of such an 
application of computer methodology to educa­
tional research is in a study designed to investigate 
the cognitive processing demands of certain types 
of measurement items. Many researchers in educa­
tional measurement have attempted to quantify the 
conceptual demands of educational materials (see 
Seddon, 1978). Recently Plake, Glover, Kraft, & 
Dinnel (1984) have utilized a methodology devel­
oped by Britton (e.g., Britton & Tessor, 1981; 
Britton, Glynn, Meyer, & Penland, 1982) to ex­
amine this research question. This methodology 
employs the computer in several ways. First, items 
that are hypothesized to differ in cognitive process­
ing demands are presented randomly, one at a 
time, to subjects using a computer monitor. Occa­
sionally, while the item is displayed, and at ran­
domly determined intervals, a tone is emitted by 
the computer. Time to respond to the tone (sub­
jects are instructed to strike the space bar as rapidly 
as possible upon hearing the tone) is tracked by the 
computer. Current research using this meth­
odology shows a marked difference in mean reac­
tion time by subjects to items that were designed to 
require more cognitive processing as opposed to 
those designed to require less cognitive process­
ing. Therefore, by using a cognitive psychology 
technique and the computer, it is possible to ad­
dress a cognitive processing question regarding 
test items that was elusive to educational re­
searchers prior to computer technology. 

Although the computer has served to advance 
the control and quality of educational research, it 
has also introduced a set of problems unique to this 
research methodology that require consideration. 
First, in order to gather data via computer, each 
subject must have access to a computer facility. 
Many times this entails serial delivery of the re­
search study to the subjects, requiring hours and 
weeks of individualized scheduling and monitoring 
of the subjects. Second, many of the research de­
livery programs will be written under a specific 
operating system that restricts the transportability 
of the procedure to other computers without minor 
(or, in some cases, major) modifications. This has 
clear implications for replicability of these studies. 
Because the field of microcomputer hardware and 
software is still in a transition state where several 
noncompatible machines are competing for large 
shares of the consumer market, and because soft­
ware designed to convert one language system to 
another is still in early developmental stages, cur­
rent educational researchers are most likely bound 
by the hardware and software specifically designed 
for the computer equipment at hand at the re­
searcher's locale. Third, there are also unique 
problems with confidentiality and consent of sub­
jects when utilizing computer technology for edu­
cational research studies. Some subjects might find 
the addition of assessing and monitoring body 
functions in the research study confusing and/or 
threatening and institutional research review 
boards will probably need further explanation of 
this kind of educational research. Fourth, there is 
some preliminary research that suggests that the 
use of the computer as a medium for delivering 
research instruments may distort the applicability 
of the existing norms and validity data gathered 
previously via a paper and pencil method (Roid, 
1986). Thus, problems of accessibility, rep­
licability, confidentiality, and comparability of ex­
isting norms need to be addressed and solved be­
fore educational research incorporating computer 
technology can achieve its highest and most prom­
ising possibilities. 

Searchable Data Bases 

Another important application of computer tech­
nology to educational measurement is the incorpo­
ration of information about test instruments onto a 
computerized data base. For example, the Buros 
Institute of Mental Measurements, in cooperation 
with the Bibliographic Retrieval Service, is in the 
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process of establishing, updating, and refining a 
searchable data base containing psychometric in­
formation and reviews of many educational and 
psychological instruments (Mitchell, 1984a). By 
taking advantage of the data base features of com­
puter technology, it is possible to search for specif­
ic instrument types, conditioning on many relevant 
psychometric dimensions (e.g., reliability values 
and/or target population). Although this applica­
tion of computer technology is not unique to the 
field of educational measurement, the advantages 
to researchers and practitioners are remarkable. 

Computer Integration in the Classroom 

An interesting frontier for computers in educa­
tional measurement is their integration into an on­
going process within the educational system. In 
this integration the feedback loop between 
achievement, assessment, and instructional plan­
ning would be connected and facilitated by the 
computerized system. Cole (1983) has described a 
"fantasy into the classroom of the future." Admit­
ting that this was her own fantasy, conditioned by 
her personal values and expectations, Cole pre­
sented a picture of the future of education that 
relied heavily on computers in the classroom. The 
hypothetical teacher presented classroom group 
exercises through that medium, and based on diag­
nostic information derived from the class perfor­
mance, additional drill and practice was made 
available to students needing specific instruction. 
Diagnostic testing was done via the computer, as 
was the delivery of specialized remediation ac­
tivities. The teacher was able to monitor students' 
performance, keeping current records of progress 
and problems. The teacher's computer was also 
tied into the computer network serving the admin­
istrative unit of the school and district as well as 
each child's home computer. Therefore, continual 
communication was possible with the parents and 
school administration. All achievement testing was 
done on line and was adaptive with immediate 
scoring and interpretation reports provided to the 
communication network, under a security lock sys­
tem. Education was individualized, diagnostic, 
and communication was open. 

Cole's fantasy, however, is not without its prob­
lems and controversies. First, the financial under­
pinnings of her educational future are staggering 
under current fiscal constraints. Every child would 
be provided with a computer terminal at school, 
home computers would be necessary for every 

family, and a computer network system for the 
administration communication link would need to 
be developed. Problems of compatibility and feasi­
bility obviously exist for this fantasy. A more per­
vasive problem though is the educational philoso­
phy on which it is based. Humanism might become 
secondary to efficiency and achievement high­
lighted over self-esteem and social competency. 
However, these problems are not a function of 
computerized integration per se, but are due to 
current limitations in software and teacher 
awareness. Most current computer programs are 
mechanical and, at the present time, most teachers 
view the computer as a tool to provide drills and 
practice. When more complex educational soft­
ware becomes available, increase in other types of 
usage will result. Appropriate educational software 
will be such that, after instruction (by the teacher 
or, periodically, by the computer) the student will 
sit at the computer terminal for practice sessions 
during which the student will be provided with 
problems and/or scenarios that encourage and 
challenge the student. These exercises will allow 
the computer and teacher to identify areas in need 
of further explanation and work so that diagnosis 
of weak areas is nearly immediate. Thus, the com­
puter will not decrease the teacher's work load but 
instead allow for more appropriate use of the 
teacher's time. The student will not have a com­
puter as the main source of instruction but, instead, 
will have the computer as a tutor, textbook, work­
book, and examination booklet rolled into one. 
The human interaction not only will still be avail­
able but, if computer assisted instruction is applied 
appropriately, will be of higher quality. 

The challenge for the education community is to 
develop the appropriate and effective software and 
to increase teachers' knowledge and acceptance of 
the machines. The measurement challenge is to 
coordinate the testing area with tutorial aspects to 
provide students with diagnostic feedback and 
teachers with information sufficient for their teach­
ing and grading needs. 

Summary 

The potential for computer technology to have a 
major impact on educational measurement is great. 
It is hard to imagine a future test development 
sequence that does not rely heavily on computer 
technology for item development, storage, re­
trieval, and analysis. Additional aspects of com­
puter integration in the testing process include item 
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delivery, adaptive testing, and score reporting. Il­
lustrating the heavy reliance of testing on computer 
technology in the future, a recent volume titled 
New Horizons in Testing (Weiss, 1983) focuses 
exclusively on Latent Trait Test Theory and Com­
puterized Adaptive Testing, both of which place 
heavy emphasis on computer coordination in 
testing. 

The impact of computer technology on educa­
tional measurement, however, is more pervasive 
than just in test design, development, delivery, and 
documentation. Computers have the potential for 
enhancing measurement tools and techniques for 
the educational researcher. Perhaps even more dra­
matic, however, is the potential for computer tech­
nology to influence the entire educational environ­
ment. The glimpse into the future provided by 
Cole suggests an educational system that involves 
the computer at nearly every level and stage. The 
interrelationship between education and measure­
ment, in a direct feedback loop of information and 
decision making, is connected more strongly with 
the integration of computers in the classroom and 
school environment. Many of the potential prob­
lems and concerns, then, that may appear at the 
surface to be related only to the educational sys­
tem, and not directly to the field of educational 
measurement, become increasingly more relevant 
to educational measurement. For example, an edu­
cational system totally integrated with computer 
technology, as conceived by Cole, depends to a 
large degree on the validity of the measurement 
information for making adequate and correct deci­
sions about what additional or unique educational 
materials should be made available to the student. 
The current state of the art in such educational 
decision making lacks sufficient sophistication to 
allow for such implementation. In addition, a re­
search base is not sufficiently developed to demon­
strate that specially designed materials to augment 
or complement learning style strengths is neces­
sarily advantageous or desirable. Thus, although 
the ability to provide volumes of data about a 
child's educational needs and achievements will be 
enhanced by integration of the computer in the 
classroom, the application of that data in making 
improved or valid educational decisions regarding 
the educational needs of students has yet to be 
realized. 

Further, how computers fit into the field of edu­
cational measurement in the future is in large part a 
function of many unresolved educational and phil­
osophical issues. Although the technology exists, 

and in isolated cases has already been put into 
practice, the incorporation of the computer into an 
integrated educational process has not been fully 
accepted by educators. Many educators question 
the desirability of computer integration in meeting 
the educational goals of the students. Some believe 
that the amount of information that can be present­
ed via the computer is too limited to be effective. 
Others are concerned with the possibility that the 
ultimate effect will be a .limiting of the person to 
person interaction and of the dynamics of the 
teacher-student-classroom climate. The field of ed­
ucation has faced similar philosophical debates be­
fore, but the resolution of this issue will no doubt 
have major implications for the integration of com­
puter technology into the educational system. As 
the field of education is reevaluating itself, and as 
society is reevaluating the importance of the edu­
cational system, issues of computerized educa­
tional systems will become more salient. Whether 
the day will come when the teacher is a technician 
monitoring an educational process controlled by a 
computerized educational program depends on the 
degree of acceptance of the computer by educators 
and the amount of involvement they have in the 
software development. 

Testing for Decision Making 

The end of the baby-boom era has decreased the 
number of students who will take college admis­
sion examinations but, on the other hand, there has 
been an increase in the number of people taking 
licensing and certification examinations. There has 
also been an increase in the number of professions 
desiring to establish licensing or certification re­
quirements. Combined with the minimum compe­
tency movement, the result is an intense interest in 
criterion-referenced testing. Although the criteri­
on-referenced concept is not new, the uses of crite­
rion-referenced tests (CRTs) has now surpassed 
many of the methodologies available for appropri­
ate test development, analysis of item behavior, 
and for establishing passing levels. 

Results from criterion-referenced examinations 
are meant to provide information regarding where 
the examinee stands with regard to some external 
performance standard (e. g., an examinee's score 
on the bar examination should be related to perfor­
mance as an attorney). The interpretation is inten­
tionally different from the interpretations one ap­
plies to the results of a norm-referenced test 
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(NRT), where the scores provide information re­
garding where an examinee falls with reference to 
a peer group (e.g., 30% of the examinees have 
scores below the examinee's score). In the bar ex­
amination example, an examinee passes or fails the 
examination on the basis of his or her standing 
relative to the criterion (or standard), not on the 
basis of his or her relative standing to a norm 
group. If the examinee's score is above the stan­
dard, he or she passes regardless of the number of 
fellow examinees above or below the examinee's 
score. 

Item Statistics. Typically, items from CRTs 
are indistinguishable from NRT items. However, 
the statistics used to review the quality of items in 
these two types of examinations are (or should be) 
distinctively different. NRTs are based on the the­
ory that each and every score point indicates a 
different level of performance from any other score 
point, implying that the whole continuum of ability 
or achievement is of interest. A typical application 
of CRTs involves the use of cutoff scores, for ex­
ample, assignment to pass/fail or Iicense/ 
nonlicense groups. This use of CRTs is based on 
the premise that a threshold level exists: a point 
below which the examinee is not competent and 
above which the examinee is competent (ignoring 
error of classification). In other words, the score 
continuum for this application of CRTs is viewed 
as a dichotomy with the passing point identifying 
the point above which all scores have the same 
meaning (pass) and below which all scores have 
the same meaning (fail). 

Classical statistical indexes employed for eval­
uating the quality of NRT items and examinations 
reflect their reference to the total ability con­
tinuum. For example, the indexes for determining 
the discriminability of items generally involve cor­
relating item responses (e.g., right/wrong) with 
overall performance on the examination (e. g. , 
number of items answered correctly). The statis­
tical indexes traditionally used to review the dis­
crimination of an item in an NRT, point biserials 
and biserial correlations, are based on the premise 
that better performing examinees throughout the 
score continuum will be more likely to answer 
more items correctly. The biserial (or point 
biserial) correlation is between a variable that is 
dichotomous (item performance: pass or fail) and 
one that is continuous (test performance: total 
score). 

For CRTs this inference regarding the entire 
score continuum is somewhat strained because the 

relationship between item performance and overall 
performance on a CRT should not be linear beyond 
the passing point or "cut-score." Because, in 
CRT, both the item performance and test perfor­
mance are dichotomously scored (item perfor­
mance: right or wrong; test performance: pass or 
fail), correlational indexes for NRTs are inap­
propriate. Phi or phi/phi max coefficients may be 
more applicable than biserial correlations as evi­
dence of the discriminating power of an item in 
this circumstance because these coefficients are re­
lationship indexes between two variables that are 
dichotomously scored. There is no universal agree­
ment as to which discrimination indexes are appro­
priate (for either CRTs or NRTs) and further re­
search is needed before any definitive statements 
are possible. 

Reliability. Another area in need of research 
concerns the concept of CRT reliability. Again, 
reliability analogs found in NRT are generally 
based on the reference to the whole ability­
achievement continuum. Classical indexes of reli­
ability are generally interpreted as correlations, an­
swering in one manner or another the question, 
"Will examinees with high scores on one form of 
an examination (or on one administration of a sin­
gle form) have high scores on another form (or on 
another administration of the same form)?" This 
question is irrelevant for CRTs, where the impor­
tant question is, "Will examinees who pass one 
form of an examination (or one administration of a 
single form) pass another form (or another admin­
istration of the same form)?" This question has 
been the subject of much research and many relia­
bility indexes have been proposed as possible solu­
tions. Coefficients such as those by Huynh (1976), 
Livingston (1972), and Subkoviak (1976) are just a 
few of the indexes that have been proposed. The 
Livingston coefficient is a direct application of the 
classical concept of reliability being equal to true 
score variance divided by total score variance. 
Livingston added a second term to both the numer­
ator and the denominator, the square of the dif­
ference between the population mean on the exam­
ination and the cut-scare-thus complementing 
NRT with CRT information. The Huynh and Sub­
koviak coefficients are estimates of consistency of 
categorization. That is, they are estimates of the 
degree to which the pass/fail status of examinees 
will be consistent from one testing situation to the 
next. The future of educational measurement will 
be replete with studies comparing these and other 
indexes for the reliability of CRTs. 
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Determination of Cut Scores. Problems re­
garding item statistics and CRT reliability indexes, 
however, are trivial compared to the problem of 
setting standards or "cut" scores for CRTs. lfthe 
steps of determining the appropriate content, de­
veloping test specifications, generating items, and 
constructing an examination form have all been 
completed adequately, the results would still be for 
naught if an inappropriate standard (passing score) 
is used. 

Livingston and Zieky (1983) have described the 
major existing methods for establishing a passing 
score (except for the recent method proposed by 
Jaeger, 1978). Each of these standard-setting 
methods is based on different assumptions. The 
large body of research concerning comparisons of 
results obtained via these methods suggests that the 
standards derived by one method are likely not to 
be the same as those that would result if another 
method had been employed. 

All standard-setting methods, however, require 
judgments-either judgments involving the items 
themselves and/or judgments concerning members 
of the target population. Any new methods for de­
riving standards will necessarily also include a 
judgmental component. If judgments of the mini­
mum acceptable score are made by qualified indi­
viduals with adequate information and preparation, 
the judgmental aspect of standard setting is not 
necessarily a problem. The training of judges to 
make these decisions, then, becomes paramount. 
The met'tods for defining the "minimally compe­
tent candidate" need to be fully described in order 
to guide researchers and practitioners who are es­
tablishing standards for the first time. Further, re­
search concerning meth<;>ds of collecting useful in­
formation (e.g., performance on experimental 
subjects on all or a selection of the items) and 
methods for using these data (e. g., training the 
judges to replicate the collateral information or ad­
justing the judges' final results by a constant dif­
ference) needs to be carried out. Finally, research 
concerning methods for increasing individual judg­
es' coherence (assigning the same rating to items 
of similar difficulty and content) should be 
pursued. 

Any application of a cut score or standard will 
lead to errors of classification. Regardless of 
where the standard is set, competent examinees 
will fail and less than competent examinees will 
pass. Adjusting the standard to decrease the proba­
bility of one type of classification error (e.g., fail­
ing a competent examinee) will have the resultant 

effect of increasing the probability of the other 
type of error (e.g., passing an incompetent exam­
inee). Adjustments to the standards established by 
the judgments of an expert committee are common 
in practice (e.g., setting the operational standard at 
one standard error of measurement below the stan­
dard actually established by the committee). Beuk 
(1984) has suggested a technique for devising a 
standard that adjusts the committee's standard by a 
factor dependent on their separate judgment about 
the percentage of examinees expected to pass the 
examination. Notice that this adds an element of 
norm referencing in the establishment of the stan­
dard. Methods that allow adjustments based on ex­
ternal information (e.g., other judges' opinions or 
previous performance of experimental subjects on 
selected items), and on utilizing information about 
the relative effects of error of classification are 
only a few of the areas in need of research and 
explication. 

Summary 

The field of educational measurement has grown 
beyond the exclusive use of traditional NRTs to 
examinations that provide specific information for 
decision making. Beyond addressing the psycho­
metric issues of reliability, item analysis, and cut­
score setting, for CRTs, there are philosophical 
questions to challenge the measurement communi­
ty. One of the philosophical issues is whether test­
ing for minimal competency will lead to medi­
ocrity (Madaus, 1981; Popham, 1981). If students, 
for example, need to pass an examination to re­
ceive a high school diploma, will they concentrate 
on the courses that are most likely to increase their 
probability of passing to the exclusion of courses 
that are more challenging but less test specific? 
Will teachers continue to drill on the content of 
courses required for graduation to the detriment of 
the enrichment material? Answers to questions 
such as these will have an important impact on the 
direction, focus, and emphasis of tests for decision 
making in the future of educational measurement. 

Implications of the Revised Joint 
Technical Standards on the Future 

of Educational Measurement 

One of the major sources of influence on practi­
tioners of educational measurement has been the 
set of standards developed by the AERA, APA, 
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and NCME. These groups combined to prepare a 
replacement of the Standards for Educational and 
Psychological Tests (1974). Draft forms of these 
revised standards were accepted, in principle, by 
the executive committees of these three organiza­
tions by August, 1984. 

Although in many ways these revised standards 
represent a confirmation of the previous set of 
standards prepared by these cooperating organiza­
tions (AERA, APA, & NCME, 1974), the Revised 
Standards differ in some very important aspects. 
Most notably, the revised set of standards provides 
clarification of the kinds and types of validity evi­
dence that test publishers must provide, and adds 
new and critical standards for computerized testing 
and testing for decision making. 

The purpose of this section of the chapter is to 
identify the potential impact of the 1985 Standards 
on the future of educational measurement. Con­
sistent with the other sections of this chapter, the 
specific areas of aptitude and achievement testing, 
computers in testing, and testing for decision mak­
ing will be addressed. Obviously, the impact of the 
Revised Standards will have a broader impact on 
the field of measurement than just these subareas. 
Therefore, this section will take a limited view of 
the impact of the revised standards on educational 
measurement. 

Aptitude and Achievement Testing 

The major impact Standards will probably have 
is in clarifying the definition of validity. These 
changes are really clarifications of what most psy­
chometricians believe to be true of validity. That 
is, they emphasize that the different components of 
validity separately identified in previous editions 
of the standards are really separate elements of a 
unified concept. Previously, validity was sub­
divided into the triumverate of content, criterion 
(predictive and concurrent), and construct valid­
ities. Many users of the previous standards elected 
to take this separation of validity as evidence for 
the existence of three distinct concepts of validity. 
The Revised Standards attempts to clarify this 
problem by stating that 

validity ... is a unitary concept. Although evidence may be 
accumulated in many ways, validity always refers to the degree 
to which that evidence supports the inferences that are made 
from the scores. It is the inferences regarding specific uses of a 
test that are validated, not the test itself. Traditionally, the 
various means of accumulating validity evidence have been 
grouped into categories called content-related, criterion-relat-

ed, and construct-related evidence of validity. These categories 
are convenient, ... but the use of the category labels should 
not be taken to imply that there are distinct types of validity or 
that a specific validation strategy is best for each specific in­
ference or test use. Rigorous distinctions between the categories 
are not possible. Evidence normally identified with the criteri­
on-related or content-related categories, for example, also is 
relevant in the construct-related category. (p. I) 

The clarification of the concept of validity will 
not eliminate debates over the relative merits of the 
three types of evidence. Ebel (1983), for example, 
provided several cogent arguments for the preemi­
nence of content (intrinsic rational) validity. EbeI's 
major point was that the other types of evidence 
(criterion and construct) place the burden on a cri­
terion other than the instrument itself and that, if 
one has to make judgments anyway, it is better to 
make them about the instrument in question. Oth­
ers argue for different relative ratings of the impor­
tance of validity evidence (see Cronbach, 1983). 
The Revised Standards call for the test developer 
to justify the manner of establishing validity and to 
explain further why other forms of evidence were 
not collected. Therefore, regardless of which 
source of validity is favored as the most relevant or 
important in a particular testing situation, the Re­
vised Standards call for a consideration of all 
forms of validity evidence. 

Tests for Decision Making 

The previous Standards (1974) contained no 
identifiably separate standards for criterion-refer­
enced tests. Although in some cases it was possible 
to infer reasonable standards, many of the stan­
dards developed for NRTs were inappropriate for 
CRTs. The Revised Standards will contain a sepa­
rate section devoted to CRT's. 

Examples of specific standards referring to the 
educational uses of tests designed for decision 
making are the following: 

1. Test and instructional domain information 
should be described in enough detail to al­
low the match between domain and content 
domain to be evaluated. (Standard 9.5) 

2. Specially designed technical reports and 
manuals should be developed and dissemi­
nated. (Standard 9.6) 

3. Information about the results of the tests 
should be reported promptly, including a 
description of the test, what was measured, 
the conclusions and decisions that are based 
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on the test results, and the obtained score. 
Information on how to interpret the reported 
score and about the methods used to estab­
lish the classifications are requested. (Stan­
dard 9.7) 

4. Multiple opportunities should be allowed 
for students to demonstrate mastery of skills 
or knowledge. (Standard 9.9) 

Chapter 11 of the Revised Standards addresses 
standards for licensure and certification examina­
tions. Consistent with the standards reported for 
CRTs in educational settings, these standards em­
phasize establishment of validity evidence that 
matches the content domain of the test with the 
importance of competent performance in the oc­
cupation or outcome being certified or licensed. 
These standards specify that tests such as these 
must meet a dual set of criteria: be psycho­
metrically sound and legally defensible. Many 
technical problems still exist that present obstacles 
to reaching these "minimal standards" (e.g., 
choice of appropriate psychometric indices, cut­
score methods). However, it is a step in the right 
direction to have the special, critical, and idiosyn­
cratic area of decision making be recognized and 
delineated in the Revised Standards. 

Computers in Testing 

The impact of the Revised Standards on the role 
and use of computers in testing is expected to be 
substantial. First, many of the specifications re­
garding the need for psychometric evidence and 
supporting materials will result in even more in­
volvement of computers in the test development 
and reporting phases. Second, due to the unique 
nature of computerized testing, the Revised Stan­
dards includes specific statements regarding the 
uses of computers in educational and psychologi­
cal testing. 

The evidence to be required by the Revised Stan­
dards for quantitative indexes of reliability and va­
lidity reinforces the integral role of computers in 
test development and publication. For example, 
the extensive research for documenting the validity 
of tests for a variety of educational and psychologi­
cal purposes will need to be based on large data 
sets from representative samples of the popUlation. 
Additionally, evidence to document the reliability 
of a test should include not only information about 
relevant sources of error, but also the types of deci­
sions anticipated to be based on the test scores and 

the expected level of aggregation of the test scores, 
(individuals versus groups). 

The Revised Standards will have a more direct 
impact on computers in educational measurement 
because of the inclusion of special standards for 
computerized testing. In particular, the Revised 
Standards specify: 

1 . That the rationale and supporting evidence 
for procedures used in selecting items for 
administration, in stopping the test, and in 
scoring the test for adaptive testing be de­
scribed in the test manual (Standard 3.9) 

2. That sensitivity of test performance to im­
provements with practice, coaching, or 
brief instruction should be part of the re­
search program of test publishers, es­
pecially on performance tests or computer­
administered tests (Standard 3.14) 

3. That score report forms and instructional 
materials for a test should be designed to 
facilitate interpretations, especially in the 
case of computer programs or computerized 
reports provided to test takers (Standard 
3.16) 

4. That computer services offering test in­
terpretations make available information on 
the rationale of the test and a summary of 
the evidence supporting interpretations 
given (Standard 5.11) 

5. That test users should not use computer­
interpreted test results unless they have a 
manual for that test including information 
on the validity of the computer interpreta­
tions for the intended applications and on 
the samples on which they are based (Stan­
dard 8.14) 

6. That testing environment should be one of 
reasonable comfort and minimal distrac­
tions; testing materials should be readable 
and understandable. In computerized test­
ing, items displayed on a screen should be 
properly legible and free from glare, and 
the terminal should be properly positioned 
(Standard 15.3) 

Summary 

The Revised Joint Technical Standard for Edu­
cational and Psychological Tests provides the 
basis for substantial impact on the development, 
publication, and administration of educational 
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tests. The degree of compliance with such stan­
dards by test developers, however, does not sug­
gest ready acceptance (Mitchell, 1984b). Thus, 
whether these Revised Standards will actually 
make a marked impact on the field of educational 
measurement will depend to a large extent on the 
somewhat voluntary nature of the applications of 
these standards by professional test developers and 
users. The manner of dissemination and the degree 
of education regarding the standards will also in­
fluence their impact. 

Conclusions 

The future of educational measurement has been 
considered as an extension of the past develop­
ments and philosophical foundations of the field. 
Given its pragmatic and practical past, the field is 
predicted to remain reactive. However, in its 
efforts to develop and refine instruments and meth­
ods to aid in answering societal needs, the field of 
educational measurement will need to address 
some fundamental theoretical issues. These issues 
and concerns will likely bring the field closer to a 
unifying theoretical base. As an example, the new 
conceptualizations of intellectual processing will 
require a large amount of theory building by re­
searchers and practitioners in educational measure­
ment. Further, as research into the dynamics, di­
mensions, and applications of latent trait theories 
continues, new and exciting roles of testing in as­
sessment and evaluation of educational goals will 
become possible. 

There appears to be a number of areas in educa­
tional measurement for which exciting and impor­
tant changes will occur in the future. 

1. Continuing as the major thrust in educational 
assessment, aptitude and achievement testing will 
be affected by the development of instruments to 
assess new conceptualizations of intellectual func­
tioning. In addition, aptitude and achievement 
tests will be refined through application of ad­
vances in equating and adaptive testing made pos­
sible by latent trait theories such as IRT. 

2. Computers will become even more important 
in educational measurement. Beyond aiding the 
test development process by organizing and sorting 
item banks, it will also become a vehicle for devel­
oping conceptually sound test items. 

3. Test and item analyses will become more so­
phisticated due to adherence to the recommenda-

tions from the Revised Joint Technical Standards 
for Educational and Psychological Tests. In­
creased sophistication will also be more likely due 
to computer support systems for test and item anal­
yses. 

4. Test administration will often involve the 
computer in the test delivery mode, either as a 
means of presenting realistic simulations or as a 
method for individualizing test administration (as 
in adaptive testing). 

5. Test scoring procedures will become more 
varied, including in some cases analyses of error 
response patterns. Additional item performance in­
formation will also be assessed possibly through 
complex integration of sensory receptors con­
nected to subjects. 

6. Score reports will continue to become more 
complete and complex. Conditional distributions 
of test results already common in most large scale 
testing, will accompany more tests. Computerized 
score interpretations will also be utilized more in 
the future. 

7. A concentration of intellectual and financial 
resources will be dedicated to development of in­
strumentation and psychometric procedures to ac­
company criterion-referenced tests. Initially, these 
effects will be in the direction of rapid tech­
nological and psychometrics advancements. Long­
term predictions, however, are for more emphasis 
on the theoretical aspects regarding appropriate 
uses and functions of criterion-referenced systems 
of assessment. 

8. Increased involvement in testing issues by 
external forces is expected. Legal and legislative 
systems will continue and expand their influences 
by requiring more and clearer justification for out­
come decisions from licensure, admission, cer­
tification examination, and in the establishment of 
standards and guidelines for school graduation. 

9. Expansion of the use of tests for granting 
educational credit is predicted. As more nontradi­
tional students enter higher education, the pos­
sibility for backgrounds and experiences equalling 
undergraduate course material becomes greater. 
Further, programs at the secondary school level 
designed to match and complement the advanced 
educational needs of gifted and/or specialized stu­
dents will increase. This will further the need for 
examination availability for awarding course 
credit. 

10. Increased concerns and problems surround­
ing issues of minority representation, access, and 
test bias is anticipated due to several important and 
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possibly contradictory movements in education 
and measurement. On the one hand, cries for in­
creased excellence have been echoed by educators, 
parents, students, and legislators (Payton, 1984). 
As a result, procedures have been proposed, and in 
several instances adopted, to increase the level of 
educational attainment of secondary students by 
(a) increasing the academic requirements for high 
school graduation, (b) changing the definitions of 
high school certification to include academic and 
nonacademic diplomas, and (c) requiring a stan­
dard of academic performance for high school 
graduation, typically measured by means of an ex­
amination. In addition, colleges and universities 
with teacher preparation programs have responded 
to the call for excellence in education with plans 
for increased academic credentials required for ad­
mission to their teacher preparation programs. 
However, the impact of immediate implementation 
of these collective sets of standards for graduation 
and/ or teacher education programs will be to dis­
allow access of a larger proportion of minority than 
majority group members (Navarro, 1984). There­
fore, several minority group members, through 
their recent exposure to inadequate educational op­
portunities, will be denied access to teacher prepa­
ration programs at many institutions that have set 
reactive admission standards quickly and without 
consideration of alternative programs for appli­
cants with potential but who are inadequately pre­
pared to meet the revised standards. 

Summary 

In the three areas of concentration considered in 
this chapter (achievement and aptitude testing, 
computers, and decision making) a common theme 
was the need for education. Better descriptions of 
the uses and abuses of achievement and aptitude 
test results, better understanding of the techniques 
and the meaning of such terms as equating and 
grade-equivalent scales are needed. Many of the 
criticisms leveled at the educational measurement 
field are the result of a concerned but confused 
public. As the "truth in testing" movement grows 
and evolves, and as the sophistication of methods 
and theories increases, the need for appropriate 
educational training programs will also increase. A 
responsive and responsible profession, such as ed­
ucational measurement, is expected to meet this 
need with a program of education for the con­
sumers of its professional labors. John Hills' at­
tempts in Educational Measurement: Issues and 

Practice (e.g., 1984) provide a limited model. 
More attempts of this sort coupled with wider dis­
semination are called for. 

Predicting the future is a risky business. Even 
though the influencing factors and issues may be 
incorporated into an "intellectual algorithm" to 
determine the prediction, it is always possible, al­
beit at a later date, to validate and evaluate the 
quality and accuracy of these predictions. Robert 
L. Thorndike (1971) provided the field of educa­
tional measurement with his predictions of the 
field for the 1970s. In his projections for this re­
cent era, he focused on aspects of (a) the impact of 
technological development, particularly item 
banks and computer-generated tests, sequential 
(adaptive) testing, and test scoring; (b) conceptual 
developments, focuses on the meaning and relative 
importance of the contributing aspects of test va­
lidity, issues involving the theoretical underpin­
nings of testing for decision making, and the initial 
stages of realistic item presentation (e. g., Patient 
Management Problems), and (c) social and politi­
cal issues, concerning the impact of testing on edu­
cational practice, issues of fair use of tests with 
minority groups, and the importance of the mainte­
nance of test quality via test criticisms and stan­
dards. It is interesting to note that whereas many of 
the specific developments and outcomes predicted 
by Thorndike have, in fact, transpired in the dec­
ade of the seventies, many of the same issues and 
concerns from that era are important ones for the 
eighties and beyond. This is not an indication of 
lack of progress fllr the field of educational mea­
surement, but rather, a reality of the continual and 
unfolding development of any progressing field. 
The future is seen not only in the crystal ball of the 
futurist but, perhaps even more clearly, in the rear­
view mirror of the practitioners and researchers in 
the field. 
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PART IV 

Perspectives on 
Educational Psychology 

The first four chapters in this section are diverse in style and content, much as the 
cop.tributions of these authors to the field of educational psychology have taken very 
different forms. Our intent was to have scholars who have made important contributions 
to the field give their personal perspectives on what educational psychology has been and 
where it is going. The final chapter is our attempt to summarize the volume. 
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CHAPTER 18 

Peaks and Valleys of Educational 
Psychology 

A RETROSPECTIVE VIEW 

Robert M. Gagne 

My interest in psychology as a field of study dates 
back to youthful years, although nothing in my 
uneventful childhood can be recalled as giving rise 
to such an interest. Our middle-class family pro­
vided me with few cultural and intellectual influ­
ences, even though books and radio were readily 
available. It was the public schools that stimulated 
and nurtured my search for knowledge in many 
different areas-in the arts, literature, and in a 
variety of fields of science and technology. Al­
though I am now keenly aware of how limited such 
knowledge was, I nevertheless realize that the 
school was the primary source of stimulation for 
my interest in books and in the knowledge they 
contained. 

Most people, I suppose, have periods of their 
lives that are peaks of memorability. High school 
years are one of these peaks in my memory. Be­
sides the usual turbulence of adolescence, these 
years are for me remembered as a period of con­
centrated learning, of many new experiences, and 
of valuable and gratifying friendships. I was a 
good student, and had little difficulty in complet­
ing school assignments. Much of the remaining 
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time I spent in reading all kinds of books-new 
and old, serious and humorous, fictional and tech­
nical. Among the books I ran across that dealt with 
subjects of systematic study were those of psychol­
ogy. I came to think of this subject as "the new 
science," although of course it was not new, even 
at that time. My interest in psychology continued 
until high school graduation, when it became the 
subject of a speech I was required to deliver as 
class valedictorian. 

My plans for attending college were somewhat 
tentative; the time was, after all, the depth of the 
depression, and our family finances were not flour­
ishing. But a scholarship offer from Yale made it 
possible for me to accept and to go. This surely 
was a place where I could study psychology, I 
thought. 

Well, it was, but not right away. First I had to 
choose a distribution of subjects for the freshman 
year-English, two languages, biology and chem­
istry. So it was in my second year that I took a first 
course in psychology. The first-rate instructors, 
one of whom later became my undergraduate ma­
jor advisor (E. S. Robinson) and the scholarly text 
(Woodworth's) failed to make psychology either a 
coherent or a greatly interesting subject of study. 
However, courses at advanced levels reversed this 
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effect, and reinforced my positive attitude toward 
psychology. Two influences on my future develop­
ment are particularly notable. One of my instruc­
tors introduced me to the "early papers" of Clark 
Hull, in which he was describing how S-R theory 
could account for a number of kinds of complex 
behavior in animals (see Amsel & Rashotte, 
1984). I found these articles fascinating examples 
of incisive thinking. The second event, occurring 
during my senior year, was the taking of a se­
mester course in educational psychology. This 
course happened to be taught by James J. Gibson, 
whose brilliant unconventional wisdom made an 
inevitable impression on me, an effect that con­
tinued during many later years of close association 
and friendship. 

As an undergraduate major in psychology, it 
was evident to me that serious pursuit of the sub­
ject required graduate study. My advisor encour­
aged me to make application to several univer­
sities. I accepted the offer of an assistantship in the 
program at Brown University, where I joined an 
outstanding group of graduate students, a good 
number of whom have since become research psy­
chologists of distinction. The department at Brown 
was headed by Walter S. Hunter. I usually de­
scribe Professor Hunter as an "old behaviorist" 
(to indicate his professional generation as that of 
Watson, but not of Skinner). Much of Hunter's 
work sought evidences of symbolic thought in ani­
mal behavior, through what he called a "represen­
tative process." 

My major professor at Brown was Clarence H. 
Graham, known for his studies of vision and theo­
ries of retinal mechanisms in perception. A bril­
liant scholar, Graham was a friendly and kindly 
man, who set high standards of scholarly research 
and thought for his students. I was intrigued with 
his attempts to apply in the field of learning the 
precise mathematical approach to theory that was 
familiar to him in the field of visual processes. 
This point of view led to studies of learning in 
white rats in a very simple situation: leaving a 
starting box and running to a goal box on a straight 
elevated runway. Measures of latency of response 
yielded average learning curves that were con­
ceived as exhibiting increasing response strength. 
This conception of the nature of learning continued 
to dominate psychologists' thought for many 
years. Today, I would not be sure how to account 
for the learning curves that were reported in my 
doctoral thesis. 

During the 1930s, scientific studies of learning 

were sometimes done with animals, sometimes 
with human beings, and there was a strong prevail­
ing belief that many of the results obtained with 
one organism were generalizable to the other. My 
own interest in human learning continued during 
my first academic appointment at Connecticut Col­
lege, where I began the preparation of materials for 
investigation of the immediate memory span. This 
work was interrupted in 1941 by a call to Army 
training that later extended into the period of 
World War II. 

The Aviation Psychology Program, headed in 
the Office of the Air Surgeon General by Colonel 
John C. Flanagan, made it possible for many psy­
chologists to serve the war effort by making ap­
plications of their knowledge to the selection and 
training of crew members in military aircraft. This 
was a highly organized program with definite 
goals, which is acknowledged to have resulted in 
the saving of an enormous number of dollars and a 
good many lives. Many distinguished psychol­
ogists served in this program in uniform. My im­
pression is that in most cases their experiences in 
making valuable practical applications of psychol­
ogy had a profound effect on their attitudes in ap­
proaching all of their subsequent work. This surely 
was true of me. 

My main assignments during this period were 
with units having responsibility for test develop­
ment. There were tests for psychomotor abilities 
that had to be manufactured, inspected, and tested 
for their durability of operation, before giving con­
sideration to the reliability and predictive validity 
of the scores they yielded (Melton, 1947). Another 
kind of development was motion picture tests of 
perceptual abilities. These had their own peculiar 
difficulties of construction, validation, and use, in­
cluding the limitations that had to be placed on size 
of the viewing group (Gibson, 1947). For a short 
period before being discharged, I was assigned to a 
unit whose mission was research in a field that 
came to be called "human engineering" (Fitts, 
1947). 

I returned to academic pursuits after the war, 
first in a brief interim appointment at the Pennsyl­
vania State University, and then again at Connecti­
cut College. During this period I taught courses in 
general and systematic psychology, as well as in 
educational psychology. I recall thinking that 
available textbooks in the latter subject were terri­
ble, particularly because they dealt so scantily with 
what teachers actually had to do in supporting stu­
dent learning. 
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As I reflect back on my early life and schooling, 
I think I would mention the following influences 
that have supported my interest in educational psy­
chology: (a) good experiences in school settings, 
both in learning and in relations with people; (b) 
early fascination with the idea of scientific study of 
human behavior; (c) developing knowledge of psy­
chology as a science in undergraduate and graduate 
years in universities; and (d) wartime experience of 
a variety of important psychological problems in 
the assessment and training of human capabilities. 

Early Postwar Research 

Many of the tests given to aviation cadets in 
World War II represented the tasks they would 
later perform as aircrew members (pilots, navi­
gators, bombardiers, gunners). Although they 
were not exactly "job-sample" tests, many of 
them did represent small portions of the activities 
involved in aircrew operations. This was true, for 
example, of such psychomotor tests as Complex 
Coordination and Rudder Control, as well as a 
number of others (see Melton, 1947). This broad 
class of human activities continued to interest me 
as learning tasks in the postwar period, and I de­
vised several learning tasks requiring responses to 
patterns of lights and switches (Gagne & Baker, 
1950; Gagne & Foster, 1949). I thought of them as 
"motor" tasks, but this classification continued to 
seem unsatisfactory to me, because the motor ac­
tions involved were already well learned, and the 
patterning of stimuli and responses defined the 
learning requirements. The inadequacy of tradi­
tional task categorization in psychology was re­
vealed by these research studies, a shortcoming 
that persists even today. In terms of my own at­
tempts at classification, most of these tasks would 
later be called "intellectual skills." 

These studies aimed to illuminate a topic long 
known to educational psychology, namely, the 
conditions of transfer of training. During this peri­
od at Connecticut College, my colleagues and I 
attempted to devise sensible measures of the ef­
fects of transfer (Gagne, Foster, & Crowley, 1948) 
and to investigate the effects of such variables as 
amount of similarity in stimulus conditions and in 
response requirements. Probably we were able to 
shed some light in this general area. But the prob­
lem of how best to "teach for transfer" remains 
complex, and resists a satisfyingly clear solution 
down to the present day. 

Research on Training of Military 
Personnel 

Following a few years of undergraduate teach­
ing at Connecticut College, I was attracted to the 
prospect of full-time research, and was persuaded 
to join an Air Force organization called the Human 
Resources Research Center, whose technical direc­
tor was Arthur W. Melton. This organization es­
tablished a number of research programs on the 
training of several kinds of Air Force specialities, 
which were added to an existing program of re­
search on the assessment of human abilities for 
personnel selection. I became the technical direc­
tor of a laboratory having an orientation to basic 
research on perceptual and motor skills. Later the 
parent organization was changed in title to the Air 
Force Personnel and Training Research Center, 
and I was assigned (in 1953) as technical director 
of a laboratory at Lowry Air Force Base, Colora­
do, whose mission was research on training of 
electronic maintenance personnel. 

Three notable trends stand out as accomplish­
ments of the Lowry laboratory (entitled the Main­
tenance Laboratory), each of which reflects the 
participation of a professional staff of outstanding 
research psychologists. The first was a conviction 
arising from analysis of existing training practices 
to the effect that the sources for training improve­
ment could not be found in application of tradi­
tional principles of learning, such as contiguity, 
repetition, and the law of effect. If improvements 
were to take place, it was necessary to examine the 
structure of the content of training, its sequence 
and organization. This was the idea I tried to ex­
press a few years later in a presidential address to 
the Division of Military Psychology of the Ameri­
can Psychological Association (Gagne, 1962). In 
contemporary terms, one would say that training 
improvement has its basis in the organization of 
training content (a) for effective utilization of prior 
knowledge and (b) for encoding that assures ready 
accessibility in retrieval. 

The second development of this period (1953-
1957) was the application of new ideas in devices 
for training. Training devices were generally con­
ceived as instruments for the practice and refine­
ment of motor skills (such as aircraft maneuvers in 
the Link Trainer). In the realm of electronic main­
tenance, however, few motor skills were involved. 
Instead, activities such as adjustments, alignment, 
parts replacement, and system troubleshooting par­
took of intellectual skills. Guided in part by check-
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lists and symbolic diagrams, the incumbent of a 
maintenance job needed to do a great deal of rule 
following, rule selection, and problem solving. 
The new inventions of the Maintenance Laboratory 
were training devices that provided practice in the 
intellectual skills and problem-solving activities of 
electronic maintenance. We realized that such de­
vices, although most continued to require manip­
ulation of switches and connectors, were actually a 
variety of teaching machine. Some of the ideas of 
the latter movement were infused into the plans 
and formulations of research of the Maintenance 
Laboratory, as reported by Briggs (1959a, b) and 
Lumsdaine (1959). 

The third strand of our work in the Maintenance 
Laboratory may have been the most pioneering of 
all. We were asked to participate in the weapon 
systems planning of the Air Force by forecasting 
requirements for selection and training of person­
nel. To accomplish these aims, we had to devise 
novel methods of analyzing man-machine sys­
tems, of describing the projected jobs, and of de­
riving requirements for selection and training of 
personnel. Original contributions for methods of 
task description and task analysis were made by R. 
B. Miller (1956, 1962); a variety of other pro­
cedures and refinements were contributed by many 
members of the laboratory's professional staff. As 
methods of deriving "personnel requirements in­
formation," many of the procedures, or parts of 
them, are still in use in the Air Force today. As 
contributions to the field of educational psychol­
ogy, the techniques of task description, task analy­
sis, and the specification of instruction have been 
of considerable value. The linkage they make with 
the definition of instructional objectives I under­
took to describe in a conference on programmed 
instruction (Gagne, 1965). 

School Subjects as Learning Tasks 

Returning once again to academic haunts 
(1958), I became engaged in the education of un­
dergraduate and graduate students in psychology at 
Princeton University. It was a time of program 
design and staff building for the department. My 
research was concerned with the learning of intel­
lectual skills and problem solving. Training in 
electronic maintenance had often included objec­
tives of this sort. However, in orienting the work 
to nonmilitary goals, I began to use tasks in mathe­
matics, some of which were portions of established 

curricula, whereas others were of novel design, 
unfamiliar to school students. In attempting to 
study human problem solving, I found the most 
difficult problem of the investigator was to select 
or devise tasks whose characteristics lent them­
selves readily to experimental manipulation and 
assessment of outcomes. It seems to me this con­
tinues to be the case. 

One of the intellectual tasks I employed during 
this period was "deriving a formula for the sum of 
N terms in a number series." An initial study ex­
amined some variables in the learning of this task 
via programmed instruction. Incidental observa­
tions of students made during this and other related 
studies led me to think that lack of success on the 
final task by particular students may have been 
caused by apparent gaps in their knowledge of 
mathematical procedures (such as finding multi­
ples of numbers, or simplifying fractions). I decid­
ed to investigate this idea, using the same number­
series task. In doing this, I had first to analyze the 
task into its simpler component activities. The 
identification of subtasks that represented "what 
the student really had to do" yielded the first set of 
surprises in this research. Further, I quickly real­
ized that these subordinate tasks were themselves 
analyzable into even simpler subtasks; and that if I 
were going to look for gaps in student knowledge, 
I would have to identify these simpler skills as 
well. Thus was born the idea that these intellectual 
skills formed a hierarchy. The target task was ana­
Iyzable into progressively simpler skills (usually 
those that had been earlier learned), until one 
reached skills that could be assumed to be highly 
familiar to particular samples of students. 

To find the gaps of student knowledge in this 
hierarchy, I began to test each individual student 
beginning with the target task and proceeding 
downwards until those tasks were reached that the 
student clearly knew how to do. Then, beginning 
with these, I gave brief instructions for the next 
"higher" task and tested it again, proceeding up­
wards through the hierarchy in this manner until 
the target task was reached. For an investigator 
used to assessing learning in terms of average per­
formances of groups, some of the most startling 
surprises were observed in the behavior of these 
individual students. When the learning hierarchy 
was used in a manner that sought the combining of 
subordinate skills, this method brought about 
learning that was both successful and satisfying to 
students. Their "aha!" experiences in such learn­
ing were almost visible. 
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Research on learning hierarchies was continued 
in collaboration with a mathematics project at the 
University of Maryland. A few years later, the 
basic idea of learning hierarchies could be applied 
in a somewhat liberalized fashion to the structuring 
of lessons in the development of a science curricu­
lum called Science-A Process Approach, spon­
sored by the American Association for the Ad­
vancement of Science. I participated actively in 
this project, as a member of the commission that 
made its plan, and also of the teams that developed 
its instruction. Process meant that the instruction 
was aimed at the teaching of intellectual skills that 
appear to be involved in the understanding of sci­
ence as a participant as opposed to a spectator­
the basic skills that compose the activities of ob­
serving, classifying, measuring, communicating, 
experimenting. Although evaluation studies were 
made, it is interesting to note that no convincing 
evidence was obtained that this program, or any of 
the several other elementary science curriculum 
programs, "made a difference" in the later devel­
opment of student interest and competence in the 
study of the sciences. The tracing of causal effects 
of this sort over a number of years of individual 
development and schooling has so far appeared too 
tough a job for educational evaluation to tackle. 

The Period of Development of 
Laboratories and Centers 

For several years (1962-1965) I held the posi­
tion of Director of Research in a private nonprofit 
research organization, the American Institutes for 
Research. This was a very busy period, affording 
me a wide variety of experience with research pro­
jects partaking of systems analysis, performance 
measurement, and design of programs of education 
and training. During this period, I occasionally 
consulted with people working under the direction 
of Robert Glaser at the University of Pittsburgh, 
planning and initiating the research programs of 
the Learning Research and Development Center. 
This experience with a federally funded organiza­
tion for educational research was to be of value in 
my next job. When I moved to the University of 
California, Berkeley, I found that their Department 
of Education, in collaboration with other educa­
tional agencies, had been making plans for a pro­
posal to establish a regional laboratory. I was per­
suaded to become the director of the Far West 

Laboratory for Educational Research and Develop­
ment during its initial formative period. 

The task of establishing the regional laboratory 
began almost from scratch, albeit with the formal 
support of educational agencies and school systems 
in northern California. It was necessary for a small 
staff to find and rent space in a suitable location, 
hire office personnel, obtain necessary office 
equipment, and carry out various other logistic ac­
tivities. We submitted to the Office of Education 
several progress reports containing plans for 
laboratory and research management, and pro­
posals for R&D in such areas as overcoming 
cultural deficiencies of students, requirements for 
the education of school personnel, dissemination of 
R&D products, instructional methods, and curric­
ulum development. Perhaps the most satisfying 
task I accomplished, after months of such activity, 
was assuring that the governing board for the labo­
ratory had a chance to consider several fine candi­
dates for the position of laboratory director, and 
so to make the excellent choice of John K. Hemp­
hill. 

What significance does the establishment of 
Centers and Regional Laboratories have for educa­
tional psychology? These organizations provide 
opportunities for educational psychologists, along 
with other educational specialists, to apply their 
knowledge by participation in research, develop­
ment, and evaluation efforts that are of much 
larger scale than can be undertaken within the 
framework of single local school systems. Some 
projects of this large-scale variety have been con­
ducted with moderate success. Many of them have 
enlarged and enriched the field of educational psy­
chology, by providing good examples of applica­
tion of the results of psychological research. It 
would be a good idea if more reporting of such 
studies were done in textbooks of educational 
psychology. 

At Berkeley, I was a member of an educational 
psychology section in a department of education. I 
suppose it was at this time that I functioned in a 
full sense as an educational psychologist. The 
graduate students whose work I supervised came 
from a variety of educational disciplines besides 
psychology-art, music, language, mathematics, 
and science. Educational psychology is often the 
"research" component in the study of instruction 
and learning within these and other specialized 
fields of education. If educational psychologists 
can play such a role, graduate education in a col­
lege of education is inevitably enriched. 
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Development of Ideas about 
Instructional Psychology 

It is surely not possible for me to identify any 
particular event that gave rise to the central idea 
embodied in the title of The Conditions of Learn­
ing. My various experiences in attempting to apply 
learning principles to military training, to profes­
sional education, and to education in the schools, 
led to an abiding conviction that the different 
human performances resulting from learning were 
causally affected by correspondingly different fac­
tors. Although there were common causes for 
changes in performance (such as reinforcement), 
in a practical sense there were different conditions 
under which different learning outcomes were at­
tained. In the first edition of this book, I attempted 
to describe these conditions for the various learn­
ing prototypes that were traditional categories of 
investigation at that time, including classical con­
ditioning, operant conditioning, paired-associate 
learning, and concept learning. Although some­
what less frequently covered by research, the cate­
gories of rule learning and problem solving were 
added to the list. Viewed as a whole, the attempt 
was to build a bridge between psychological re­
search on learning and what appeared to be the 
kind of knowledge needed to account for learning 
in practical situations of education and training. 
Subsequent editions reflected increasing concern 
with the learning that takes place in classrooms and 
other educational settings, and a decreasing em­
phasis on the traditional concepts of laboratory 
learning studies. 

In meeting the challenge of making an address 
as retiring President of The American Educational 
Research Association, I had decided to report the 
results of my reflection on the question, "What 
kinds of things are learned in school?" I called 
these types of learned capabilities "domains of 
learning" (Gagne, 1972), and identified them as 
intellectual skills, verbal information, cognitive 
strategies, motor skills, and attitudes (Gagne, 
1984). In the third and fourth editions of The Con­
ditions of Learning, these categories of learning 
outcomes replaced those of earlier editions as ma­
jor organizing sections; the laboratory-based pro­
totypes, such as the conditioned response, were 
treated as "basic forms of learning." This change 
meant that the book's coverage extended to a great 
variety of educational and training objectives, and 
potentially to all varieties. 

The second major change in later editions of The 
Conditions of Learning was the introduction of the 
information-processing model of learning and 
memory, following particularly the version de­
scribed by Atkinson and Shiffrin (1968). Although 
a behaviorist orientation is usually detected in my 
writings, it should not be surprising that an infor­
mation-processing model was described in my 
chapter called "Human functions in systems" 
published in 1963, including the levels of process­
ing entitled "sensing," "identifying," and "in­
terpreting. " 

The information-processing model permits a de­
scription of learning in terms of the kinds of pro­
cessing involved in transforming stimulus inputs to 
memory structures and to human performances as 
outputs. Learning occurs whether or not there is 
any instruction. But each of the processes of learn­
ing may be influenced in some manner by events 
external to the learner. When such events are de­
liberately planned to support the internal processes 
of learning, they are called instructional events, or 
given the collective name instruction. Thus it may 
be seen that the processes of learning, as identified 
by information-processing theory and research, 
provide a rationale for instructional events. As re­
cently formulated (Gagne & Briggs, 1979), nine of 
these supporting events make up instruction, be­
ginning with "gaining attention" and running 
through "enhancing retention and transfer." This 
second theme, instructional events, ties the ideas 
of The Conditions of Learning to cognitive learn­
ing theory, and forms the basis for what is called 
instructional theory (Gagne, 1985). 

The primary application of a theory of instruc­
tion is to the design of instruction as embodied in 
materials, lessons, courses, and media. Designing 
and developing instruction in this detailed sense is 
an essential part of the larger enterprise usually 
referred to as instructional systems design. Over a 
period of years, I have had frequent opportunities 
to describe the principles of instructional theory to 
educational system designers of many sorts, and in 
many locations. Currently, I see these ideas as in­
fluential in the design of training programs in vari­
ous industries, and also in the design of lessons for 
use in computer-based instruction. 

It is my belief that a systematic view of instruc­
tion and how it affects the human learner, such as 
is reflected in instructional theory, is one of the 
capabilities most essential for a teacher to possess. 
In terms of cognitive learning theory, it is the sche­
ma that teachers need to guide their pedagogy and 
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into which their various bits of new subject matter 
knowledge and new elements of teaching experi­
ence may be fitted. There are scores of studies of 
"teaching behaviors" that give evidence of the 
effects of isolated variables (such as allocation of 
time, questioning, use of feedback, and others) on 
favorable teaching outcomes. But manipulation of 
any of these individual features of teaching perfor­
mance can only be done within the framework of a 
schema that models the effects of instruction on the 
human learner. As trained professionals, teachers 
need to have the kind of schema worthy of the 
"expert. " 

Some Reflections on Educational 
Psychology 

The previous account should surely make clear 
that the abiding interest in my professional life has 
been in understanding how human beings learn, in 
describing what they learn, and in discovering how 
such knowledge can be put to use in educational 
programs to improve human competence and the 
satisfactions of life. I began to investigate learning 
as an experimental psychologist, and the scientific 
customs of that discipline, particularly the values it 
places on operationally defined theoretical con­
cepts and their empirical validation, have remained 
influential in my work and thought. Viewed from 
such a vantage point, educational psychology has 
over the years experienced peaks and valleys­
peaks during which worthwhile developments in 
the parent discipline have been incorporated and 
used to advantage, and valleys in which some near 
crack-brained notions have been given undeserved 
attention and publicity. I shall not try to list the 
latter, although I think they would collectively 
make an interesting history. Obviously, though, I 
think the current trend of interest in cognitive 
learning theory is a definite peak. 

Textbooks in educational psychology must now 
be meeting reasonably good markets; there seem to 
be many of them. I have examined a number of 
these texts, and have taught classes using one or 
two that are currently available. From these books 
I gain a strong impression: the psychology in them 
is out of date. Perhaps the parent field has pro­
gressed so rapidly that authors of educational psy­
chology texts find it difficult to keep up. Or per­
haps the field of psychology itself is experiencing 
difficulty adapting to the paradigm shift of cog­
nitive psychology. Whatever the reason, I have the 

definite impression that the psychology in these 
textbooks is characteristic of the field of about 30 
years ago. Surely paired-associate learning merits 
some mention; but its findings occupy no more 
than a limited place in the interpretation of the 
phenomena of school learning. This is but one ex­
ample of the tendency I see for texts in educational 
psychology to communicate obsolete knowledge. 
(See, for example, an article by Estes, 1982, con­
trasting old and new conceptions of learning phe­
nomena.) Improvements in such texts will come 
when authors take the trouble to inform themselves 
about contemporary developments in psychology 
before they undertake to tell prospective teachers 
how to apply psychological knowledge. 

It appears to me that there are four major ped­
agogical topics that should be well covered by 
texts in educational psychology. These topics may 
best be presented in ways that aim for the teaching 
of four different schemata that will guide the teach­
er's behavior and future learning. The first, al­
ready mentioned, is a schema about the nature of 
instruction as the external means of supporting 
processes of leaming. A second and related sche­
ma pertains to the students' learning to learn-the 
learnable skills and strategies that learners can 
themselves employ to engage in effective study 
and self-initiated learning. A third schema essen­
tial for pedagogy consists of the array of tech­
niques used by teachers to observe the outcomes of 
their teaching, including a range of actions from 
unscheduled observations of student behavior to 
the formal means of achievement testing. And a 
fourth schema, not at all least in importance, per­
tains to what is called classroom management­
the allocation of tasks, on-task behavior, the main­
tenance of order, the encouragement of appropriate 
behavior in the classroom situation. Of course, 
there are other topics for an educational psychol­
ogy course to cover-socialization, personality, 
moral development, and others. But so far as the 
main job of teaching is concerned, these four com­
prise the kind of knowledge needed by the teacher. 

I believe that the kind of pedagogical knowledge 
just described seldom comes directly from em­
pirical studies of the classroom or of other educa­
tional situations. The reason, as educational psy­
chologists know well, is that worthwhile studies of 
this sort are carried out very infrequently, because 
they must extend over long time periods and are 
too expensive. These essential schemata, there­
fore, must be made up of knowledge obtained from 
psychological studies oflearning, memory, perfor-
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mance measurement, and the theories that are de­
rived from them. Current theory and research in 
cognitive psychology provide rich sources of ideas 
that cry out for application to the educational 
scene. 
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CHAPTER 19 

Quantitative Methodology 

THEN, NOW, AND THE FUTURE 

Lloyd G. Humphreys 

In this chapter I shall discuss quantitative meth­
odology as it was at the outset of my career, as I 
see it now, and as it may be in the future. The topic 
in one sense is considerably broader than the spe­
cialty called educational psychology, but one can 
also consider that specialty to include the whole of 
general psychology. The particular area of applica­
tion or the particular age group used in research 
does not set apart a subdiscipline of psychology 
from general psychology. 

When I added "the future" to "then" and 
"now" in my title, I was asserting a hope that 
there would be appreciable improvement in the 
methodology of psychological research. This hope 
does not depend on the development of new meth­
odology, although it is certain that new develop­
ments will appear. I make the point instead that 
psychologists are not using well the tools they cur­
rently have available. Many inadequacies and 
downright errors are well entrenched in text books 
and in graduate training. These inadequacies and 
errors are also entrenched in the evaluations of 
editors as well as in the design of studies and anal­
yses of data by researchers. In many cases it will 
be impossible to cite recognized authorities in sup­
port of my recommendations, although other ac-

Lloyd G. Humphreys • Department of Psychology. Um­
versity of Illinois, Champaign IL 61820. 

tive research people are thinking and writing along 
similar lines. Readers will frequently have to eval­
uate present practices against the logic of the alter­
natives recommended. 

Methodology Then 

I undertook my first research project under the 
guidance of Robert Holmes Seashore in 1932-
1933 in my sophomore year at the University of 
Oregon. This was followed by two more projects 
prior to the B. S. degree in 1935. Ileft Oregon for a 
master's degree at Indiana in 1936 and from there 
went to Stanford for my Ph. D. in 1938. After a one 
year postdoctoral fellowship taken at Yale, I be­
came an instructor at Northwestern University. 
This brief resume defines "then" for my 
purposes. 

Differences between Means. Relatively few 
psychologists knew about popUlation estimates or 
the t-distributions in my early days. The standard 
error of a mean equaled the sample standard devia­
tion divided ordinarily by the square root of sample 
size. It was recognized that this procedure was 
inadequate for small samples so a rule-of-thumb 
was used. For N < 10 the sample standard devia­
tion was divided by N - 3, for N > 10 < 20N - 2 
was used, and for N > 20 < 30 N - 1. 
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The standard error of a difference was the square 
root of the sum of the two squared standard errors. 
There was no pooling of sample variances in com­
puting the standard error of a difference. The dif­
ference in means divided by its standard error, a 
critical ratio, was referred to a table of the normal 
probability surface. 

These computational procedures, in spite of 
their lack of elegance, resulted in fewer alpha er­
rors than are currently committed for at least one 
reason. The generally accepted level of the critical 
ratio required for rejection of a zero population 
difference was 3.00. In large samples p is less 
than .0027 for a two-tailed test. There may also be 
a second reason for a small number of alpha errors 
in the early literature. With many more psychol­
ogists doing research today, more null results may 
be buried in file drawers and never submitted for 
publication. 

Use of an unbiased estimate of the population 
variance and referral of ratios to the appropriate t 
distribution has not been an unhallowed blessing 
for reasons that go beyond the generally accepted 
alpha level of .05. Many research people seem to 
believe that lack of bias in statistics is an adequate 
basis for the use of small samples. They neglect 
the fact that random error increases monotonically 
with the increase in systematic error in sample 
variances as N decreases. When the need for un­
biased estimates is greatest, the amount of random 
error is also greatest and is unaffected by correc­
tion for bias. Most psychological research is done 
with sample sizes that are too small to provide the 
kinds of answers needed to advance our science. 

Reporting Correlations. It used to be the 
standard operating procedure to report a sample 
correlation plus or minus its probable error. The 
latter can be thought of as an approximation to the 
50% confidence interval for the population correla­
tion. The probable error reported was not an accu­
rate estimate. It was .6745 times an approximate 
standard error of the sample correlation and pro­
duced a confidence interval misleadingly sym­
metric about the sample correlation. A critical ratio 
was formed by dividing the sample correlation by 
either its probable error or its standard error. The 
two ratios required for rejection of the null hypoth­
esis were commonly 4.00 and 3.00, respectively, 
even though these ratios do not lead to identical 
probabilities. 

Reporting the probable error along with the sam­
ple correlation had one great advantage over most 
present day reporting procedures. It was a constant 

reminder that there was more to the interpretation 
of correlations than the dichotomy of significant 
and nonsignificant. It was also a constant re­
minder, no matter how large the sample, that one 
did not have a completely determined relationship, 
accurate to two or three decimal places, between X 
and Y. 

The Fisher z transformation for linear correla­
tions constituted a major step forward in the analy­
sis of data, but it was just beginning to be used by 
1940. Fisher's t test for the hypothesis that the 
population regression slope is zero had a similar 
early history, but its popularity grew more rapidly. 
The z transformation and the standard error of z 
should be used more frequently, the t test less fre­
quently. For all too many psychologists there is 
only one population parameter of any importance: 
rho is zero and Hop is accordingly zero. It does not 
seem to matter whether rho might be .01 or .99 as 
long as .00 can be rejected. 

Partial and Multiple Correlations. Com­
putational procedures for higher-order correlations 
were well understood, but we were handicapped 
by the capabilities, or lack thereof, of mechanical 
computers. Ingenious psychologists had moved 
computations beyond desk calculators to IBM 
punched card equipment, most of which had not 
been designed for statistical purposes, but the gain 
was a good deal less than an order of magnitude 
effect. The computational load for higher-order 
correlations increases exponentially with the 
number of variables. As late as the mid-fifties in 
Air Force personnel research we used an iterative 
procedure to compute multiple regression weights. 
Even here there was a side benefit. The weights 
cross-validated to new samples with less shrinkage 
if we set a gross convergence criterion. 

The hazards involved in the interpretation of 
these statistics were well recognized in the liter­
ature. Beta weights "bounced" from sample to 
sample. Holding constant a particular measure in a 
partial correlation could "throw the baby out with 
the bath." Just because two observed measures 
had different names was not a sufficient basis for 
treating them as perfectly reliable and valid mea­
sures of different traits. 

Although well recognized by sophisticated psy­
chologists, the hazards were not widely recog­
nized. Partial and multiple correlations, and multi­
ple regression weights, were probably as 
inaccurately interpreted generally then as they are 
today. Path analysis had been proposed by Sewell 
Wright (1921), a geneticist, several years earlier. 
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Almost certainly the primary reason it was not mis­
used by psychologists more frequently in my early 
days was the computational problem. In the ab­
sence of experimental control, inferences about 
cause and effect are difficult enough when one is 
able to estimate an errorless latent trait. The causal 
interpretation of measures of observed variables is 
so hazardous that one is tempted to recommend 
banning all such interpretations. 

Test Theory. The publication of Thurstone's 
Reliability and Validity of Tests (1931) brought 
together contributions from many sources dating 
back to Spearman and Pearson and established in 
much its present form what is now called classical 
test theory. A final contribution was made by 
Kuder and Richardson (1937) in their article on the 
measurement of test homogeneity. 

Carrying out the required computations was la­
borious and shortcuts had to be taken. Item inter­
correlations were out of the question. Biserial cor­
relations between items and total score, especially 
with the item removed from the total, were gener­
ally not feasible. Item analyses started typically by 
splitting the distribution of total scores into upper 
and lower criterion groups. Kelley (1939) had es­
tablished that 27% tails in a normal distribution 
maximized power once the decision to di­
chotomize had been made. The split was made 
only once so that the correlations were part-whole 
and spuriously large. The correlation itself was a 
difference between means of the criterion groups, 
a phi coefficient, or an estimate of the biserial from 
widespread classes. Did the predictive validities of 
tests constructed in accordance with the theory and 
based on shortcut computational strategies suffer? 
The answer is an unequivocal "no." 

Factor Analysis. Spearman (1927) had de­
veloped methods for the detection of a general fac­
tor, but multiple factor analysis did not become 
really feasible for large correlation matrices until 
Thurstone (1935) developed the centroid method. 
In the beginning, the use of orthogonal rotations by 
Thurstone (1938) obscured the general factor. 
Holzinger and Swineford (1937) provided the bi­
factor method that preserved the general factor of 
Spearman, but bi-factoring required an initial clus­
tering. This made it less flexible. In contrast, the 
more elegant least squares method of Hotelling 
(1933) and Kelley's (1935) principal axis pro­
cedure, could reasonably be applied only to small 
numbers of variables. 

Flanagan (1935) did use Kelley's computational 
routine for his analysis of the four Bernreuter Per-
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sonality Inventory scales. The application of those 
findings by the Stanford University Press con­
stitutes a dramatic early example of the error of 
reification of dimensions revealed by statistical 
analysis. Similar errors are being made today. 
Flanagan found that two principal components de­
scribed quite accurately the variance-covariance 
matrix of the four Bernreuter scores. The Stanford 
press obtained permission to use the new scoring 
keys and henceforth offered test users six different 
keys and six different trait names obtained from 
the test. Users were not warned that they must 
choose between two and four traits and that the 
choice of four was contraindicated by the Flanagan 
analysis. 

I learned the centroid computations and made a 
start on learning multiple factor theory during my 
graduate year at Indiana under Merrill Roff. Mer­
rill had come to Indiana that same year from a 
postdoctoral appointment in Thurstone' s laborato­
ry. I managed to include a centroid analysis with 
rotated factors in my unpublished master's thesis. I 
factored for a reason that has been repeated by 
myself and others many times over the years: I had 
a correlation matrix. 

I took additional work in factor analysis at Stan­
ford with George Kuznets who had replaced Quinn 
McNemar for a year's leave of absence. I also 
published a couple of papers in the area, although I 
worked with Jack Hilgard on an eyeblink condi­
tioning problem for my dissertation. Thus, when 
Thurstone's Primary Mental Abilities (1938) was 
published during my postdoctoral year at Yale, I 
was the best qualified member of Don Marquis' 
seminar to review the monograph. 

A centroid analysis was tedious and time con­
suming, but it was at least feasible for quite large 
matrices. It is also true that it can quite closely 
approximate the principal axis solution. The cen­
troid is close to the factor determined by least 
squares. The more elegant method was unthinka­
ble for the problems that Thurstone and his stu­
dents were tackling. Use of the centroid method 
cannot be used as a basis for discarding research 
completed before the advent of high-speed elec­
tronic digital computers. 

There were problems then and now with regard 
to determining the number of common factors and 
the position of axes following rotation. There were 
more problems then than now with respect to the 
digital accuracy of computations. Electronic com­
puters are highly satisfactory on this dimension. 
There are probably more problems now than then, 
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however, in deciding what to compute. The people 
who use modern computers can and do make 
egregious errors. 

Factor analyses are performed in a less sophisti­
cated fashion today. It is too easy to read a manual 
for a canned computer program and to assume that 
one can make intelligent choices among the op­
tions and interpret adequately the output after a 
one-year graduate course in statistics. Today's 
Ph.D. in psychology is probably less well qualified 
quantitatively to use the highly sophisticated pro­
grams available than predecessors who had to 
compute on desk calculators. Sophisticated hard­
ware and software may indeed have reduced the 
sophistication of the user and the quality of the 
research being produced. 

Canonical Analysis. Harold Hotelling 
(1935) had also developed canonical analysis be­
fore I was in graduate school, but it was little more 
than a gleam in the eye of the psychologist at the 
time. Again the problem was a computational one. 
The only substitute, and not necessarily an unde­
sirable one, was to compute a correlation between 
two composites with each being based on elements 
given a priori weights. When weights are not de­
termined from the observations, there is no cross· 
validation problem. When weights are based on 
observations, the problem of cross-validation be­
comes severe when components are moderately to 
highly intercorrelated. Such components are char­
acteristic of much psychological data. Use of a 
priori weights was also possible for one composite 
and a single criterion measure, thereby avoiding 
the cross-validation problem III mUltiple 
regression. 

Analysis of Variance. I did not become ac­
quainted with the analysis of variance until my 
postdoctoral year. Don Marquis asked Jim Calvin 
and me to review Fisher's Design of Experiments 
(1935) in his seminar. I immediately became en­
thusiastic about the methodology, and the follow­
ing year at Northwestern introduced the technique 
in the graduate statistics course. Allen Edwards 
and my wife, Dorothy, among others, were stu­
dents in that course. Allen's dissertation repre­
sented a between and within mixed design, but we 
did not use an appropriate method of analysis. This 
lack was filled shortly thereafter in an experimen­
tal study of time perception by Raymond Gilliland 
and Dorothy Humphreys (1943). Linquist at Iowa 
probably included the analysis of variance in his 
course prior to 1939. There may have been others 

as well, but the one at Northwestern was one of the 
first. 

The analysis of variance was highly appropriate 
for many problems in psychology, but it became 
too popular. For many years the content of the 
typical required graduate course in statistics con­
tained little else. As a result it has been applied in 
research for which it is at best a crude way of 
analyzing that data, at worst an inaccurate, mis­
leading way. Categories based on individual dif­
ferences are not the equivalent of levels of treat­
ment of an independent variable. Ben Underwood 
(1957) described these differences well in his dis­
cussion of subject variables. Humphreys and 
Fleishman (1974) described the spurious rela­
tionships that can be produced by categorizing in­
dividual differences variables and pretending that 
they are therefore under experimental control. 

The analysis of covariance was also available in 
Fisher, but I did not teach it at the outset. This was 
unfortunate. It is widely applicable in many psy­
chological experiments, but its essential function 
has been widely misunderstood. It is primarily a 
method of reducing the size of the error term and 
only more or less incidentally adjusts group means 
for the random errors generated by random as­
signment to levels of treatment. Thus it is pri­
marily a method for increasing the power of statis­
tical tests. 

The essential assumption in the use of 
covariance is random assignment to treatments. 
Additional control can be obtained by imposing 
random assignment within strata. It is essential to 
be able to assume that the popUlation difference on 
the covariate is zero. On the other hand, 
covariance analysis is inadequate as a way of con­
trolling for existing differences between treatment 
groups. 

A different inadequate methodology for the 
problems associated with doing research on exist­
ing groups was commonly used before 1940, even 
though the fallacy in selecting individuals from 
different populations who "match" on one or 
more variables was well understood by meth­
odologists. Some understandings disseminate 
slowly, however, and individual matching con­
tinues to this day. The matching fallacy is closely 
related to the misuse of the analysis of covariance 
in similar situations. It is also closely related to the 
error in the single group experiment in which sub­
jects are selected from the tail of a distribution, 
allowing capitalization on regression effects. 
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What We Have Added 

There has been nothing added in the way of new 
methodology that is one-tenth as important as the 
introduction of electronic computers. If research 
people today were restricted to the methodologies 
of 1940, their research horizons would be in­
creased by more than an order of magnitude by our 
computational facilities. Among other advantages 
it has become possible without invoking a com­
putational burden to do research on large enough 
samples to be able to estimate the size of dif­
ferences between means and the size of correla­
tions within reasonably narrow bounds. This ad­
vantage, however, is being largely neglected. 

Although the pace of computer improvement in 
speed and capacity has been very rapid, in my 
perception the big gain was made early. I still re­
member the awe with which I viewed the inverse 
of a 20x20 matrix produced by ILLIAC I in the 
early fifties. The difference between an almost im­
possible computing task and minutes to compute 
was more dramatic than the difference between 
minutes and seconds that followed subsequently. 

Although computers have made the largest dif­
ference, there are also some useful methodologies 
that have been added to the research person's rep­
ertoire. I shall discuss these in their appropriate 
categories. 

Multiple Correlation and Multiple Regres­
sion. Several techniques for the partial control of 
the "bouncing betas" problem have been intro­
duced. These include ridge regression and jack­
knifing and are effective in reducing shrinkage in 
cross-validation. Gains have also been made in 
substituting statistical estimates of cross-validation 
shrinkage for the empirical procedure. As with all 
small-sample techniques, availability is an insuffi­
cient reason for settling for a smaller N when a 
larger one can reasonably be obtained. 

Factor Analysis. Several new factor analytic 
methods have entered our repertoire, and the cen­
troid method has been abandoned. Only two meth­
ods are at all widely used, however, with such 
methods as alpha and image analysis being treated 
by most investigators as intellectual curiosities. 
The typical choice is between the principal axis 
and the maximum likelihood methods. 

When the intent is to rotate and to make psycho­
logical interpretations of factors, the principal axes 
should be computed with estimates of commu­
nalities in the principal diagonal of the R matrix. 
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These are the principal factors of the R matrix. 
Principal components is the term applied when 
unities are placed in the principal diagonal. Com­
ponents include both common and unique vari­
ance. At times the choice of the diagonal term 
makes little difference, but the point is that it can 
make a difference. Because the correct model can 
be used at little extra cost, why settle for some­
thing else that can create problems in interpreta­
tion? Psychological variables do not automatically 
have high reliability and minimal specific 
variance. 

Among the possible choices for initial estimates 
of communalities, squared multiple correlations of 
each measure with all of the others has proven to 
be highly satisfactory. After the initial estimation 
one can iterate the communality estimates until 
some criterion of change has been met, but itera­
tion is not always desirable. One can capitalize on 
small random variations among the correlations 
and produce untenable final estimates. Iterated 
communalities should always be inspected for rea­
sonableness. Values greater than one are mathe­
matically unreasonable, but other anomalies can 
only be detected by a criterion of psychological 
meaningfulness. 

The most widely used criterion for deciding on 
the number of factors is Kaiser's (1961) number of 
roots greater than 1.0 in the R matrix in which 
unities have been placed in the diagonal as the 
initial step. This is not adequate. There are fre­
quently occurring circumstances in which this cri­
terion is known to overestimate the number of 
common factors, and there are other circumstances 
in which underestimation occurs. The scree test is 
a useful source of evidence, but there are typically 
several breaks in the curve defined by the latent 
roots. Less widely used, but deserving of greater 
use, is the parallel analysis criterion of Montanelli 
and Humphreys (1976). The latter requires esti­
mates of the latent roots obtained from an R matrix 
in which distributions of random normal deviates 
based on the same sample size as used in the re­
search are substituted for the same number of psy­
chological variables. 

The maximum likelihood method is more ex­
pensive in computer time, but it provides a chi 
square test of the hypothesis that m common fac­
tors can be rejected as an adequate explanation of 
the intercorrelations. This would appear to be an 
important asset. However, in Monte Carlo studies 
the method was less accurate in recovering the 
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known number of factors than the parallel analysis 
criterion (Humphreys & Montanelli, 1975) and 
made consistent overestimates in other matrices 
(Tucker, personal communication, 1984). 

Whether the principal factors or maximum like­
lihood factors are computed, one has the rotational 
problem. If there is no interest in higher order fac­
tors, the Varimax program is highly satisfactory. It 
well deserves its popUlarity. If one looks only at 
the factor patterns, the results from several differ­
ent oblique rotational programs have a great deal 
of communality. There is no point in using an 
oblique program, however, unless one plans to at 
least interpret the factor intercorrelations. Second­
order factors are dependent on one's confidence in 
the intercorrelations of the first-order factors. It is 
uncertain at this point in time which oblique rota­
tional program should be recommended for this 
purpose, but Tucker (1984) has a program that has 
been highly promising in several Monte Carlo 
comparisons with other oblique solutions. 

Analysis of Variance. The general linear 
model has been slowly replacing the traditional 
analysis of variance. It is simply unfortunate that 
the trend has not developed more rapidly. Dummy 
coding of categorical variables makes the use of 
regression statistics applicable, and regression 
analysis is more flexible. Unequal Ns are handled 
without distortion, and it has become more accept­
able to report measures of strength of relationships 
in addition to the traditional F ratios. 

A second important addition is multivariate 
ANOV A, but use of this useful, even required 
method of experimental design and analysis is 
growing more slowly. Psychology is essentially a 
multivariate discipline, but many experimenters 
elect to use a single dependent variable, sometimes 
chosen quite arbitrarily, when several are easily 
possible. The need for several arises because many 
dependent variables in use are factorially complex. 
The total variance of the dependent variable may 
not be affected by the experimental treatment. If 
only one component of variance is affected, this 
can only be determined by means of a careful se­
lection of dependent variables. 

I demonstrated quantitatively (Humphreys, 
1943) the presence of two independent factors in 
various measures of strength of conditioned eyelid 
responses in the human. Razran (1935) had argued 
theoretically that there were physiological and psy­
chological bases for two factors. Two factors, de­
fined by latency and amplitude, respectively, were 
apparent in my intercorrelations and in the well­
nigh redundant factor analysis. In typical experi-

ments, however, amplitude, latency, and frequen­
cy as well were all correlated similarly with the 
number of reinforced acquisition trials. Seemingly 
independent factors among standard dependent 
variables were of little significance. Two factors 
were revealed, however, in the comparison of 50% 
and 100% reinforcement (Humphreys, 1939). This 
treatment affected the latency factor but not the 
one defined by amplitude. If the analysis of indi­
vidual differences reveals more than a single factor 
among possible dependent variables, one will be 
able to find an independent variable that will show 
di fferential effects. 

Fitting Factor and Path Models. Follow­
ing the development of the LISREL methodology 
by Joreskog and associates, the fitting of factor and 
path models has grown rapidly. It had been possible 
to rotate toward a model by means of so-called 
Procrustes rotations, but this provided no statistic of 
goodness of fit. Use of the maximum likelihood 
criterion in LISREL provides a chi square that can 
be used to reject the fit of a given model to the 
observations. When applied to common factor 
models, a distinction is made between exploratory 
analyses, in which principal factors are rotated to 
simple structure, and confirmatory analyses, in 
which the observations are fitted to a theoretical 
model. 

The principal advantage of maximum likelihood 
fitting is the attendant chi square, but this index is 
being treated commonly as a descriptive rather 
than a statistical index of goodness of fit. There are 
grounds for doing this in that chi square, as t and 
F, is a function of sample size. Thus, if a model is 
tried out on very large samples, any model can be 
rejected. Interpreting statistically significant chi 
squares in this way, however, is presently highly 
subjective and occasionally even erroneous. I have 
seen a criterion proposed in terms of a value less 
than some constant times the number of degrees of 
freedom, but this neglects the important variable of 
sample size. If one is interested in a descriptive 
statistic, there is no need for maximum likelihood. 
Start with a LISREL model, use a least squares 
criterion of goodness of fit, and report mean 
squared error. 

In every application of fitting observations to a 
theoretical model it is typically possible to find 
alternative models that provide equally good fits. 
This principle becomes especially important in the 
fitting of factor models. If a model involving m 
factors provides an acceptable fit to the observa­
tions, one can find by rotation an infinite number 
of models that will fit equally well. Also, if m 
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factors provide an acceptable fit, m + 1, m + 2, etc., 
factors will provide acceptable fits as long as one 
does not run short of degrees of freedom. Routine 
testing of alternative models provides a firmer 
foundation for conclusions about a particular 
model. 

Fitting path and other models with LISREL is 
attractive because the coefficients are those for la­
tent traits that are not subject to measurement er­
ror. This controls one of the major sources of bias 
in drawing causal inferences from observed vari­
ables. However, there are also errors of estima­
tion. The requirement that each construct be de­
fined by three measures is an essential minimum; 
more than three are desirable. The methodology 
represents a leap forward, not merely a step, but 
important problems remain in making causal in­
ferences from data that are not controlled experi­
mentally. The constructs estimated are all too often 
reified by those who interpret the results. More 
importantly, the very difficult problem of being 
able to develop measures of all necessary con­
structs remains. The identification of important 
variables requiring statistical control is much more 
difficult. The problem of the important variable 
that has not been measured or perhaps not even 
considered for measurement is ever present. 

Item Response Theory. Item response theo­
ry (IRT) has taken psychometricians by storm. Use 
is growing rapidly, and the methodology is also 
changing rapidly. It is much too early to predict 
long-term impact, but initial enthusiasm needs to 
be tempered by a little skepticism. There are sever­
al applications that need careful evaluation, and 
the computational algorithm may not deliver ev­
erything the model promises. 

A basic problem is that a literal interpretation of 
the assumption of unidimensionality may lead to 
undesirable consequences psychologically. I have 
argued elsewhere (Humphreys, 1979, 1985) that 
the most important human traits are broad ones, 
such as general intelligence or its two major com­
ponents, Vernon's (1960) verbal-numerical-educa­
tional and spatial-mechanical-practical group fac­
tors. Broader factors are probably more important 
in the personality domain as well. It is possible to 
construct broad tests so that only one dominant 
dimension is measured, but such tests are not uni­
dimensional in the strict sense. 

The IRT model is also being widely used to 
investigate item "bias" in comparisons of various 
demographic groups. This use, remembering the 
connotations of bias, is unfortunate. The primary 
outcome is a difference. A subsequent judgment is 
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required before an emotionally laden label is ap­
plied. This is especially important as the IRT 
methodology is presently used because the focus is 
on the displacement between two item charac­
teristic curves. This obscures the important dif­
ference between slope and intercept, which for 
items are discrimination and difficulty. It also ig­
nores the difference between the regression of the 
item on the latent trait and the regression of the 
trait on the item. 

A difference in item discrimination can arise ar­
tifactually as a result of floor and ceiling effects or 
from a differential degree of range of talent in the 
two groups. A large difference in the absence of 
these artifacts, however, indicates a substantial 
cultural difference between the two groups. One 
group does not understand the item and is unable to 
respond to it in a meaningful way. Here use of bias 
is appropriate. In contrast, within wider limits than 
random sampling theory would allow, differences 
in difficulty can arise as a function of incomplete 
overlap, in the groups being compared, of the mul­
tiple determinants underlying the response to the 
item. There is no basis for the common belief that 
item responses are determined by an entity or uni­
tary trait. From the point of view that some moder­
ate dispersal of item difficulties is intrinsic to be­
havioral measurement, it is a mistake to call such 
differences bias. A difference in one direction can 
readily be corrected in the total score by a dif­
ference in the other. 

The full implications of a difference between the 
two regressions are unclear to me at present. It is 
clear, however, that an item can discriminate 
equally well in two groups when one of the two 
regressions is compared, but can discriminate un­
equally when the other regression is the focus. IRT 
obtains the regression of the item on the estimate 
of the latent trait. Although classical item analysis 
rarely if ever compared regressions, if a regression 
were to be selected, it would logically be that of 
the total score on the dichotomous item. This re­
gression is linear, for obvious reasons, and the 
point biserial is therefore an acceptable component 
of the regression statistic. Should the score one 
will use to predict an external criterion be esti­
mated with equal accuracy in two groups by the 
items, should the items be estimated with equal 
accuracy in the two groups by the hypothetical 
trait, or should both regressions be approximately 
equal? 

IRT analysis as a method for detecting item bias 
is also affected by a statistical principle that ex­
tends to all comparisons of observed data to a 
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model. If sample size is sufficiently large, all psy­
chological models can be rejected by any of the 
tests of statistical significance. Given a nonzero 
difference of any size in the population, t, F, and 
X2 will at some point become sufficiently large that 
the null hypothesis can be rejected. It seems highly 
probable that there are no zero differences or zero 
correlations in nature, although there may be many 
trivial differences and correlations. It is important, 
therefore, to evaluate the size of the group dif­
ference when studying item differences. It is nei­
ther good science nor good social policy to label 
items as biased when the difference between two 
groups is small descriptively. 

Problems in Psychological Research 

I have strong convictions about the nature of 
psychological research and methods of analysis of 
data that I shall describe and justify in this section. 
In spite of high rejection rates in our journals I 
believe that there is a great deal of published re­
search that does little to advance the science. In­
deed some published research creates retrogres­
sion. 

What Researchers Do. Research is basically 
the search for relationships or correlations among 
variables. The popular contrast between correla­
tional research and experimental research is mis­
leading. It is more accurate to recognize that all of 
us are concerned with correlations, but the dif­
ference is between experimental control and its ab­
sence. Whatever one's philosophic preference may 
be with respect to the meaning of causation, cor­
relations obtained under experimental control can 
be given causal interpretation with more confi­
dence than those in which experimental control is 
absent. 

In addition to the control of stimulus and situa­
tional variables that are capable of biasing the re­
sults, it is necessary to assign subjects at random, 
with or without a covariate, to experimental treat­
ments. One cannot do an experiment on intact 
groups unless multiple groups can be randomly 
assigned to treatments. One cannot ever do an ex­
periment on a subject or individual differences var­
iable. One cannot assign subjects at random to 
male and female groups or to levels of general 
intelligence. A subject variable can be a covariate 
or a dependent variable but never an independent 
variable. 

The statistics of sampling variability such as t, 

F, and X2 tell only part of the story about the 
correlations discovered in research. They provide 
information about the sampling stability of the cor­
relation, but provide no information about its size. 
Holding size constant these statistics vary directly 
with sample size. If one knows t and the number of 
degrees of freedom on which it is based, one can 
quickly compute the product-moment (point 
biserial) correlation between the independent and 
dependent variables. This statistic varies between 
zero and one, and its popUlation estimate is inde­
pendent of sample size. (The bias in the sample 
statistic is typically quite small.) If one knows F 
and the number of degrees of freedom for both the 
numerator and the denominator, one can quickly 
compute the nonlinear correlation (eta). Obtaining 
the population estimate of eta is more critical than 
doing the same for r because, with more than two 
levels of treatment, the bias in the sample is larger. 
Eta also has a range from zero to one, and its 
population estimate is independent of sample size. 
To know the size of a correlation discovered in 
research the obvious solution is to compute a 
correlation. 

Probably because experimental has been con­
trasted with correlational, experimentalists have 
been slow to adopt the use of correlations. The 
fixation on tests of significance has been a hand­
icap. All differences between means and even cor­
relations tend to be categorized as significant or 
not significant. The problem becomes acute when 
individual differences variables become the target 
of research. By categorizing the continuous dis­
tribution of some measure, creating levels for an 
analysis of variance, and reporting an F ratio only, 
some research people act as if they had converted a 
correlational problem into an experiment. 

When converting F ratios into correlations, it is 
highly desirable to follow the advice of Peters and 
Van Vorrhis (1940) rather than Hays (1963). The 
latter described the use of omega square, which is 
the population estimate of the sample correlation 
ratio in which the denominator includes all of the 
variance contributed by other independent vari­
ables and their interactions in addition to the vari­
ance of the component of variance of immediate 
interest. The earlier authors used a different name, 
epsilon square, for the partial correlation between 
the given component of variance and the depen­
dent variables with all other experimentally con­
trolled sources of variance held constant. The pop­
ulation estimate of the correlation between an 
independent and a dependent variables that is con-
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founded with other sources of variance that the 
experimenter has inserted in the design is essen­
tially meaningless. 

Misuses o/Hypothesis Testing. Hypothesis 
testing is widely used incorrectly. In a first experi­
ment, the statistical hypothesis of no differences 
between population means is rejected at a given 
level of confidence. In a second experiment in 
which the independent and dependent variables ap­
pear to be identical, the statistical hypothesis of a 
zero population difference cannot be rejected. The 
author concludes that there has been failure to rep­
licate, but the hypothesis that there has been failure 
to replicate has not been tested. It is essential that 
the difference in the size of the two differences be 
evaluated directly. There is an appropriate t test for 
the direct comparison of two differences, and the F 
ratio for the interaction of the independent variable 
with the two experiments is the square of the t for 
the difference between differences when a pooled 
estimate of the population variance has been ob­
tained (Humphreys, 1980). 

The folly of comparing two differences indepen­
dently with a hypothetical population value of the 
difference of zero and concluding that the signifi­
cant difference is larger than the nonsignificant one 
reaches its zenith when the sample size is smaller 
for the nonsignificant difference. Most psychol­
ogists when asked the direct question will respond 
that the null hypothesis cannot be proved, but they 
discuss their findings as if the null hypothesis were 
true. Inability to reject the null hypothesis is not 
the equivalent of acceptance. Depending on sam­
ple size, inability to reject a zero popUlation dif­
ference could be accompanied in the same data by 
inability to reject a population difference of sub­
stantial size. 

Differences between correlations present a com­
pletely parallel situation. One correlation is signifi­
cant at some acceptable level of significance, a 
second is not. The researcher discusses the two 
correlations as if the first were greater than the 
second. In this case, also, the two correlations 
must be compared directly with each other if one 
expects to draw an inference concerning their re­
spective sizes in the population. A given correla­
tion can be greater than a population value of zero 
at an acceptable level of significance, but not be 
greater than a sample correlation of zero or even a 
small negative value. Standard errors of dif­
ferences are larger than the standard errors of the 
separate statistics. 

The necessity of comparing sample correlations, 
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or differences between means, directly with each 
other does not arise only in attempts to replicate. 
Suppose that one has a single criterion and n differ­
ent predictors. Some of the n possible correlations 
with the criterion are statistically significant and 
some are not, but one cannot conclude that some 
predictors are correlated with the criterion and 
some are not. One must still compare the sample 
correlations directly with each other. Failure to 
make the direct comparison constitutes what is 
probably the most common statistical error com­
mitted by psychologists. 

Compulsive Hypothesis Testing. Suppose 
that one is reporting correlations greater than .7 
and sample size is several hundred. The author of 
the article places asterisks after each correlation, 
and the footnote reports that p is less than .05. For 
an N of 227 and a sample correlation of .707, t for 
the hypothesis that rho is zero is 15. The p value is 
obviously smaller than .05 raised to a rather size­
able power. No one competent to read the results 
of the research needs to be told that p is less 
than .05. Some other hypothesis may be relevant. 
Is the sample correlation of .707 greater than a 
population value of .6? 

Several years ago we published some research 
involving dichotomous individual differences vari­
ables in a factorial design in which the maximum 
sample size was approximately 100,000 (Humph­
reys, Lin, & Fleishman, 1976). The statistical 
equivalents of the main effects and their interac­
tions were reported in the form of correlations. We 
did not compute a single F ratio for the excellent 
reason that we had no interest in interpreting cor­
relations of. 0 1. An editorial consultant con­
demned the manuscript because there were no 
mean squares and F ratios. He advised us to do an 
analysis of variance. We did interpret some fairly 
small correlations, but we had the satisfaction of 
knowing that a correlation of .15 was greater 
than .14 and less than .16. 

This discussion also points up a common misun­
derstanding concerning the definition of the null 
hypothesis. A test of a null hypothesis does not 
require that the statistical hypothesis be a zero dif­
ference between means, a zero difference between 
differences, a zero correlation, or a zero difference 
between correlations. The null hypothesis is de­
fined as a zero difference between the observed 
statistic and the statistical hypothesis no matter 
what the size of the latter may be. 

The Alternative to Hypothesis Test­
ing. Although hypothesis testing as used in psy-
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chological research can be more sophisticated than 
it is currently, it is not the paradigm of choice in 
basic research. In applied research it may be neces­
sary to make a decision pro or con at the conclu­
sion of a study, but in basic research the scientist 
can always withhold judgment and gather more 
data. As a matter of fact, the application of hypoth­
esis testing par excellence is to quality control. 
There must be a decision rule for stopping the ma­
chinery and adjusting it. 

Consider the following examples of how little 
the hypothesis testing paradigm contributes to psy­
chological knowledge. The correlation between a 
selection test and an important criterion is statis­
tically significant. Although a population correla­
tion of zero can be rejected, a rho of .01 cannot be 
rejected. Or suppose that a rho of zero cannot be 
rejected, but neither can a rho of .5 be rejected. 
Should the correlation in the first of these two ex­
amples be considered important and useful, but the 
second not? 

These examples become even more ludicrous if 
one allows sample size to vary. In the first studies, 
following passage of civil rights legislation, of the 
predictability of performance of blacks in com­
parison to whites, the size of the black sample was 
typically much smaller than the size of the white. 
Thus it became possible for a correlation of .4 in 
the black sample to be nonsignificant whereas a 
correlation of .20 in the white sample could be 
statistically significant. The correlation of .40 was 
interpreted as if it were zero and therefore smaller 
than the one of .20. 

The substitution of confidence intervals for tests 
of significance provides a means of interpreting 
psychological data more validly. A particular sta­
tistical hypothesis represents only one of an infini­
te number of possible population parameters. A 
confidence interval recognizes this and provides 
for an infinite number of tests of hypotheses. It 
does not matter whether one is concerned with 
means or with correlations, any difference or any 
correlation falling within the confidence interval 
represents a possible hypothesis that cannot be re­
jected with alpha equal to one minus the level of 
confidence used in forming the interval. By the 
same token, any difference or any correlation fall­
ing outside the confidence interval represents a 
possible hypothesis that can be rejected at the same 
level of alpha. When there is a great deal of over­
lap between the confidence intervals for two or 
more differences or two or more correlations, it 
becomes obvious that one cannot conclude that the 

larger statistic having the confidence interval that 
excludes a particular statistical hypothesis repre­
sents a larger population parameter than the statis­
tic that has the confidence interval that includes the 
same statistical hypothesis. 

If confidence intervals were reported routinely, 
it would become clear that the typical study in our 
journals furnishes relatively little information 
about the phenomenon being investigated. The 
typical hypothesis tested is the zero difference be­
tween means or the zero correlation. Rejection of 
the hypothesis tells one that the sign of the rela­
tionship is either positive or negative, nothing 
more, whereas correlations can vary between zero 
and one. Although the size of the correlation be­
tween an independent and dependent variable in an 
experiment can never be determined to point ac­
curacy, experiments using large samples, effective 
covariates, or both can narrow the confidence in­
terval and allow more precise predictions of out­
comes than the sign of a correlation. 

The proper use of confidence intervals allows 
one to define a testable hypothesis in the situation 
in which one would like to support the null hypoth­
esis rather than reject it. One proceeds by defining 
in advance of doing the study a range of dif­
ferences or correlations that one will consider to be 
trivial in size. Then, if the sample statistic falls 
within the trivial interval and if the entire confi­
dence interval about the sample statistic also falls 
within the trivial interval, one has the support re­
quired. Support for a conclusion that a difference 
or a correlation is trivial in size requires a design 
with a great deal of power. A sample statistic fall­
ing within the trivial range but with a confidence 
interval falling well above the positive or negative 
limit, let alone beyond both limits, does not repre­
sent a trivial degree of relationship. 

Reporting Research. Psychology is a quan­
titative science. Numbers are more meaningful 
than many pages of interpretive comments by the 
author. Authors should write for the sophisticated 
reader, and the latter should be given enough infor­
mation that he or she can interpret the data without 
assistance from the author. Present editorial pol­
icies are typically at the other end of these 
continua. 

A complete summary table should be published 
when the analysis of variance is used. There is 
information in small F ratios, but the fixation on 
hypothesis testing neglects these. Means and vari­
ances should also be routinely reported. I have 
seen articles in which the author concentrated on 
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the significance of the difference, but the reader 
had to infer the direction of the difference. 

Tables of correlations and factor loadings should 
be published in their entirety. Again there is infor­
mation in small correlations and in small factor 
loadings that should not be disregarded. Readers 
should not be encouraged to infer that the small 
correlations commonly omitted from tables are 
zero correlations. There is, of course, a high prob­
ability that unsophisticated readers will misin­
terpret small correlations, but a scientific journal is 
not published for the benefit of unsophisticated 
persons. The latter should sign up for courses and 
read text books. 

There is widespread neglect of the effects on 
correlations, especially those obtained under con­
ditions of experimental control, of errors of mea­
surement and restriction of the range of "talent. " 
These matters are not a part of test theory per se, 
but are an integral part of measurement theory. A 
careless experimenter must be concerned with 
measurement error in both independent and depen­
dent variables; a careful experimenter needs to 
worry about the reliability of the dependent vari­
able only. It takes more than careful experimenta­
tion to assure high reliability of the dependent 
measure. 

Reduction of the generally acceptable level of 
alpha from .05 to .01 alone, would have useful 
affects on the quality of research. Abandonment of 
the critical ratio of 3.00 by psychologists was not 
based on the error arising from failure to use un­
biased estimates to population variances and the 
distributions of t associated with the varying 
number of degrees of freedom. Because there is no 
single distribution of t, Fisher published tables for 
selected values of p. He selected fairly large values 
of p because it is typically more difficult to obtain 
large samples in agricultural than in psychological 
research. Unless there are limitations on sample 
size imposed by the nature of the research, psy­
chologists should be held to a higher standard of 
significance. Concern about beta errors can always 
be met by increasing sample size to the point that 
the beta error reaches a trivial size. As a side bene­
fit of this change, there would be less publication 
pressure on our journals! 

Psychological Measurement Scales. There 
is inadequate recognition of the problems associ­
ated with psychological scales of measurement. 
Variation of the size of the units of measurement at 
different levels of the distribution of scores can 
produce spurious interactions, spurious differences 
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in variance, and nonlinearity of regressions. 
Counting the number of items correct on a psycho­
logical test does not produce an interval scale of 
measurement. Each rater who uses a rating scale 
imposes his or her own zero and size of units on 
the ratings. 

If there is a difference in the amount of measure­
ment error in the distributions of scores on a test 
for two different samples of examinees, correla­
tions of those scores with another measure will be 
differentially attenuated. Perhaps a number of 
items are biased in their measurement properties 
for one of the groups. The less reliable test is ex­
pected to have smaller correlations with other mea­
sures, but the numerical slope of the regression of 
those other measures on the test is expected to be 
steeper. The explanation for this seeming paradox 
is that the units of measurement in the two groups 
are not equal. 

Raw scores on tests and observed ratings furnish 
ordinal information only. Nonlinear transforma­
tions of scores based on theory may allow one to 
move from ordinal to interval information, but the 
transformed scores should be treated somewhat 
tentatively. It does not follow, however, that one 
should use only nonparametric statistics with tests 
and rating measures. Use of parametric statistics 
does require sophistication and, like the defense of 
freedom, eternal vigilance. Whenever possible, re­
search should be designed so that the conclusions 
are independent of monotonic transformations of 
the dependent variable (Birnbaum, 1982). 

Psychologists tend to avoid looking at variances 
of their dependent variables, but seemingly not be­
cause they are concerned about their units of mea­
surement. Their focus is entirely on measures of 
central tendency. The potential inequality of units 
of measurement in different parts of the scale is not 
a problem when two samples from the same popu­
lation have similar means but different variances. 
It rarely occurs to the researcher that an indepen­
dent variable might have an effect on a measure of 
variability. 

It is also true that inspection of variances when 
there are differences in measures of central tenden­
cy can reveal a problem with the measurement 
scale. It is generally stated that heterogeneity of 
variance does not make a critical difference in the 
interpretation of F ratios, but an important qualifi­
cation is not added. When the distribution of vari­
ances is highly correlated with their accompanying 
means, a measurement scale problem is ensured. 

Training 0/ Students. There is reason for 
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concern about the training of graduate students in 
psychology. It is too easy to input data into a com­
puter and obtain an output. The manual that de­
scribes computer programs cannot educate the user 
to the point that allows sophisticated choice of op­
tions and interpretation of the data. A one-year 
graduate course following a brief, inadequate un­
dergraduate exposure to quantitative methodology 
is not a sufficient basis for a career in psychologi­
cal research or teaching. 

What is needed? A psychologist should have an 
undergraduate major or minor in mathmatics in­
cluding, in addition to the traditional courses, ma­
trix algebra. Add computer science. In graduate 
school there should be at least two full years in 
methodology courses or the equivalent in indepen­
dent study. Course work is not essential, but 
knowledge is. Availability of a digital computer 
with large capacity is a necessary but not sufficient 
condition for the use of LISREL and other multi­
variate methodologies. 
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CHAPTER 20 

Perspectives on Educational 
Psychology 

Ernest R. Hilgard 

The comments that follow are based on a long 
career, primarily through my professorship in aca­
demic psychology in the School of Humanities and 
Sciences at Stanford University, but secondarily 
through a professorship held jointly in the School 
of Education, beginning a half-century ago. Pro­
fessional affiliation with education began in the 
summer of 1927, when in the midst of my graduate 
study in psychology at Yale I spent the summer as 
a teaching assistant in courses in vocational guid­
ance under Harry D. Kitson at Teachers College, 
had course work there with Ben D. Wood, and 
became well acquainted with Goodwin Watson. I 
had only a single graduate course in educational 
psychology at Yale under V. A. C. Henmon, who 
had interrupted his career at the University of 
Wisconsin to teach for a time at Yale. In addition 
to teaching educational psychology to graduate 
students in education at Stanford, I spent a sab­
batical year at the University of Chicago in 1940-
1941 to work with Daniel Prescott in a special 
program in the Department of Education on child 
development and teacher personnel. I was chair­
man of a Yearbook of the National Society for the 
Study of Education on theories of learning and 
instruction (Hilgard, 1964). Although I have not 
been very active in educational societies, I have 
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had contact with more recent developments 
through my membership in the National Academy 
of Education. At present I have completed a book 
on the history of twentieth-century psychology in 
America, and in the preparation of a chapter on 
educational psychology I have reviewed some of 
the matters touched upon here, and I have made 
use of some of the material from that chapter. 

The Nineteenth-Century 
Background in America 

The history of educational psychology cannot be 
divorced from the development of educational the­
ory and practices during the years that educational 
psychology was implicit rather than explicit. From 
Europe came the influence of Pestalozzi, Herbart, 
Froebel, and their American representatives. 
William T. Harris (1835-1909) was a powerful 
figure, not only as superintendent of the schools in 
SI. Louis, but as Commissioner of Education. He 
was an innovative administrator and an educational 
reactionary at the same time. Although he wrote an 
educational psychology (Harris, 1898) as a 
Hegelian in philosophy, he had no use for experi­
mental psychology, and opposed Colonel Parker, 
John Dewey, and progressive education. Still he 
was the first to make the kindergarten part of the 
public school system, and made curricular innova-
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tions. From the side of psychology G. Stanley HaIl 
(1844-1924) with his role in the child study move­
ment, his journal Pedagogical Seminary, and his 
students, both at Johns Hopkins and at Clark Uni­
versity, made a developmental psychology (then 
called genetic psychology) explicit for educators, 
most notably in his major work Adolescence (Hall, 
1904), published after he had already been teach­
ing, lecturing, and promoting for two decades. An­
other encouragement was given to a possible edu­
cational psychology by William James in his Talks 
to teachers (1899). James' book appeared after he 
had already become recognized as America's lead­
ing psychologist. 

The Influence of Global 
Perspectives 

A general theory in psychology is something 
like a political platform, in that its policies are 
stated as oflarge scope, and in a form to encourage 
enthusiastic adherents, and often equally commit­
ted opponents. At another level, there are details of 
procedure, methods, and practices that may have 
more in common than the general platforms sug­
gest. There were two overriding positions in 
American education for many years. One was that 
of John Dewey (1859-1952), who preferred to call 
his position "experimentalism" or "instrumen­
talism," actually his variety of pragmatism. The 
second was that of Edward L. Thorndike (1874-
1949), whose stimulus-response became the foun­
dation for what was called the scientific movement 
in education. Like major party platforms, both 
were essentially positivistic, for certainly Dewey's 
pragmatism and Thorndike's positivism have 
much in common in their scientific logic and both 
men valued the word "experimental." The dif­
ferences rested in part on their general political 
views, with Dewey the liberal and school reform­
er, and Thorndike the conservative, accepting the 
conventional values of society as reflected in the 
schools as they exist. At another level, they dif­
fered in the criteria to be met to determine the 
effectiveness of their recommendations when ap­
plied to practice. Dewey wanted to free the child's 
intelligence for self-initiated creative activity, 
problem solving, and social responsibility; Thorn­
dike wanted the child to be equipped for effective­
ness in performing necessary tasks by acquiring a 
mass of learned connections between stimuli and 
situations. The product that Dewey hoped for 

could be judged and evaluated by the child's pro­
ductive behavior, particularly in social situations; 
Thorndike wished to have the evidence come by 
measurement, with the famous dictum that every­
thing that exists exists in some amount, hence can 
be measured. The difference became reflected in 
the practice of progressive education, as espoused 
by Dewey and his disciples, and in conventional 
education, judged by achievement tests, by those 
who followed Thorndike. EventuaIly both pro­
gressive education and the scientific movement in 
education were failures as major orientations, but 
this gets ahead of the story. 

Of course pitting Dewey against Thorndike is 
only a small part of the turmoil that all along char­
acterized educational psychology. Another strong 
figure was Charles H. Judd (1873-1946), better 
trained in experimental psychology than Dewey, 
but in the functionalist tradition of James, Dewey, 
and the University of Chicago, despite his Ph.D. 
under Wundt in Leipzig. In some ways he fell 
between Dewey and Thorndike, with a sensible 
position of the kind that influences students but 
does not make visibly committed disciples. In edu­
cational psychology, one of his emphases was on 
the teaching of the special school subjects, thus 
recognizing that content to be taught bears on how 
it should be taught. Unlike Thorndike, he preferred 
to emphasize the higher thought processes leading 
to generalizations from what is learned, but like 
Thorndike he also valued disciplined experimenta­
tion in the schools. 

Eventually, alternative perspectives began to 
have influence upon educational psychology: Wat­
sonian behaviorism, never fully endorsed by 
Thorndike, Gestalt psychology, and psycho­
analysis. 

Educational Research and Innovation 
between Two Wars 

Largely as a consequence of Thorndike's insis­
tence on measurement in all aspects of education, 
supported by the prominence that intelligence and 
achievement testing had received just before and 
after World War I, the decade of the 1920s was 
one in which educational psychology flourished. 
Educational psychologists, of all educational spe­
cialists, appeared to be best qualified to do the 
necessary research on student abilities and the 
most efficient methods of instruction. One leading 
educator and historian of education, Elwood P. 
Cubberley, was emboldened to call psychology 
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"the master science" for education (CubberJey, 
1920). 

In a review of the period 1918-1927, W. S. 
Monroe and his associates (1928) noted the for­
ward surge that was given to educational research 
by the establishment of the Commonwealth Fund 
in 1918, which began to subsidize educational re­
search. The American Council on Education, with 
an aim to improve education, was founded in 
1919. Monroe and others were able to assemble 
3,700 references to studies that made worthwhile 
contributions during the period under review. Of 
them, they selected for favorable comment five 
major research projects: (a) the University of Chi­
cago studies of reading associated primarily with 
Judd, Guy Buswell, and W. S. Gray; (b) the exten­
sive study by Thorndike and his associates of intel­
ligence in the years 1922-1925, culminating in 
The Measurement of Intelligence (Thorndike, 
Bergman, Cobb, Woodyard, & Staff 1926); (c) the 
initiation of Terman's study of gifted children and 
the appearance of its first two volumes; (d) the 
nature-nurture studies in the Yearbook of the Na­
tional Society for the Study of Education that ap­
peared in 1928; and (e) an investigation directed by 
George D. Strayer, an authority on educational ad­
ministration, known as the Educational Finance In­
quiry, published in 13 volumes appearing between 
1923 and 1925. It may be noted that of the five 
selected studies from the current educational re­
search, only the last fell outside of educational 
psychology. Of the others, three had to do pri­
marily with testing. Only one in their listing, the 
investigations of reading, used laboratory methods 
and was directed to a topic basic to the school 
curriculum. This is hardly what would have been 
expected, with the prominence, in theory, given to 
the scientific movement. 

The Failure of the Scientific Movement 

Psychologists, who could understand Thorndike 
and Judd as educational psychologists of their own 
stripe, felt comfortable in using their familiar re­
search methods in the study of learning and of 
individual differences in the schools. Thorndike, 
the experimentalist and quantifier, was the model. 
In the 1930s, along with the other trends in educa­
tion, the more familiar attempts to experiment and 
measure went on, and became summarized in an­
other Yearbook of the National Society of Educa­
tion (1938) under the chairmanship of Frank N. 
Freeman (1880-1961), long a professor at the Uni-

versity of Chicago and later Dean of Education at 
the University of California (Berkeley). The book 
was a summarization of the contributions of re­
search in 37 chapters, with two final chapters on 
the science and philosophy implied, one written by 
Dewey, the other by Freeman. To a general psy­
chologist the book reads little like the expected 
summaries of research because of the essay char­
acter of many of the chapters, the limited amount 
of quantitative data, and the few citations of the 
most convincing research studies. The impression 
is left that there was something wrong about the 
directions taken. The type of concrete study with 
which Thorndike had been identified was only tan­
gentially represented, although many of the chap­
ters were by his students. Judd's contribution was 
limited to his chapter on school surveys. Freeman, 
in his concluding chapter, hints at his dissatisfac­
tion with the approach: 

This review of the achievements of the scientific movement in 
education during the past generatIOn makes an impressive 
showing. The ultimate significance of this movement, howev­
er, is not determined beyond question by such a review. It is 
possible, after examining these achievements, to view them as 
essentially superficial in character, as concerned with the husk 
rather than the kernel of the educational process. Science can, 
in this view, evaluate the means but not the ends; it can estimate 
the efficiency of the process but cannot determine or even influ­
ence its direction. It has, therefore, gone about as far as it can in 
improving education. (Freeman, 1938, pp. 487-488) 

This is about as negative a statement as could 
have been written by an editor whose volume was 
intended to celebrate the achievements of the sci­
entific movement, dominated as it was by educa­
tional psychology, of which he was a represent­
ative. 

The Rise and Decline of Progressive 
Education 

Dewey's idealized hopes of reforming and de­
mocratizing the schools, with the ultimate aim of 
transforming society, in the end fared no better 
than the scientific movement. The Progressive Ed­
ucation Association, founded in 1920 on Dewey's 
principles, had always been more committed to 
innovation than to research, and looked askance at 
intelligence and achievement tests as divisive. In 
fairness to him, it must be noted that Dewey was 
critical of the Association, and never joined, al­
though he was given honorary status. 

Later leaders saw that a more positive approach 
was needed if progressive education was to make 
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its case in terms of the outcomes of its practices. 
Hence, a new conception of measurement was in­
troduced that would reflect the aims of education 
better than the standardized achievement tests. A 
leader in the new type of appraisal, that went by 
the name of evaluation was inaugurated by an edu­
cational psychologist, Ralph W. Tyler, who was 
for a number of years chairman of the Department 
of Education and Dean of the School of Education 
at the Univ~rsity of Chicago. The concept of eval­
uation caught on as a way of justifying modem 
educational practices (e. g., Leonard & Eurich, 
1942), but it was subject to abuse as it departed 
from any precise relationship to measurement, 
with purely narrative description occasionally ac­
cepted as evaluation. 

A final burst of activity to justify progressive 
education took place in the Eight-Year Study. Un­
der the auspices of the Progressive Education As­
sociation through its Commission on the Relation 
of School to College established in October of 
1930, a long-range investigation was undertaken. 
Thirty secondary schools, willing to make radical 
changes according to democratic objectives of edu­
cation, began an 8-year program of change and 
recordkeeping in 1933, and 29 of them completed 
the 8 years. Of the 29 completing the study, 12 
were public high schools, two were high schools 
connected with state universities, three with pri­
vate universities, and the remaining 12 were pri­
vate schools. Although the original language ap­
peared to stress measurement, the "scores" were 
primarily those of new evaluation instruments 
(Smith, et al., 1942). 

How did it all come out? Five volumes were 
published on various aspects of the program, under 
the general title of Adventure in American educa­
tion. The general overview was presented by 
Wilford M. Aiken, the Director, with the title The 
Story of the Eight-Year Study (1942). A follow-up 
study, Did They Succeed in College? (Chamberlin, 
Chamberlin, Drought, & Scott, 1942) compared 
1,475 graduates of the schools with a matched 
group, based on aptitude or intelligence tests, the 
graduates all studying at the same time in the same 
colleges and universities. The results were quite 
favorable in showing that it was not necessary to 
prepare according to fixed courses and units in 
high school in order to meet college requirements. 
In general (except for inferiority in foreign lan­
guages), the students from the 29 schools did as 
well or better than their matched controls. 

The hope of the Eight-Year Study had been to 
revitalize progressive education. Even its friendly 
critics realized that progressive education was in 
crisis (Bode, 1938). Why did such an extensive, 
forward-looking, and successful program have so 
little impact on secondary education? A major fac­
tor may have been that the reports appeared during 
World War II when the war effort took all the 
attention, professional societies did not meet on a 
regular basis, and it was not a time for innovation. 
There was no great debate, mostly lack of interest 
as shown by the infrequent citations later. Even the 
few critical voices received little hearing (e.g., 
Johnson, 1946). The momentum was lost and nev­
er regained. The Progressive Education Associa­
tion died in 1955, and its journal Progressive Edu­
cation ceased publication in 1957. Dewey'S ideas 
were not actually dead, and the John Dewey Soci­
ety for the Study of Education and Culture con­
tinued, but the "movement" no longer existed. 

It is little wonder that educators generally, ac­
companied by educational psychologists, turned to 
new viewpoints in psychology. 

The conflicting psychological viewpoints 
among behaviorism, Thorndike's connectionism, 
and Dewey's instrumentalism, did not serve to re­
solve psychological conflicts among educational 
theorists, as had been noted by Boyd H. Bode, an 
educational philosopher, in an earlier book entitled 
Conflicting Psychologies of Learning (1929). 
Bode expressed the hope that the newer Gestalt 
psychology might promise a way out, and indeed 
there was a flurry of educational psychology texts 
based on Gestalt theory. At the same time, psycho­
analysis was bringing a searchlight upon the indi­
vidual that strengthened those who were seeking to 
adapt education to the needs of the child. Some 
interest in psychoanalysis was developing in the 
broader culture, but its influence was slow to enter 
education. 

The years after World War II brought other 
changes, but it may prove informative to retrace 
steps somewhat to see what was being taught in 
courses in educational psychology, which often 
did not go deeply into matters of educational 
policy. 

Because nearly all students in their preparation 
to become teachers had a course in educational 
psychology, and because many (perhaps most) 
American college teachers through the years relied 
on textbooks in their courses, the textbooks give 
some idea of what psychology was taught to pro-
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spective teachers over the years. There were, in 
general, two major types of textbooks for use in 
educational psychology courses. The first type at­
tempted to teach what psychology the teacher 
ought to know, with little reference to schoolroom 
practices except to hold the student interest. This is 
a fair characterization of Thorndike's massive 
three-volume Educational Psychology (1913-
1914), with the titles of each volume: I. The Orig­
inal Nature of Man; 2. The Psychology of Learn­
ing; and 3. Mental Work and Fatigue, and Indi­
vidual Differences and their Causes. To be sure, 
these topics were likely to have been treated lightly 
in the general psychology texts of his day, making 
a special educational psychology text desirable, 
but there is little direct reference in texts of this 
kind to the practices of the teacher. By contrast, 
Judd's Psychology of High School Subjects (1915) 
takes the other position, that educational psychol­
ogy should apply psychology to the teacher's prob­
lems and hence should move in a different direc­
tion, thus representing a second type of text. His 
position was later represented by Reed (1927). To 
be sure, Thorndike also wrote specialized books, 
such as The Psychology of Arithmetic (1922) and 
The Psychology of Algebra (1923), but these were 
considered to be textbooks concerned with specific 
aspects of the accepted curriculum rather than of 
general policy for educational psychology. 

Two books by Arthur I. Gates (1890-1972) il­
lustrate the relationship that commonly existed be­
tween textbooks in educational psychology and 
those in general psychology. He is a good repre­
sentative to select because he was in a sense 
Thorndike's educational psychology disciple at 
Teachers College, and, with collaborators, au­
thored a leading educational psychology textbook 
in revised versions over many years. His Psychol­
ogy for Students of Education (1923), as its name 
implies, was intended to teach psychology to edu­
cators. With very little change it could be modified 
to become also his Elementary Psychology (1925), 
a book successful as a text in general psychology, 
and adopted as such at Yale when I began as a 
teaching assistant there in 1928. (Both the educa­
tional and general editions were revised later, a 
year apart, in 1929 and 1930.) It is of some interest 
to follow the changes in educational psychology 
textbooks over the years. 

In an early review of three current textbooks in 
educational psychology (one of them that by 
Gates) Goodwin Watson (1926), then a young and 

popular teacher at Teachers College, showed about 
equal numbers of pages devoted to tests and mea­
surements, school subjects (especially reading, 
writing, and arithmetic), laws of learning (includ­
ing general aspects of teaching methods), and 
physiology of sense organs, brain, and nervous 
system. Today's reader will note the absence of 
emphasis on child development, socialization, per­
sonality, and mental hygiene. 

In a later summarization of educational psychol­
ogy textbooks by Gates, Jersild, McKillop, Rivlin, 
Shoben, and Watson (1956), covering 83 text­
books published between 1920 and 1956 (with ex­
tensive revisions counted as new books), some in­
teresting trends were noted by decades. In the later 
books, by contrast with those that Watson re­
viewed, the chief decline was in the number of 
pages devoted to the physiology of the brain and 
nervous system, despite a more than doubling of 
the pages devoted to the various topics cate­
gorized. If corrected for the general increases in 
pages per topic, emphasis on laws of learning and 
tests declined (though not as much as physiology) 
whereas the emphases on personality dynamics 
(counseling and guidance, unconscious moti­
vation, mental hygiene) received four times as 
many pages and social processes (group dynamics, 
attitudes, etc.) received six times as many pages in 
the 1950-1956 period relative to their share on the 
basis of total pages in the 1920s. 

Gates and his collaborators give a summary 
statement that is illuminating with respect to the 
changes: 

It would seem that the productive Innovations in theory in edu­
cational psychology during the past 25 years did not spnng 
from Illtensive development of Thorndike's early work on origi­
nal natur, laws of learning, and individual differences, norfrom 
the innumerable experiments on teaching school subjects. The 
new light came rather from the impact of research carried on 
outside the field of learning and teaching. We understand the 
psychology of education better today than we did a generation 
ago largely because of the case studies and theories which came 
from psychoanalytic and other "depth psychology" clinics; 
because of the altered picture of mental processes which came 
from laboratory studIes of perception; because of the experi­
ments of some social psychologIsts on group cohesion, lead­
ership. morale. and productivity; and because other social psy­
chologists observed the formation of social norms, attitudes. 
and prejudices. (Gates el al .. 1956.214) 

It was true that psychological processes were 
better understood, but it was not clear that educa­
tional psychology had finally found itself, that is, 
was now contributing to the improvement of edu-
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cation in ways it was not able to do before. Some 
important developments lay ahead. 

Instructional Psychology in the 
Late Twentieth Century 

The cognitive revolution in psychology that be­
gan in the 1950s did not leave education unmoved. 
Piaget, standing as a symbol for cognitive growth, 
became a hero for education as he did for develop­
mental psychologists (e.g., Green, 1978). His was 
not an educational psychology, and he sometimes 
had to answer requests for applications of his theo­
ry by referring to Montessori schools (Piaget, 
1970). His emphasis on sensorimotor learning no 
doubt had some influence on the growth of Mon­
tessori schools in America after a relatively quies­
cent period (Elkind, 1967). 

There were, however, other influences that led 
to an emphasis on cognitive processes. There was 
the shock of the Russian launching of Sputnik, 
with the fear that America had lost its lead in tech­
nology. This led to government support of educa­
tion in traditional fields of mathematics and lan­
guage learning, to which schools accommodated. 
This, however, merely accelerated developments 
that were already taking place. 

Educational Technology 

Technical aids to education had a long history; 
any review would have to recognize the impor­
tance of printing that made available books other 
than the handwritten copies that had to be chained 
to the tables of the libraries where they were con­
sulted, the introduction of slates and blackboards, 
workbooks, outline maps, and the various other 
instructional aids. For our purposes, however, the 
more recently developed audiovisual aids and de­
vices for programmed instruction were far more 
significant in the postwar period. 

Audiovisual Aids. Projection lanterns for 
slide projection were available early, but they were 
cumbersome and expensive and not widely used in 
the classroom until the 35 mm. slide projectors 
with film strips became available, along with the 
16 mm. and 8 mm. motion picture projectors. The 
early phonograph found some use, but mostly for 
music, and was not convenient for recording, ex­
cept in the cylinder form of the early dictaphones. 

The audio side of technology came into use with 
the sound motion picture and then with the elec­
tromagnetic recorder, at first the wire recorder, 
then the tape recorder. These changes moved 
rapidly, and their uses for instruction were greatly 
accelerated by the training done in the military 
forces during World War II (Glaser, 1962). 

Audiovisual aids were important enough to have 
a yearbook devoted to them in 1949 (Corey, 
1949). Dale (1954) brought instructional use of the 
methods to the attention of teachers. A good deal 
of research was done later, for example, how to 
make films instructive through response instead of 
a merely passive experience (e.g., May & Lums­
daine, 1958). The language laboratory was another 
important development because the audio equip­
ment permitted hearing the correct spoken form, 
and allowed comparison of the production by the 
student with that of the language model. Through 
the use of a monitoring control system, a teacher 
could provide assistance to a number of students 
who were moving at their own levels. Language 
laboratories in high schools expanded rapidly after 
1945 (Haber, 1963). 

The apparent advantages of these aids did not 
always hold up when there were careful evalua­
tions. Hoban (1960), after reviewing 400 investi­
gations of teaching films concluded that people 
learn from films, but no strong assertions could be 
made in relation to success as compared with other 
kinds of teaching. Carroll (1963) showed a very 
mixed record of success of language laboratories in 
foreign language teaching. 

The Media. The radio and the television add­
ed technological opportunities for instruction, 
while at the same time causing problems through 
the many hours that children spent before the tele­
vision screen without guidance regarding the value 
of what they were watching. Psychologists and ed­
ucators had to take into account the effects of tele­
vision viewing because it became such a large part 
of the child's experience. In addition, however, it 
proved effective as a teaching aid, particularly in 
developing countries (e.g., Chu & Schramm, 
1967). 

Programmed Learning: Teaching Machines 
and Computer-Assisted Instruction. Pro­
grammed learning gained impetus after B. F. Skin­
ner published an article entitled "The science of 
learning and the art of teaching" in the Harvard 
Educational Review (Skinner, 1954), and a second 
article on "Teaching machines" in Science (Skin­
ner, 1958). It is true that Pressey had used a simple 
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teaching machine as early as 1927 (see Pressey, 
1964), but Skinner's proposal was widely influen­
tial whereas Pressey's had not been. One reason 
was perhaps that Pressey's was described as relat­
ed to simple drill learning, whereas Skinner con­
ceived the machine as a tutor that would lead the 
learner along by "shaping" of the behavior 
through reinforcement according to the learning 
principles that he had long espoused. The arrange­
ments according to which particular goals could be 
achieved required a program of small steps, so that 
the procedure came to be called programmed 
learning or programmed instruction. The details of 
theory and application were soon published in a 
number of books, of which that edited by Arthur 
A. Lumsdaine and Robert Glaser, Teaching Ma­
chines and Programmed Learning (1960) is a good 
example, sponsored as it was by the National Edu­
cation Association to bring the original papers and 
subsequent developments to the attention of the 
educational audience. 

There were many developments after Skinner's 
initiative, such as the replacement of teaching ma­
chines with programmed books, including those 
that substituted branching programs for simple lin­
ear ones (e.g., Crowder, 1959). The introduction 
of computer-assisted instruction (CAl) added so 
many new dimensions that it cannot be considered 
a simple derivative of the teaching machine or the 
kind of programmed learning that Skinner intro­
duced (Atkinson & Wilson, 1969). Still Skinner's 
programs were its immediate ancestors. 

The new technology of programmed and com­
puter-assisted instruction had at least three conse­
quences for educational psychology: first, the new 
technology opened many possibilities for indi­
vidualizing instruction, for teaching diag­
nostically, and for obtaining accurate records of 
progress; second, the usefulness was so immediate 
that the research was conducted in real school set­
tings with the materials to be learned such as those 
taught in the school, rather than artificiallaborato­
ry material; third, the technological problems were 
sufficiently difficult and intriguing that a whole 
new group of well-trained psychologists needed no 
persuasion to interest themselves in problems of 
instruction. It is quite possible that this last conse­
quence is as important as any, and reversed the 
belief expressed by Freeman (1938) that science 
had gone about as far as it could go to improve 
education. With the infusion of trained scientists 
with their advantage of far more powerful tools, 
the scene had changed. 

Theories of Teaching 

An important new area of concern became that 
of the theories of teaching, as well as theories of 
learning, as proposed by Nathaniel L. Gage 
(1963), a professor of educational psychology at 
Stanford, and repeatedly stressed by him later, in­
cluding a yearbook that he edited on teaching 
methods (Gage, 1976). Newer textbooks on educa­
tional psychology became focused more directly 
on helping the prospective teacher to understand 
his or her task in the school setting (e.g., Cron­
bach, 1954, 1977; Gage & Berliner, 1975, 1979). 

The flavor of later books on the impact of re­
search on education was more hopeful than the 
reviews of a few years earlier, which seemed to 
strain to find signs of progress in the various sub­
fields of education. Careful reviews showed that 
research had in fact left permanent residues on ed­
ucational practices and policies, and the newer 
methods and technologies were interpreted as 
holding genuine promise for the future (Cronbach 
& Suppes, 1969; Suppes, 1978; Travers, 1983). 

The Influence of Cognitive Psychology 

Despite the gains that were made through the 
application of educational technology, there was a 
lingering dissatisfaction that psychology was not 
yet getting at the heart of its responsibility toward 
education. The objectives that became so carefully 
defined in programmed learning did not seem to 
carry the full meaning of the ends that education 
was intended to serve. When a taxonomy of educa­
tion was worked out, it became recognized that 
there were a variety of different knowledge struc­
tures that were appropriate to the meeting of the 
objectives, and even in the standard subject-matter 
fields, the course content required that learning be 
specially tailored to a variety of different cognitive 
demands (Bloom, 1956; Dreeben, 1968). The de­
velopment of cognitive psychology produced a 
great change in the relationship between psychol­
ogy and education. As already noted, the training 
psychology that developed during and after World 
War II had already brought more experimental 
psychologists into investigations on instruction via 
programmed learning and computer-assisted in­
struction. As cognitive psychology advanced, 
many of the same investigators, including some 
who had been trained in the behaviorist tradition, 
accepted the new theoretical stance, and their 
ranks were enlarged by the accretion of a new gen-
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eration of cognitive psychologists. The changes in 
learning theory were pronounced during these 
years, the 1960s and the 1970s (Greeno, 1980). 

The Annual Review of Psychology, which had 
had occasional chapters on educational psychology 
and related topics, began a regular series of re­
views on instructional psychology, one about 
every 3 years, beginning in 1969 (Gagne & Roh­
wer, 1969). These reviews became increasingly 
oriented to cognitive psychology as it related to 
education. By 1977 the authors of the review chap­
ter could say: 

The current shift emphasizes the study of central cognitive and 
affective associationistic and holistic processes by which the 
learner selects, transforms, and encodes the nominal charac­
teristics of experience into functional. meaningful representa­
tions. A cognitive perspective implies that a behavioral analysis 
of instruction is often inadequate to explain the effects of in­
struction on learning. (Wittrock & Lumsdaine. 1977) 

By 1981, the change had continued in the same 
direction: 

Instructional psychology is no longer basic psychology applied 
to education. It is fundamental research on the processes of 
instruction and learning . . . Instructional psychology, like 
most research on human learning and development, is now 
largely cognitive; it is concerned with internal mental processes 
and how their development can be enhanced through instruc­
tion. (Resnick, 1981) 

The Future of Educational 
Psychology 

The political, economic, and social forces that 
shape education, and the resistance to change, 
place many constraints on the modification of in­
struction as embodied in the curriculum and in 
schoolroom practices. The investigations of psy­
chologists interested in affecting education cannot 
be limited to improving instruction in narrow areas 
of teaching, even though division of labor requires 
that precise work of this kind should continue. 

Education is a process embedded in society, and 
it is likely that social psychology, as it develops in 
relation to neighboring social science disciplines, 
will find an increasing role in education. If a 
search is made, there have already been many 
starts in this direction. Getzels, writing in the 
Handbook of Social Psychology (1963), com­
plained of the neglect of an interest in education by 
social psychologists, rather than the neglect of so­
cial aspects by the educators. There has long been 
a sociology of education (e.g., Brookover, 1955; 

Halsey, Floud, & Anderson, 1961), but the serious 
incorporation of social aspects of educational ad­
ministration and educational reform into educa­
tional psychology was slow, partly because of psy­
chologists' early preoccupation with short-term 
laboratory studies of learning and memory, and 
with testing procedures, as the core of psychol­
ogy's responsibility for educational practices. 

The increasing pertinence of the psychology of 
instruction may continue the salutary effect of 
causing research psychologists to conduct their in­
vestigations directly in the school settings where 
learning and teaching go on, where classroom 
management and other contextual aspects of the 
school experience become part of the psychol­
ogist's background information. Too often in the 
past the problems of classroom management and 
the arrangements of learning opportunities were 
left to the administration or to curriculum super­
visors who may have had a minimum competence 
in psychological knowledge or in research compe­
tencies. The psychologists, in tum, although they 
sometimes collected their data from test results in 
the schools, more commonly conducted their 
learning experiments in artificial settings with ar­
tificial materials and over short time spans. When 
research goes on in the classroom, the teacher has 
a participant role with the psychologist-investiga­
tor, and this is bound to have a wholesome effect 
on producing desirable consequences for the edu­
cational process. 

The advances in educational psychology that 
have brought research directly into the classroom 
augurs well for the future, provided sufficient at­
tention is paid to the total educative influences­
positive and negative-in the home, community, 
and larger culture, all of which must be given their 
proper places as essential aspects of lifelong 
education. 
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CHAPTER 21 

Retrospect and Prospect in 
Educational Psychology 

John E. Horrocks 

Change is supposedly the essence of progress. If it 
is indeed true that change represents progress then 
one can say of educational psychology that the past 
50 years, the span of my time in the field, has 
brought much progress. Yet, one wonders. Change 
there has been, but has it represented progress? Of 
course, it is a matter of point of view and against 
point of view it is vain to argue. We all tend to 
have some feeling, however vigorously we may 
deny it, that our own times were the best of times 
and that new ways and interests, although perhaps 
of some value, still leave much to be desired. 

In all fairness one must admit that times and 
conditions do change. Adaptations to these 
changes, like those that would be made in an ap­
plied discipline such as educational psychology, 
may have, given new ways and objectives, an in­
ternal justification all of their own. What was once 
good may be less so given materially changed con­
ditions. It is neither my interest nor my purpose 
here to evaluate the culture of today against that of 
yesteryear but only to indicate what I see as 
changes in the field and in the approaches to the 
field of educational psychology over the past few 
decades. Others can make the relative evaluations 
of good and bad. 

I liked my times in educational psychology but I 
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hope I can appreciate the value and even the neces­
sity of change. Certainly I have no desire to deni­
grate the present or to overpraise the past. Perhaps 
it would be best to back off from a view limited 
solely to personal experience, add some 40 years 
to my own time, and look at educational psychol­
ogy in retrospect following the closing years of the 
first decade of the 20th century. To do so is to start 
with those times when what is now called educa­
tional psychology was still known by some as ex­
perimental pedagogy and educational psychology 
as a separate field was really only an applied 
branch of psychology. 

Nearly any psychologist of those years was apt 
to give some consideration to the problems of the 
child learner. As a matter of fact, G. Stanley Hall 
called his 1911 two-volume work on what really 
was psychology in education Educational Prob­
lems and included chapters such as ''The Ped­
agogy of Sex" and "The Pedagogy of the Kinder­
garten." Indeed there was even a chapter, hardly 
to be found in the textbooks of today, on "Chil­
dren's Lies: Their Psychology and Pedagogy." 
But by then what was to become the mainstream of 
educational psychology was already underway in 
the laboratory of Edward L. Thorndike, whose ear­
ly work in measurement and learning was written 
up and copyrighted in 1914 under the title of Edu­
cational Psychology. His 1924 edition of Educa­
tional Psychology: Briefer Course became the 
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textbook of choice in what may well have been the 
majority of educational psychology courses around 
the nation. 

A look at the table of contents of Thorndike's 
1924 edition yields an interesting picture of what 
was considered fundamental in educational psy­
chology some 60 years ago. The chapters were 
grouped under three headings: The Original 
Nature of Man, The Psychology of Learning, and 
Individual Differences and Their Causes. The 
heart of the book, exceeding the combined lengths 
of the other parts, was devoted to the psychology 
of learning. In Thorndike's book measurement as 
such was not an issue but thanks to the measure­
ment and classification work of psychologists in 
World War I measurement, particularly of intellec­
tual functions, was much in the thinking of educa­
tional psychologists and courses in measurement 
were becoming, as the 1920s proceeded, standard 
features in the educational psychology programs of 
the era. 

Thus, in the 1920s we see educational psychol­
ogy as clearly emerging from general applied psy­
chology as a recognized specialty in its own right. 
A whole new generation of psychologists, calling 
themselves educational psychologists but with a 
background of specific training in aspects of psy­
chology bearing little relation to education, was 
appearing on the scene and beginning to assume 
leadership roles in the development of educational 
psychology. 

Among such men were Arthur Gates of Colum­
bia, Sydney Pressey of Ohio State, and Charles 
Judd of the University of Chicago. These three, 
among others, were the men whose textbooks were 
to become the defining influence in the develop­
ment of the field of educational psychology. What 
leaders such as Pressey or Gates or Judd said edu­
cational psychology should be was what it became 
in the thinking of the rapidly increasing corps of 
educational psychologists. The various successive 
editions of the Pressey and of the Gates textbooks 
present a story of continuing change and adapta­
tion in the field of educational psychology. Here 
we have a contrast to the present. There are a great 
number of textbooks in educational psychology to­
day and even more are appearing on the horizon as 
publishers vie with each other to bring out best 
selling ephemera. Inevitably a few, but only a few, 
of these textbooks are excellent indeed, but none 
can be said to dictate the content and direction of 
educational psychology as those earlier books did. 

Perhaps the field today has become so complex 

and so fragmented that it is unlikely that any small 
group, let alone any single figure, will emerge as 
predominant or as a defining leader. And then, of 
course, in those earlier days textbook publishers 
were far less likely to succeed, or even attempt, to 
dictate the content, the format, or the point of view 
to be expressed by the author than one suspects 
may be the case today. Certainly there was less 
tendency to "write down" to the readers or to 
entertain them. Where among today's textbooks 
would one find such a statement as that in Thorn­
dike's 1914 preface: 

Certain topics are included which are a little beyond the in­
terests and capacities of the lowest third of college students .. 
.. I make no apology for including them. If education is to be a 
serious profession, preparation for it should not avoid matters 
which require study and are beyond the interests of dull minds. 

Incidentally, there were no pictures, wide mar­
gins, color, or print of varying contrasts in these 
earlier textbooks. Just straight exposition relieved 
by data presenting graphs and tables. Dull, non­
motivating, and nonattentive to student "felt 
needs"? Perhaps, but the reader might find it of 
interest to leaf through a dozen or so of the modem 
versions of textbooks in educational psychology 
with a view to evaluating them as college level 
expositions in a worthy and integrated discipline. 

But, to return to the founding figures and their 
successors in educational psychology. A develop­
ing field needs new recruits if it is to prosper and in 
educational psychology many such were gained 
through the setting up of graduate programs in the 
field designed not only for instruction for teachers 
in service and in training but for the production of 
Ph.D.s specifically trained in educational psychol­
ogy. Today, in the penultimate decade of the 20th 
century, we have at hand the fifth generation of 
such persons. The present writer is of the second 
generation. It has been his privilege to have known 
some of the early figures personally and in the case 
of S. L. Pressey to have worked with one as a 
colleague at Ohio State. But an intervening genera­
tion was to make its appearance on the scene be­
fore his time in educational psychology and it was 
this first generation group who accomplished so 
much to broaden the field of educational psychol­
ogy as they modified existing Ph.D. training pro­
grams or instituted new ones and as in their own 
teaching and research they carried on and extended 
the work begun by their own mentors. 

The writer assumed his place in the second gen­
eration as he took his Ph.D. in educational psy-
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chology under the direction of M. E. Troyer at 
Syracuse who in his tum had done his graduate 
degree under the direction of S. L. Pressey at Ohio 
State. In a former day psychologists tended to be 
interested in tracing back their own academic 
blood lines and I am still amazed at how quickly as 
late as 1940 one could trace back to the earliest 
days of educational psychology. Today, I suppose, 
personal origins are both harder to find and of far 
less interest, yet the retrospective point being made 
is that the educational psychologists of some 45 
years ago tended to have a real sense of the con­
tinuity of their own field and of their place in that 
continuity. 

As we entered the decades of the 1950s and the 
1960s I seem to have sensed less cohesiveness 
among educational psychologists and certainly less 
appreciation of the continuity of their field of en­
deavor. A retrospective view, then, sees educa­
tional psychology in its earliest days and well into 
the 1930s as being primarily concerned with learn­
ing as such, both in terms of its general principles 
and in terms of its application to specific school 
subjects. 

Following World War I measurement became 
increasingly a preoccupation of educational psy­
chologists and with it came a growing recognition 
of the need for a thorough grounding in statistics. 
The 1920s and the 1930s were exciting years for 
educational psychologists as they expanded their 
work and expertise in measurement and statistics 
and as they applied their work in learning to the 
various school subjects. Factor analysis made its 
appearance and increasing sophistication in statis­
tical analysis gave new meaning to research. 

Every educational psychology program of any 
worth included such courses as Psychology of the 
Elementary Subjects and Psychology of the Sec­
ondary Subjects with Homer B. Reed's two vol­
umes acting as a kind of common handbook. Many 
schools included specialized courses, not neces­
sarily seminars, on such topics as psychology of 
algebra and psychology of reading. In the writer's 
day as a graduate student Thurstone's Vectors of 
the Mind (a little later his Multiple Factor Analy­
sis), Guilford's Psychometric Methods. Peters and 
Van Voorhis Statistical Procedures and their 
Mathematical Bases and Murchison's The Foun­
dations of Experimental Psychology were at least 
on the shelves or within the life space of alert 
graduate students of educational psychology al­
though, unfortunately perhaps, not very firmly 
within their minds. 
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At least the expectation of our mentors as to 
what we should know was clear enough. There 
was a great deal of interest in the application of 
learning theory to education and such persons as 
Hull, Tolman, and Guthrie were believed to have 
much to contribute as witness some of the year 
books of the National Society for the Study of 
Education. But the work of Piaget was unknown to 
most of us and indeed continued to be so until well 
into the 1950s. As a graduate student the writer 
never did encounter a course in Personality or So­
cial Psychology. Most of us had heard about some­
thing called Guidance and sometimes wondered 
what the course was about and finally decided it 
must be about career information and ipso facto 
outside the field. 

As a graduate student I knew about Jones' text­
book but never got to read it. It was perhaps an 
innocent world in the early 1940s and we could all 
admire the measurement compendia of O. K. 
Buros, read Clark Hull's Principles and in a semi­
nar even encounter Thorndike's The Measurement 
of Intelligence and his Psychology of Learning. 
We were familiar with Baldwin and with G. 
Stanley Hall but did not read them directly and 
hence pretty much misinterpreted what they actu­
ally had to say. The work of Gesell was much 
admired. 

But an apple tree was growing in our Eden and 
upon that tree was an apple soon to be known as 
the individual child. The work of John Dewey and 
of his followers such as Boyd Bode was having a 
great impact on colleges of education everywhere 
and indeed in school practice across the nation. In 
the early 1920s a department of the NEA had issu­
ed a fiat that the American secondary school was a 
school for all the children of all the people. In 1927 
Thayer's Passing of the Recitation made its ap­
pearance. In 1940 we were laughing at The Saber 
Tooth Curriculum by 1. Abner Peddwell (with co­
authors listed as "several Tequila Daisies"). We 
were perturbed to read in the late 1930s the New 
York State Regents' Report, which pronounced 
that social adjustment was the primary business of 
the New York State schools, although not as per­
turbed as when we heard that one professor of 
elementary education was talking about the first 
grade teacher and her pupils as "co-changers of 
society." But then we were consoled when we 
remembered (I hope we did) that even in the Ro­
man Forum geese were to be found. 

The work of the Progressive Education Associa­
tion was seen by educational psychologists as a 
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ground-breaking contribution to education as were 
the pUblications of the Social Science Research 
Council. Paul Horst's The Prediction of Personal 
Adjustment opened new horizons as did Allport's 
classical monograph on the analysis of personnel 
documents and the growing list of reports on com­
munity research. Looking back, it seems curious 
today that ethical issues regarding the collection of 
data simply were not raised. Personal rights, so 
important in our research thinking today, were not 
an issue in the culture of the time. 

Most of the educational thinking of the time was 
gradually being incorporated into our thinking and 
into our work as educational psychologists. We 
even embraced the jargon. 

The field expanded rapidly in the 1940s and the 
1950s and as it did it fragmented and numerous 
sUbspecialties arose. In the 1920s and 1930s the 
educational psychologist tended to be a generalist. 
Measurement tended to be the main specialty or 
sometimes it was an aspect of learning such as 
transfer of training or memory. There was much 
interest in finding principles and then applying 
them. We liked to talk about applications of theory 
and spent much time doing so. 

Perhaps the greatest change other than the inclu­
sion of the individual and his personal needs to the 
content of educational psychology was the specific 
inclusion of the developmental point of view and 
the continuing addition of a whole array of devel­
opmental courses to the point that the orientation 
of some departments of educational psychology 
was primarily that of development. Unfortunately 
this tended to exacerbate the split that had grown to 
exist on most university campuses between the de­
partment of educational psychology and the' 'reg­
ular" department of psychology. Oftentimes du­
plicate courses in development occurred, 
particularly in large universities. 

In general, the psychology of learning aspect of 
the educational psychology programs found in­
creasing de-emphasis in the 1960s and 1970s al­
though as we get into the 1980s there seems to be 
developing a return to a greater interest in learning 
as such, particularly as development has become 
increasingly an interest of instructional depart­
ments outside the colleges of education. Certainly 
the trend toward more interest in social behavior 
has been more and more on the scene in educa­
tional psychology than in the years before World 
War II. 

As I was writing this chapter I wondered if it 
would be possible or even worthwhile to set down 

a whole list of points of demarcation in educational 
psychology-points that could be categorized as 
representing times after which (and, obviously, be­
cause of which) major changes occurred. Such 
times do occur in science, as for example the time 
before which and after which the Pearsonian r was 
introduced (1904). But I think that such a listing is 
not practical. Most of the major changes in educa­
tional psychology did not arise from single inci­
dents but from the gradual interaction of whole 
groups of incidents and of changes in thinking and 
in attitudes. Possibly the best approach is to look at 
widely accepted textbooks in educational psychol­
ogy to see what their preoccupation has been at 
different periods in the developmental history of 
educational psychology. 

This can best be done by considering differences 
from edition to edition of those textbooks that have 
had a long run. The 1923 edition of Arthur Gates' 
Psychology for Students of Education is a far cry 
from the 1930, the 1942, and the 1948 editions 
(the last bore the title Educational Psychology un­
der the authorship of Gates, lersild, McConnell, 
and Challman). The same progression may be ob­
served in S. L. Pressey's 1933, 1944, and 1957 
editions, the last edition appearing as Psychology 
in Education by Pressey, Robinson, and Horrocks. 
It is significant that the 1944 title was Psychology 
and the New Education. Obviously by 1957 the 
new education had become the old education. 
What should one call the education of 1985? Ap­
parently it is safe to assume that whatever it may 
be called in 1985 the name will be less appropriate 
in 2000. 

What of the future of educational psychology? 
No one can predict the future with any certainty 
but predictions can have heuristic value. In actu­
ality they are really part of the retrospective view 
because they tell more about the predictor and his 
summary view than they ever can of what is yet to 
be. The most certain prediction is that change and 
adaptation to new ways will continue. It seems 
most probable that educational psychologists in 
general will continue to react rather than to lead in 
future relationships either with the parent field of 
psychology or with the application context of edu­
cation. This is nothing new and although less than 
optimally desirable it is not all bad. Traditionally, 
educational psychology has been a service area 
whose main function is to interpret psychology to 
education and to exemplify scientific methodology 
in the collection and interpretation of data. Most 
educational psychologists of any stature have been 
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and will continue to be research oriented and to 
produce research of their own although the re­
search will be most productive and representative 
of their field if it is directed to the uncovering and 
solution of problems of direct interest to the 
educator. 

The most effective research laboratory for edu­
cational psychologists is in the schools and in the 
community where education in all its complexity is 
in process. This is where the educational psychol­
ogist justifies his existence as a research specialist. 

Yet it is in this very area that educational psy­
chology has been falling behind. As of today there 
seem to be few indications that the trend will re­
verse at least in the immediate future. University 
promotion and tenure systems have been down­
playing the teaching role in favor of research pro­
ductivity and such productivity can be made to 
appear more plentiful if the researcher confines 
himself to the collection of in-house data on topics 
of minor importance, often having little if any rela­
tionship to anything happening in education or to 
children in the real world context of home, com­
munity, and school. The day of a ministudy of, 
say, Piagetian conservation with a fortuitously se­
lected sample of 17 available college freshmen is 
very much with us. Even worse is the "party line" 
argument without substantive research backing 
that one so often finds, particularly in the textbook 
writing of educational psychologists. If the field is 
to prosper it will simply have to make a more 
substantive contribution. 

There are and probably will continue to be too 
many educational psychologists who feel that dis­
tancing themselves from education as such is the 
road to prestige. That is not to say that educational 
psychologists should not, if they are to fulfill their 
interpretation role, keep in close touch with the 
parent discipline. But, in doing so they need to 
remember that they are educational psychologists 
with a specific and important helping role in edu­
cation as such. 

We will continue to have separate departments 
of educational psychology as long as colleges of 
education and the college departmental organiza­
tion system continue to exist. Merging of educa­
tional and regular departments as was done at Ohio 
State, Penn State, and a few other institutions pro­
duced less than optimal results and most such 
combinations have been abandoned. I see no future 
return to attempts to merge. Yet, at the same time 
it is important for the educational psychologist to 
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maintain his identity as a psychologist working in 
education. 

There have been in the past and probably will 
continue to be in the future many attempts to dis­
perse educational psychologists among the various 
specialties of education to the point that the educa­
tional psychologist gradually becomes less and less 
identifiable as a psychologist. An erstwhile educa­
tional psychologist dealing solely with an instruc~ 
tional unit in a Foundations of Education course is 
virtually out of his field. Of course the continuing 
fragmentation into subspecialties makes the educa­
tional psychologist more vulnerable to a watering 
down of his role. This writer feels that a return to 
the generalist in the training of an educational psy­
chologist is the most effective and useful way to 
go. He can not, however, predict that the gener­
alist will represent the direction of the future. 
Quite the contrary, and that is why he has a certain 
pessimism about the long-term future of educa­
tional psychology as a separate and viable disci­
pline either in or out of education. 

There is one particularly happy possible devel­
opment for the future, however, a development 
that has been too long deferred. That development 
will represent an increasing realization that the ed­
ucational psychologist's main interest is in the pro­
cess of education and that such processes are not 
confined to children and teachers in a public or 
private elementary or secondary school or even in 
a college. A learner is a learner, whatever his age, 
and there are many contexts for learning. There are 
schools both in industry and in the military dealing 
with people of all ages. Learning as such is not 
confined to a school any more than it is a concern 
only of children and their teachers. 

This point of view may well become in­
creasingly accepted by educational psychologists 
with the result that the future will find substantial 
numbers of educational psychologists expanding 
their fields of interest and their employment oppor­
tunities beyond the education of children in rather 
narrowly conceived contexts. That is why I have 
espoused the training of educational psychologists 
as generalists and why as I conclude these retro­
spective-prospective notes I reverse my previous 
prediction and forecast that the wave of the future 
in educational psychology bears upon its crest the 
generalist-providing, of course, that there is in­
deed the development of a recognition of the exis­
tence of expanded fields of endeavor for educa­
tional psychologists. 



CHAPTER 22 

Conclusion 

Royce R. Ronning and John A. Glover 

Overview 

This book touched on the history of educational 
psychology from its antecedents in the 16th to 18th 
century. However, primary attention was devoted 
to the period from the late 19th century to the 
present. The historical treatment reveals the di­
verse roots of educational psychology in philoso­
phy and psychology. At the same time, it demon­
strates how the never clearly integrated field of 
educational psychology has splintered into subject 
areas that now hold the status of disciplines in their 
own right. 

Despite the diversity, it is clear a nucleus of 
topical areas remain central to what is now educa­
tional psychology. From our perspective this nu­
cleus includes (a) tests and measurements; (b) indi­
vidual differences (closely allied, of course, to 
tests and measurements); (c) behavioral psychol­
ogy; (d) instructional psychology; (e) cognition; 
and, to a lesser extent, (f) humanistic psychology. 
Even this nucleus seems to have two quite different 
areas of focus: -the first, measurement and indi­
vidual differences, emphasizes assessment, where­
as the second aims more generally at the task of 
understanding and changing human behavior. 

In sum, educational psychology appears to have 
a substantial and broad body of psychological and 
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educational content. Practitioners, however, ap­
parently desire a clearer identification with a spe­
cific area, hence the continued distancing of close­
ly related disciplines, such as school and 
counseling psychology. The remainder of this 
chapter represents a highly individualistic response 
to the historical sections of the book. It is, of 
course, based on the chapters presented to us, yet it 
is influenced by the attitudes and perspectives we 
have as practicing educational psychologists re­
flecting on our field. 

The "Splinter" Groups 

The areas that have put greater distance between 
themselves and educational psychology appear to 
have kept their roots in the two foci just men­
tioned. Thus, school psychology has retained its 
identification with tests and measurements, indi­
vidual differences, and more recently, behavioral 
and instructional psychology. Counseling psychol­
ogy and guidance emphasized the role of under­
standing the learner from, initially, a humanist 
view; more recently counseling and guidance are 
beginning to incorporate aspects of social psychol­
ogy as well as instructional psychology and cogni­
tion. At the same time, a somewhat different divi­
sion is evidenced by the move of many doctoral 
level counseling psychologists away from work in 
school settings toward therapeutic efforts in private 
practice more akin to clinical than to educational 
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psychology. Worth noting is the fact that many 
programs in counseling psychology and school 
psychology join clinical psychology as areas of 
psychological practice accredited by the American 
Psychological Association. 

Because, as we noted in chapter one, less than 
half of doctorates in educational psychology are 
awarded by psychology departments, it may ap­
pear that counseling and school psychology repre­
sent groups more closely identified with psychol­
ogy than with education. Thus one might 
hypothesize that approved training programs in 
counseling and school psychology would more 
often appear in Departments of Psychology than in 
Educational Psychology or other units. 

Data from a recent list of fully accredited doc­
toral programs in professional psychology (Ameri­
can Psychological Association, 1984, pp. 1470-
1472) do not support the hypothesis. Of the 34 
counseling psychology programs, 10 are in De­
partments of Psychology, five in Departments of 
Educational Psychology, seven in Departments 
that include Educational Psychology (but not Psy­
chology) as part of the department title, and 12 in 
administrative units with other names. Of the 26 
school psychology programs, five are in Depart­
ments of Psychology, six in Departments of Edu­
cational Psychology, one in a Department that in­
cludes Educational Psychology in the title, and 13 
in units with other names. There is one accredited 
program in a Department of School Psychology. In 
contrast, clinical psychology training occurs in 105 
Departments of Psychology and in 20 other units 
with varying names, none of them Educational 
Psychology. Thus, more than four fifths of the 
clinical programs are located in Departments of 
Psychology, whereas less than one third of School 
or Counseling programs are so located. 

The training site data provided demonstrate the 
efforts of school and counseling psychology to find 
identities separate not only from educational psy­
chology but from traditional psychology depart­
ments as well. Indeed, for both groups, the most 
frequent program identification is neither psychol­
ogy nor educational psychology. 

Even as groups such as those listed moved away 
from an earlier identification with educational psy­
chology, specialization appeared within the fields 
that are still, at least nominally, a part of the do­
main of educational psychology. Such specializa­
tions include evaluation and classroom manage­
ment, as well as topical emphases, such as teacher 
effectiveness, comprehension processes, and even 

as relatively narrow a topic as problem solving. In 
each specialization and topical emphasis, a volu­
minous literature has developed such that it is diffi­
cult, if not impossible, to retain high levels of 
knowledge and expertise across all of them. Fur­
thermore, interest in many of the topic areas cuts 
across simple discipline lines. Although none of 
the areas listed above appears to be overtly sepa­
rate from educational psychology, many of them 
do have national professional organizations of fair­
ly narrow scope. One such example is the National 
Council on Measurement in Education (NCME), 
which was formed to serve the interests of educa­
tion professionals interested in measurement. 
NCME publishes its own journal and holds na­
tional and regional meetings. 

Given past history, further increase in spe­
cialization appears to be inevitable. However, as a 
counter example one may offer school psychology, 
which at present is struggling with the perceived 
constraints posed by the narrow title School Psy­
chology, so that the group has seriously considered 
changing to a title (such as Educational Psychol­
ogy!) that more nearly represents the present scope 
of school psychology practice. 

Problems of Definition 

Given the fragmentation described earlier, what 
do we make of educational psychology? How is 
the field to be defined? Careful reading of Parts I 
and II of the volume leads us to the conclusion 
(drawn on pp. 9-10 of the introductory chapter) 
that a simple definition does not exist. The dispa­
rate activities described in this book defy definition 
beyond the obvious: educational psychology is 
what educational psychologists do. On the other 
hand, considerable consensus exists for a descrip­
tion of educational psychology as, simply, the ap­
plication of psychological principles to education. 
Examination of Parts I and II does, however, re­
veal recurring themes-themes worth spelling out. 

In Chapter 2, Professor Charles suggests that not 
until the 1920s did educational psychologists ap­
pear as a group separate from psychologists. As he 
noted, the functionalist movement, with its empha­
sis on making psychology useful, led psychol­
ogists to carry out research in school settings. Fur­
thermore, practical problems of education-how 
to teach children to read, or to solve arithmetic 
problems-became legitimate objects for study. 
Nonetheless, in main, these activities were carried 
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out by persons who considered themselves psy­
chologists, not educational psychologists. Thus, 
formal identification of educational psychology as 
a discipline separate from psychology has existed 
since only about 1920. The relationship of educa­
tional psychology to psychology seems similar to 
that of some aspects of engineering to physics, 
however, the role of theory appears to be more 
pronounced in educational psychology than in en­
gineering, especially because education as a disci­
pline continues to suffer from a lack of adequate 
theory to drive practice. 

Educational psychology's formal relation to ed­
ucation has been an uneasy one. Educational psy­
chologists often have been accused of being too 
"theoretical," "impractical," or "insensitive to 
the needs of children (or teachers)." Although col­
leges of education have long required one or two 
undergraduate courses in educational psychology 
as part of the professional education sequence, all 
too often these courses are not well integrated into 
the formal preparation program. 

Early Educational Psychology 
Content 

The chapters in Part II of the volume list and 
briefly describe the early history and current status 
of topics significant in the establishment of educa­
tional psychology: individual differences (particu­
larly in intelligence), measurement, child study, 
guidance, and school psychology. 

In order to provide a manageable chapter, Pro­
fessor Jensen chose to model the recent history of 
individual differences by tracing the development 
of attempts to understand one individual dif­
ferences variable-intelligence. His treatment 
shows the impact of theories of intelligence on 
education and psychology. The problems posed by 
efforts to gain "pure" measures of intellect stimu­
lated intense activity in the area of measurement, 
but also led educational psychology to reexamine a 
continuing and deeper problem: the logical and 
psychological analysis of intelligent behavior into 
its genetic and environmental roots. Meth­
odological efforts (such as factor analysis) to deal 
with issues of intellectual assessment began to 
shape curriculum in educational psychology. Such 
methodological efforts led applied measurement 
and statistics to flourish as a "core" area of educa­
tional psychology. 

Professor Carroll's chapter on measurement 
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nicely illustrates the impact of practical problems 
on the shape of educational measurement. The use 
of psychological testing for the Army in World 
War I provided a model quickly adapted to 
achievement testing. As "new type" (objective) 
tests were developed, thoughtful researchers rec­
ognized the need to provide a sounder basis for 
understanding tests as well as the necessity for a 
testing technology that dealt with issues ranging 
from the simpler aspects of test-item writing to 
much more profound problems of scaling items 
(and tests). These efforts led to the development of 
test theory and to such well known topics as relia­
bility and validity, which have had substantial im­
pact not only on educational psychology, but on 
other areas of psychology and education as well. 

At the same time that techniques and statistical 
procedures were being developed to deal with the 
measurement and individual differences issues just 
mentioned, pressures from outside the field of edu­
cational psychology led to consideration of in­
creasingly sophisticated research designs for ex­
ploring educational problems. The work of Fisher 
(1925) in (primarily) agriculture directed educa­
tional researchers toward increasingly complex 
multivariate research designs. These designs came 
into use with the recognition that many educational 
questions of interest cannot be dealt with in simple 
two- or three-group comparisons. 

School psychology early adopted a differential 
psychology model that led to the focus on develop­
ing powerful tests for assessing individual dif­
ferences. This search also led to measurement as a 
core of that discipline. However, as Professor 
Kramer's chapter points out, time demands on 
school psychology practitioners for testing increas­
ing numbers of children became uneconomic. Di­
agnostic testing has proved not only expensive but 
also, in the final analysis, only a stopgap measure. 
Given the realities of numbers of students, im­
provement in education-increasing the ca­
pabilities of schools and teachers to develop en­
vironments for productive student learning-could 
occur only by spending more time with teachers 
rather than with children. Thus, the testing compo­
nent is slowly, but quite surely, from the perspec­
tive of school psychologists, becoming a tool that 
provides a basis for consultation with teachers. 
Consultation models, although initially clinical, 
more recently have borrowed heavily from behav­
ioral psychology. Whereas assessment (hence 
measurement) issues are still clearly in the domain 
of school psychology as well as educational psy-
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chology, school psychology has distanced itself 
from educational psychology through the consulta­
tion model. 

The guidance movement has roots in many ways 
similar to those of the child study movement and 
humanistic psychology. The child study movement 
(see Chap. 4) began as an educational movement 
dedicated to nurturing children. It rose out of much 
of the same forces of protest, social reform, and 
idealism as those Professor Dixon ascribes to the 
formation of the guidance movement. However, 
the child study movement, consistent with the edu­
cational psychology of Rousseau and the writings 
of Herbart and Pestalozzi, moved to a search for an 
empirical pedagogy-the development of educa­
tional methods that would most effectively nurture 
children. The methods of study tended to be infor­
mal, diary like, rather than taking on the trappings 
of formal educational measurement. As the rela­
tively unscientific methods of child study were 
contrasted to the demands for rigor in measure­
ment and research design, the movement refocused 
on the scientific study of human development. 
This was especially clear, as Professors Davidson 
and Benjamin recount, with the formation of the 
various child research centers, such as Iowa Child 
Welfare Station. 

Whereas the child study movement focused par­
ticularly on early childhood, tum of the century 
social forces, such as industrialization and the divi­
sion of labor, led guidance to focus on the 
postschool vocational adjustment of young men 
and women. This orientation apparently borrowed 
little from the methodology and theory of psychol­
ogy. Professor Dixon details the vocational adjust­
ment emphasis of the early guidance movement 
with its focus on discovering means for determina­
tion of characteristics of the self-particularly em­
phasis on the development of measures of ap­
titudes and interests. Thus, measurement became 
an integral part of the guidance movement. 

Almost coincidental in time with the guidance 
movement was the mental hygiene movement. The 
emphasis on mental illness led to the development 
of a psychotherapy movement among such mental 
health practitioners as Carl Rogers, which ulti­
mately led, following World War II, to the formal 
development of counseling psychology as a sub­
discipline clearly different in goals from the guid­
ance movement. 

Whereas the vocational guidance movement 
focused on self appraisal for the purpose of identi­
fying a satisfying career, the humanist movement 

approaches self from an existentiallphenomono­
logical perspective growing out of the work of per­
sons such as Snygg and Combs (1949). The hu­
manist orientation to the study of the "whole" 
person was advanced in the period from 1950-
1980 as an alternative view of psychology in con­
trast, particularly, to behavioral emphases, such as 
those described by Professors Kratochwill and Bi­
jou. In our view, the humanistic movement has 
had relatively little force in educational psychol­
ogy, at least in part because of its lack of a clear 
theoretical and conceptual base. Yet humanist in­
fluences are clear in studies of classroom climate, 
teacher-student interaction, and definitions of ef­
fective teaching, as well as some aspects of both 
guidance and counseling. Professor Hamachek 
nicely characterizes the movement as a "the­
oretical umbrella [providing] a framework and lan­
guage for understanding the inner person." 

Demands for mental health professionals sub­
stantially increased in the period following World 
War II. As efforts to meet these demands grew, 
clinical psychology programs expanded in num­
bers and in size. At the same time, "counseling" 
psychologists appeared, initially trained, appar­
ently, to deal with vocational decisions and with 
relatively "minor" mental health problems. Dif­
ferential emphasis on therapeutic, as opposed to 
education, interventions soon resulted in a division 
within the guidance movement that led to the de­
velopment of counseling psychology as a separate 
discipline, though one without a clearly delineated 
"home. " 

By 1960, the independence of school psychol­
ogy and counseling psychology from educational 
psychology was quite evident. The humanistic 
movement had been largely (although not ex­
clusively) absorbed into aspects of school psychol­
ogy, guidance, and counseling psychology. Thus, 
educational psychology was perhaps at its most 
empirical stage. Measurement, individual dif­
ferences, learning, and child development ap­
peared to be the core of the discipline. 

Change, however, was in the air. Learning, long 
a central part of educational psychology and close­
ly, perhaps even slavishly, allied with Hullian 
learning theory of the 1940s and 1950s was under 
attack for its lack of relevance to schooling. The 
hypothetico-deductive method of Hull seemed sin­
gularly inapplicable to the problems teachers faced 
in helping students to learn. The surge of interest 
in the work of B. F. Skinner, coupled with Skin­
ner's eagerness to attack educational problems, led 
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to substantial refonnulation of the study of learn­
ing in educational psychology. Kratochwill and 
Bijou detail the evolution of this movement. The 
old "mentalism" of motivation, intervening vari­
ables, hypothetical constructs, and so forth, was 
directly attacked from the perspective of a set of 
(presumably) simple and directly observable 
events: stimuli, responses, and consequences of 
the responses. An extensive literature on class­
room management quickly appeared based on this 
paradigm. This perspective (also widely adopted 
by school psychology as part of the consultive rep­
ertoire) became in a short time the dominant ap­
proach to a classroom oriented educational psy­
chology of learning. 

Educational Psychology 1960-1987 

By 1940, educational psychology was well es­
tablished as a field. Many departments with that 
title had been fonned. Courses in educational psy­
chology were a part of virtually every teacher prep­
aration program, and graduate programs leading to 
master and doctoral degrees were well in place. 
World War II set in motion events that had direct 
impact on the discipline. Perhaps first among these 
events was the demand placed on educational psy­
chology for techniques that pennitted efficient 
training of great numbers of individuals for the 
armed services. As instructional design met mod­
est, but nonetheless impressive, success in meeting 
military needs, recognition came for the need to 
consider training demands more intensively. These 
demands led to the development of three clearly 
identifiable movements within educational psy­
chology: behaviorism (behavior modification), hu­
manistic psychology, and cognitive psychology. 

Instructional psychology's roots in educational 
technology are briefly described in Professor 
Dick's chapter. From an early emphasis on the 
comparative value of various media, instructional 
psychology quickly moved to the study of man­
machine interactions, with emphasis on the study 
of learners in the environment in which they were 
expected to perfonn. This led to the development 
of task analysis, to systems analysis, and ultimate­
ly instructional design. As the development of so­
phisticated weapons systems occurred in World 
War II, concern for personnel selection mounted. 
Thus, testing and evaluation techniques received 
increasing attention. Because most of these events 
took place in military (as opposed to university) 
contexts and under pressure to "help win the 
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war," concerns for carefully controlled, methodi­
cal laboratory research were put aside. Evaluation 
techniques were developed to provide, in many 
cases, after the fact evidence for the usefulness of a 
particular program. Recognition by the military of 
the value of instructional psychology resulted in 
the continuance following World War II of efforts 
aimed at increasing the effectiveness of armed ser­
vice training programs. 

The publication of B. F. Skinner's research in 
programmed instruction had obvious implications 
for military training as well as for education more 
broadly conceived. Coupled in the 1950s with 
enonnous renewed interest in education as a means 
for competing with the USSR, programmed in­
struction led not only to concern for how curricu­
lum could be most effectively presented to learn­
ers, but also to the question of the nature of 
curriculum itself. Thus instructional design, with 
its focus on behavioral objectives, task analysis, 
and the like, began to develop so that by 1980 
instructional designers were preparing for educa­
tional systems that encompassed a broad spectrum 
of activities ranging from fonnulating goals for 
instruction, to development of instruction, to as­
sessment of the effectiveness and costs of 
instruction. 

As programmed instruction developed interac­
tively with the instructional design, a slightly dif­
ferent focus, operant analysis of human behavior, 
appeared. Behavior modification encompassed 
much of the work that led to programmed instruc­
tion, but with clearer recognition of the indi­
vidual-environment interaction. Operant condi­
tioning became a major tool not only for the design 
of instruction, but more frequently for the analysis 
and amelioration of individual problems in learn­
ing. Thus, "behavior modifiers" used the tech­
nology of operant conditioning to arrange environ­
mental contingencies so as to maximize attainment 
of an educational goa\. Professors Kratochwill and 
Bijou provide a brief history of the development of 
that movement, whereas Professor Williams pro­
vides an estimate'of the current status of classroom 
management technology. What, perhaps, is most 
significant in both chapters are descriptions of 
well-specified techniques that could be tested in 
many educational arenas. With clearly specified 
objectives and behavioral response criteria, the 
success of an educational program (an interven­
tion) can be readily accessed. However, the behav­
ioral focus of this technology, and even perhaps its 
success, led to concerns from two areas: human-



436 PART IV • PERSPECTIVES ON EDUCATIONAL PSYCHOLOGY 

istic psychology and cogmtIve psychology. Hu­
manists argued that there is more to human behav­
ior and to education than arrangements of 
contingencies, whereas cognitive psychologists ar­
gued that operant analysis of complex behavior, 
such as human problem solving, revealed little of 
the significant internal events giving force and 
shape to such complex behaviors. 

Humanistic psychology, dismissed earlier as 
having little force as a movement, nonetheless had 
considerable influence on educational psychology. 
Much of that influence comes from an emphasis on 
the need to study motivation, affect, and the nature 
of teacher-student affective interactions if learning 
in classroom settings were to be adequately con­
ceptualized, much less understood. Professor 
Hamachek makes an eloquent plea for the potential 
of education to free students to learn-a perspec­
tive many educational psychologists find unattrac­
tive given a quite different goal-to make psychol­
ogy a "science." It is still difficult to assess the 
impact of humanistic psychology as a "third 
force" in the field of educational psychology. A 
part of this difficulty comes from view of the self 
and its development, which suggests that neither 
education nor psychology has much to offer to the 
educational process. This extreme view, as 
Hamachek notes in Chapter 8, appeared to suggest 
that the development of the self required little by 
way of structure or organization, negating the in­
fluence of curriculum or teacher on learning by the 
individual. However, the apparent return to the 
examination of constructs such as self-esteem, val­
ues, and the like has kept educational psychol­
ogists mindful of the broad array of human behav­
ior for which they have taken responsibility. 

The second countervailing force to behavioral 
psychology, cognitive psychology, emerges from 
a concern for the nature of understanding-a per­
sistent question that presumes a categorical (cog­
nitive?) structure that cannot be examined by sim­
ple observation of behavior in environments, but 
rather requires analysis of learner context as well 
as instructional environment. As Professor Di Ves­
ta describes the contextualist-constructivist posi­
tion with its roots in the rationalism of Kant, it 
becomes clear that to some degree the position 
subsumes the humanist perspective (see Don Nor­
man's (1980) "Twelve issues for cognitive sci­
ence, " -affect, belief systems, consciousness, 
thought and the like are all considered a part of the 
domain of cognitive science). Questions about the 
structure and organization of human memory, the 

nature of human expertise, and decision-making 
processes, once remote from psychological study 
are now significant research areas. Clearly, cog­
nitive psychology offers a plethora of area educa­
tional psychology can choose to study in natu­
ralistic (i.e., school) settings. Such study is just 
now getting under way. 

The Future of Educational 
Psychology 

Futurists we are not! Yet our reflections on se­
lection of chapter topics for this work early forced 
us to consider what is to come. Despite the fact 
that they are often housed in departments of educa­
tional psychology, it seems clear to us that school 
psychology and counseling psychology are already 
conceptually set off from educational psychology. 
Other areas, measurement for example, may also 
separate from educational psychology. However, 
what may well happen instead, we believe, is a 
continuing trend toward specialization within edu­
cational psychology. In effect, our chapter topics 
for Part III of the book suggest our sense of what 
already exists in the field. The six chapters in Part 
III (comprehension processes, teacher effective­
ness, classroom management, measurement, eval­
uation, and problem solving), do suggest our pic­
ture of the future of educational psychology. 
Although our chapter selections were not random, 
they were chosen so as to represent the wide vari­
ety of specialization already in existence. Clearly, 
our sense is one of increased specialization. Each 
of the six chapters attempts to provide a concise 
overview of a significant present day topic in edu­
cational psychology. 

Professor Andre takes a "narrow" topic-read­
ing comprehension-and shows how a variety of 
models of text comprehension bring structure to 
that topic. Recent research and theory in reading 
comprehension has stressed a cognitive view 
growing out of the contextualist-constructivist per­
spective Di Vesta describes in Chapter 11. Chapter 
17, problem solving, also takes a heavily cognitive 
perspective. Yet from the topics covered, and from 
the volume of research generated, it is clear that 
research on comprehension processes may (and 
will) be conducted by persons only tangentially 
knowledgeable of the problem-solving research 
Professor Mayer describes. Yet one may consider, 
and wish for, a merger of views so that reading 
comprehension is more consistently treated as a 
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problem solving process. Although many educa­
tional psychologists admit that comprehension is a 
problem-solving process, our reading of the re­
search literature suggests that members of our dis­
cipline increasingly see themselves as studying 
"reading comprehension," or "development of 
problem-solving skills," or "development of ex­
pertise." This narrowness of specialization inev­
itably seems to be self-defeating, and indeed some 
signs of research that considers comprehension and 
problem solving in domain specific areas such as 
mathematics (see the work of Greeno and Kintsch) 
suggests recognition of the shortsightedness of 
very narrow perspectives. 

Yet it is revealing that the references cited by 
Professors Evertson and Smylie in their chapter on 
teacher effectiveness have virtually no overlap 
with the references cited by Professor Williams in 
his classroom management chapter or with the ref­
erences provided by Professor Mayer in his chapter 
on problem solving. Certainly, effective teaching 
depends on effective management skills as well as 
on problem-solving skills-indeed, teaching 
might be viewed as a complex problem-solving 
process. The observation that these chapters re­
view practically no literature in common is not 
meant as criticism so much as it is noted to illus­
trate an issue of training and research. All three 
chapters are, in the editors' judgment, thoughtful 
and comprehensive. All three areas seem widely 
acceptable as appropriate to the domain of educa­
tional psychology. Yet can our discipline continue 
to study them in such isolation? 

Equally revealing is the chapter on measure­
ment. Professor Plake's chapter suggests the com­
plexity of the problems measurement must deal 
with. Even a cursory reading of her chapter sug­
gests that measurement has become a highly re­
fined specialty. At the same time, Professor 
Brown's careful critique of evaluation suggests 
that this, too, has become an area requiring inten­
sive study-an area of expertise. Inevitably, such 
intensive study comes at cost of breadth of 
training. 

Our reading of the future of the field suggests 
that such isolation is likely to continue. After all, 
we could have chosen a variety of additional cur­
rent topics had we so desired and space permitted. 
What we did instead was to choose six areas we 
felt were representative of topics of continuing in­
terest to educational psychologists. Is such spe­
cialization appropriate? The question is extremely 
difficult to answer in any simple way. One may 
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argue that an in-depth approach (intensive study of 
one area) is the only approach likely to yield fruit­
ful insights into an area. Thus, if one is interested 
in effective teaching, one examines, in some fash­
ion, the characteristics and behavior of teachers 
(and teachers in classrooms) who are by some cri­
terion "effective" or "ineffective." On the other 
hand, one may argue that analysis of teaching be­
havior into "problem solving behaviors," "man­
agement behaviors," etc., followed by observa­
tion of teaching in situ from that broader 
perspective may, though more complex, prove to 
provide a more complete and satisfying view of 
effective teaching. 

The final section of this volume offers a variety 
of, in this case, "elder statesperson' s" oppor­
tunities to reflect on topics in educational psychol­
ogy. Our request for comments was very general. 
Essentially, the writer of each of these sections 
provided his own perspective. Professor Hilgard 
comments on educational psychology from the 
perspective of an academic psychologist. He sug­
gests a need to study instruction in school settings 
taking into consideration the social setting in 
which much school learning occurs, as well as 
consideration of the entire cultural milieu in which 
instruction takes place. Professors Gagne and Hor­
rocks both speak to the issue of understanding 
schooling, but from different views. Gagne ap­
pears to feel that educational psychology will make 
a contribution to instruction through empirical, 
controlled experiments that are then generalized to 
classroom settings. With considerable justifica­
tion, he argues that empirical studies conducted in 
the classroom are too difficult to carry out for the 
long time periods necessary. Horrocks, on the 
other hand, speaks to the need to prepare educa­
tional psychologists who can, and do, study learn­
ing in a wide variety of settings-far beyond those 
that take place only in schools. Professor 
Humphreys chose a quite different tack. His com­
ments bear upon change in quantitative meth­
odology in educational psychology. His comments 
on the need to require substantial quantitative 
training for researchers are presented with force 
and conviction. 

Concluding Remarks. The future of educa­
tional psychology seems assured for at least an­
other two to three generations. However, the shape 
of educational psychology of the future is uncer­
tain. One might argue that the increased depth of 
specialization seen in present day educational psy­
chology has resulted in a substantial increase in the 
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knowledge base of the discipline. Furthermore, by 
exploring topics such as problem solving, behavior 
management, and teacher effectiveness in natural 
settings, the ecological validity of findings from 
such study is more clearly assured. One may well 
argue that developing sufficient expertise in a sin­
gle area, such as any of those suggested in Part III, 
is all that an individual may be reasonably ex­
pected to complete in the course of a scholarly 
career. On the other hand, one may also argue that 
the role of an educational psychologist is to exam­
ine human behavior from a broader, more in­
clusive perspective, searching for means for classi­
fying and understanding human behavior that cut 
across narrow topical lines. However, this is not an 
"either/or" choice. 

Instead, it seems to us that educational psychol­
ogy has made visible progress of which it can be 
proud. Although discipline boundaries are not 
clear, well-defined topical areas have been devel­
oped in educational psychology and are being ex­
plored in the psychological tradition of depth first, 
then breadth. From our experience in reading the 
field, educational psychology today is closer than 
ever before to the goal of accumulating a substan­
tial fund of usable knowledge. This accumulation 
is not simply a result of more research, but, in­
stead, of the intensive study of rather narrowly 
defined topics in naturalistic settings. To achieve 
this wealth of information, specialization appears 
to be necessary. Of course, a potential threat, 

raised earlier, is that educational psychology will 
continue to pursue topics in depth, but that the 
assimilation across topics-breadth-will not oc­
cur. A challenge to educational psychologists now 
and in the next 20 years is to provide the balance of 
knowledge and judgment necessary to use both 
strategies. Clearly, programs for the preparation of 
future educational psychologists must insure un­
derstanding and appreciation of both. Finally a 
move toward collaborative research (now becom­
ing evident), which cuts across narrow topical 
areas, is likely to alleviate problems of excessive 
specialization. If these hopes are realized, the edu­
cational psychologist at the turn of the next century 
should be deeply immersed in a specialty area, yet 
fully capable of seeing the impact of the specialty 
area as it is joined with other specialties to provide 
an integrated understanding of our cognitive, af­
fective, social, and behavioral roles. 

References 

American Psychological Association. (1984). APA-Accredited 
doctoral programs in professional psychology: 1984. Ameri­
can Psychologist. 39, 1470-1472. 

Fisher, R. A. (1925). Statistical Methods for Research Work­
ers. Edinburgh and London: Oliver & Boyd. 

Norman, D. A. (1980). Twelve issues for cognitive science. 
Cognitive Science, 4, 1-32. 

Snygg, D., & Combs, A. W. (1949). Individual behavior: A 
new frame of reference for psychology. New York: Harper. 



Index 

Ability grouping, 299 
Academic perfonnance, 298 
Achievement testing 

educational measurement, 375-377 
Revised Joint Technical Standards, 386 

Adolescence 
behaviorism and, 152 
child study movement and, 55 
historical perspective on, 22 

Advance organizers, 215-216 
Affect, 227 
Age-equivalent scores, 377 
Algorithm, 332 
Allport, Gordon, 167 
American Association for Humanistic Psychology, 160, 

165 
American Association of Counseling and Development 

(AACD), 109 
American Psychological Association (APA), 4 

behaviorism and, 147 
counseling psychology, 108- 109 
educational psychology, 27 
founding of, 22 
guidance and counseling, 113-114 
humanistic psychology, 163 
professional standards, 10 
school psychology, 123 

Analogy, 221 
Analysis of variance, 406, 408 
Angell, James R., 24 
ANOYA technique, 96 

computer, 408 
measurement, 99-100 

Antecedent exercise, 311 
Applied behavior analysis, 141-147 
Aptitude testing 

educational measurement, 375-377 
Revised Joint Technical Standards, 386 

439 

Aquinas, Thomas 64 
Aristotle, 64 
Assessment, 240 
Association for the Advancement of Behavior Therapy 

(AABT), 147-148 
Associationism 

behaviorism and, 132-133 
problem solving, 332 

Association of Counselor Education and Supervision 
(ACES), 109 

Attendance. See Compulsory attendance 
Attention management (classroom), 361-362 
Attribution, 227-228 
Audiovisual aids, 420 
Ausubel, David, 171 

Bain, Alexander, 132 
Baldwin, James Mark, 53, 57, 63 
Barnes, Earl, 51-52 
Bechterev, Vadimir, 133 
Behavior 

environment and, 131 
experimental analysis of, 139-140 
humanistic psychology and, 165 

Behavioral coaching, 313 
Behavioral psychology 

educational psychology and, 9 
instructional design and, 186-187 

Behaviorism, 131-157 
applications of, 150-153 
applied behavior analysis, 141-147 
associationist school, 132-133 
conditioning and, 133 
educational psychology and, 7-8 
empiricist roots of, 132 
historical perspective on, 138 
humanistic psychology and, 161 
impact of, 149-150 



440 

Behaviorism (Cont.) 
learning research and, 133-137 
neobehaviorism, 137-138 
professional developments in, 147-149 
reading comprehension and, 263 
Skinner, 138-141 

Behavior management, 297-325 
classroom management research evaluation, 317-321 
instructional manipulations, 299-302 
parents interventions, 304-305 
participant types, 297-298 
peer control, 302-304 
reinforcement procedures, 307-311 
self-administered strategies, 305-307 
target behaviors, 298-299 
treatment packages, 313-317 
treatment strategies, 299-317 
weakening techniques, 311-313 
See also Classroom management; Teaching 

Behavior modification 
behaviorism and, 131 
behavior management and, 314 

Behavior therapy, 313 
Berkeley, George, 132 
Bessel, F. W., 66 
Bijou, Sidney, W., 142-145 
Binet, Alfred, 68, 70-72 
Boy Scouts, 55 
Briggs, Leslie, 184 
Bruner, Jerome, 171 
Buhler, Charlotte, 160 

California (Berkeley), University of, 28 
Canonical analysis, 406 
Carr, Harvey, 24 
Cattell, James McKeen, 23, 46, 69 
Cattell, Raymond Bernard, 79, 80-81 
Chicago, University of, 28 
Child study movement, 41-60 

criticism of, 53-54 
demise of, 55-57 
educational psychology and, 5 
eighteenth and nineteenth centuries, 41-44 
founding of, 46-48 
goals of, 41, 48-49 
human nature and, 41-42 
influence of, 54-55 
kindergartens and, 42-43 
legacy of, 57-5& 
literature of, 51 
methods of, 51-53 
nation-wide, 50-51 
psychology and, 48-54 
school psychology and, 122 
urbanization and, 44-46 

Clark University, 29, 49-50, 51 
Classroom 

humanistic psychology, 175 
See also Teaching 

Classroom behavior management. See Behavior 
management 

Classroom management, 357-362 
See also Behavior management 

Classroom processes. See Teaching 
Clinical psychology, 126 
Clubs, 45 
Cognition 

intelligence and, 81 
problem solving, 328, 329-332 
reading comprehension, 280-281 

Cognitive movement, 203-233 
current, 208-210 
educational psychology and, 206-208 
empiricism and, 204-205 
expertise, 225-226 
external facilitators, 213-218 
illustrative strategies, 220-222 
information processing, 210-213 
motivation, 226-228 
rationalism, 205-206 
school subjects, 223-225 
skills and control processes, 218-220 
skills training, 222-223 
understanding and, 204 

Cognitive psychology 
educational measurement, 375 
educational psychology, 8 
humanistic psychology, 170-171 
influence of, 421-422 
instructional design and, 193 
reading comprehension and, 262-263 

Columbian Exposition, 50 
Columbia University, 28-29 
Communication 

behavior management, 304-305 
teaching, 357, 364-365 

Communication theory, 252-253 
Compliance training, 313-314 
Comprehension. See Reading comprehension 
Compulsory attendance, 44 
Computer 

instructional design, 186, 193-194 
measurement, 100-101, 377-383 
quantitative methods, 407-410 
Revised Joint Technical Standards, 387 
See also Quantitative methods; Statistics 

Computer assisted instruction, 420-421 
Conditioning. See Operant conditioning 
Context, 217-218 

INDEX 

Contextualist-constructivist position (cognitive movement), 
208-210 

Contracting, 314 
Cornell University, 29 
Correlations (statistical), 404-405, 407 
Correspondence training, 314 
Council for Accreditation of Counseling and Related 

Education Programs (CACREP), 109 
Counseling. See Guidance and counseling 



INDEX 

Counseling psychology, 108-109 
Counselor education, 109-110 
Criterion-referenced test, 96 

educational measurement, 383-385 
instructional design, 187, 191 

Crowder, Norman, 185-186 
Curiosity, 227 
Curriculum, 238 

Darwin, Charles, 19, 44-45, 54, 65, 67 
Decision making 

educational measurement, 383-385 
evaluation, 239-240, 242-243, 246 
Revised Joint Technical Standards, 386-387 
teaching strategies, 354-357 

Demography, 11-13 
Descartes, Rene, 132 
Developmental psychology 

child study movement and, 52 
educational psychology and, 6-7 
intelligence testing and, 71 

Dewey, John, 23-24, 56, 57 
Differential reinforcement of low rate of responding (DRL), 

312 
Differential reinforcement of other responses (ORO), 312-

313 
Discovery problem solving, 336-337 
Discussion skills training, 314-315 
Doctoral programs 

counselor education, 109 
educational psychologists, 11-12, 432 
guidance and counseling, 115 

Durkin, D., 283 

Ebbinghaus, Hermann, 70-71 
counseling psychology, 108- 109 
counselor, 109-1 10 
educational psychology, 3-4 
evaluation professionals, 248 
guidance and counseling, 110-111, 115 
humanistic psychology, 171-172 
instructional design, 194-196 
school psychology, 123-124 

Educational measurement, 373-391 
aptitude and achievement testing, 375-377 
computers in, 377-383 
criticisms of, 373-374 
decision making, 383-385 
educational psychology, 373 
law and, 374 
Revised Joint Technical Standards, 385-388 
See also Measurement 

Educational psychology 
behaviorism and, 149, 152-153 
bahavior management and, 318 
cognitive movement and, 206-208 
current, 420-421, 435-436 
definitions of, 5-10, 183,432-433 
educational measurement and, 373 

Educational psychology (Cont.) 
emergence of, 17-38 
evaluation and, 238-239 
future of, 422, 425-429, 436-438 
global perspective on, 416-420 
humanistic psychology and, 176-179 
institutions and, 28-35, 399 
instructional design and, 196-200 
learning tasks, 398-399 
nineteenth century, 415-416 
personnel in, 10-14 
psychology and, 3-4 
reading comprehension and, 261-263 
retrospective view of, 395-402 
school psychology and, 121, 125-128 
"splinter" groups, 431-432 

441 

Education for All Handicapped Children Act of 1975, 124-
125 

Education programs, II 
Elaboration 

cognitive movement, 221-222 
reading comprehension, 277-280 

Empiricism 
behaviorism, 132 
child study movement, 45-46 
cognitive movement, 204-205 
intelligence and, 65 

Employment opportunity 
educational psychologists, 13 
guidance and counseling, 115 

Environment 
behavior and, 131 
humanistic psychology and, 162 

Erikson, E., 165 
Evaluation, 237-257 

classroom management research, 317-321 
clients/audience in, 244-245, 251 
conducting of, 241-244 
defined, 239-241 
educational psychology and, 9 
historical perspective on, 237-239 
instructional design, 184, 188 
methods and process of, 250-251 
professionalization and, 247-249, 255 
purpose of, 249-250 
tests and testing, 102 
use enhancement of, 251-255 
use of information from, 245-247 

Existentialism, 163-165 
Expectancy training, 299 
Expertise, 225-226 
Eysenck, Hans, J., 141 

Factor Analysis 
computer and, 407-408 
individual differences and, 72-81 
measurement and, 97-98 
quantitative methods, 405-406 

Fading, 299-300 



442 

Federal government. See Government 
Feedback 

behavior management, 300 
peer control, 303 
teaching, 363-364 

Freud, S., 161-162 
Froebel, Friedrich, 42-43 
Functionalism, 23-24 

Gagne, Robert, 184, 187-188 
Gaiton, Francis, 19-20,65,66-70,94 
Games. See Play behavior 
Generalization training, 315-316 
Genetics 

historical development and, 19-20 
individual differences and, 67 
intelligence and, 83-85 

George Peabody College for Teachers, 32-33 
Gesell, Arnold, 57 
Gestalt psychology 

cognitive movement, 207-208 
problem solving, 332-334 
reading comprehension, 263-264 

Goddard, Henry H., 72 
Goodman, K. S., 265-267 
Government 

evaluation and, 238 
guidance and counseling, 114-115 
instructional design and, 185, 186 
intelligence and, 84 
school psychology and, 122, 124-125 

Grade-equalivalent scores, 377 
Graham, Clarence H., 396 
Guidance and counseling, 107-119 

counseling psychology, 108-109 
counselor education, 109-110 
current status of, 116-117 
educational psychology and, 9, 432 
education in, 110-111 
mental hygiene movement, 113 
National Defense Education Act of 1958 and, 114, 115 
1960s, 114-115 
1970s, 115-116 
psychology and, 113-114 
psychotherapy and, 113 
testing and, 112-113 
variety in, 107 -108 
vocational guidance movement and, 112 

Guilford, Joy Paul, 79-80 
Gulick, Luther, 5 
Guthrie, Edwin, R., 137 

Hall, G. Stanley, 22-23, 41, 46-48, 49, 50, 53-54, 55, 
56, 58, 425 

Harvard University, 29-30 
Health services, 238 
Herbart, Johann, 18, 43 
Heredity. See Genetics 

Huey, Edmund B., 26-27, 206-207, 262 
Hull, Clark L., 137-138 
Humanistic psychology, 159-182 

behavior and, 165 
behaviorism and, 161 
cognitive psychology and, 170-171 
contributions to, 167-168 
criticisms of, 168-169 
defined, 160 
early origins of, 160-161 
educational psychology and, 176-179 
education and, 170-171 
evolution of, 162-163 
implications of, 171-172 
phenomenology and existentialism in, 163-165 
psychoanalysis and, 161-162 
self and, 166-167 
strengths of, 169-170 
teaching and, 172-175 

Human nature 
child study movement, 41-42 
definitional problems and, 6-9 

Hume, David 132 
Hunter, Walter S., 396 

Ignoring strategy, 311 
Imagery, 220-221 
Immigration, 44 
Indiana University, 30 
Individual differences (intelligence), 61-88 

Binet and, 70-72 
educational psychology and, 6-7 
education and, 85-86 
factor analysis and, 72-81 
Galton and, 66-70 
genetics and, 83-85 
information processing theories and, 81-83 
prescientific era and, 63-66 
psychology and, 63-66 
relevance of, 61-62 
scientific era and, 66-67 

Individually Prescribed Instruction (IPI), 189 
Inductive problem solving, 337 
Industrial Revolution, 44-46 
Information processing 

cognitive movement and, 210-213 
intelligence and, 81-83 

Institutions 
child study movement and, 45 
measurement and, 101 

Instructional design, 183-202 
conceptual revolution in, 186-189 
current status of, 192-194 
defined, 183 
educational psychology and, 9, 196-200 
instructional systems and, 189-192 
origins of, 183-184 

INDEX 



INDEX 

Instructional design (Cont.) 
personnel in, 194-196 
programmed instruction and, 184-186 

Instructional games, 300 
Instructional Systems Development (ISO) model, 190-191 
Intelligence 

problem solving, 342-343 
See also Individual differences (intelligence) 

Interspersal training, 300-301 
Item response theory (IRT), 96 

computer and, 409-410 
educational measurement and, 375-377 

James, William, 5, 21-22, 48, 53, 63 
Journal of Educational Psychology, 5-6 
Journals 

behaviorism, 147 
child study movement, 51 
counseling psychology, 108-109 
instructional design, 196-198 
measurement, 10 1-1 02 

Judd, Charles, 26 
Juvenile delinquency 

behaviorism, 152 
child study movement, 45 

Kelley, Truman, 95 
Kindergartens, 42-43 
Kinstch, W., 268-269 

Labor laws, 45 
Law 

educational measurement, 374 
labor laws, 45 
See also Government 

Learning theory, 7 
Legislation. See Law; entries under name of specific law 
L1SREL methodology, 408-409 
Locke, John, 65 
Luckey, G. W. A., 48, 51-52 

Mager, R. F., 187 
Maslow, H., 165, 167, 171-172 
Master's degree 

counseling and guidance, 110 
educational psychology, 12-13 

Mathematics, 340-342 
McClelland, J. L., 267-268 
McKee, P., 263 
Means (statistical), 403-404 
Measurement, 89-106 

behaviorism, 139 
educational psychology and, 7 
evaluation and, 238 
factor analysis, 97-98 
institutional/organization arrangements, 101 
necessity for, 89-90 
professional organizations/journals, 10 I-I 02 

Measurement (Cont.) 
research design in, 99-100 
technology and, 100-101 
testing methods, 90-91 
test publishing, 102 
test review/evaluation procedures, 102 
test theory, 94-97 
test validity, 98-99 
theory of, 91-94 

443 

See also Educational measurement; Tests and testing 
Media, 193 
Medical model, 379 
Medication. See Pharmacology 
Memory 

cognitive movement, 210-213, 221 
reading comprehension models, 271 

Mendel, Gregor, 67 
Mental ability. See Individual differences (intelligence); 

Intelligence 
Mental age, 71 
Mental hygiene movement, 113 
Metacognition 

cognitive movement, 219-220 
reading comprehension, 280-281 
See also Cognition; Cognitive movement; Cognitive 

psychology 
Metaphor, 274-277 
Michigan, University of, 30-31 
Mill, James, 132 
Mill, John Stuart, 132 
Millman, Jason, 378 
Minnesota, University of, 31 
Missouri, University of, 31 
Mnemonic aids, 221 
Modeling 

behavior management, 301 
peer control, 303 

Morality, 45 
Mother 

child study movement, 42 
See also Parents 

Motivation 
cognitive movement, 226-228 
educational psychology, 7,9 

Mowrer, O. Hobart, 138 
Multiple correlations, 404-405, 407 
Multiple regressions, 407 
Miinsterberg, Hugo, 53, 54-55 
Music, 43 

National Association of School Psychology, 124, 127 
National Council on Education Measurement, 374 
National Defense Education Act of 1958 (NDEA), 114, 115 
Native equipment. See Human nature 
NEA,49-50 
Nebraska, University of, 31 
Negative preference management, 312 
Neobehaviorism, 137-138 



444 

New York University, 31-32 
Norm-referenced tests, 187 
Norms, 92 

Objective measurement, 91 
Objectivism, 132 
Ohio State University, 32 
Operant condi tioning 

behaviorism, 138-141 
children and, 142-145 

Organization, 216-217 

Parents 
behaviorism and, 150-151 
behavior management, 304-305 
child study movement and, 49, 51 
teacher communication with, 304-305 

Partial correlations (statistics). 404-405 
Patient Management Problem (PMP), 379 
Pavlov, Ivan P., 133 
Pearson, Karl, 70 
Peer interactions, 298, 302-304 
Pennsylvania, University of, 33 
Pestalozzi, Johann Heinrich, 18, 42, 43 
Pharmacology, 311 
Phenomenology, 163-165 
Piaget, J., 80-81 
Plato, 63-64. 205 
Play behavior 

behavior management, 300 
child study movement and, 43 

Play movement, 55 
Positive practice overcorrection, 312 
Pressey, Sidney, J., 141, 186,420-421 
Problem solving, 327-347 

centrality of, 327-328 
cognitive analysis of, 329-332 
definitions, 328-329 
intelligence and, 82, 342-343 
math, 340-342 
reading comprehension, 338-339 
research directions, 343-345 
research history, 332-334 
transfer issue in, 334-338 
writing and, 339-340 

Process-product perspective 
academic instruction, 362-365 
classroom management, 357-359 
described, 350-351 
planning and decision making, 354-356 

Productive Thinking Program, 339 
Professional organizations 

behaviorism, 147-149 
counselor education, 109 
educational psychology, 410 
measurement, 101-102 
school psychology, 122, 124 
See also entries under names of specific professional 

organizations 

Professional standards. See Standards 
Program evaluation. See Evaluation 

INDEX 

Programmed instruction, 141-142, 184-186,420-421 
Progressive movement 

child study movement and, 45 
educational psychology and, 417-420 
humanistic psychology and, 170 

Prompting, 301 
Psychoanalysis 

history of, 22 
humanistic psychology and, 161-162 

Psycholinguistic guessing games, 265-267 
Psychology 

child study movement and, 48-54 
educational psychology and, 3-4, 6 
guidance and counseling, 112, 113-114 
historical precursors of, 17-19 
individual differences and, 63-66 
military personnel, 397-398 
nineteenth century, 19-20 
scientific method and, 43 
teacher training and, 20 
twentieth century, 21-27 
World War II, 396-397 
See also entries under names of various specialties 

Psychometrics. See Educational measurement; 
Measurement; Tests and testing 

Psychopathology, 49 
Psychotherapy, I 13 
Public school 

child study movement, 44 
school psychology, 122 

Quantitative methods, 403-414 
computer and, 407-410 
past, 403-406 
research problems, 410-414 
See also Computer; Statistics 

Questionnaires 
child study movement, 46-47, 52-53 
scientific pedagogy, 49-50 

Quintillian, 64 

Rationalism, 205-206 
Reading comprehension, 259-296 

bottom-up, data driven models of, 264-265 
centrality of, 259 
dimensions of models in, 271-272 
educational psychology and, 261-263 
elaboration and, 277-280 
interactive models of, 266-269 
metacognitive components in, 280-281 
metaphor in, 274-277 
models of, 263-272 
problem solving and, 338-339 
research issues in, 272-281 
schemata concept in, 261 
schema-theoretic view, 269-271 
syntactical factors in, 272-274 



INDEX 

Reading comprehension (Cont.) 
teaching skills of, 282-288 
top-down, conceptually driven models of, 265-267 

Reciprocal teaching, 287-288 
Reliability 

educational measurement, 384 
test theory, 94-95 

Religion, 44 
Repetition, 213-215 
Research design, 99-100 
Response cost strategy, 311-312 
Response delay training, 302 
Revised loint Technical Standards, 385-388 
Rogers, Carl, 113, 165, 167, 170, 178-179 
Rousseau, Jean-Jacques, 41-42 
Rumelhart, D. E., 267-268 
Rural prejudice, 47 

Sanctions, 361 
Scales, 92-93 
Schema, 329-330 
Schema-theoretic views, 269-271 
Scholastic Aptitude Test (SAT), 96 
School psychology, 121-130 

clinical psychology and, 126 
developmental analysis of, 121-126 
diversity in, 128-129 
educational psychology and, 9, 125-128, 432 
recent development and, 124-125 
specialization and, 123-124 

Scientific method 
child study movement, 51 
humanistic psychology, 168 
psychology and, 18-19,43 

Scientific pedagogy, 49-50 
Sechenov, I van M., 13 3 
Self 

behavior management, 305-307 
humanistic psychology, 166-167 

Sentimentality, 168-169 
Shinn, Millicent, 52 
Signaling, 217 
Skinner, B. F., 138-141, 161, 183, 185 
Social Darwinism, 45 
Social skills training, 315 
Socioeconomic class 

behaviorism and, 151-152 
child study movement and, 43-44 
morality and, 45 
Pestalozzi and, 42 
social Darwinism, 45 
urbanization and, 44 

Sociolinguistic perspective 
academic instruction, 365-367 
classroom management, 359-362 
described, 351-353 
planning and decision making, 356-357 

Speaking rules, 360-361 
Spearman, Charles Edward, 71, 72-77, 94-95, 97 

Specialization, 123-124 
Spencer, Herbert, 65, 132 
Sputnik, 184-186 
SQ3R,338 
Standards 

educational psychology, 10-11 
teachers, 44 

Stanford University, 33-34 
Statistics 

ANOYA design, 99-100 
educational measurement, 378, 384 
individual differences, 72-81 
measurement, 93, 99-98 
technology, 100-101 
test theory, 94-97 
See also Computer; Quantitative methods 

Structure-oriented problem solving, 335-336 
Suspensions, 311 
Syntax, 272-274 

Tasks, 301 
Teachers 

behavior management, 298 
evaluation and, 245 
feedback and, 300 
humanistic psychology and, 172-175 
parent communication with, 304-305 
qualifications of, 44 

Teachers College (Columbia University), 25 
Teacher training 

child study movement and, 48-50, 51, 54, 55 
instructional design and, 198-199 
psychology and, 20, 27-28 
standards in, 44 

Teacher training packages, 316-317 
Teaching, 349-371 

academic instruction, 362-367 
behavior management, 299-302 
classroom management, 357-362 
effectiveness and, 349-350 
instructional design, 188 
planning/decision making, 354-357 
problem solving, 334-338 
process-product research paradigm, 350-351 
reading comprehension skills, 282-288 
sociolinguistic research, 351-353 
theories of, 421 

Teaching machines, 141-142, 186,420-421 
Terman, Lewis Madison, 72 
Tests and testing 

aptitude and achievement, 375-377 
behavior management, 301-302 
child study movement and, 49 
computer in, 378-380 
evaluation and, 237-238 
guidance and counseling, 112-113 
instructional design, 184, 187 
IQ,62 
measurement, 90-91 

445 



446 

Tests and testing (Cont.) 
publication of, 102 
reading comprehension and, 263 
review/evaluation procedures, 102 
school psychology and, 122 
scoring and reporting, 380 
technology and, 100-10 I 
theory, 94-97 
validity, 98-99 
See also Educational measurement; Measurement 

Test theory, 405 
Theory 

definitional problems and, 6, 10 
educational measurement, 375-377 
empiricism, 45-46 
evaluation, 241, 242, 243, 252-253 
intelligence, 81-83 
measurement, 91-94 
programmed instruction, 185 
reading comprehension, 263-272 
teaching, 421 
tests and testing, 94-97 

Thorndike, E. L., 5, 6, 7, 24-26, 65, 77-79, 89, 91-92, 
133-134, 332 

Thurstone, Louis L., 79, 97-98 
Time limits, 302 
Token economy, 315 
Tolman, Edward c., 137 
Tufts University, 34 
Tutoring 

parent intervention, 304 
peer control, 303-304 

Twin studies 
historical development and, 19-20 
intelligence and, 83 

Tyler, Ralph, 238 

Understanding, 204 
Urbanization, 44-46 
U-shaped curve, 219 

Validity 
quantitative methods, 405 
tests and testing, 98-99 

Values 
evaluation, 243 
humanistic psychology, 169-170 

Van Dijk, T. A., 268-269 
Verbal reprimands, 312 
Vienna Circle, 136-137 
Vietnam War, 115 
Vives, Juan, 17-18 
Vocational guidance movement, 112 

Watson, John Broadus, 83-84, 132, 134-136 
Weakening behavior techniques, 311-313 
Wechsler, David, 72 
Winship, A. E., 49 
Wisconsin, University of, 34-35 
Wissler, Clark, 70 
Wolfe, H. K., 48, 51 
Woodworth, Robert S., 24 
World War II 

instructional design and, 184 
psychology and, 396-397 

Wrenn, C. Gilbert, 116 
Writing skills, 339-340 
Wundt, Wilhelm, 19,46,66, 67-68, 206 

Yale University, 35 
YMCA, 45,55 

INDEX 




