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Chapter 1 

Information Retrieval Using Mental Images 

1.1 The Scientific Challenge of Imagery Research 

People often wonder why mental images resemble the things they 
depict. For example, an image of a pizza mentally "looks" something 
like an actual pizza . An image of a football spinning around mentally 
"looks" something like the way a spinning football actually does 
look. Because mental images frequently accompany our waking 
thoughts and our dreams, they naturally arouse our curiosity about 
their nature and purpose. 

How could one go about doing scientific experiments to discover 
the actual properties and functions of images? This presents one of 
the most difficult yet exciting challenges for a research scientist. 

One reason the scientific study of mental imagery is so challenging 
is that imagery is a subjective phenomenon. Unlike physical objects, 
mental images are not directly "observable"; hence, their properties 
and functions always have to be inferred. You can't simply rely on 
what people tell you about their images because subjective reports 
are often inaccurate and unreliable. For example, suppose someone 
told you that his or her image of an apple was "round, red, and 
shiny." How would you verify such a claim? At the very least, you 
would need to have some source of objective evidence that is not 
based entirely on subjective impressions. 

Another reason is that images are notoriously elusive-----they can 
appear one moment and quickly fade the next. Experimental methods 
are needed that permit one not only to infer the properties of images 
in an objective, scientific manner but also to reliably elicit the images 
themselves. The difficulties in doing so often tax the researcher's 
ingenuity and resourcefulness to the limit, at times making the study 
of imagery as controversial as it is fascinating. 

Searching for these scientific methods is well worth the effort, 
because many long-standing philosophical issues could be resolved 
if only we knew more about the nature of imagery. For example, is 
mental imagery truly different from other, more abstract ways of 
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thinking? What, precisely, do imagery and perception have in com
mon? Do mental images obey the same laws as physical objects? 
These are empirical questions requiring appropriately designed re
search studies; they cannot be answered by philosophical debate 
alone (see Block 1981; Dennett 1978). . 

There are many practical reasons as well for conducting scientific 
investigations of mental imagery. For instance, many popular tech
niques for improving memory are based on visualization. People 
often claim that imagery plays a role in solving problems and in 
making creative discoveries. Imagery has long been used in psycho
therapy, especially in reducing anxiety. What is it about imagery that 
makes these applications possible? What other potential applications 
of imagery might exist? Again, these are challenging questions for 
researchers. 

This book will describe how the study of mental imagery has been 
transformed into an empirical science as a result of a number of 
recently invented experimental techniques . The experiments I will 
discuss are taken mostly from research on visual imagery that I and 
my colleagues have been conducting over the past ten years. This 
research has led to the identification of five major principles of im
agery: the principle of implicit encoding, the principle of perceptual 
equivalence, the principle of spatial equivalence, the principle of trans
formational equivalence, and the principle of structural equivalence. Taken 
together, these five principles provide a general description of the 
fundamental characteristics of mental images. There will be some 
exceptions to these principles, and they are limited in certain re
spects, but I will argue that they are essentially correct. 

Before considering these principles in detail, I would like to define 
how the term "mental imagery" will be used throughout this book. 

1.2 A Definition of Mental Imagery 

"Mental imagery" is defined as the mental invention or recreation of an 
experience that in at least some respects resembles the experience of actually 
perceiving an object or an event, either in conjunction with, or in the absence 
of, direct sensory stimulation . This is certainly not the only definition 
of mental imagery that one could propose, but it is a convenient 
working definition for the scientific investigations that will be re
ported here. 

This usage of the term "image" is quite different from its use in 
the visual sciences to refer to the projection of visual scenes on the 
back of the retina (Marr 1982). It is also different from the use of the 
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term "iconic image" to refer to the short-term retention of visual 
information in sensory mechanisms (Neisser 1967; see also Sperling 
1960). As the experiments in this book will show, mental images are 
very different from either retinal or iconic images. 

1.3 Questions That Elicit Images 

I shall begin by taking up a very basic question about mental imagery: 
Are mental images, in the sense just defined, really any different 
from other kinds of mental representations, such as verbal descrip
tions? Because most people claim that they can form mental images, 
and that their images often "resemble" actual physical objects, the 
subjective reality of mental imagery and its distinctiveness from verbal 
thinking can hardly be denied. But is there any objective evidence that 
images are distinct from thoughts made up of words or sentences? 
How could you show this? 

1.3.1 Some Simple Demonstrations 
One way is to try to show that forming mental images, as opposed 
to thinring about something in terms of verbal descriptions, is nec
essary in order to answer certain types of questions. For instance, 
consider the following questions: What color is the top stripe of the 
American flag? Did Thomas Jefferson have a beard? Most people say 
that they have to imagine looking at a mental "picture" of the Amer
ican flag or Thomas Jefferson's face before they can tell . By examining 
the way people give answers to such questions, perhaps one could 
show that mental images really are distinct from verbal descriptions. 

There would still be a problem, however, if all you had to rely on 
was what people told you. Even if you found that when people say 
they are using images, they tend to be more successful in coming up 
with the correct answers, you would still not convince a skeptic. A 
person's introspections about what he or she did to answer a question 
could be completely wrong. You also need to show that giving the correct 
response depends on whether or not it is easy to extract the needed infor
mation from the image. This would provide more convincing evidence 
that mental imagery is distinct from other forms of information 
retrieval. 

1.3.2 Interfering with Mental Images 
An ingenious technique for showing that images are distinct from 
verbal processes was invented by Lee Brooks. In one of his experi
ments, subjects were told to report whether or not each successive 
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comer of a block letter, such as a capital F, was at the extreme top 
or bottom, when recalling the letter from memory (Brooks 1968). The 
subjects were to do this by starting from a particular corner (labeled 
by an asterisk) and then continuing in the clockwise direction. For 
example, using the block letter F shown in figure 1.1, the correct 
sequence of responses would be "yes, yes, yes, no, no, no, no, no, 
no, yes." As the reader may verify, when doing the task from mem
ory, one is virtually compelled to form and inspect a mental image 
of the letter. 

Brooks also varied the manner in which the subjects were to give 
their responses. In one condition, they were simply to say "yes" or 
"no" to indicate whether the successive comers of the letter were at 
the extreme top or bottom. In another, they were to give their re
sponses by pointing to the letters Y and N printed in rows on a 
response sheet. These rows were staggered so that the subjects 
would have to visually attend to the letters as they responded. It 
took them an average of 11.3 seconds to complete the task when 
they gave their responses verbally, but an average of 28.2 seconds 
when they gave their responses by pointing. This increase in re
sponse time would make sense if the pointing responses, which had 
to be visually guided, had interfered with maintaining and using an 
image of the letter. The implication is that a mental image must be more 
like a "picture" of something than a verbal description. 

There are, however, other possible explanations for this finding. 
For example, it might always take longer to respond by pointing to 
letters that designate words than by saying the words out loud. To 
rule out this possibility, Brooks included a second task in which 
subjects first were read a sentence and then had to indicate whether 

Figure 1.1 
Example of a task that demonstrates how mental imagery can be used to retrieve 
information from memory. Subjects in the experiment had to say whether or not the 
consecutive corners of a previously seen block letter, such as the one illustrated above, 
were at the extreme top or bottom, starting from the corner designated by the asterisk. 
(from Brooks 1968) 
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or not each successive word in the sentence was a concrete noun. 
For example, in the sentence" A bird in the hand is not in the bush," 
the correct sequence of responses would be "no, yes, no, no, yes, 
no, no, no, no, yes." As in the previous task, the subjects gave their 
responses either by saying the words "yes" and "no," or by pointing 
to the letters Y or N on a response sheet. This time, it took them 
longer to respond verbally (13.8 seconds) than by pointing (9.8 sec
onds), just the opposite of what had been found in the block letter 
task. These contrasting results, which are presented in figure 1.2, led 
Brooks to conclude that the pointing responses interfered more with 
mental imagery, whereas the verbal responses interfered more with 
the verbal recall of sentences. The distinction between imagery and 
verbal processes was thus demonstrated without reliance on intro
spective reports. (See also Brooks 1967, 1970 for related findings.) 

1.3.3 The Symbolic Distance Effect 
Other types of questions can also elicit mental images and can be 
employed to study imagery scientifically. For instance, which is 
larger, a pineapple or a coconut? Most people claim that they imagine 
the two objects next to each other, rather than recall descriptions of 
them, to determine the answer. These mental comparisons are fairly 
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Figure 1.2 
Mean response time to complete the block letter task and the corresponding task of 
identifying consecutive words as nouns in remembered sentences, depending on 
whether the responses were given verbally or by pointing to printed letters on a visual 
display. The interaction of the functions suggests that visually guided pointing selec
tively interferes with mental imagery. (from Brooks 1968) 
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easy when the objects are very different in size but seem much harder 
when the objects are similar in size. It is easier to teU from an image 
that a beaver is larger than a squirrel, for example, than to teU that 
a beaver is larger than a raccoon. This suggests another method for 
distinguishing images experimentally from verbal descriptions: It 
should take less time to make mental comparisons between things that are 
increasingly different in size, independent of how one might describe them. 

It turns out that there is a lawful relationship, called the symbolic 
distance effect, between the time it takes to make these comparisons 
and the relative size of the objects: To a good approximation, the 
response time is inversely proportional to the relative difference in 
size. This effect was first reported by Robert Moyer (1973) . He pre
sented subjects with pairs of animal names (for instance, "ant" and 
"bee" or "frog" and "bear"), and their task was to choose the name 
corresponding to the larger animal. Moyer found that the response 
time for judging the larger of the two animals increased as the size 
difference between the animals decreased. 

These findings correspond to those that are typically obtained 
when people judge the larger of two objects while actually looking 
at the objects (Paivio 1975). Moyer concluded, therefore, that mental 
images of the animals were being used to make visual comparisons 
of their size differences, just as if the animals were actually present. 
Similar findings have also been reported when subjects are specifi
cally told to use imagery to make these comparisons (Holyoak 1977) 
and when the comparisons involve geometric figures, where the 
differences in size are completely arbitrary (Moyer and Bayer 1976). 
The symbolic distance effect is hard to explain if what people do is 
simply retrieve verbal descriptions of the remembered items, but it 
is easily understood if they rely on mental imagery to make their 
judgments. 

A subsequent study by Kosslyn, Murphy, Bemesderfer, and Fein
stein (1977) provided even stronger evidence that mental images, not 
verbal descriptions, are responsible for the symbolic distance effect. 
Subjects began by learning a set of stick figures varying in color and 
size. The figures were explicitly labeled as "large" or "small," with 
half of the set in each size category. Two of the figures were then 
designated by naming their respective colors, and the subjects re
ported, from memory, which figure was larger. When the figures 
were taken from the same size category (both were "large" or both 
"small"), reaction times for identifying the larger figure increased as 
the size difference between the figures decreased, again producing 
the symbolic distance effect. However, when the figures were taken 
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from different size categories and the labels were highly overlearned, 
the symbolic distance effect did not occur (see figure 1.3). In this 
case, the subjects were able to use the remembered verbal labels to 
make the correct judgments, and the actual differences in size be
tween· the figures did not matter. 

1.4 The Implicit Encoding Principle 

These findings can all be accounted for by a general principle that 
specifies the role that imagery plays in retrieving information from 
memory. This is the implicit encoding principle, which has been sug
gested, in a slightly different form, by one of my colleagues, Steven 
Pinker (see Pinker 1984). It may be stated as follows: 

Mental imagery is instrumental in retrieving information about the phys
ical properties of objects, or about physical relationships among objects, that 
was not explicitly encoded at any previous time. 

By saying that information is "implicitly" encoded, I don't mean 
subliminally; that is, without awareness of the stimulus (Erdelyi 1974; 
Marcel 1983). Rather, I simply mean that the information was not 
intentionally committed to memory prior to its being retrieved. 

1.3 
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Figure 1.3 
Mean reaction time to select, from memory, the larger of two stick figures, depending 
on their actual differences in size and whether they came from the same size categories. 
(The figures had each been previously labeled as "small" or "Iarge.") The reaction 
time functions show that the symbolic distance effect is eliminated when highly 
overlearned descriptive labels are used to compare the sizes of remembered objects. 
(from Kosslyn, Murphy, Bemesderfer, and Feinstein 1977) 
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1.4.1 Examples of the Principle 
To return to an earlier example, according to the implicit encoding 
principle, the reason mental imagery is useful in determining 
whether or not Thomas Jefferson had a beard is that most people 
have not previously learned this as an explicit fact about Thomas 
Jefferson. Similarly, the reason mental images are useful in compar
ing objects from memory, as suggested by the symbolic distance 
effect, is that many of those comparisons have not been explicitly 
made in the past. Imagery seems to be helpful, for example, in 
determining whether a pineapple is larger than a coconut because 
few people have previously made this particular comparison. Once 
the relationship between the two objects is made explicit, as when 
verbal labels or descriptions are applied, imagery becomes less 
useful. 

Likewise, the reason imagery is used to perform the letter judg
ment task devised by Brooks is that most people have not explicitly 
learned where the successive comers are on block letters. The implicit 
encoding principle states that in such cases, one would need to use 
imagery to retrieve the information correctly; hence, any task that 
interferes with imagery would disrupt the retrieval process. 

Roger Shepard (1966) has reported a particularly striking example 
of the implicit encoding principle. Consider the following question: 
How many windows are there in your house? This is something very 
few people have ever explicitly learned. Unless you happen to live 
in a very small house, or one with few windows, you will probably 
have to imagine looking at each room while counting up the total 
number of windows, in order to retrieve this information from 
memory. 

1.4.2 The Dual Coding Hypothesis 
One might wonder why a person would ever really need to use 
imagery to retrieve information about how an object looks or how a 
room appears. Surely the essential information must already exist 
somewhere in memory, in order for one to generate a correct image 
in the first place. However, the information may never have been 
"put together" in the right way, which might be accomplished for 
the first time when one forms an image. Also, there is an important 
difference between having information stored in memory and having 
it readily available for retrieval. Unless the information has been 
explicitly encoded, it may not be accessible as a "known fact," in 
which case generating an image may be essential to the retrieval 
process. 

There is another reason why mental imagery is particularly useful 
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in retrieving information that was not explicitly encoded. As sug
gested by the extensive investigations of Allan Paivio (1969, 1979), 
people may actually use two distinct "codes"-an imagery code and 
a verbal code-both to store and to retrieve information. Paivio's 
experiments showed that these two codes could be used indepen
dently to memorize the names of different kinds of words. For ex
ample, people tend to use imagery to memorize the names of 
concrete objects such as "table" or "horse," but not abstract concepts 
such as "truth" or "beauty." Having a separate imagery code would 
therefore make it possible to recall information about physical objects 
that was never encoded using explicit, verbal memorization. 

Paivio's dual coding hypothesis also helps to explain why pictures, 
as a rule, are much easier to remember than words (Shepard 1967; 
Standing 1973). In recalling pictures, one can use both imagery and 
verbal codes (Paivio and Csapo 1973). There are, in addition, a num
ber of studies showing that pictures are often better recalled over 
time, an effect known as "hypermnesia," whereas words tend to be 
forgotten (Erdelyi and Becker 1974; Payne 1986). This would make 
sense if imagery could be employed, over time, to progressively 
recover the implicitly encoded visual details in pictures. 

1.4.3 Incidental Learning 
Perhaps the most direct evidence in support of the implicit encoding 
principle comes from studies on incidental learning. In these types of 
studies, a person's memory for something is tested unexpectedly. 
This is in contrast to intentional learning, where a person is explicitly 
told, in advance, that his or her memory will be tested for the 
presented material. According to the implicit encoding principle, 
imagery will often be used to retrieve information that was inciden
tally learned, especially when the information pertains to physical 
objects or their relationships . 

For example, in a study by Peter Sheehan (1971), subjects were 
presented with a list of nouns referring to either concrete objects or 
abstract concepts and were told to rate the familiarity of each . From 
Paivio's work, Sheehan knew that the concrete nouns would elicit 
more imagery than the abstract nouns and would thus be easier to 
remember under incidental learning conditions. In support of this 
predic,tion, he found that more concrete nouns than abstract nouns 
were later recognized. This difference was much greater than in an 
intentional learning task, in which the subjects had been instructed 
to try to remember the nouns before they were presented. In a related 
study, Sheehan and Neisser (1969) found that the accuracy of recall
ing items that were learned incidentally depended on how vividly 
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the subjects imagined the items when trying to recall them. These 
studies further reveal the importance of using imagery to retrieve 
information that was not deliberately committed to memory. 

1.4.4 Imagery Mnemonics 
The role that mental imagery plays in incidental learning is even 
more apparent when people are instructed to imagine interactions 
among objects. Gordon Bower (1970) has explored the extent to 
which imagery facilitates the learning of "paired associates," where 
one is presented with pairs of unrelated words, is later given the 
first word in each pair, and is then asked to recall the word that was 
associated with it. For instance, a person given the word pair "cow
tree" would later be given the word "cow" as a cue and would try 
to recall the word "tree." Bower found that recall of paired associates 
was much better when subjects were told to imagine the two objects 
interacting, than when they were told to form separate images of the 
objects or simply to memorize their associations. For example, im
agining "a cow sitting in a tree" would lead to better recall of the 
word "tree" when the word "cow" was presented than imagining a 
cow and a tree separately, or just repeating the words "cow" and 
"tree" together. What was particularly striking about this technique 
was that it was equally effective whether or not the subjects knew 
that their memory for the associations would be tested . Imagining 
that objects are interacting yields recall of the objects that is just as 
good whether the associations are learned intentionally or 
incidentally. 

An extension of this technique provides an excellent mnemonic 
device for remembering an entire list of items. The method depends 
on knowing a familiar route with distinctive landmarks along the 
way. What you do is to take the list of items you want to remember, 
and imagine a meaningful interaction between the items and each 
successive landmark along the route. When you wish to recall the 
items, simply imagine walking along the route and looking at each 
of the landmarks to mentally "see" the item that was associated with 
it. 

Suppose, for instance, that you wanted to remember a list of food 
items to pick up at the supermarket. Knowing the major landmarks 
along the way, you could use imagery to retrieve the list reliably. If 
the first item was a loaf of bread and the first landmark was a mailbox, 
you might imagine a loaf of bread in the mailbox with a stamp on it. 
If the second item was a carton of milk and the second landmark a 
fire hydrant, you could imagine that the fire hydrant had a stream 
of milk gushing out of it, and so on. Then, to retrieve the items from 
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memory, you would imagine walking along the route and looking at 
each of the landmarks. This procedure, called the "method of loci," 
was invented by the ancient Greeks (see Yates 1966). It, too, is 
effective whether or not the associations are imagined with the ex
plicit intention of recalling them (Bower 1970). 

One explanation for why imagined interactions facilitate the re
trieval of objects has to do with something called "encoding specific
ity" (Tulving and Thomson 1973). Encoding specificity means that 
physical cues in the learning context are automatically stored along 
with the items to be remembered, in effect tying memories for those 
items to the cues. Restoring the learning context, either by observing 
it directly or recreating it in imagination, thereby facilitates retrieval 
of the items. In the method of loci, the learning context is the route 
and its familiar landmarks, and because these landmarks can be easily 
recalled, the associated items are readily recovered. 

There is a common experience that illustrates the use of imagery 
to retrieve a visual context for the purpose of recalling an incidental 
event. Have you ever misplaced a pair of glasses or your car keys 
and found yourself trying to visualize the places where you had 
recently been? This technique, like the method of loci, is effective 
because visualizing the appropriate context makes it easier to retrieve 
associations between the desired items and their physical locations. 

Another explanation for the mnemonic effectiveness of forming 
imagined associations is based on the concept of "depth of process
ing" (Craik and Lockhart 1972). The "depth" to which something is 
processed refers to the extent to which one can come up with mean
ingful associations to an item. This increases the probability of re
calling the item, apart from one's intention to remember it (Craik 
and Tulving 1975). By imagining that objects are interacting in mean
ingful ways, one would increase the likelihood that the objects could 
be recalled, even though the interactions may not have been explicitly 
encoded. 

Some researchers, as well as professional mnemonists, have 
claimed that making the imagined interactions more bizarre increases 
their effectiveness in retrieving memories (O'Brien and Wolford 1982; 
Lorayne and Lucas 1974). For example, to remember an association 
between a "dog" and a "bicycle," you might imagine a dog riding a 
bicycle down the road, instead of imagining a cyclist being chased 
by a dog. However, a number of studies have failed to find any 
particular advantage to having imagined bizarre rather than normal 
interactions (Kroll, Schepeler, and Angin 1986; Nappe and Wollen 
1973; Wollen, Weber, and Lowry 1972). Perhaps bizarreness helps 
indirectly, by making the remembered items more distinctive in mem-
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ory (McDaniel and Einstein 1986). In any event, the precise role that 
bizarreness might play in imagery mnemonics remains unclear. 

1.4.5 Distinguishing Memories for Real and Imagined Events 
A recent experiment from my own laboratory has explored some of 
the implications of the implicit encoding principle for what has been 
termed "reality monitoring." This refers to the procedures people 
use to distinguish memories of events that actually happened from 
memories of events that were merely imagined (Anderson 1984; John
son, Raye, Wang, and Taylor 1979). Marcia Johnson and Carol Raye 
have proposed a theory of reality monitoring that takes into account 
a wide range of factors that determine how successfully real and 
imagined events can be distinguished (Johnson and Raye 1981). One 
prediction that follows from their theory is that memories for real 
and imagined events should be easier to distinguish whenever the 
images are difficult to form. The reason is that one can remember 
more about how an image was generated when it was particularly 
hard to do so. In contrast, if an image was very easy to form, or was 
elicited spontaneously, it would be harder to tell whether the event 
was imagined or actually perceived. Mental images formed under 
incidental learning conditions should therefore be more confusable 
with memories of actual experiences, whenever the images require 
less effort to construct. 

Johnson, Gary Shyi, and I tested this prediction using partially 
drawn geometric patterns that could be "completed" in imagination 
to make bilaterally asymmetrical forms (Finke, Johnson, and Shyi 
1988). These patterns were designed to be visually distinct but diffi
cult to describe. As shown by the examples in figure 1.4, the patterns 
were presented to the subjects either as whole, completed forms, or 
as half forms that were divided along the axis of symmetry. When
ever a half form was shown, it was to be imagined as a completed 
form . The subjects' initial task was to rate the complexity of each of 
the completed forms, regardless of whether the forms were imagined 
or presented as complete. This served as a "cover" task for the 
subsequent memory test . We knew from preyious experiments that 
forms divided along the vertical axis were much easier -to imagine as 
complete than those divided along the horizontal axis . We therefore 
predicted that there would be more errors in deciding whether the 
completed form had been seen or imagined as complete when it was 
vertically symmetrical than when it was horizontally symmetrical. 

An unexpected recognition test in the second part of the experi
ment confirmed this prediction: As shown in figure 1.5, subjects 
made more errors confusing the presented and imagined forms when 
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Figure 1.4 
Examples of stimuli used in experiments on confusing memories for real and imagined 
patterns. When the half forms were shown, the subjects were instructed to imagine 
them as symmetrical, whole forms, or were given no imagery instructions. They were 
then shown the whole forms and had to recall whether the forms had actually been 
seen or had merely been imagined as complete. (from Finke, Johnson, and Shyi 1988) 

the forms were vertically symmetrical. This effect was not obtained, 
however, in a control experiment in which the subjects were never 
given imagery instructions but were simply told to rate the complex
ity of the forms. These findings suggest that although completing 
something in imagination might make it easier to remember the item 
(Kunen, Green, and Waterman 1979), it might also make it harder to 
determine whether the item had been imagined or perceived. This 
should be especially true if the images were easy to form, and if one 
did not explicitly encode the source of the memory. 

1.5 Criticisms of Experiments on Image Retrieval 

To many readers, these findings might not seem very surpnsmg. 
After all, almost everyone can recall times when they used imagery 
to retrieve information about how something looked, or were con
fused about whether they had actually done something or had imag
ined doing it. So why bother conducting experiments to validate 
these experiences? As I mentioned previously, one cannot base a 
science on mere introspection; it is not a reliable method. In the late 
nineteenth century, people were trained to introspect in careful and 
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Figure 1.5 
Mean error rate for discriminating previously seen whole forms from completed ver
sions of half forms, depending on the axis of symmetry of the forms and on whether 
or not the subjects were explicitly told to imagine completing the half forms . There 
were a greater number of memory confusions for imagined completions of the verti
cally symmetrical forms, which had been judged as easier to imagine. This suggests 
that memories for imagined and perceived patterns become less distinct as the images 
become easier to form . (from Finke, Johnson, and Shyi 1988) 

systematic ways, but the failure of this method eventually led to the 
rejection of imagery as a serious research topic (Boring 1950). This 
might not have happened had these early researchers developed 
objective methods for verifying the subjectively "obvious" properties 
of images. 

One of the themes of this book is that it is important to rule out 
alternative explanations for the findings of imagery experiments, 
even when they do seem intuitively obvious. Moreover, certain issues 
concerning the nature of imagery may be so subtle that they could 
never be resolved by introspection alone. These points are illustrated 
by the following criticisms of the previous experiments. 

1.5.1 Critique of the Picture Metaphor 
The findings cited in support of the implicit encoding principle show 
that mental images are distinct from verbal descriptions. They also 
suggest that images can depict the appearances of physical objects 
and relationships among them. This might imply that mental images 
are truly like "pictures" in the mind, but there are serious problems 
with a literal interpretation of this "picture" metaphor. 
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Zenon Pylyshyn, a critic of imagery research, has pointed out that 
mental images differ from pictures in several important respects (Py
lyshyn 1973). For one thing, pictures, unlike images, have to be 
inspected before they can be interpreted. A mental image, in contrast, 
is always formed according to an intended meaning or interpretation. 
For example, if you imagine that you are looking at your best friend, 
you don't have to inspect your image to know that it represents your 
best friend. The image is already interpreted (see also Chambers and 
Reisberg 1985; Fodor 1975). 

Another problem with the picture metaphor is that images tend to 
be meaningful and well organized, whereas pictures can be frag
mented and meaningless. To use one of Pylyshyn's examples, a 
mental image would never have an arbitrary piece missing, like a 
comer tom off a photograph. Rather, images are put together in 
meaningful, organized ways, and they fade in meaningful, organized 
ways. 

It follows that although images may depict how physical objects 
look, there is more to an image than just its "pictorial" characteristics . 
Indeed, if images are formed according to one's interpretations of 
things, the exact form an image takes can be altered if these inter
pretations change. Images of your friends can change if, one day, 
you happen to feel differently about them. Images, unlike photo
graphs, undergo constant change. 

In fact, there is a general tendency for all memories to change over 
time (Bartlett 1932). This has been revealed particularly by studies 
on the formation of "prototypes" in memory, where what tends to 
be remembered is a kind of "average" appearance for a whole class 
of items (Franks and Bransford 1971; Posner and Keele 1968, 1970) . 
For example, in recalling what a specific German shepherd looks like, 
people tend to visualize a typical, average German shepherd. This 
can lead to a variety of memory distortions, in which natural but 
missing details are included and atypical but actual details are 
forgotten. 

1.5.2 Evaluating Reports of "Photographic" Memories 
These criticisms of the picture metaphor are in sharp contrast to 
occasional reports in the news media about people who supposedly 
retrieved the exact details of an event they witnessed while vividly 
reconstructing the event under hypnosis. Doesn't this imply that 
some memories are indeed "photographic"? Not necessarily. Many 
of the details reported under hypnotic regression are, in fact, fabri
cations or distortions of what actually occurred (Loftus and Loftus 
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1980). Using hypnosis can facilitate recall insofar as it helps to rein
state the context in which an event occurred, making the event more 
easily retrieved, but it cannot elicit memories that were never fully 
established in the first place, or that have already been distorted (see 
Sheehan and Tilden 1983). . 

Another popular misconception is that chess masters have photo
graphic memories, because they can remember complex chess posi
tions accurately and can anticipate the far-reaching consequences of 
making a particular sequence of moves. Investigations by Chase and 
Simon (1973), however, have shown that chess masters and novices 
alike are both very poor at recalling randomly constructed chess 
positions. The superior memory of a chess master is restricted to 
chess positions that are taken from actual game situations. Evidently, 
what is important in becoming a chess master is the ability to visu
alize meaningful relationships among the pieces, not merely their 
physical locations. 

A good reason why visual memories are unlikely ever to be truly 
"photographic" is that they can be distorted by simply implying to 
someone that the event happened in some other way. This has been 
shown in a series of studies by Elizabeth Loftus and her colleagues 
(see Loftus 1979). In one study, subjects observed a sequence of slides 
depicting a traffic accident involving a Datsun and a pedestrian (Lof
tus, Miller, and Bums 1978). One of the slides showed the Datsun 
at either a stop sign or a yield sign. After all the slides were pre
sented, the subjects were asked whether another car had passed the 
Datsun at the intersection. For half the subjects, this question referred 
to the correct traffic sign, mentioning the "yield" sign or the "stop" 
sign, whichever had actually been shown. For the other half, it 
mentioned a "yield" sign when there had actually been a stop sign, 
and vice versa. Later, the subjects were asked whether they had seen 
a stop sign or a yield sign. Twice as many errors were made when 
the experimenter had referred to the wrong sign, implying that the 
subjects' visual memories had been altered by the misleading verbal 
information . (There is, however, some recent evidence that memories 
may not always be impaired by these procedures; see McCloskey 
and Zaragoza 1985.) 

There are, therefore, some limits on the extent to which imagery 
can be used to retrieve information about the incidental details of an 
event. Although one can employ various mnemonic techniques, such 
as those discussed in section 1.4.4, to make it less likely that these 
distortions will happen, there is no way to ensure that a visual 
memory will be completely accurate or remain unchanged . 
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1.5.3 Examples of How Initial Interpretations Distort Visual Memories 
Carmichael, Hogan, and Walter (1932) demonstrated many years ago 
that the way in which an object is interpreted when it is first pre
sented can influence one's memory for the exact form of the object 
later on. They showed subjects a set of ambiguous patterns, such as 
those in figure 1.6, that were labeled according to one of two inter
pretations. For example, for one group of subjects, the first pattern 
was labeled as a "crescent moon," and for another group of subjects, 
as a "letter c," The subjects were later asked to reproduce the pat
terns from memory. As shown by examples of their drawings in 
figure 1.7, the subjects' reproductions were strongly influenced by 
their initial interpretations. If images were really like mental photo
graphs, the exact shapes of the patterns would have been retained, 
regardless of how they were interpreted . 

The distorting effects on visual memory are also seen with highly 
familiar objects, such as coins. For instance, try drawing a penny 
without looking at one. Nickerson and Adams (1979) had subjects 
do this and found that they almost always made significant errors, 
such as putting the date in the wrong place, including the wrong 
motto, or having Lincoln's face turned the wrong way. Most of these 
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Crescent CC Moon 
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Ship's 0 Wheel Sun 

Figure 1.6 
Examples of ambiguous patterns that were presented to subjects and were labeled 
according to one of two equally plausible interpretations. The subjects were later 
asked to reconstruct the exact form of the patterns from memory. (from Carmichael. 
Hogan, and Walter 1932) 
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Figure 1.7 
Examples of subjects' reconstructions of the patterns shown in figure 1.6, according 
to how the patterns were initially labeled. The distortions in these reproductions 
reveal the effects of initial interpretations on visual memories. (from Carmichael, 
Hogan, and Walter 1932) 

errors could be accounted for in terms of erroneous beliefs that the 
subjects had about the appearance of a penny. 

Most people doing imagery research today acknowledge that the 
picture metaphor should not be taken too literally. The question of 
current interest is not whether images function in exactly the same 
way as pictures, but whether images share any properties in common 
with pictures . For example, an image might be generated according 
to an interpretation of how something is supposed to look, but once 
generated it could still exhibit visual characteristics, and those char
acteristics could then be useful in retrieving information about the 
visual appearances of objects. The implicit encoding principle does 
not require that an image be an exact reproduction of something in 
order to serve a useful function in retrieving information. In chapter 
5, I will consider at length the extent to which the visual properties 
of images are functionally distinct from interpretations that are ini
tially given to them. 

1.5.4 Spatial vs. Visual Properties of Images 
Another criticism that has been leveled at imagery research is that 
the experiments often fail to distinguish between the visual charac
teristics of an image and its spatial characteristics. For instance, people 
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can close their eyes and have a spatial "awareness" of where things 
are in a room, without necessarily visualizing how the objects look. 
Many of the apparent benefits of visual imagery in information re
trieval could therefore be due to the spatial properties of images, and 
not necessarily to their visual properties. 

This certainly seems to be true at least for the Brooks study on 
interference with visualization that was described in section 1.3.2. 
Recall that Brooks had found that judging the corners of an imagined 
block letter was more difficult when the responses were given by 
pointing to visual symbols than when given verbally, whereas the 
opposite was true when the task involved judging words in sen
tences. This had suggested that mental images of letters are more 
like pictures than verbal descriptions. 

In the same study, however, Brooks also found interference on the 
block letter task when the responses were given by tactually guided 
rather than visually guided movements . The subjects were given a 
cardboard sheet containing a column of holes; they were instructed 
to close their eyes and to respond "yes" or "no" by marking each of 
the holes. Giving responses in this manner required that the subjects 
monitor the spatial locations of the holes, but not their visual ap
pearances. Nevertheless, there was just as much interference in per
forming the imagery task as when the responses were visually 
guided. 

The Brooks interference effects are therefore more likely due to the 
common spatial characteristics of imagery and perception than to 
their common visual characteristics. This was further shown in a 
recent study by Kerr, Condon, and McDonald (1985), in which sub
jects performed the imagery tasks devised by Brooks while either 
sitting down or standing in an unsteady position with their eyes 
closed. There was more interference when they performed the tasks 
while standing, which again suggests that the interference is spatial 
and not visual in nature. 

A similar objection can be raised with regard to the symbolic dis
tance effect, discussed in section 1.3.3. Recall that these experiments 
showed that when people are asked to compare the sizes of two 
objects from memory, such as a pair of animals, the time it takes 
them to do so increases as the objects become more similar in size. 
This implied that the compansons were being made by visualizing 
the objects at their appropriate relative sizes. 

The difficulty with this conclusion is that the symbolic distance 
effect has also been obtained when people are asked to compare 
things from memory that differ along abstract dimensions, where 
visualization per se would be much less relevant. For example, com-
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pari sons of the intelligence and pleasantness of animals also yield 
the symbolic distance effect (Kerst and Howard 1977; Paivio 1978; 
Paivio and Marschark 1980), as do comparisons of the relative "good
ness" of words denoting abstract concepts (such as "hate" vs. "joy"; 
see Friedman 1978). These findings show that the symbolic distance 
effect is not necessarily due to visual comparisons in the mind's eye, 
but may instead reflect the spatial ordering of information in memory. 
Specifically, whenever an attribute of something can vary along a 
continuum, it may be stored along a continuous mental "scale," such 
that items that are close together on the scale take longer to distin
guish during the retrieval process. This would be true whether the 
attributes are physical characteristics, such as size, or evaluative char
acteristics, such as "goodness." Thus, whereas the symbolic distance 
effect does not seem to be explainable in terms of verbal labels or 
descriptions, it likewise does not seem to be explainable in terms of 
imagery that is exclusively visual. 

What about the mnemonic techniques described previously? Does 
their effectiveness depend on the visual characteristics of images? An 
experiment by Ulric Neisser and Nancy Kerr suggests otherwise. 
They asked subjects to form images of descriptive sentences and to 
rate the vividness of their imagery, as a cover task for a subsequent 
test of incidental learning (Neisser and Kerr 1973). In one type of 
sentence, a pair of objects were related by a pictorial interaction that 
could be explicitly visualized (" A harp is sitting on top of the torch 
held up by the Statue of Liberty"). In another type of sentence, the 
objects were related by a concealed interaction; that is, an interaction 
that could not be explicitly visualized, but which expressed a spatial 
connection between the objects (" A harp is hidden inside the torch 
held up by the Statue of Liberty"). In a third type of sentence, the 
objects were spatially separated ("Looking from one window, you 
see the Statue of Liberty; from a window in another wall, you see a 
harp"). The subjects were then given one of the objects in the sen
tence (the "Statue of Liberty"), and were asked to recall the other 
object (the "harp"). The pictorial and concealed interaction images 
were equally superior to the separate images in recalling the cued 
items. Neisser and Kerr concluded, therefore, that the effectiveness 
of images in mnemonic applications stems from their spatial and not 
their visual characteristics. 

The Neisser and Kerr study has been criticized because their in
structions to imagine a concealed interaction may not have been 
effective. For example, subjects may have imagined seeing the harp 
inside of the torch of the Statue of Liberty, even though it was 
supposed to have been concealed. In an attempted replication by 
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Keenan and Moore (1979), when subjects were given instructions 
that emphasized concealing the objects, pictorial interactions led to 
better incidental learning than concealed interactions. Kerr and Neis
ser (1983), in tum, have challenged the Keenan and Moore findings. 
The issue of whether or not visual imagery is superior to spatial 
imagery in recalling incidentally learned information is still being 
debated (Keenan 1983). 

It does appear, however, that spatial imagery alone can be suffi
cient, as shown by studies using congenitally blind subjects. Presum
ably, these subjects would have little or no visual imagery, but would 
have normal or superior spatial imagery. Kerr (1983) found that blind 
and sighted subjects performed equally well on incidental learning 
tasks similar to the one used by Neisser and Kerr. Other studies have 
demonstrated that giving imagery instructions to blind subjects can 
improve their performance in a variety of memory tasks (Jonides, 
Kahn, and Rozin 1975; Zimler and Keenan 1983). Evidently, spatial 
images can function adequately in most of these mnemonic 
techniques. 

The validity of the implicit encoding principle really doesn't de
pend on whether the visual or spatial properties of mental images 
are being used in retrieving information from memory. The principle 
applies equally well in either case. Experiments that are better suited 
for distinguishing the visual and spatial properties of images will be 
considered in the next chapter. In chapter 3, the spatial characteristics 
of images will be considered at length. 

1.5.5 Propositional Theories 
A more serious objection to the implicit encoding principle comes 
from proponents of propositional theories. These theories are based 
on the idea that there is a single, abstract "propositional" code un
derlying all types of memory (Anderson and Bower 1973). Proposi
tions are neither visual nor verbal; instead, they specify formal 
relationships among concepts and their associated properties. For 
example, the sentence" An apple is red" would be stored as an 
abstract proposition that links together the concept "apple" with the 
property "red." Similarly, memories for how a person looks would 
be stored as a set of abstract propositions specifying all of the features 
of the person. 

One argument for the necessity of an abstract propositional code 
in memory is that verbal and visual information has to be connected 
in some way. It would be very inefficient to store information per
manently in two separate codes, as in Paivio's dual-coding theory 
(see section 1.4.2), with one code always having to be translated into 
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the other. Rather, it makes more sense to have a single underlying 
memory code, from which information can be translated into an 
image or a sentence when needed, and vice versa. For example, 
experiments by Potter and Falconer (1975) have shown that it takes 
the same amount of time to understand words and pictures of ob
jects, even though words can be named more rapidly than pictures. 
Such findings suggest that a single memory code is used to interpret 
an object's meaning, regardless of the way the object is initially 
represen ted. 

In criticizing the picture metaphor, Pylyshyn (1973) advocated a 
propositional theory to explain the findings of imagery experiments. 
He argued that these findings are better accounted for in terms of 
the propositions that must have been used in constructing the images 
than in terms of the pictorial properties of the images. Note that this 
is separate from the issue of whether mental images can be distin
guished from verbal descriptions. Propositions are not made up sim
ply of words or sentences. If they were, it would be hard to explain 
why people can often form images of things that are difficult to 
describe. 

If propositional theories are correct, forming an image would be 
useful in retrieving information from memory only insofar as it makes 
the relevant propositions more accessible to the retrieval process, and 
not because people actually depend on the visual or spatial properties 
of images. In other words, there would be nothing in the structure 
of the image itself that is crucial for retrieving the desired informa
tion. For example, imagining that two objects are interacting may be 
helpful because it establishes a greater number of propositions relat
ing the two objects, and not because the visual or spatial properties 
of the image contribute directly to the retrieval process. The implicit 
encoding principle may simply describe the conditions under which 
it is easier to make contact with these underlying propositions. 

1.6 Distinguishing Images and Propositions 

What kinds of experiments would distinguish between whether men
tal images or propositions were being used to retrieve information 
about an object and its features? Some exceedingly clever methods 
for doing so were developed by Stephen Kosslyn. He began by 
considering the different types of predictions that a propositional 
theory would make and a theory that assumed that the pictorial 
properties of images were actually being used in the retrieval process. 
Kosslyn reasoned that the particular size at which an image is formed 
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ought to matter if the information were retrieved by "inspecting" the 
properties of an image, but not if all one did was make contact with 
the relevant underlying propositions. 

1.6.1 The Effects of Image Size in Information Retrieval 
To test this idea, Kosslyn (1975) instructed subjects to imagine looking 
at an animal, such as a rabbit, next to either an elephant or a fly (see 
figure 1.8). The subjects were then given the names of animal parts 
(such as eyes, nose, ears, etc.), and they were to respond "yes" or 
"no" to indicate whether the named part could be found on their 
image of the animal. Kosslyn's intuition was that the parts would be 
found more quickly when the animal was imagined next to a fly, 
because the animal could then be imagined at a subjectively larger 
size. If you try to imagine a rabbit next to an elephant, for example, 
the rabbit "appears" small and its features are hard to resolve . When 
a rabbit is imagined next to a fly, however, its features seem larger 
and are easier to detect. 

A potential problem with this kind of procedure is that a person 
might still be drawing on propositional knowledge about the actual 
relative sizes of the animals, instead of relying on his or her images. 
To meet this objection, Kosslyn included an important control in his 
experiment. In one condition, the subjects were told to imagine the 
animal next to an elephant or a fly at their true relative sizes . In 
another condition, they were told to imagine the animal next to an 
elephant that was the size of a fly, or next to a fly that was the size 

_ .... - - . . .. . 

Figure 1.8 
An imagery task designed to measure the effects of varying the subjective size of an 
image on the time it takes to retrieve information from the image. Subjects were 
instructed to imagine an animal, such as a rabbit, next to either an elephant or a fly 
and then to try to "find" parts of the animal using their image. In a control condition, 
they were instructed to imagine the animal next to a fly that was the size of an 
elephant or next to an elephant that was the size of a fly. (from Kosslyn 1983) 
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of an elephant. If what matters is the size at which an image of an 
animal is actually formed, and not the true size of the animal, re
sponse times for detecting parts of the imagined animal should be 
shorter when the animal is imagined next to the fly in the first 
condition, but next to the elephant in the second condition. 

This is just what Kosslyn found. As shown in figure 1.9, reaction 
time for verifying the presence of a named part in the imagined 
animal was faster when the context animal was imagined next to it 
at a small subjective size. In other words, the time it takes to retrieve 
information from an image decreases as the image is formed at a 
subjectively larger size, apart from the true size of the object being 
imagined. The "pictOrial" properties of images can thus be used in 
the retrieval process, and can be distinguished from abstract, prop
ositional forms of knowledge about an object's actual size. (See also 
the related findings by Kosslyn and Alper 1977, and Ritchey and Beal 
1980.) 

1.6.2 Contrasting Size and Association Strength 
Propositional theories are, however, sufficiently flexible that some 
versions of them could still account for these findings. As John 
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Figure 1.9 
Mean reaction time to verify that an imagined animal contained parts that were named, 
depending on which context animal was imagined next to it and on whether the 
context animals were to be imagined at their normal or reversed sizes. The differences 
in response times indicate that it takes less time to find parts on an image that can be 
formed at a subjectively larger size. (from Kosslyn 1975) 
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Anderson (1978) has argued, all one has to do is to make certain 
assumptions about how propositional knowledge is retrieved in order 
to make it look like information is being read off a mental image. As 
an analogy, one could pretend to be looking at a map when actually 
reading descriptions of how the map looks, simply by adjusting one's 
response times to simulate a visual search. 

A more convincing demonstration would be to show that an im
agery theory can sometimes make predictions that are directly opposite 
those that any reasonable propositional theory would make . Follow
ing up on his previous work, Kosslyn (1976) compared the effect of 
varying the size of the parts of imagined animals with the effect of 
varying the association strength between the animals and their parts. 
Association strength refers to how strongly two things are related in 
memory; it can be thought of as reflecting the extent to which prop
ositions relating the two items have been established. Virtually all 
propositional models would predict that the greater the association 
strength, the less time it would take to retrieve one of the itE!ms given 
the other. For example, given the word "cat," the word "mouse" 
would be more readily retrieved from memory than the word 
"house," because there are more propositions linking the concepts 
"cat" and "mouse." 

In his follow-up experiments, Kosslyn asked subjects to verify from 
memory parts of animals that were either strongly associated with 
the animal but relatively small in size (for instance, the "claws" of a 
cat), or were weakly associated with the animal but relatively large 
in size (the "head" of a cat). In other words, he pitted association 
strength directly against size in the retrieval process. As shown in 
figure 1.10, when the subjects reported not having used imagery to 
perform the task, their verification times were shorter for the small, 
high-association parts, consistent with the predictions of a proposi
tional model. However, when the subjects were instructed to use 
imagery to find the parts, and reported having done so, their veri
fication times were shorter for the large, low-association parts. This 
is consistent with the predictions of a model that assumes that the 
pictorial properties of an image can also be used to retrieve 
informa tion. 

As you can see, trying to distinguish images from propositions is 
a complex issue, one that could hardly be resolved using introspec
tion alone. On the contrary, carefully controlled experiments are 
needed to rule out alternative explanations for most imagery find
ings. This is what makes the scientific study of imagery so exciting. 
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Figure 1.10 
Mean reaction time to verify, from memory, that an animal had a deSignated part, 
depending on whether the part was small but highly associated with the name of the 
animal or large but weakly associated with the name of the animal, and depending 
on whether subjects reported using imagery when responding. The difference in these 
functions suggests that the size of a part is what matters when imagery is used to 
retrieve information from memory, whereas association strength is what matters when 
imagery is not used. (from Kosslyn 1976) 

1.7 Summary and Conclusions 

The experiments discussed in this chapter have shown that mental 
images can be distinguished from verbal descriptions and, to some 
extent, from propositions that might underlie the formation of an 
image. Most of these findings can be accounted for by the implicit 
encoding principle, which states that imagery would be particularly 
useful in recalling information about objects and their relationships 
whenever the information has not been explicitly encoded. This prin
ciple is supported particularly by studies that have explored the role 
that imagery plays in incidental learning. Experiments on memory 
distortions, however, suggest that the principle may be limited if an 
image changes considerably over time . 

1.8 Further Explorations 

1.8.1 Recommendations for Further Reading 
The classic reference for the role that imagery plays in memory is 
Paivio's Imagery and Verbal Processes (1979). A more recent book by 
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Richardson (1980) also provides a good summary of research on 
imagery and memory. An article by Bugelski (1970) reviews historical 
reasons why the study of imagery was long ignored in American 
psychology. 

A good introduction to the "imagery-propositional" debate can be 
found in articles by Hayes-Roth (1979), Kolers and Smythe (1979), 
Kosslyn and Pomerantz (1977), Paivio (1977), and Pylyshyn (1981) . 
This debate has lost some of its appeal over the years, and criticisms 
of imagery research have begun to take other forms. 

1.8.2 Individual Differences 
One of the first things that one discovers in doing imagery research 
is that people differ in their imagery skills. Some claim to be able to 
form clear and vivid images at will; others claim to have little if any 
imagery ability. Although I will not consider individual differences 
to any great extent in this book, some discussion of this topic is in 
order. 

A number of scales have been developed to measure individual 
differences in the vividness of imagery, the most popular being the 
self-report scales of Betts (1909) and Marks (1973). Self-report scales 
have also been developed to assess one's ability to control images, 
as distinct from the ability to form vivid images (Gordon 1949). 
Although these and other self-report measures have been firmly 
established in imagery research (see reviews by Marks 1983; White, 
Sheehan, and Ashton 1977), they are not always reliable and can be 
influenced by other factors, such as social desirability (see Di Vesta, 
Ingersoll, and Sunshine 1971). 

Perhaps the most successful self-report scale is Marks's (1973) Viv
idness of Visual Imagery Questionnaire (VVIQ) . This consists of 
descriptions of visual scenes that subjects try to imagine (e.g., "The 
sun is rising above the horizon into a hazy sky"); they then rate the 
vividness of their imagery on a 5-point scale. The ratings can range 
from "Perfectly clear and as vivid as normal vision" to "No image at 
all, you just 'know' that you are thinking of the object." The VVIQ 
has been useful in predicting individual differences in recognizing 
and recalling pictures (Gur and Hilgard 1975; Marks 1973), as well as 
performance on a variety of other imagery tasks (reviewed in Marks 
1983). Unless stated otherwise, all references to individual differences 
in imagery vividness in this book will refer to the VVIQ. 

1.8.3 Eidetic Imagery 
An exception to my arguments against images being "photographic" 
comes from studies on eidetic imagery. It is often claimed that certain 



28 Chapter 1 

people (usually children) have the ability to retain extremely clear 
and detailed images of recently viewed pictures and scenes. Haber 
(1979), in particular, has conducted many investigations of eidetic 
imagery, and believes that it is qualitatively different from ordinary 
forms of imagery, although extremely rare . Other researchers have 
been critical of these claims, and have concluded that eidetic imagery 
is not really a distinct form of imagery (Gray and Gummerman 1975). 
At present, imagery researchers seem divided on this issue. 

1.8.4 Visual Rehearsal 
People typically use a verbal or "acoustic" code to rehearse infor
mation in short-term memory (e.g., Conrad 1964), as when trying to 
remember a telephone number long enough to write it down. How
ever, a number of studies have shown that information can also be 
retained in short-term memory using a "visual" code (Posner et al. 
1969; Kroll et al. 1970; Seamon 1976). This "visual" form of rehearsal 
is dearly distinct from "speech" imagery, where one mentally repeats 
the sounds of words or letters (Anderson 1982; Weber and Castleman 
1970). 

Using imagery to visually rehearse information may improve one's 
memory for that information. Graefe and Watkins (1980), for exam
ple, found that pictures could be recalled more accurately when 
subjects were encouraged to mentally rehearse them during a brief 
retention period. Imagery may therefore facilitate memory not only 
by helping to retrieve visual information, as suggested by many of 
the experiments in this chapter, but also by helping to retain the 
information temporarily so that it can be more effectively encoded 
into memory. 



Chapter 2 

Visual Characteristics of Mental Images 

The previous chapter left open the question of how one might dis
tinguish the visual characteristics of images from their spatial char
acteristics. This will be the topic of the present chapter, which will 
consider, in particular, the relationship between mental imagery and 
visual perception. 

2.1 The Visual Field in Mental Imagery 

One of the important things about visual perception is that the "field" 
of vision is limited. We can see objects clearly only when they fall 
within a certain region of space, called the visual field, depending on 
where our eyes are pointed. For example, hold up your index finger 
directly in front of you at arm's distance. Now, keeping your gaze 
fixed straight ahead, and your arm extended, slowly move your 
finger around to the side of your head. There will be a point where 
you can no longer see your finger; you will simply "know" where it 
is, without being able to detect it visually. Is there a similar kind of 
restricted visual field in mental imagery? If so, how would you mea
sure it? 

2.1.1 Demonstrating "OverfLow" in Visualization 
In Kosslyn's (1975) studies on the effects of varying the size of im
ages, which were discussed in section 1.6, he noticed that an image 
of an animal would begin to "overflow" whenever the animal was 
imagined too closely or at too large a size. For example, try to imagine 
that you are looking at an elephant standing far away next to a tree 
on a distant hill . It should be fairly easy to keep the entire elephant 
"visible" all at once in your mind's eye. Now imagine zooming in on 
the elephant, until it seems close enough to touch . Is there a point 
at which the elephant can no longer be mentally "seen" all at once, 
where your image begins to "overflow"? 
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If the visual size at which an image can be formed is limited, this 
would have two implications. First, it would imply that it is not 
always easier to retrieve information from a subjectively larger image, 
as was previously suggested (see section 1.6.1). If one attempts to 
imagine an object at too close a distance, some of the object's features 
may fall outside the imagery field. Instead, there ought to be an 
optimal size for forming an image, just below the point of overflow. 
Second, having a limit on the visual size of an image suggests one 
way in which visual imagery can be distinguished from spatial 
imagery. 

Imagining the spatial location of an object would not be restricted 
to any particular region of space relative to the observer; a person 
can imagine that objects are located behind his or her head, for 
example (Attneave and Farrar 1977; Attneave and Pierce 1978). In 
contrast, visualization seems to require that one mentally "look" at 
or near an object. 

2.1 .2 Measuring the Imagery Field 
Kosslyn (1978) attempted to measure the maximum visual field 
within which an object can be imagined. He devised several methods 
for doing so, only one of which will be described here. Subjects were 
first trained in estimating distances to the end wall in a hallway. 
They were then given drawings of animals or geometric shapes to 
study until they could visualize the drawings accurately. Following 
this, they were asked to imagine the drawings projected onto the 
wall, to imagine walking towards the drawings until their image 
overflowed, and to estimate the distance from the wall when this 
occurred. The term "overflow" was defined as the point where all 
parts of the image could not be kept in sharp focus at the same time . 

Using this technique, Kosslyn found that the visual field in imagery 
had a diameter of about 20-30 degrees of visual angle. If you hold 
your hands outstretched in front of you, this would correspond to 
about 6-8 inches of separation between your hands. These estimates 
were calculated by plotting the size of the drawing, as measured by 
the length of its diagonal (or longest axis), against the distance at 
which the image was judged to overflow. For example, as shown in 
figure 2.1, when the imagined stimulus was a solid rectangle, the 
estimated distance at which overflow occurred increased in propor
tion to the length of the rectangle's diagonal, indicating a visual field 
of around 20 degrees. In the same study, Kosslyn also measured the 
approximate shape of the imagery field by having subjects repeat the 
distance estimation task using a ruler that was imagined vertically, 
horizontally, or diagonally. The estimated diameter of the imagery 
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Figure 2.1 
Length of diagonal of rectangles that subjects imagined walking toward, and the 
estimated distance at which their images of the rectangles began to "overflow." The 
proportional increase in the estimated distance with increasing length of the diagonal 
suggests that images overflow within a constant visual angle. (from Kosslyn 1978) 

field was about 30 degrees in each case, suggesting that the field is 
circular. 

Other methods have been employed to try to measure the size of 
the imagery field. Weber and Malmstrom (1979) instructed subjects 
to visualize words on a screen and then to point to the mentally 
projected locations of the first and last letters in the imagined words . 
In another condition, they were told simply to move their eyes be
tween the locations of the imagined letters, and changes in their eye 
positions were recorded . Both of these measures indicated that the 
words were visualized within visual angles that averaged about 8 
degrees across. This is smaller than the estimates for the diameter of 
the imagery field reported by Kosslyn, perhaps owing to the greater 
amount of visual detail that would have to be imagined in the Weber 
and Malmstrom task (see Kosslyn 1980). 

These findings provide empirical evidence that something analo
gous to a visual field does exist in mental imagery. What this means, 
for example, is that you could not imagine "seeing" an object in front 
of you and behind you at exactly the same time, just as you could 
not simultaneously observe the two objects. But these findings are 
also limited. It is well known, for example, that the visual field in 
perception is much larger than these estimates for the size of the 
imagery field, extending to 100 degrees and beyond, and is not 
circular, but elliptical (Aulhom and Harms 1972). More recent im
agery experiments, however, suggest that the imagery field is actually 
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quite similar to the field of vision in perception, in spite of these 
discrepancies. 

2.2. Visual Resolution for the Features of Images 

In perception, how far into the visual periphery the features of an 
object can be seen depends both on the size of the features and on 
how closely spaced the features are. As a rule, features that are large 
or are spaced far apart can be seen farther into the visual periphery. 
For example, it is easier to see a cat than a spider using peripheral 
vision, and easier to see a person who is standing alone than one 
who is in the middle of a crowd. How easily the features of an object 
can be resolved, termed visual resolution or acuity, would thus deter
mine the effective size of the visual field . 

Visual resolution is typically measured using psychophysical tech
niques, which are designed to establish lawful relations between the 
physical characteristics of a stimulus and the sensations that those 
characteristics elicit (Baird 1970; Stevens 1975). In applying these 
techniques to measure visual resolution, one often varies the distance 
between simple features (such as dots or bars), and determines how 
far into the visual periphery the features can be extended before a 
person can no longer tell them apart. The usual finding is that the 
field of resolution expands as the spacing between the features in
creases (Riggs 1965). A similar method makes use of letters or geo
metric forms and varies the overall size of the patterns, in which case 
the field of resolution enlarges as the pattern size increases (Johnson, 
Keltner, and Balestrery 1978). 

2.2.1 Measuring Visual Acuity in Imagery 
Kosslyn and I created variations of these psychophysical techniques 
to obtain a better measure of the extent to which imagined features 
could be visually resolved, and to compare directly the fields of 
resolution in imagery and perception (Finke and Kosslyn 1980). Our 
method is illustrated in figure 2.2. In the perception task, the subjects 
were shown a pair of dots in a square field at the center of a large 
screen, on which horizontal and vertical axes were drawn. They were 
to move their eyes along each of the axes to find the place where the 
two dots could no longer be resolved peripherally. By moving their 
eyes away from the dot pattern, they effectively moved the pattern 
farther into the peripheral regions of their visual field; whereas by 
moving their eyes toward the pattern, they effectively moved it to
wards the point of fixation. Eye position was controlled using a 
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Technique used to measure visual resolution in imagery. Subjects imagined a pair of 
dots at the center of the stimulus field and then used a movable fixation point to shift 
their gaze along the horizontal and vertical axes of the display, until they could no 
longer visually distinguish the dots in their images . (from Finke and Kosslyn 1980) 

movable pointer that had a small fixation dot attached to it. When 
the point of limiting resolution was found, the experimenter mea
sured the distance from the fixation point to the center of the pattern. 
These estimates were then averaged to obtain a measure of the size 
and general shape of the perceptual fields. By varying the distance 
between the two dots, Kosslyn and I were able to determine how 
the fields of resolution varied as the dots became harder or easier to 
discrimina te . 

For the imagery task, the subjects made corresponding judgments 
on mental images of the dot patterns. They first practiced visualizing 
the patterns by inspecting them, forming an image, and then com
paring their image to the actual pattern. When making judgments of 
resolution in imagery, they were first instructed to visualize the 
appropriate pattern at the center of a blank stimulus field, where the 
dot patterns had actually been shown in the perception task. They 
were then asked to notice changes in the visual "appearance" of their 
images as they kept their image fixed at the center of the screen, 
while moving their eyes along the horizontal and vertical axes. In 
this way, they were to mentally "move" their images into the visual 
periphery and to find the point where they could no longer visually 
distinguish the imagined dots . The experimenter emphasized the 
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distinction between the spatial characteristics of an image (imagining 
where the dots were located), and its explicit visual characteristics 
(imagining how the dots "looked"). 

Changes in the estimated dimensions of the fields of resolution, 
as the distance separating the dots varied, are presented in figure 
2.3. The shapes of these functions were statistically equivalent: Al
though the imagery fields were smaller, on the average, than the 
perceptual fields, they increased with increasing separation distance 
in the same way. In addition, the imagery fields were approximately 
the same shape as the perceptual fields; they were elongated hori
zontally and were larger below the point of fixation than above. 
When subjects who were screened for having highly vivid imagery 
were considered separately, the imagery fields were the same size as 
the perceptual fields, averaging 90 x 77 degrees. 

A control experiment, in which subjects were shown the same 
stimuli and asked to estimate where the limits of resolution would 
be in the imagery condition, was performed to assess whether these 
results could have been easily guessed. The control subjects correctly 
guessed that the imagery fields should increase as one increases the 
separation distance, but they did not guess the more subtle findings, 
such as the precise form of the functions relating field size to sepa-
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Figure 2.3 
Mean diameter of the visual field within which pairs of dots could still be distinguished 
as the distance separating the dots increased, when the dots were imagined and 
actually perceived. The correspondence between the two functions suggests that 
constraints on visual resolution in imagery are similar to those in perception. (from 
Finke and Kosslyn 1980) 
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ration distance, or the actual shape of the fields . Thus, only the most 
obvious characteristics of the imagery fields could be attributed to 
guessing strategies on the part of the subjects. 

Howard Kurtzman and I subsequently found similar results for 
other kinds of stimulus variations (Finke and Kurtzman 1981a). Using 
stimuli that consisted of three concentric circles, forming "bull's-eye" 
targets, we varied both the area and the relative contrast of the 
patterns. The subjects were now instructed to judge when all three 
parts of the observed or imagined pattern could no longer be visually 
resolved. Equivalent functions relating increasing field size to increas
ing pattern area were obtained in the imagery and perception con
ditions, and the fields were approximately the same shape, 
measuring, on the average, 74 x 55 degrees . There was, however, 
an important difference between these fields: whereas the size of the 
perceptual fields was markedly influenced when the contrast of the 
patterns was lowered, this was not true for the imagery fields. Again, 
control subjects were unable to guess these results . 

On the surface, these findings appear to conflict with those of 
Kosslyn's (1978) study on measuring the size of the imagery field . 
Recall that Kosslyn had found that the imagery field was circular and 
was considerably smaller than the fields obtained by either Finke 
and Kosslyn (1980) or Finke and Kurtzman (1981a) . In a further 
experiment, Kosslyn and I were able to resolve this discrepancy. We 
found that measures of image overflow reveal not the extent to which 
visual resolution is possible in imagery, but the extent to which attention 
can be distributed across the imagery field (Finke and Kosslyn 1980). The 
subjects were first taught to make image resolution judgments with 
their eyes closed. To do this, they were taught to move the index 
finger of one hand along the horizontal and vertical axes on the 
screen, imagining that they were looking at this finger, while keeping 
the index finger of their other hand at the center of the screen, 
imagining that the dot pattern remained fixed at that position. The 
results for this "eyes closed" condition corresponded to those for the 
condition, described earlier, in which the subjects had kept their eyes 
opened and had systematically varied their eye fixation. Next, they 
were told to place both index fingers at the center of the screen, to 
imagine a dot pattern on each finger, and to move their fingers si
multaneously away from the center of the screen while keeping their 
eyes closed and their mental "gaze" straight ahead, until they could 
no longer imagine "seeing" all of the dots in both of the patterns at 
the same time. This task required that the subjects distribute their 
attention across the imagery field, as they would have had to do in 
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Kosslyn's overflow study. The results confirmed this expectation: the 
imagery fields were now circular and about 30 degrees across, cor
responding to the results of the overflow experiments. 

2.2.2 Spatial Frequency Resolution in Imagery 
Kurtzman and I later refined and extended these methods to develop 
a general procedure for mapping out the entire visual field in mental 
imagery (Finke and Kurtzman 1981b). Studies in visual psychophys
ics frequently use bar gratings as stimuli, and a common finding is 
that visual resolution for such gratings decreases as their fundamen
tal spatial frequency increases (Campbell and Robson 1968). Spatial 
frequency can be thought of as a measure of the density of bars in 
the gratings; technically, it is expressed as the number of "cycles" of 
dark bars alternating with light bars per degree of visual angle. We 
wanted to see whether changes in the spatial frequency of bar grat
ings would also affect visual resolution in imagery. Using stimuli that 
have been employed extensively in perception experiments is a 
strongly recommended procedure when trying to establish similari
ties between imagery and perception (Banks 1981). 

As shown in figure 2.4, the viewing screen contained eight 
"spokes" extending radially outward from a centrally positioned, 
circular stimulus field, denoting the horizontal, vertical, and diagonal 
axes. The stimulus field was divided in half; the two halves contained 
a bar grating of identical spatial frequency (I, 3, or 9 cycles/degree), 
but opposite orientation (horizontal or vertical). The subjects' task 
was to determine when the two halves of the stimulus field could 
no longer be distinguished, as they shifted their gaze along each of 
the axes. This would happen, presumably, when the spatial frequen
cies in the gratings could no longer be resolved. This procedure has 
the advantage that the criterion for judging resolution is the same 
for all kinds of patterns that might be contained in the two halves of 
the stimulus field . In the perception condition, the bar gratings were 
present at all times; in the imagery condition, the subjects were 
instructed to visualize the gratings within a blank stimulus field . 
Figure 2.5 shows that there was an equivalent drop-off in resolution 
in the two conditions as the spatial frequency of the gratings in
creased, and that the imagery fields were the same size as the per
ceptual fields . As figure 2.6 shows, the fields of resolution in the two 
conditions were virtually identical in shape as well, exhibiting a 
similar horizontal elongation and vertical asymmetry. Control sub
jects were once again unable to predict the form of the acuity func
tions or the actual shape of the imagery fields . 
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Figure 2.4 
Stimuli and display used to measure spatial frequency resolution in imagery. Subjects 
imagined the two gratings in each stimulus within the blank circular field at the center 
of the display and then found the point along each radial line where they could no 
longer tell the gratings apart. These measures defined "fields of resolution" for the 
imagined gratings. (from Finke and Kurtzman 1981b) 

2.2 .3 Evidence for an Oblique Effect in Imagery 
Pennington and Kosslyn (reported in Kosslyn 1980) have found ev
idence for an oblique effect in mental imagery. The oblique effect refers 
to the well-documented finding that lines in bar gratings are more 
difficult to resolve when the gratings are oriented diagonally than 
when they are oriented horizontally or vertically (Appelle 1972; 
Campbell, Kulikowski, and Levinson 1966). In the Pennington and 
Kosslyn study, subjects were first trained to imagine bar gratings 
that were oriented either vertically or diagonally. They were then 
instructed to imagine that they were walking away from the gratings 
and to estimate the distance at which the gratings began to blur. The 
majority of the subjects reported that the diagonal gratings seemed 
to blur at a subjectively closer distance than the vertical gratings, 
suggesting that the diagonal gratings were harder to resolve. Control 
subjects, merely given a description of the procedures, were not able 
to guess these results. 
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Figure 2.5 
Mean radius of fields of resolution as the spatial frequency of the gratings increased, 
when the gratings were imagined and perceived. The equivalent functions in the two 
conditions indicate that imagery and perception share similar constraints on spatial 
frequency resolution. (from Finke and Kurtzman 1981b) 

2.2.4 The Problem of Experimenter Bias 
One criticism that can be made of the foregoing studies is that the 
experimenters might have given the subjects subtle cues for how to 
respond during the testing procedures, since they were in continual 
contact with the subjects. Psychology experiments are frequently 
susceptible to the effects of experimenter "bias" (e.g., Rosenthal 
1976), or to the "demand characteristics" of the experimental proce
dures (Orne 1962). Their possible effect on image acuity experiments 
must therefore be considered, especially since the subjects in these 
experiments may have found the image judgment tasks somewhat 
puzzling or ambiguous. In contrast, experimenter bias is less of a 
problem in the information retrieval experiments discussed in the 
previous chapter, where subjects weren't being asked to judge the 
quality of their images. 

Margaret Intons-Peterson (1983) has reported that the expectations 
of an experimenter can influence at least some of the results of image 
acuity experiments. She repeated the Finke and Kurtzman (1981a) 
study on the effects of varying pattern size and contrast, using ex
perimenters who were led to expect that the imagery fields would 
either be larger or smaller than the perceptual fields . These expec
tations were reinforced by training the experimenters with confed-
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Average dimensions of the fields of resolution when the gratings were imagined and 
perceived. The similar dimensions in the two conditions again suggest that imagery 
and perception share similar constraints on spatial frequency resolution. (from Finke 
and Kurtzman 1981b) 

erate subjects who simulated these outcomes. When the biased 
experimenters then conducted the image acuity experiment on naive 
subjects, the results partially reflected their expectations: the imagery 
fields were smaller than the perceptual fields when the experimenter 
expected them to be smaller, but were just as large as the perceptual 
fields when the experimenter expected them to be larger. Intons
Peterson and White (1981) have also reported that the imagery fields 
tend to be smaller when the experimenter is naive about the expected 
outcomes. 

Do these results invalidate the findings of the previous image 
acuity experiments? There are reasons to think that they do not. For 
instance, it remains to be shown whether experimenter bias can 
influence the form of the function relating image acuity to the size of 
a pattern. What Intons-Peterson has shown, in effect, is that the 
"height" or intercept of an image acuity function can be influenced 
by experimenter bias . This could be due to motivational factors alone; 
subjects may simply form better images when encouraged to do so 
by the experimenter. The fact that the imagery fields never exceeded 
the perceptual fields, despite the experimenter's expectations, sup-
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ports this interpretation. In assessing whether imagery acuity is like 
perceptual acuity, the important thing is the correspondence between 
the forms of the acuity functions, not the relative height of the 
functions. 

Another argument against attributing the findings of these exper
iments to experimenter bias is that certain characteristics of the im
agery fields were totally unexpected. For example, the eccentricity of 
the imagery fields was slightly but consistently less than that of the 
perceptual fields, for reasons that have remained unclear (see figure 
2.6; see also Finke and Kurtzman 1981c). The finding that changes 
in pattern contrast have little effect on the imagery fields was also 
unanticipated . Imagery researchers, in fact, have often pointed to 
such unexpected results as evidence that the findings of imagery 
experiments are not simply artifacts of the experimenter's expecta
tions (Kosslyn, Pinker, Smith, and Shwartz 1979). 

2.2.5 The Problem of "Tacit" Knowledge 
Although the control experiments in these studies rule out simple 
guessing strategies as an explanation for the findings, they do not 
rule out the use of propositional knowledge about perceptual acuity 
(see section 1.5.5) . The reason is that propositional knowledge cannot 
always be retrieved directly from memory. Sometimes, it is only 
available when a person is performing a specific task; in such cases, 
it is referred to as "tacit" knowledge (see Polanyi 1962). 

Pylyshyn (1981, 1984) has suggested that tacit knowledge about 
perceptual and physical processes may govern the results of many 
imagery experiments. This is a difficult criticism to address. In prin
ciple, any similarity between imagery and perception could be attri
buted to tacit knowledge. For instance, the precise manner in which 
visual acuity changes as the size of an object changes, and as the 
object is moved into the visual periphery, could conceivably be stored 
as tacit knowledge, given a lifetime of having observed objects in the 
visual field . This knowledge might then influence how people per
form in an image acuity task. 

Toward the end of the previous chapter, I discussed Kosslyn's 
experiments on distinguishing images and propositions in informa
tion retrieval, in which image size was contrasted with association 
strength (section 1.6.2). This strategy won't work here, because the 
tacit knowledge is allegedly about the visual properties of images. 
There are, however, two other strategies that could conceivably rule 
out tacit knowledge. One would be to show that the visual charac
teristics of images are not always the same as those of visually per-
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ceived objects, in which case one would then have to explain why 
tacit knowledge exists for some visual characteristics but not others. 
For example, the subtle, unexpected differences between imagery 
and perceptual acuity discussed in section 2.2.4, which argued 
against the possibility of experimenter bias, are also difficult to ac
count for in terms of tacit knowledge. The other strategy is to try to 
find correspondences between imagery and perception that are so 
unusual or unnatural that tacit knowledge would never have been 
acquired. Both of these strategies were employed in the experiments 
to follow. Before describing these experiments, I shall first discuss 
our second imagery principle. 

2.3 The Principle of Perceptual Equivalence 

The second principle addresses visual correspondences between 
forming mental images and perceiving real objects and events. This 
principle of perceptual equivalence may be expressed as follows: 

Imagery is functionally equivalent to perception to the extent that similar 
mechanisms in the visual system are activated when objects or events are 
imagined as when the same objects or events are actually perceived. 

According to this principle, the origins of which can be traced to 
the "cell assembly" theory of Donald Hebb (1968), the visual prop
erties of images can be explained in terms of the operating charac
teristics of neural mechanisms that form the basis for visual 
perception. I propose that the principle accounts for most of the 
findings on image acuity. Studies in the neurophysiology of vision 
have found, for example, that certain cells in the visual cortex are 
specialized for detecting bar-shaped features of particular width and 
orientation (Hubel and Wiesel 1977; Schiller, Finlay, and Volman 
1976), while others specialize in detecting the spatial frequencies of 
bar gratings (Maffei and Fiorentini 1977). It is generally believed that 
these cells impose restrictions on our ability to resolve fine details in 
the visual field . For instance, neural units that only respond to large, 
thick features, or to low spatial frequencies, would not allow for the 
resolution of fine details. These types of cells receive most of the 
information from the visual periphery, which explains why acuity 
falls off as objects are observed at increasingly more peripheral re
gions of the visual field. Similarly, the oblique effect is thought to 
result from an impoverished population of cortical bar detectors se
lectively tuned to obliquely oriented stimuli. If these same neural units 
were also activated during visualization, they would, accordingly, impose 
similar restrictions on visual resolution in imagery. 
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2.3.1 Detecting Probes on Imagined Features 
Podgomy and Shepard (1978) conducted a set of experiments that 
support the principle of perceptual equivalence, while also address
ing the criticisms of experimenter bias and tacit knowledge. The 
subjects' task was to indicate whether small probes appeared on or 
off block letters that were formed by darkening in squares on a 5 x 
5 grid (see figure 2.7). In the perception condition, the letters were 
actually presented just before the probes appeared. In the imagery 
condition, the letters were designated verbally, and the subjects were 
to visualize the letters in the appropriate cells of an empty 5 x 5 
grid. Reaction times for judging the probes in each condition varied 
in the same way with changes in the size and shape of the letters 
and the probe locations. As shown in figure 2.8, the reaction times 
increased at the same rate with increasing number of squares making 
up the letters. In addition, reaction times in each condition were 
shorter when the probes fell on the intersection of two bar-shaped 
segments of the same letter (as, for example, in the upper left-hand 
comer square of the block letter F) than when they fell only on a 
single bar-shaped segment. The imagined letters were thus visually 
equivalent to the perceived letters. Podgomy and Shepard proposed 
that this equivalence could be explained if similar types of neural 
units in the visual system, sensitive to bar-shaped features, are ac
tivated whenever letters are imagined or observed. 

The Podgomy and Shepard experiments are much less susceptible 
to the possible effects of experimenter bias, as the experimenter was 

II-m-II 
Figure 2.7 
Example of square grids and block letters used in experiments on detecting probes on 
presented and imagined patterns. The subjects had to say whether or not the probes 
appeared on any square that was a part of the pattern. (from Podgorny and Shepard 
1978) 
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Figure 2.8 
Mean reaction time to respond to probes on perceived and imagined letters, as the 
number of squares making up the letters increased . The similar functions suggest an 
equivalence between imagined and perceived shapes. (from Podgorny and Shepard 
1978) 

not in contact with the subjects during the testing procedures. The 
complex patterns of reaction times to the probes also make it unlikely 
that tacit knowledge was responsible for these findings. It is highly 
improbable that the subjects would have learned how reaction times 
are supposed to vary under these very unnatural visual conditions. 
More recently, Podgorny and Shepard (1983) have found that the 
probe detection times in imagery and perception covary with subtle 
variations in the visual compactness of the forms, and not merely 
with the number of squares making up the forms-which further 
argues against a tacit knowledge account, or one based on the inten
tional adjusting of response latencies. 

2.3 .2 Levels of Perceptual Equivalence 
A fundamental question concerning apparent equivalences between 
imagery and perception is whether these equivalences would ever 
extend to the earliest stages of information processing in the visual 
system (Finke 1980). For example, are neural units in the retina ever 
activated when a person forms a mental image? If this were the case, 
the visual characteristics of images would be completely equivalent to 
those of visually seen objects, since perception itself begins with 
stimulation of the retina. To determine the extent to which the prin
ciple of perceptual equivalence applies, one therefore needs to estab-
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lish the most primitive levels of the visual system that are being used 
when images are formed. 

An effective strategy for doing so is to see whether certain kinds 
of perceptual aftereffects ever result when appropriate patterns are 
visualized. Whenever neural mechanisms are activated for prolonged 
periods, they become fatigued and need time to recover. Because 
these units are often connected in a balanced way, the effects of 
neural fatigue create a temporary imbalance in the neural connec
tions, resulting in distortions of normal perception. These distortions 
usually persist until the sensitivity of the fatigued units is restored. 
Finding that perceptual aftereffects can also occur following pro
longed visualization of a stimulus would provide very strong evi
dence that these same neural mechanisms are being activated in 
imagery. 

Consider, again, the question of whether mental images occur in 
the retina. One type of aftereffect, called a color afterimage, occurs 
whenever retinal photoreceptors have become fatigued. These after
images appear as faint colors of opposite, or complementary, hue 
and can persist for several minutes. For example, if you stare at a 
red circle for a while, being careful to keep your gaze fixed, and then 
look at a sheet of white paper, you will notice a faint, green after
image of the circle. The retinal photoreceptors (called "cones") are 
connected in such a way that complementary hues are in balance, 
with green being the complement to red. So a "negative, " green 
afterimage results when a red pattern is observed, and vice versa . 
Now, suppose a person merely imagined looking at a red circle . Would 
he or she then "see" a green afterimage? If the principle of perceptual 
equivalence extends down to the retina, this should indeed happen. 

Some early studies have reported that negative color afterimages 
sometimes do follow the visualization of colored objects under hyp
nosis (Erickson and Erickson 1938). The problem with these reports, 
however, is that the people who claim to have seen the negative 
color afterimages also tend to be the ones who already know about 
the afterimages (Barber 1964). Reports of negative color afterimages 
following visualization may therefore be due to the demand charac
teristics of the experiment, or to tacit knowledge, and not to an actual 
fatiguing of retinal photoreceptors. 

2.3 .3 Imagery-Induced Color Aftereffects 
To get around this problem, Marty Schmidt and I made use of a 
striking but little-known aftereffect called the McCollough effect, 
named after Celeste McCollough (1965), who first reported it . The 
effect is produced by observing, in alternation, colored bar gratings 
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of opposite hue and orientation. For example, one might observe a 
horizontal, red and black grating alternating with a vertical, green 
and black grating. After several minutes of observing these patterns, 
one then sees negative color afterimages when looking at black and 
white gratings. The remarkable thing about these afterimages is that 
they are orientation-specific; for instance, a faint green hue would 
then be seen on a horizontal grating and a faint red hue on a vertical 
grating. The color afterimages would then be reversed by simply 
rotating the gratings by 90 degrees. They also last a surprisingly long 
time; unlike normal color afterimages, which fade after a minute or 
two, the McCollough effect can persist for days or even weeks (Jones 
and Holding 1975). 

Schmidt and I wanted to find out whether the McCollough effect 
could be produced if the adaptation colors or gratings were generated 
in imagination (Finke and Schmidt 1977). We used two imagery 
conditions, one in which the subjects were instructed to visualize the 
colors red and green when shown an alternating sequence of hori
zontal and vertical achromatic gratings, and another in which they 
were instructed to visualize the bar gratings when shown an alter
nating sequence of featureless red and green color fields . These 
procedures were designed to simulate, using imagery to replace ac
tual colors or bar gratings, the adaptation conditions that produce 
the McCollough effect. Because the afterimage colors in the Mc
Collough effect are much weaker than those in normal color after
images, we used a sensitive forced-choice testing procedure: the 
subjects were shown test patterns containing both horizontal and 
vertical achromatic gratings and were instructed to choose the grating 
that appeared "more red ." The presence of a McCollough effect was 
then assessed by measuring the proportion of responses in which 
the association of color and orientation was opposite that during the 
adaptation procedure . To evaluate possible sources of response bias, 
the subjects were instructed at the end of the testing procedure to 
report any strategies they might have used to make their decisions. 

We made the following predictions. First, if imagery can stimulate 
bar detectors and spatial frequency analyzers, as suggested by the 
studies on image acuity and probe detection, it should be possible 
to obtain the McCollough effect when bar gratings are imagined onto 
actual fields of color. Second, if imagery does not extend down to 
levels of the visual system where color afterimages are produced, 
then the McCollough effect should not appear when colors are imag
ined onto actual bar gratings. Third, because the McCollough effect 
is so unusual, subjects should not be able to guess what ought to 
happen, nor would they have tacit knowledge of the effect. 
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Initially, the subjects' reports indicated a strong response bias in 
the opposite direction to the McCollough effect: roughly half of them 
reported that they had perceived the task as a test of their "memory" 
for the pairing of color and orientation during the adaptation phase, 
and thus had chosen the gratings in the test patterns according to 
these remembered associations. The remainder of the subjects re
ported either irrelevant strategies or that they simply responded 
according to colors they actually saw on the test gratings; none 
reported deliberately associating color afterimages with orientation. 
The results for these subjects are presented in figure 2.9, along with 
the results of a perception condition, in which actual colored gratings 
were observed during the adaptation procedure. As this figure 
shows, there was evidence for a weak McCollough effect when bar 
gratings were ima-gined, but not when colors were imagined. This 
finding was replicated in a follow-up study with Schmidt, which 
controlled for the direction of scanning eye movements when sub
jects formed their images (Finke and Schmidt 1978). 

2.3.4 Failures to Demonstrate Adaptation of Feature Detectors in Imagery 
Were the orientation-specific color afterimages obtained in the Finke 
and Schmidt studies really the same as the McCollough effect? Ad-
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Color and Bars 
Perceived 

Bars 
Imagined 

Experimental Condition 

Colors 
Imagined 

Mean proportion of responses indicating the presence of the McCollough effect, 
relative to chance level, when colored adaptation gratings were actually perceived, 
when bars were imagined and colors were perceived, and when colors were imagined 
and bars were perceived . The results suggest that orientation-specific color aftereffects 
can result when gratings, but not colors, are imagined. (from Finke and Schmidt 1977) 
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ditional studies have suggested that they probably are not. First, the 
imagery color aftereffects have not been obtained with other types 
of testing procedures that do reveal the actual McCollough effect; for 
example, having the subjects give magnitude estimates for the inten
sity of the color afterimages (see Broerse and Crassini 1980, 1984; 
Finke 1981). Also, there are a number of differences between the 
imagery color aftereffects and the McCollough effect. For instance, 
the imagery aftereffects are determined by the orientation of salient, 
local features in the adaptation patterns, whereas the actual Mc
Collough effect is determined by the orientation of global features 
averaged across the adaptation patterns (Kunen and May 1980). In 
addition, the imagery aftereffects transfer interocularly, in contrast 
to the actual McCollough effect (Kaufman, May, and Kunen 1981). 
These differences call into question whether mental imagery really 
does involve the direct stimulation of bar detectors and other types 
of feature analyzers, as had been supposed. Instead, it seems more 
likely that the imagery-induced aftereffects are due to assoCiations 
among visual features occurring at some higher level of the visual 
system. 

A definitive study by Rhodes and O'Leary (1985) has recently 
shown that mental imagery does not produce the selective adaptation 
of bar or grating detectors in the human visual system. They had 
subjects visualize horizontal or vertical bar gratings continually for 
several minutes, and then measured changes in sensitivity for de
tecting actual gratings that were presented at low contrast. The ori
entation difference between the imagined and presented gratings 
had no effect on detection threshold. However, even a faint grating 
that was actually observed during the adaptation period pro
duced an orientation-selective deficit in sensitivity. If bar or grating 
detectors had been activated during imagery, there should have 
been some evidence for a selective change in sensitivity, but there 
was none. 

The conclusion follows that imagery and perception are not equiv
alent at levels of the visual system where the detection and analysis 
of elementary features take place. The correspondences between im
agery and visual perception reviewed earlier in this chapter must 
therefore be imposed at some higher level of visual processing; at 
least, they cannot be attributed to the operating characteristics of 
orientation-specific feature detectors in the visual cortex. Apparently, 
these ~quivalences have more to do with the way visual features are 
associated than with the adaptation of feature analyzers, and the 
principle of perceptual equivalence must be restricted accordingly. 
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2.3.5 Imagery-Induced Prism Adaptation 
In another series of experiments, I explored whether imagery could 
induce adaptation of the visual-motor system to optical distortions 
in vision. If one tries to point at an object while looking through 
prisms that cause the apparent locations of objects to be displaced, 
one will at first make errors to one side of the object but will then 
quickly adjust to the apparent displacement following repeated point
ing attempts (see Harris 1965; Held 1965; Kohler 1962; Welch 1978). 
When the prisms are then removed, pointing aftereffects occur, that 
is, errors in the opposite direction, reflecting adjustments in visual
motor coordination that were made during the adaptation procedure. 
If the errors are observed only after the pointing attempts are com
pleted, the pointing aftereffects transfer partially to the hand that 
was not used to point at the target object (Cohen 1967). Whereas the 
imagery aftereffects found with color-feature associations were rela
tively weak, and differed in various ways from those obtained using 
real adaptation gratings, pointing aftereffects occurring when errors 
of movement are imagined are very robust and correspond closely 
to those resulting when the errors are actually observed. 

In one study (Finke 1979a), a group of subjects first participated in 
a perception condition, in which they pointed at a target that was 
visually displaced by the prisms and could see the errors they made. 
The rate at which their errors were reduced after twenty trials was 
recorded, and this was used to simulate prism adaptation in a second 
group of subjects. These subjects never saw their errors but merely 
imagined that they could see their pointing finger off to one side of 
the target, at the same locations where subjects in the perception 
condition had actually pointed. A set of markers was used to desig
nate the sequence of these error locations. Subjects in a control 
condition pointed at the same prism-displaced target without seeing 
or imagining their errors. For all groups, pointing aftereffects were 
assessed for both the adapted and unadapted hands . 

Figure 2.10 presents the rates of error reduction during the adap
tation procedures in the three conditions. The adaptation rates were 
similar in imagery and perception, and both differed significantly 
from that in the control condition. The pointing aftereffects are 
shown in figure 2.11. Although the aftereffects in the perception 
condition were larger, overall, than those in the imagery condition, 
the imagery aftereffects were robust (shown by 85 percent of the 
subjects), and exhibited a similar, partial transfer to the unadapted 
hand . In addition, the imagery aftereffects were larger for subjects 
who rated their imagery as more vivid. There were no significant 
pointing aftereffects in the control condition. 
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Figure 2.10 
Mean rate of error reduction across prism adaptation trials, when subjects could see 
their errors, when they merely imagined their errors, and when they neither saw nor 
imagined their errors. The similar rates of error reduction in the perception and 
imagery conditions suggest that imagined errors of movement, like errors that are 
actually perceived, can lead to adaptive changes in visual-motor coordination . (from 
Finke 1979a) 

These pointing aftereffects cannot easily be explained in terms of 
tacit knowledge, because prism adaptation is highly specialized and 
would seldom, if ever, be encountered in a natural environment. 
Almost certainly, one would never have had the opportunity to 
acquire tacit knowledge about the particular way prism-induced af
tereffects transfer intermanually. Could these effects be due to ex
perimenter bias or to the demand characteristics of the imagery task? 
This is also unlikely, in light of the results of a further experiment in 
the same study, which isolated the imagined errors from expectations 
for where the errors would actually be made. In this experiment the 
imagery condition of the first experiment was repeated, using two 
sets of error markers on opposite sides of the target. During the 
adaptation procedure, the subjects were instructed to imagine seeing 
their pointing finger arrive at the error markers on one side of the 
target, but were led to believe that they would actually be making errors at 
the corresponding markers on the other side. As before, it was emphasized 
that they should try to point as accurately as possible. In this case, 
the pointing shifts during the adaptation procedure, and the resulting 
aftereffects were determined by where the errors had been imagined, 
not by where they had been expected. This argues against any ac-
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Figure 2.11 
Mean pointing aftereffects following the prism adaptation conditions in figure 2.10, 
for the adapted and unadapted hands . The similar types of pointing aftereffects and 
intermanual transfer in the imagery and perception conditions suggest that imagined 
errors of movement can have residual effects on visual-motor coordination that cor
respond to those resulting from having actually perceived the errors. (from Finke 
1979a) 

count based on task demands for "correct" performance. Additional 
control experiments have since ruled out eye movements to the error 
markers as a possible explanation for the imagery-induced aftereffects 
(Finke 1979b). 

Mental images for errors of movement thus appear to be function
ally equivalent to actual, perceived errors in bringing about adaptive 
changes in visual-motor coordination. The principle of perceptual 
equivalence can therefore be extended to include visual mechanisms 
that are responsible for interpreting the consequences of erroneous 
bodily movements. Also, because these aftereffects are measured after 
the inducing stimulus is no longer imagined, they avoid problems 
(such as those considered in section 2.2) that could result when one 
tries to maintain an image while simultaneously judging its 
properties. 

2.4 Image Facilitation of Perceptual Processes 

Knowing that certain levels of the visual system are being stimulated 
during imagery does not in itself permit one to predict the effects of 
imagery on ongoing perceptual processes. For example, if you formed 
an image of an object just before the object was presented, how 
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would your image influence your ability to perceive the object? 
Would it help or get in the way? Whether imagery facilitates or 
hinders perceptual processes is an empirical question that goes be
yond whether or not imagery has genuine visual characteristics 
(Farah 1985; Finke, unpublished) . 

2.4.1 The Perceptual Anticipation Hypothesis 
One possibility is that imagery would facilitate perception by "prim
ing" mechanisms in the visual system, preparing them to receive 
information about a particular object or event (Beller 1971; Posner 
1978). In other words, imagining an object would speed up percep
tion by initiating the appropriate perceptual processes in advance. 
Ulric Neisser (1976) has proposed that images generally function as 
perceptual "anticipations" of this sort and become noticed by a per
son only when those expectations go unfulfilled. The perceptual 
anticipation hypothesis leads one to predict that forming a mental 
image of an object ought to make it easier to detect the object when
ever the image and the object correspond (see also Cooper 1976a; 
Shepard 1978b). 

2.4.2 Detecting Letters While Imagining Them 
Martha Farah (1985) has recently carried out experiments showing 
that, by imagining letters of the alphabet that match presented letters, 
one can increase one's ability to detect the letters. Her subjects were 
shown the letters H or T after being instructed to form a mental 
image of one of them. The letters were presented at low contrast in 
one of two consecutive observation intervals, and the subjects' task 
was to report the interval in which either of the target letters ap
peared. This method was used because it avoids the problem of 
response bias to the target letter. In addition to varying whether the 
presented and imagined letters had the same shape, Farah also varied 
whether the letters were imagined in the same location where they 
were presented. A control condition was included, in which the 
detection task was performed without imagery instructions. The sub
jects were more accurate in detecting the presented letters, relative 
to the control condition, when the images matched the targets in 
both shape and location . However, when the images did not match 
the targets, or differed in location, detection was less accurate than 
in the control condition. More recently, Farah (in press) has shown 
that the way imagery facilitates perception in this task resembles the 
way selective attention to the presented letters improves their detec
tion. These findings support the perceptual anticipation hypothesis, 
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suggesting that mental imagery functions to selectively prime visual 
pathways that will be used in detecting an object. 

2.4.3 The Effects of Imagining a Visual Context 
Another way in which imagery might facilitate perception is by pro
viding a visual context in which the relevant perceptual processes 
can be carried out more efficiently. For example, Peterson and Gra
ham (1974) found that subjects were able to detect pictures of com
mon objects (such as a spoon) more accurately after visualizing scenes 
in which the objects would naturally appear ("a spoon on the floor 
with ants on it"). In contrast, detection of the objects was impaired 
whenever the imagined scenes were incompatible with them. 

In the Peterson and Graham study the effects of imagining the 
context scenes might have been due to the subjects' expectations of 
seeing the particular objects that the scenes contained. This is a 
potential problem, in fact, in any study in which the imagined objects 
can also be one of the targets. What one needs to do is to demonstrate 
that imagined contexts can facilitate perception when the context 
neither contains nor. suggests any of the potential targets. 

Jennifer Freyd and I reported one type of image facilitation that 
meets this criterion (Freyd and Finke 1984a). Subjects were presented 
with cross-shaped patterns consisting of a vertical line bisected by a 
horizontal line that was slightly different in length, and their task 
was to say which of the two lines was longer. On half the trials they 
were to imagine a context pattern before the lines appeared, consist
ing of either an outlined square or an X centered over the two lines 
(see figure 2.12). The sides of the square were slightly shorter than 
either of the lines, which we expected would facilitate the length 
discriminations, whereas the "X" pattern was expected to have little 
or no effect. Because these context patterns were symmetrical with 
respect to the target lines, they would not bias subjects 
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Figure 2.12 
Context patterns that subjects were to imagine in experiments on visual discrimination. 
On imagery trials, the subjects were to judge whether the horizontal or vertical line 
was longer after mentally superimposing one of the context patterns over them. On 
baseline trials, comer cues for the context patterns were not presented . (from Freyd 
and Finke 1984a) 
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to select one response over the other. The comers of each of the 
context patterns were designated in advance by small dots that were 
removed just before the target lines appeared. The discrimination 
times were compared with those in a baseline condition, in which 
the comer cues were not presented, with those in a control condition, 
in which the comer cues were presented without imagery instruc
tions, and with those in a perception condition, in which the context 
patterns were actually presented. As shown in figure 2.13, the dis
crimination times were fastest when the subjects had imagined or 
observed the square context pattern in advance. In contrast, there 
was no significant effect on the discrimination times from having 
imagined or observed the X pattern. When the comer cues had been 
presented without imagery instructions, subjects reported that they 
often imagined the square frame spontaneously; in this case there 
was an intermediate degree of facilitation. The imagined contexts 
were thus equivalent to the perceived contexts in their effects on the 
length discriminations. 

Other studies have shown that errors in making length discrimi
nations can be induced when the imagined contexts correspond to 
those used in standard visual illusions. For example, in an experi
ment by Benjamin Wallace (1984), subjects were instructed to visu-
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Mean reaction time difference, with respect to baseline performance, for having per
ceived or imagined context patterns prior to making the length discriminations of 
figure 2.12. The correspondence between the functions suggests that appropriately 
imagined contexts, like perceived contexts, can facilitate performance on discrimina
tion tasks. (from Freyd and Finke 1984a) 
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alize an inverted V over a pair of horizontal lines, in such a manner 
as to simulate the Ponzo illusion (see Coren and Girgus 1978). An 
illustration of the Ponzo illusion is shown in figure 2.14; the top line 
appears longer than the bottom line, even though the two lines are 
identical in length. Subjects who were able to mentally superimpose 
the context pattern over the lines all reported, erroneously, that the 
top line appeared longer, and their estimates for the difference in the 
lengths of the lines were equivalent to those when the context pattern 
was actually shown surrounding the lines. The use of a naive exper
imenter in this study minimized the possibility that the subjects' 
performance could have been due to experimenter bias (d. Singer 
and Sheehan 1965). 

These findings on the effects of imagining visual contexts provide 
further support for the idea that imagery and perception are equiv
alent down to levels of the visual system where simple features are 
associated. In addition, they show that the interaction of perceived 
and imagined features can sometimes result in improved perception 
and sometimes in erroneous perception, depending on the nature of 
these associations. 

2.4.4 The Problem of Eye Movements 
One factor that was not systematically controlled in any of the studies 
considered in the previous section was the possible effects of eye 
movements when the images were formed . For example, subjects in 
the Freyd and Finke study might have looked at different parts of 
the target pattern depending on the type of context pattern they were 
imagining, and this might have influenced their reaction times. In 
the Wallace study, subjects might have looked at the two parallel 
lines differently when imagining the surrounding patterns, resulting 
in changes in the apparent lengths of the lines. In general, eye 
movements can be a potential problem whenever a presented pattern 

Figure 2.14 
Example of the Ponzo illusion . The surrounding context pattern makes the top hori
zontal line appear longer, even though the two lines are actually the same length. 
This and similar illusions were created by instructing subjects to imagine the context 
pattern. (from Wallace 1984) 
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is judged in conjunction with an imagined pattern (Farah, in press; 
Finke 1985). Whether these and the results of other experiments on 
interactions between imagery and perception can actually be ac
counted for in terms of eye movements remains to be seen. It should 
be noted, however, that Farah and Smith (1983) have found that 
imagined auditory tones can facilitate the detection of presented 
matching tones, in which case the issue of eye movements is 
irrelevant. 

2.5 Interference Between Imagery and Perception 

Complicating the perceptual anticipation hypothesis are findings 
showing that an imagined stimulus that corresponds more closely to 
a presented stimulus can sometimes selectively interfere with 
perception. 

2.5.1 The Perky Effect 
An early study by Perky (1910) reported a curious phenomenon. 
When subjects were told to imagine looking at an object (such as a 
"banana") on a supposedly blank screen, while actually being shown 
a faint picture of the object, they sometimes confused the picture 
with their image. The reason, according to Perky, was that an image 
was phenomenally similar to a faint visual stimulus. Although this 
study did not include modem controls for experimenter effects and 
the like, it at least raises the question of whether imagery could also 
interfere with perception when the two correspond, instead of facil
itating it. Recall, by way of comparison, the experiments on reality 
monitoring considered in section 1.4.5, in which subjects often con
fused memories for similar imagined and perceived events. 

2.5.2 Reduction in Detection Sensitivity During Imagination 
Evidence that visual imagery can impair visual perception, as op
posed to other forms of imagery that are not visual, was reported by 
Segal and Fusella (1970) . Subjects were presented with faint geomet
ric forms or auditory tones as target stimuli, while imagining other 
objects or sounds. Using the bias-free methods of signal detection 
(Green and Swets 1966), Segal and Fusella found that perceptual 
sensitivity was maximally reduced when the modality of the image 
matched that of the target. For instance, it was harder to detect a 
faint geometric form when imagining a visual scene than when im
agining a familiar sound. In a sense, this is the Brooks interference 
finding in reverse (see section 1.3.2), which had shown that visual
ization is selectively impaired during perception. 
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One needs to consider, again, whether eye movements during 
visualization might have been responsible for these findings. In fact, 
there is a particular form of the eye movement criticism that applies 
specifically to these types of studies: it is possible that visual imagery 
could influence visual sensitivity indirectly, by inducing changes in 
pupil diameter or accommodation (Bower 1972; Malmstrom and Ran
dle 1976). This criticism was addressed by Reeves and Segal (1973). 
They replicated the results of Segal and Fusella but found no consis
tent relationship between the effects of imagery and measured 
changes in pupil diameter or eye position. 

2.5.3 Comparing Visual Identification and Detection 
The contrasting findings on image facilitation and interference seem 
paradoxical. On the one hand, imagery can improve perception; on 
the other hand, it sometimes impairs perception. It is difficult to 
pinpoint the precise reasons for these differing results, because the 
studies used different types of stimuli and procedures and also dif
fered in the extent to which the images matched the presented stim
uli. I have tried to sort out some of these factors by comparing the 
effects of image formation and image-target alignment in two differ
ent types of tasks. 

In an experiment on visual identification, subjects had to say on 
each trial whether a horizontal or vertical bar had been presented 
(Finke 1986b). The bars could be easily discriminated, and the sub
jects' reaction times were recorded. On most of the trials, the subjects 
were instructed to visualize a bar, in advance, that was horizontal, 
vertical, or at some orientation in between; in this way the alignment 
between the imagined and presented bars was systematically varied 
(see figure 2.15). To minimize the effects of expectations, the subjects 
were explicitly told that there would be no relation between the type 
of image formed and the likelihood of being presented with a partic
ular target bar. In comparison with their performance on control 
trials, where they were told not to form an image, it took the subjects 
less time to identify the bars when the imagined and presented bars 
were perfectly aligned, but more time when the imagined bars were 
oriented in between the target bar orientations (see figure 2.16) . 

In a corresponding experiment on visual detection, the subjects 
merely reported whether either of the two bars had been presented, 
without having to identify them. In this case, reaction time increased 
as the imagined and presented bars became more closely aligned, in 
contrast with the results for the identification task (see again figure 
2.16). Thus, whether imagery facilitates or interferes with perfor
mance on a perceptual task depends not only on whether the image 
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Display Sequence 

O-CD 
O-@-(D 

O-CD 
Examples of display sequences used in experiments on visual identification and de
tection. The subjects were to identify vertical and horizontal target bars or merely to 
detect their presence. On imagery trials, they were to imagine a bar aligned with the 
orientation cues prior to the onset of the target bar. This provided a method for 
varying the alignment between the imagined bar and the target. On control trials, the 
orientation cues were presented without imagery instructions, and on baseline trials 
the orientation cues were not presented. (from Finke 1986b) 

matches the target but also on the nature of the task (see also Over 
and Broerse 1972; Reeves 1980). These contrasting findings are not 
easily explained in terms of shifts in eye position that might have 
occurred with changing orientations of the imagined bars; this would 
have produced similar effects of image alignment in the two experi
ments. Again, it is not sufficient to know only that imagery and 
perception share many of the same visual characteristics when trying 
to understand how imagery influences perception. 

2.6 Summary and Conclusions 

Mental images have many visual characteristics in common with 
perceived objects and events. They exhibit constraints on resolution 
that, in many respects, correspond to those in visual perception. 
They can lead to changes in visual-motor coordination that resemble 
those resulting when one adapts to actual visual distortions. And 
they can provide visual contexts that influence perception in much 
the same way as actual visual contexts. The principle of perceptual 
equivalence is supported by these findings, but there are limitations 
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Figure 2.16 
Mean reaction time difference, with respect to baseline performance, for having imag
ined a bar prior to the onset of a target bar in identification and detection tasks, as 
the alignment between the imagined and target bars varied. The contrasting results 
suggest that, when an image matches a target, though it can help one to identify the 
target, it can also interfere with detecting the target . (from Finke 1986b) 

on how far down in the visual system the principle applies. Mental 
imagery does not seem to involve retinal or precortical levels of the 
visual system, which are primarily responsible for chromatic after
effects. Nor does it seem likely that imagery involves the initial stages 
of information processing in the visual cortex, where simple feature 
analysis takes place. Rather, the principle appears to hold only down 
to levels in the visual system where visual associations occur. The 
principle is also limited with respect to how mental images would 
influence ongoing perceptual processes. Whether imagery facilitates 
or interferes with performance on perceptual tasks appears to be a 
complex issue, one that cannot be resolved simply from knowing the 
visual properties of an image. 

2.7 Further Explorations 

2.7.1 Recommendations for Further Reading 
Additional discussion of experiments relating imagery to perception 
can be found in articles by Finke (1980, 1985, 1986a), Finke and 
Shepard (1986), and Shepard and Podgomy (1978) . Articles by Banks 
(1981) and by Intons-Peterson and White (1981) have criticized many 
of these experiments. 
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2.7.2 Estimating the Physical Attributes of Real and Imagined Objects 
Imagery and perception have also been compared using the psycho
physical technique of magnitude estimation, in which one employs a 
numerical scale to rate a stimulus along some dimension, such as 
size. Typically, these estimates are related to the actual values of a 
stimulus by power functions, and the exponents of the functions 
indicate the degree to which the range of judged values is com
pressed or expanded relative to the actual stimulus values. Using 
this technique, Kerst and Howard (1978) obtained magnitude esti
mates of the distances between the centers of U.S. states and the 
areas of the states, while subjects looked at a map, or recalled the 
map from memory. The exponents for the power functions for dis
tance and area estimates were 1.04 and .79, respectively, in the 
perception condition, and 1.10 and .60, respectively, in the memory 
condition. The exponents in the memory condition were thus ap
proximately equal to the square of the corresponding exponents in 
the perception condition. This finding was replicated and extended 
by Moyer et al. (1978) . 

Kerst and Howard proposed the following explanation for this 
relationship between the exponents. In the memory condition, the 
subjects had formed mental images of the states and thus, in effect, 
were "reperceiving" them. This is why the exponents in the memory 
condition were roughly equal to the square of those in the perception 
condition. Whatever kind of scaling transformation is imposed dur
ing the initial act of perceiving an object would then be imposed 
once again when the object is visualized. Although appealing, this 
explanation runs into difficulties. It suggests, for example, that ob
jects should always be remembered as smaller than they actually are, 
and this does not seem to be true. Also, the results of Finke and 
Kurtzman (1981a) suggest that the areas of patterns are remembered 
accurately when subjects are given an adequate opportunity to study 
the patterns. This strong version of the "reperceptual" hypothesis is 
thus in need of further confirmation. 

2.7.3 "Point of View" in Remembering Details of Stories 
The visual field in imagery may playa role in determining the kinds 
of details that people remember when they read a story. Fiske et al. 
(1979) asked subjects to identify with a particular character in stories 
they were reading, and their memory for incidental details mentioned 
in the stories was then tested. Fiske et al. found that the details that 
the subjects were able to recall tended to be those that the character 
they had identified with would have been able to "see, " from his or 
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her viewing perspective in the story. This suggests that visual im
agery may lead to better memory for information that is mentioned 
or implied in verbal descriptions, whenever that information can be 
included within the imagery field (see also the relevant discussions 
of the implicit encoding principle in chapter 1). 



Chapter 3 

Spatial Characteristics of Mental Images 

Whereas chapter 2 concentrated mainly on the visual characteristics 
of images, this chapter will be devoted to studies that have examined 
the general, spatial characteristics of images. These studies, too, bear 
directly on the issue of whether the properties of images can be 
explained solely in terms of conscious, guessing strategies, or tacit, 
propositional relationships that underlie the formation of an image. 
We begin by considering a third imagery principle . 

3.1 The Principle of Spatial Equivalence 

Many of the studies reviewed in the first two chapters suggest that 
mental images have a spatial "extent." For example, experiments on 
using images to verify the presence of parts of objects, which were 
discussed in section 1.6, suggest that images have a definite "size." 
Experiments on measuring the imagery field, discussed in section 
2.1, reveal that images can "overflow" if they become too large. 
Studies on imagery mnemonics, discussed in section 1.4, suggest 
that one can imagine the locations of objects along a route. Our third 
principle, the principle of spatial equivalence, pertains to the faithful
ness with which spatial relations among objects and their parts are 
preserved in an image: 

The spatial arrangement of the elements of a mental image corresponds to 
the way objects or their parts are arranged on actual physical surfaces or in 
an actual physical space. 

This principle requires that mental images, like a physical surface 
or space, be spatially continuous. This means that relative distances 
must actually be depicted in an image, rather than being displayed 
in a propositional or some listlike fashion. Also, between any two 
points on an imagined surface, or within an imagined space, all 
intermediate points must be depicted as well, just as on an actual, 
continuous physical surface or within a physical space. We will as
sume in this chapter that the imagery "medium" corresponds to a 



62 Chapter 3 

Euclidian surface or space, although the principle need not be re
stricted to such cases. 

Note that the principle of spatial equivalence goes beyond what is 
implied by the principle of perceptual equivalence, which was con
sidered in chapter 2. Mental images need not exhibit visual charac
teristics per se (such as limits on resolution, visual aftereffects, etc.) 
in order that they preserve spatial relations among objects. You can 
perceive that something has a spatial extent, for example, without 
necessarily looking at it. 

The person who is most closely identified with this principle is 
Stephen Kosslyn, whose work on imagery has already been men
tioned in previous chapters. Kosslyn and his colleagues have con
ducted numerous studies on the spatial properties of mental images, 
using the technique of instructing subjects to scan their images from 
one imagined location to another. The time it takes the subjects to 
complete the imagined scanning reveals information about the way 
locations and distances are represented in images. Kosslyn's experi
ments and their implications will be considered in the remainder of 
this section. 

3.1.1 The Imagined Scanning of Pictures and Maps 
In Kosslyn (1973), subjects learned drawings of familiar objects that 
were elongated horizontally or vertically, such as those shown in 
figure 3.1. Each of the drawings contained three prominent parts, 
located at the top (or right side), the middle, and the bottom (or left 
side). For example, the drawing of a tower contained a door at the 
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Figure 3.1 
Examples of drawings used in experiments on imagined scanning. The subjects were 
instructed to mentally focus on one end of the drawing, and then to "look" for a 
deSignated feature of the drawing on their image. The time it took them to do so 
increased as the distance between the feature and the initial point of focus increased . 
(from Kosslyn 1973) 
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bottom, a clock in the middle, and a flag at the top. The trials began 
by playing a tape recording of the name of the drawing, followed by 
the name of a part. In one condition, the subjects were instructed to 
form an image of the whole drawing and then "look for" the desig
nated part on their image. In another condition, they were told to 
focus on a specific end of the drawing (top, bottom, right, or left) as 
soon as they had formed their image. The measure of interest was 
reaction time for verifying that the named part was present in the 
drawing. 

Kosslyn reasoned that if spatial relations among parts of an object 
are preserved in a mental image, it should take longer to find the 
named part when one starts out by mentally focusing on the wrong 
end of the drawing. In other words, just as it takes longer to scan 
between two points that are farther apart on an actual drawing, so, 
too, should it take longer to imagine scanning between the same two 
points on a mental image. Kosslyn's results confirmed this prediction: 
when the subjects had imagined focusing on the ends of the draw
ings, the time it took them to verify that the named parts belonged 
to the object increased as the parts were farther removed from the 
point of focus. In contrast, when they had not imagined focusing on 
the ends of the drawings, their verification times did not depend on 
where the parts were located. 

There are, however, other explanations for these findings that 
don't rely on the assumption that images preserve spatial relations. 
Using the method of loci, which was described in section 1.4.4, Lea 
(1975) found that the number of items scanned over, as opposed to 
the actual scanning distance, could have been responsible for Kos
slyn's results . Lea's subjects were instructed to memorize a layout of 
12 objects located at various positions along a circular path, and then 
to associate target items to each of these objects. For example, if the 
object was a "bicycle" and the target item a "policeman," they were 
to imagine that the policeman was standing next to the bicycle . They 
were then given one of the objects as a cue and were instructed to 
mentally focus on the location of that object and to report other 
objects or target items that were a certain number of positions away 
along the path. Their task therefore consisted of three operations: 
finding the starting locus, mentally moving from locus to locus while 
keeping track of the number of loci scanned, and retrieving the object 
or target item at the final position. Lea found that the reaction times 
for completing the task increased in proportion to the number of loci 
that had to be scanned, but were not affected by changes in the 
separation distance for a given number of loci. Because these two 
factors, distance and the number of items scanned, had been con-
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founded in Kosslyn's study, Lea concluded that images might not 
preserve the spatial characteristics of physical objects. 

On the contrary, these results are more consistent with the predic
tions of propositional models (see section 1.5.5), which woJ.Ild as
sume that the underlying representations depict ordinal, as opposed 
to spatial, relations. For example, a propositional model would typ
ically represent objects as nodes in a semantic network, and their 
relationships in terms of associative links connecting the nodes (An
derson 1976) . Mentally scanning over consecutive objects in this type 
of representation would consist of moving consecutively from one 
node to another along these connective links. Only the ordinal rela
tions among objects would be an inherent property of this kind of 
representation; in this respect the representation would resemble a 
list rather than a picture or spatial array. 

Kosslyn, Ball, and Reiser (1978) conducted additional experiments 
on image scanning to address the problems raised by Lea . They 
pointed out that in Lea's study, subjects were never given explicit 
instructions to scan images of the mental paths . If it were more 
efficient to use listlike or propositional representations to retrieve the 
needed information, rather than to scan mental images, Lea's failure 
to find an effect of separation distance would not be surprising. For 
this reason, Kosslyn et al. explored the effects of varying both the 
interobject separation distance and the number of intervening items 
when subjects were explicitly told to scan their mental images. 

In their first experiment, subjects memorized the locations of three 
letters positioned along a straight line . They were then instructed to 
imagine focusing on one end of the line, and to imagine scanning 
along the line to indicate whether a designated letter was upper or 
lower in case. The target letter was at one of three equally spaced 
distances from the point of focus and was separated by 0, I , or 2 
intervening letters. The reaction time for correctly identifying the 
case of the target letters increased, independently, with scanning 
distance and the number of intervening letters . In other words, scan
ning distance and the number of intervening items had additive 
effects on reaction time. The additive effect of the number of inter
vening items reflected, presumably, the additional time required to 
mentally "inspect" each of the items before reaching the target letter. 
Kosslyn et al. noted that scanning distance influenced the response 
times even when there were no intervening items, which would argue 
against any account based on recalling an ordered sequence of items. 

In this experiment, only three scanning distances were used. To 
find out whether mental images preserve spatial information across 
a wide range of distances, Kosslyn et al. conducted a second exper-
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iment, the now-classic "map-scanning" experiment. Subjects learned 
the locations of seven objects on a fictional map, shown in figure 3.2. 
The objects were positioned to create 21 scanning distances ranging 
from 2 to 19 cm, with no intervening objects along any of the scan 
paths. The subjects were instructed to mentally focus on an object 
when it was named, and then to imagine scanning to a second object 
to verify that it was also on the map . The imagined scanning was to 
be performed by imagining a small black "speck" moving across the 
map in a direct, straight-line path from the first object to the second. 
Reaction times for correctly verifying the presence of the second 
object were recorded for all possible object pairs. The results, pre
sented in figure 3.3, show a striking linear correspondence between 
interobject distance and reaction time. In a control experiment, in 
which the subjects were not explicitly instructed to imagine scanning 
the map, there was no relationship between response time and in
terobject distance. These findings, then, suggest that mental images 
do preserve spatial relations, at least along flat, two-dimensional 
surfaces. 

3.1 .2 The Imagined Scanning of Three-Dimensional Arrays 
One might also consider whether it is possible to imagine scanning 
a set of objects in depth. If mental images preserve only two-dimen-

Figure 3.2 
Fictional map that subjects imagined scanning. The objects on the map were positioned 
to create 21 unique scanning distances. (from Kosslyn, Ball, and Reiser 1978) 
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Figure 3.3 
Mean reaction time to imagine scanning between pairs of objects on the fictional map 
shown in figure 3.2, as the distance between the objects increased. The linear increase 
in reaction time with increasing scanning distance suggests that images can preserve 
the two-dimensional distances on actual maps. (from Kosslyn, Ball, and Reiser 1978) 

sional distances, for example, the imagined scanning of a three
dimensional array of objects would merely resemble the scanning of 
flat, viewer-centered representations of the objects, such as a pho
tograph. Knowing whether people can imagine scanning objects in 
three dimensions would further reveal the extent to which spatial 
relations are preserved in a mental image. 

The imagined scanning of three-dimensional arrays has been in
vestigated in a series of experiments by Steven Pinker (1980). At the 
beginning of his experiments, subjects learned the locations of five 
small toys suspended inside of an open box. These objects were 
positioned such that their three-dimensional separation distances 
would differ from their two-dimensional distances, as projected along 
a surface perpendicular to the observer's line of sight. In Pinker's 
first experiment, the subjects were instructed to close their eyes, to 
mentally focus on one of the objects, and then to imagine scanning 
directly along a straight line to a second, named object. As in the 
Kosslyn, Ball, and Reiser study, they were told to do thIs by imag
ining that a small black "speck" was moving rapidly from the first 
object to the second. Pinker found that the scanning times were 
highly correlated with the interobject distances in three-dimensional 
space, but not with the two-dimensional distances between projec
tions of the objects, which would have resulted if images were simply 
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flat, two-dimensional representations, like photographs. (See also 
section 1.5 for additional sources of evidence that images are not 
literally like photographs.) The linear reaction-time function for imag
ined scanning in depth is shown in figure 3.4. 

Pinker then performed several clever variations of this experiment. 
He wanted to see whether people could imagine scanning along the 
two-dimensional, projected interobject distances if specifically in
structed to do so. This time, the subjects were told to imagine that 
there was a glass plate covering the front opening of the box, and to 
imagine that they were moving a rifle sight along the surface of the 
glass plate from one object to another. In this case, their scanning 
times were highly correlated with the two-dimensional distances, but 
not with the three-dimensional distances . Pinker then instructed the 
subjects to repeat this "rifle scope" task while imagining that they 
were looking at the same array of objects from above or from the 
side. Their scanning times were now proportional to the two-dimen
sional distances as seen from the new vantage points. 

Pinker was therefore able to show that people can imagine scan
ning objects either in depth or along flat, two-dimensional projections 
of the objects. This suggests that the principle of spatial equivalence 
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Mean reaction time to imagine scanning between pairs of objects in a three-dimen
sional array. The linear increase in reaction time with increasing scanning distance in 
depth suggests that images can also preserve three-dimensional distances . (from 
Pinker 1980) 
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applies to three-dimensional spaces as well as to flat surfaces. Control 
experiments, also conducted by Pinker, showed that these results 
could not be attributed to eye movements, which, as discussed in 
section 2.4.4, can be a potential problem in imagery experiments. 
When subjects were instructed to move their eyes from one · object 
to another, their response times were much faster and were propor
tional only to the two-dimensional separation distances. 

There is another variation of these experiments that deserves men
tion. Pinker and Kosslyn (1978) found that the reaction times for 
imagined scanning in depth were still proportional to the three
dimensional separation distances even after subjects were instructed 
to imagine moving one or more of the objects in the initial configu
ration. This suggests that images can preserve information about 
relative three-dimensional distances even after the imagined config
urations are mentally rearranged. This is why, for example, people 
can often visualize what a room would look like after rearranging 
the furniture. 

3.2 Criticisms of the Image-Scanning Experiments 

There have been several recent criticisms of studies on image scan
ning that must be addressed in considering the principle of spatial 
equivalence. 

~ . 2.1 Continuity of the Scanning Process 
One question that remains is whether the imagined scanning is nec
essarily continuous. Perhaps, when subjects are instructed to imagine 
scanning from one point to another, what they actually do is erase 
their initial image, construct a totally new image, and then imagine 
focusing on the second point in their new image. If, for some reason, 
the time it takes to do this is proportional to the distance between 
the two points-for example, it might take longer to construct a 
second image centered on a point farther away-then the reaction 
times might resemble those obtained in image-scanning studies, but 
without there being any actual scanning of the images. 

Kosslyn (1980) has shown that this so-called "blink transformation" 
of an image cannot account for the results of the previous studies. 
Subjects were instructed to imagine drawings of faces containing a 
mouth and either light or dark eyes, in which the distance between 
the mouth and the eyes was varied. They were to begin by imagining 
that they were looking at the mouth, and then, when the cue word 
"light" or "dark" was given, to verify whether the eyes corresponded 
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to the cue . In one condition, they were specifically told to do this by 
erasing their first image, which was focused on the mouth, and 
forming a new image, which was focused on the eyes. Their verifi
cation times, in this case, were unrelated to the distance between the 
features . In contrast, when the subjects were told to imagine scan
ning to the eyes before responding, their verification times increased 
in the usual way with the distance separating the features (Kosslyn, 
Ball, and Reiser 1978). These results imply that reaction time increases 
with distance only when subjects do in fact perform the imagined scanning. 
Kosslyn (1980) has suggested that in lieu of specific instructions for 
how to locate features in an imagery task, either a "blink" or a "scan" 
process will be used, depending on which is more efficient. 

3.2.2 The Tacit Knowledge Critique of Image Scanning 
It still does not necessarily follow that the rates of imagined scanning 
reflect the inherent spatial properties of images. Zenon Pylyshyn 
(1981) has raised the provocative alternative that the results of image
scanning experiments are due instead to tacit knowledge that people 
possess about how physical distances are supposed to be scanned. 
The role that tacit knowledge might play in other kinds of imagery 
experiments was considered previously in section 2.2.5; it is partic
ularly relevant to image-scanning experiments. According to Pyly
shyn's critique, reaction time increases with distance not because 
imagery exists within a spatial medium, but because people tacitly 
know that longer physical distances take more time to scan. Hence, 
they adjust their response times accordingly. In Pylyshyn's terms, 
the scanning task is cognitively penetrable, meaning that the way the 
task is performed can depend on the subjects' beliefs and on the 
demands of the experiment. 

Pylyshyn cites findings by Bannon (1981) in support of the tacit 
knowledge account. In Bannon's experiments, subjects learned the 
locations of features on a map and were instructed to visualize the 
map and to focus their attention on one of the features, as in the 
study of Kosslyn, Ball, and Reiser (1978). When the subjects were 
told to imagine scanning from the first feature to the second, their 
response times were highly correlated with distance, replicating the 
results of Kosslyn et a1. However, when they were told simply to 
give the compass direction from the first feature to the second (north, 
southeast, etc.), their response times were not related to the distance 
between the features. A similar failure to obtain evidence for image 
scanning when subjects are asked to make directional judgments in 
imagery, but are not explicitly told to scan their images, was reported 
by Wilton (1979). Pylyshyn concluded, therefore, that the distance-
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time correlations in previous image-scanning studies are merely a 
consequence of tacit knowledge that subjects can draw on whenever 
they are instructed to mentally simulate the scanning of a physical 
array. 

An analogy may help to clarify how tacit knowledge could con
ceivably "contaminate" an image-scanning experiment. Imagine plac
ing a ball on a flat surface. Now suppose you wanted to move the 
ball to some other spot on the surface. There are two ways you could 
do this. First, you could push the ball in the right direction and let 
it roll toward the second spot. In this case, the time it would take 
the ball to arrive would be proportional to the distance between the 
points, assuming that the ball rolls at a constant rate of speed. This 
corresponds to an imagined scan. Second, you could simply lift the 
ball off the surface and then place it down on the second spot. 
Suppose, in this case, you wanted to simulate the rolling motion 
without actually letting the ball roll. You could do so by delaying 
when you put the ball down, according to your knowledge about 
distance-time relationships that govern the ball's actual motion. This 
corresponds to the way tacit knowledge might influence response 
times in an image-scanning experiment. Note that reaction time in 
the latter instance would depend arbitrarily on the extent of your 
knowledge about the motions to be simulated, whereas in the first 
instance it would depend invariably on the properties of the surface. 

Tacit knowledge, in fact, may govern response times even if the 
imagined scanning is actually carried out. To extend the analogy, 
suppose you did roll the ball across the surface but controlled how 
quickly the ball moved, again according to your knowledge about 
the rate at which the motion should proceed. This implies that even 
when subjects claim they are carrying out an imagined scan, there is 
still the possibility that tacit knowledge might influence their re
sponse times. 

Kosslyn (1981) points out that the tacit knowledge account is ac
tually based on three assumptions: that the task itself suggests that 
one is supposed to perform a mental simulation of physical motion, 
that one possesses tacit knowledge of how the motion ought to 
proceed, and that one can successfully apply that knowledge to carry 
out the mental simulation. All of these conditions would have to be 
met; even then, the tacit knowledge account would have little ex
planatory power. If a person' s tacit beliefs are unconstrained, so that 
they could be anything at all, then virtually any imagery finding 
could, in principle, be explained by them. (See the related discussion 
of this point in section 2.2.5.) 
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3.2.3 Task Demands in Image-Scanning Experiments 
The reason the tacit knowledge account cannot be dismissed in the 
case of image scanning is that these experiments typically do create 
task demands for carrying out mental simulations of simple physical 
motions. Indeed, there is evidence that subjects can easily predict 
the relations between distance and scanning time that are obtained 
in many of these experiments, when encouraged to do so. For ex
ample, Mitchell and Richman (1980) had subjects learn the same map 
used by Kosslyn, Ball, and Reiser and asked them merely to guess 
how long it would take to imagine scanning from one object on the 
map to another. The estimated scanning times were highly correlated 
with the interobject distances, implying that subjects in actual image
scanning experiments could have used similar estimates to adjust 
their response times (see also Richman, Mitchell, and Reznick 1979). 

This account, however, would have a harder time explaining the 
results of Pinker's (1980) study on the imagined scanning of three
dimensional arrays, which was described in section 3.1.2. Recall that 
Pinker's subjects could imagine scanning over two-dimensional pro
jected distances that corresponded to how the arrays would look 
from novel viewing perspectives. These distances would not have 
been apparent from the original viewing perspective, and thus the 
obtained relations between distance and scanning time would have 
been difficult for the subjects to anticipate. 

3.2.4 Experimenter Bias Revisited 
Another possibility is that experimenter bias could have influenced 
subjects' performance in experiments on image scanning. As sug
gested by Intons-Peterson (1983), subjects may respond to subtle 
cues for correct performance communicated by experimenters who 
expect that the scanning times should be proportional to the scanning 
distances (see also section 2.2.4). Evidence that experimenter bias is 
not a crucial factor in these experiments comes from a study by 
Jolicoeur and Kosslyn (1985). The Kosslyn, Ball, and Reiser experi
ment on scanning imagined maps was again repeated, except that 
the experimenters were led to expect that the relation between re
action time and distance should resemble a V-shaped function, in
stead of a linear function. (The "justification" given for why reaction 
times would increase for short as well as long separation distances 
was that when objects on the imagined map were close together, 
they would be harder to distinguish.) Despite having these mislead
ing expectations, the experimenters obtained (to their dismay) the 
usual linear increase in reaction time with increasing scanning dis
tance. Likewise, the overall rate of imagined scanning was not af-
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fected by the experimenters' expectations for how quickly the 
scanning process should occur. 

It is still possible, however, that subjects in these experiments are 
being influenced to some extent by the demands of the experimental 
task. Goldston, Hinrichs, and Richman (1985) have reported that 
correlations between distance and reaction time in image-scanning 
experiments, as well as the measured rates of scanning, are reduced 
when subjects are told to expect that their scanning times would 
decrease, rather than increase, with longer distances. 

3.3 Extensions of the Scanning Paradigm 

A lingering problem with most of these image-scanning studies is 
that the predicted relations between scanning distance and response 
time are much too obvious . Additional studies, employing different 
methods, have since been conducted to address this problem. 

3.3.1 The Functional Value of Image Scanning 
Because mental image scanning has so far been demonstrated only 
when subjects are explicitly told to imagine that they are scanning 
pictures or maps, image scanning may have no real "purpose," other 
than to provide a convenient experimental tool for measuring the 
spatial properties of an image. As we have seen, this invites the 
criticism that subjects might base their performance on what they 
know about how actual scanning occurs, in response to task demands 
that are created by the image-scanning instructions. Much stronger 
evidence that the scanning times reflect the inherent spatial charac
teristics of images would come from demonstrations that image scan
ning is sometimes used spontaneously, without one's having to be 
instructed to use it. 

Pinker and I have undertaken a series of experiments to try to 
establish that image scanning does indeed have a useful function. 
We began by having subjects learn a configuration of dots that were 
randomly positioned on an otherwise blank screen (Finke and Pinker 
1982). The dots were then presented individually to the subjects, 
along with an arrow that was pointing away from the dots. The 
subjects' task was to say whether or not the arrow was pointing to 
any of the other dots in the original configuration. We thought they 
might have to perform this task by imagining that they were scanning 
from one dot to another, along the direction designated by the arrow. 
However, in agreement with the findings of Bannon (1981) and Wil
ton (1979), described in section 3.2.2, we could find no evidence that 
reaction time increased with increasing distance separating the dots, 
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suggesting that image scanning was not being used to perform the 
task. 

It then became evident that in each of these studies the subjects 
would already have known the proper directions from one object to 
another, since they had initially learned the relative positions of the 
objects. There would then be no reason for them to carry out an 
imagined scan in order to judge these directions, unless they were 
specifically told to do so. Indeed, in all the previous studies on image 
scanning, subjects must already have known where one object was 
in relation to another, in order to initiate the imagined scan in the 
first place. This would explain why image scanning does not occur 
spontaneously under these conditions. 

Suppose, however, that subjects did not have advance information 
about where one object was in relation to another, when having to 
judge their relative directions. They might then have to imagine 
scanning between the objects. In other words, image scanning might 
be used spontaneously whenever people need to verify spatial rela
tions that were not explicitly encoded. The principle of implicit en
coding, which was discussed in chapter I , might therefore extend to 
the functional uses of mental image scanning. 

To explore this possibility, Pinker and I modified the arrow-verifi
cation task in the following way. The subjects were shown a random 
dot pattern for a brief, five-second inspection period. After a one
second retention interval, they were then shown an arrow pointing 
from an unexpected location. An example of this presentation se
quence is illustrated in figure 3.5. Their task was to indicate, as 
quickly as possible, whether the arrow was pointing at any of the 
previously seen dots. Even though mental imagery and image scan
ning were never mentioned, the subjects' response times increased 
linearly as the arrow-dot distance increased. The rate of increase was 
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Example of a presentation sequence in experiments on the spontaneous use of mental 
image scanning (left). The subjects were to judge whether an arrow was pointing at 
any of the dots seen in the previous dot pattern. They reported doing the task by 
imagining that they were scanning along the direction specified by the arrow, to see 
if any of the remembered dots would be encountered (right). (from Finke and Pinker 
1982) 
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similar to that obtained in previous image-scanning experiments, 
where subjects were actually told to scan their images. 

These findings were replicated and extended in another set of 
experiments, in which we manipulated whether or not the subjects 
were given advance information about where the arrow would ap
pear (Finke and Pinker 1983). We predicted that when given this 
advance information and sufficient time to make use of it, subjects 
would not have to rely on image scanning, and their decision times 
would be independent of the arrow-dot distance. On those trials 
where advance information about the arrow's location was provided, 
it was given in the form of a positional cue that was shown two 
seconds before the onset of the arrow. Figure 3.6 compares the results 
for conditions in which this positional information was and was not 
provided. When subjects were uncertain about the arrow's location, 
their reaction times increased with increasing distance, and the ma
jority of them reported that they had performed the task by imagining 
that they were scanning along the direction specified by the arrow, 
to mentally "see" whether any of the dots would be encountered. 
When they were given advance information about the arrow's loca
tion, their reaction times were not significantly related to the arrow-
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Figure 3.6 
Mean reaction time to verify that the arrow was pointing at one of the dots in the 
previously seen pattern as the distance between the arrow and the dot increased, and 
depending on whether or not the arrow's location was known in advance. The dif
ference between these reaction time functions suggests that mental image scanning is 
used whenever one has to judge, from memory, relative directions from unexpected 
locations. (from Finke and Pinker 1983) 
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dot distance, and the majority of them reported that they had simply 
anticipated the correct directions to each of the dots. 

Unlike the results of most of the previous experiments on image 
scanning, these findings .are particularly difficult to account for in 
terms of task demands or tacit knowledge. First, the experimental 
instructions did not specify that image scanning was to be used, so 
the subjects were not under any obligation to mentally simulate an 
actual scan. Second, even if they were intent on simulating an actual 
scan, there would not have been sufficient time for them to compute 
the relevant scanning distances in cases where the arrow's location 
was unexpected . Hence, they could not have used tacit knowledge 
to govern their response times. In contrast, when they knew in 
advance where the arrow would be presented, and thus had the 
opportunity to compute the scanning distances, there was no evi
dence for image scanning. Evidently, image scanning is the strategy 
of choice when one has to judge directions among items whose 
relative positions have not been explicitly encoded. 

3.3.2 Spontaneous Image Scanning in Mentally Reconstructed Patterns 
Pylyshyn (1984) has argued that by actually presenting the dot pat
terns and the arrows in these experiments, one artificially "imposes" 
the spatial properties that are attributed to mental images. This crit
icism was addressed in a follow-up study by Pinker, Choate, and 
Finke (1984), which again considered the possibility that task de
mands might be operating in some subtle way. We repeated the 
arrow-dot experiment of the Finke and Pinker (1983) study, in which 
no advance information was given about the arrow's location. This 
time, however, we allowed the arrow-dot distance to diminish all the 
way to zero . At the zero scanning distance, there was a dramatic 
increase in reaction time, whereas the rest of the reaction-time func
tion increased linearly with distance in the usual way. This departure 
from linearity resulted from small errors in memory for the exact 
locations of the dots, which made the arrow judgment task extremely 
difficult when the arrows had been presented at positions adjacent 
to where the dots had been shown. This effect was not predicted by 
control subjects, who were given a description of the task and were 
asked to guess how the response times would vary with distance. 
Hence it was very unlikely that these results were due to the implicit 
demands of the experiment. 

We then conducted another version of the arrow judgment task in 
which the subjects judged the arrows while always keeping their 
eyes closed. They began by learning the locations of three dots in a 
10 x 10 square grid . A tape recording then specified the location of 
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the arrow, using Cartesian coordinates, and the direction of the 
arrow, using a clockwise angle . As before, the subjects were to say 
whether or not the arrow was pointing to any of the dots in the 
remembered pattern, and no mention was made of imagery orimage 
scanning. Reaction time increased with increasing scanning distance, 
except at the minimum distance, where there was again a dramatic 
departure from linearity. Because no actual displays were used in 
this experiment, and because the subjects kept their eyes closed 
during the procedures, these results could not have been explained 
in terms of externally imposed spatial constraints. 

3.3.3 Imagined Scanning Along Bent and Curved Paths 
Another study that has addressed the possible role of task demands 
in image-scanning experiments was conducted by Reed, Hock, and 
Lockhead (1983). They explored mental image scanning along paths 
that varied in length and shape, while assessing subjects' expecta
tions for how these factors would influence their scanning times. 
After briefly inspecting the scan path, which consisted of diagonal 
lines, curved spirals, or bent spirals of varying length (see figure 
3.7), the subjects were instructed to close their eyes and to imagine 
scanning along the path continuously from one end to the other. 
Their scanning times increased in proportion to the length of the 
path, but the rate of scanning was slowed as the shape of the path 
became more complex (see figure 3.8) . This was also true when the 
subjects actually scanned the patterns. When asked to predict the 
scanning times, control subjects correctly guessed that times would 
increase with increasing distance (as had been reported by Mitchell 
and Richman 1980; see section 3.2.3), but they could not guess the 
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Figure 3.7 
Patterns that subjects were to imagine scanning in experiments on varying the length 
and complexity of the scan path. The numbers at the top indicate the relative length 
of the patterns. (from Reed, Hock, and Lockhead 1983) 
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Figure 3.8 
Mean reaction time to imagine scanning along the paths shown in figure 3.7, as the 
length of the paths increased . The different slopes of the functions suggest that the 
rate of mental image scanning is slowed as the scan path becomes more complex. 
(from Reed, Hock, and Lockhead 1983) 

more subtle effects of the shape of the path on the scanning times. 
This further argues against accounts based on the task demands of 
the experiment. 

To date, then, image-scanning experiments have provided reason
ably good support for the principle of spatial equivalence. Tacit 
knowledge, task demands, and experimenter bias cannot account for 
the full range of findings that have been obtained in these experi
ments. These findings are, therefore, generally consistent with the 
proposal that mental images preserve the spatial structure of physical 
paths, surfaces, and spaces . 

3.3.4 Mental Image Scanning in the Blind 
Nancy Kerr (1983) has demonstrated that mental image scanning is 
not necessarily based on visual imagery. She conducted a tactile ver
sion of the Kosslyn, Ball, and Reiser (1978) map-scanning experiment, 
using congenitally blind subjects. The subjects learned the locations 
of small objects that were placed on a flat surface; they were able to 
do this by feeling the objects, as each had a distinctive shape. As in 
the study by Kosslyn et aI., the distances between the objects were 
varied and there were no intervening objects along any of the scan 
paths. When a pair of objects were named, the subjects were told to 
mentally focus on the first object and then to imagine moving a 
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"raised dot" along the surface directly to the second object. Their 
reaction times, like those in previous image-scanning experiments, 
were highly correlated with the scanning distances. Mental image 
scanning can therefore be achieved using purely spatial imagery, 
having no visual characteristics. (See also section 1.5.4 for related 
evidence on the use of imagery mnemonics in the blind.) 

3.4 Cognitive Maps 

The idea that images can serve as mental "maps," depicting the 
layout of objects in one's environment, is hardly new. The classic 
experiments of Edward Tolman (1948), for example, showed that 
after learning to obtain food by following a particular route in a maze, 
animals could take advantage of short cuts when given the oppor
tunity to do so. This implies that the animals must have formed a 
spatial representation or cognitive map of the maze environment, in
stead of merely learning a particular sequence of right and left turns. 
In this section, recent studies exploring the nature of cognitive maps 
in humans will be considered, as well as the implications of these 
studies for the principle of spatial equivalence. 

3.4.1 Using Mental Images in Spatial Navigation 
When planning to go from one place to another, people often imagine 
the most efficient route. If images do preserve the spatial character
istics of one's environment, it should be possible to use images to 
discover short cuts that depart from originally learned paths. This 
should be true even in the absence of visual cues, as long as a person 
is properly oriented within the environment. 

This issue has been explored by Marvin Levine and his colleagues. 
Levine, Jankovic, and Palij (1982) taught subjects to walk along routes 
connecting five numbered locations in a large room, while blind
folded. The experimenter guided them along the routes, which re
quired a different turn at each new location (see figure 3.9) . The 
subjects were then placed at one of the locations, while still blind
folded, were oriented toward either the previous or next location 
along the route, and were asked to walk directly toward another 
location that was designated by its number. For example, the subject 
might be placed on location 5, facing location 4, and asked to walk 
directly to location 2. The important finding, shown in figure 3.10, 
was that the subjects could walk to the designated locations just as 
accurately when they had to take the direct, novel short cuts as when 
they could simply walk along the original route. This suggested that 
they had formed and used a cognitive map of the layout to guide 
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Figure 3.9 
Example of routes connecting five numbered locations that subjects learned while 
blindfolded and being guided by the experimenter. While still blindfolded they were 
placed on one of the locations, oriented toward the next or previous location along 
the route, and asked to walk directly toward another location. The dashed line illus
trates, for example, the direct route from location 5 to location 2. (from Levine, 
Jankovic, and Palij 1982) 
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Mean angular error in walking from one remembered location to another, depending 
on whether or not the walk was along the route that was previously used and whether 
the walk was in the forward or reverse direction with respect to the numbered 
locations. The equivalence in accuracy for novel, direct movements and movements 
along the original route suggests that the subjects were using cognitive maps to guide 
their movements. (from Levine, Jankovic, and Palij 1982) 
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their movements, in which the relative distances and directions 
among all the locations were represented, instead of simply having 
memorized a set of distances and directions that pertained only to 
the particular route they had previously followed. 

The notion that people can rely on mental "maps" when navigating 
in an experimental environment was further supported by the results 
of an additional experiment in the same study. The subjects learned 
the routes by studying actual maps of them and were again blind
folded during the testing phase. This time, their ability to use short 
cuts to get from one location to another was dramatically affected by 
whether the map they had studied had been properly aligned with 
the actual layout: when the map had been read upside down, the 
subjects made more than seven times as many errors in taking the 
short cuts as when it had been read right side up. Again, these 
findings would be hard to explain if all people did was remember 
distances and turning directions along a route, but they are consistent 
with the idea that people form cognitive maps that are similar to 
actual maps. 

Another kind of experiment that has explored the use of mental 
imagery in spatial navigation was conducted by Thomson (1983). In 
his experiments, subjects walked toward a target on level ground 
while keeping their eyes closed. As long as the target was not too 
far away (within about 30 feet) and could be reached in a reasonably 
short time (within 8 seconds), the subjects were just as accurate in 
reaching the target as when they did the task while keeping their 
eyes open. A clever control experiment showed that the subjects 
were not merely counting their steps as a strategy for keeping track 
of where they were during the blind walking. They were given a 
beanbag to carry along and at unexpected points along the path were 
instructed to stop walking and to throw the bag at the target. Again, 
they were just as accurate whether they kept their eyes open or 
closed. Apparently, within certain limits people can navigate simply 
by imagining where they are located in relation to other objects . 

3.4.2 Distortions in Cognitive Maps 
The success of any of these experiments obviously depends on a 
person's ability to form an accurate mental image of the locations of 
objects or places. Spatial relations have to be depicted accurately in 
an image in order that the image be useful in navigation or in judging 
relative directions. Studies to be considered next will show, however, 
that this is not always the case. Rather, there are limitations on the 
accuracy with which images can preserve spatial relations. 

One of the first demonstrations that cognitive maps can be dis-
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torted was reported by Lynch (1960). He interviewed residents of 
several major cities in the United States, such as Boston and Los 
Angeles, and asked them to describe where various familiar land
marks were located. Often their descriptions were quite inaccurate. 
For example, prominent buildings in the cities were typically misre
membered as being arranged in simple north-south or east-west 
configurations. This had the consequence that residents of the cities 
would often become disoriented when they departed from familiar 
routes. Sadalla, Burroughs, and Staplin (1980) have also demon
strated that errors in the way familiar landmarks are remembered 
can lead to distortions in cognitive maps. 

Stevens and Coupe (1978) have shown that cognitive maps for the 
relative locations of cities can be distorted by familiar relations among 
large-scale or "superordinant" regions that surround the cities. Con
sider, for example, the following question: Which is farther west, 
Reno, Nevada, or San Diego, California? Most people would say that 
San Diego is farther west, when in fact Reno is the correct answer. 
The reason such errors are made, according to Stevens and Coupe, 
is that cognitive maps are distorted by our knowledge about how the 
surrounding regions are related; knowing that California is supposed 
to be west of Nevada, for example. Similarly, Barbara Tyersky (1981) 
has shown that memories for the relative locations of landmarks that 
are in different geographic regions are often shifted according to 
beliefs people have about how those regions are aligned. For exam
ple, contrary to what most people believe, North America is not 
directly north of South America, but is actually northwest of it. 
Hence, it seems surprising to discover that Florida is actually west 
of Chile. 

These demonstrations call into question whether the principle of 
spatial equivalence is always valid. Apparently, images of the loca
tions of objects and places can sometimes be distorted. This situation 
is similar to that discussed in chapter 1, where the notion that images 
were "pictorial" had to be qualified. Recall that various studies had 
showed that mental images of how objects looked could be distorted 
by the way the objects were initially interpreted (see section 1.5.3). 
However, these studies also showed that images could still have 
demonstrable, pictorial-like properties, despite these distortions. The 
same appears to be true of cognitive maps. 

For example, Kosslyn, Pick, and Fariello (1974) had subjects learn 
the locations of objects that were separated into four regions by 
transparent or opaque barriers. Cognitive maps that were based on 
the learned locations were accurate within each region and between 
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regions separated by transparent barriers, but were distorted be
tween regions separated by opaque barriers, in which case distances 
crossing the barriers were overestimated. Despite these distortions, 
however, the cognitive maps still preserved the essential spatial re
lations that were contained in the original configuration of objects. 

In a related study, Perry Thorndyke (1981) found that cognitive 
maps consisting of a system of routes can be distorted by increasing 
the number of intervening locations along the routes. This suggested 
that filled distances on cognitive maps are "expanded" relative to 
empty distances. Figure 3.11 shows one of the maps that subjects 
learned in these experiments. Their task was to estimate, from mem
ory, distances along the routes connecting two designated locations. 
As shown in figure 3.12, the distance estimates increased in propor
tion to the lengths of the routes and, independently, in proportion 
to the number of locations encountered along the routes. In agree
ment with the findings of Kosslyn, Ball, and Reiser (1978), Thorndyke 
also found that rates of mental image scanning along these same 
routes increased, independently, with both distance and the number 
of intervening locations (see section 3.1.1). These findings also sug
gest that even though distances represented in cognitive maps can 
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Example of fictional maps used in experiments on estimating, from memory, distances 
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Figure 3.12 
Mean estimated distance between cities connected by particular routes, recalled from 
memory, as the number of other cities along the routes increased and as the actual 
distance between the cities increased. The independence of these two effects shows 
that even when cognitive maps are distorted, remembered distances are still propor
tional to the corresponding distances on actual maps. (from Thorndyke 1981) 

be distorted, the cognitive maps still preserve much of the spatial 
structure of actual maps. 

A comprehensive study of the structure of cognitive maps was 
carried out recently by Timothy McNamara (1986) . His subjects began 
by learning random configurations of objects that were divided into 
four distinct regions. Their memory for the layouts was then tested 
using one of three methods. First, the subjects were given the names 
of the objects in a recognition test, after having been "primed" with 
the name of some other object in the same layout. Presumably, 
increased priming of the recalled object would reflect shorter dis
tances between the objects in the memory representations. Second, 
the subjects were given one of the objects and were asked to make 
directional judgments to a second, named object. Third, they were 
given pairs of objects and were asked to estimate the distance be
tween the objects. All three measures converged to suggest the fol-
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lowing: although distances in cognitive maps can be systematically 
distorted by the presence of boundaries, the cognitive maps still 
exhibit many of the spatial characteristics of actual maps . 

Taken together, these findings indicate that cognitive maps would 
provide accurate representations of geographic regions only when 
the regions were relatively free of boundaries or other salient land
marks . The principle of spatial equivalence must be similarly quali
fied. Even when cognitive maps are distorted in this way, however, 
they still correspond to actual maps in which the locations have been 
slightly rearranged . 

3.4.3 Inconsistencies in Judgments of Relative Direction 
There is one further problem with the notion that a cognitive map 
faithfully represents an actual layout or map. When subjects judge 
relative directions between locations on a remembered layout, their 
judgments sometimes suggest impossible configurations. Moar and 
Bower (1983), for example, asked subjects to judge the relative direc
tions between pairs of familiar towns and found that their judgments 
were often nonsymmetrical. For instance, if one town were judged 
as being northeast of a second, the second town might not be judged 
as being southwest of the first. Likewise, Baird, Wagner, and Noma 
(1982) have found that subjects' estimates of distances between lo
cations in a cognitive map sometimes suggest geometrical configu
rations that could never actually exist. Such findings suggest that 
cognitive maps may not always be internally consistent. 

3.5 Spatial Representations in Long-Term Memory 

One might wonder whether cognitive maps are ever actually stored 
in memory, in a kind of spatial "format," or are they merely con
structed for temporary use from more abstract forms of knowledge 
about objects and their locations? For that matter, do spatial repre
sentations of any sort exist in long-term memory? 

3.5.1 Spatial Structures Revealed by Multidimensional Scaling 
These are difficult questions, because the representational structures 
in long-term memory, unlike mental images, do not lend themselves 
to being "inspected" or "scanned" (see sections 1.5.5; 2.2.5) . A prom
ising approach, however, has made use of a technique called multi
dimensional scaling. This technique can reveal information about the 
structure of memory representations that underlie what are called 
judgments of proximity (see Shepard 1980). Typically, one is asked to 
rate the similarity of all possible pairs of items in a large stimulus 
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set. These similarity judgments are then analyzed using computer 
programs that assess whether the ratings can be accounted for by 
placing the items at locations within a multidimensional "space." If 
so, one has evidence that the underlying memory representation 
possesses a similar type of spatial structure. 

Consider, for example, how multidimensional scaling could allow 
you to determine the spatial structure of a map of the United States, 
if all you knew were the distances between pairs of the major U.S. 
cities. The scaling program would attempt to "fit" these distances to 
spatial representations of increasing dimensionality. For instance, a 
one-dimensional solution would not work, since the major U.S. cities 
do not all lie along a single straight line. In contrast, a two-dimen
sional solution, in which the cities would be represented as points 
on a flat surface, would account very well for these distances. A 
three-dimensional solution, which would take into account the cur
vature of the earth, would be only marginally better. In this way, 
multidimensional scaling would reveal the spatial configuration from 
which distances between the cities were derived. 

This same technique has been used to explore the spatial structure 
of cognitive maps, based on a person's estimates of distances among 
pairs of objects or places. These estimated distances can then be 
accounted for in terms of two- or three-dimensional scaling solutions 
corresponding approximately to actual physical layouts or to slightly 
distorted versions of them (Baird 1979; Evans 1980; Kosslyn, Pick, 
and Fariello 1974). Such findings, however, do not necessarily show 
that the long-term memory representations that are used in gener
ating spatial images exhibit these same spatial characteristics. For all 
one knows, these underlying memory representations might consist 
simply of a "list" of known distances, which are then used in con
structing the spatial images or cognitive maps. 

A more convincing demonstration of the existence of spatial rep
resentations in long-term memory would be to show that other kinds 
of similarity judgments not involving physical distance per se can also 
be accounted for in terms of the spatial solutions of multidimensional 
scaling. An example comes from an experiment by Shepard and 
Chipman (1970) . They had subjects rank the similarity of the shapes 
of pairs of selected U.S. states. This was done in one of two ways . 
In one condition, the subjects were shown outlined drawings of the 
states in making each comparison. In another condition, they were 
merely given the names of the states and had to make the compari
sons from memory. After the subjects ranked each pair in order from 
most to least similar in shape, the rankings were subjected to mul
tidimensional scaling. The use of judgments of similarity in shape, 
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as opposed to physical distance, has the advantage that the subjects 
were unlikely to have had prior knowledge about the particular 
"distances" involved. For each condition, the similarity judgments 
could be accounted for by corresponding two-dimensional solutions, 
suggesting that information about relative shape is stored iil long
term memory in the form of spatial representations. 

3.5.2 Correspondences Between Physical and Representational Dimensions 
Related findings suggesting that spatial representations exist in long
term memory have been reported for similarity judgments involving 
faces (Gordon and Hayward 1973), numerical symbols (Shepard, 
Kilpatric, and Cunningham 1975), and colors (see Shepard 1975). In 
general, the dimensions in these scaling solutions correspond to the 
salient physical dimensions of the objects or patterns. This corre
spondence between the spatial structure of memories for objects and 
shapes, as revealed by multidimensional scaling, and the spatial 
structure of their actual geometric or physical characteristics led She
pard to propose a principle for long-term memory representations, 
which he called the principle of the second-order isomorphism . This prin
ciple states that relations among internal representations correspond 
to relations among the associated external objects (Shepard and Chip
man 1970). This is to be contrasted with a "first-order" isomorphism 
between internal representations and external objects. For example, 
the underlying memory representation for the shape of a square need 
not actually be "squarelike," but it should be more similar to memory 
representations for geometric forms that are similar to squares than 
to memory representations for shapes that are very different from 
squares . These relationships among the memory representations are, 
presumably, the "spatial" structures that are revealed by multidi
mensional scaling. 

3.6 Summary and Conclusions 

The principle of spatial equivalence has received strong support from 
studies on the imagined scanning of objects and on the use of cog
nitive maps in spatial navigation. As a rule, spatial relations among 
objects are preserved in images, although sometimes these relations 
can be distorted. The spatial structure of images also extends to the 
third dimension, as shown by studies on imagined scanning in 
depth. Although image scanning has been used primarily as a tech
nique for measuring distances that are represented in images, it also 
has the practical function of enabling one to judge spatial relations 
that have not been previously learned. Whether or not spatial rep-
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resentations also exist in long-term memory is debatable, although 
studies on multidimensional scaling have provided some supporting 
evidence. 

3.7 Further Explorations 

3.7. 1 Recommendations for Further Reading 
Additional information on image-scanning experiments can be found 
in Kosslyn's Image and Mind (1980), and in articles by Kosslyn (1981) 
and Pylyshyn (1981). Halpern (in press) has recently extended the 
image-scanning paradigm to investigate the imagined auditory scan
ning of musical notes. For further references on cognitive maps, see 
reviews by Downs and Stea (1977), Evans (1980), Lynch (1960), and 
Olton (1977). Reviews of additional applications of multidimensional 
scaling, including its use in uncovering memory representations for 
music and semantic relations, can be found in articles by Hutchinson 
and Lockhead (1977), Krumhansl and Kessler (1982), and Shepard 
(1980, 1982). Alternatives to using multidimensional scaling have 
been discussed in articles by Shepard and Arabie (1979) and Tversky 
(1977). 

3.7.2 Visual "Routines" That Resemble Image Scanning 
Shimon Ullman (1984) has proposed that the visual system employs 
various high-speed scanning operations, called visual routines, to 
rapidly integrate spatial information across the visual field. One of 
these routines, "curve tracing," appears to resemble mental image 
scanning. Jolicoeur, Ullman, and Mackay (1986) presented subjects 
with displays consisting of a set of nonoverlapping curved lines and 
asked them to verify that two X marks were on the same line. The 
time it took them to do so increased as the marks were further 
displaced along the lines. Because the displays were presented for 
durations that were too short to permit the subjects actually to scan 
the lines with their eyes, this suggests that they had "internally" 
scanned them. It remains to be seen, however, whether scanning 
carried out in visual routines is the same process people use when 
they imagine that they are scanning along a remembered path (see 
section 3.4.2). 

3.7.3 Using Mental "Rulers" to Measure Distance 
There is evidence that people can estimate distances by imagining 
that they are laying out a mental "ruler" of constant length. Hartley 
(1977) asked subjects to estimate the lengths of a set of lines by giving 
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their estimates in terms of a standard "unit" length. The time it took 
them to make these estimates increased in proportion to the lengths 
of the lines. When the length of the standard was then increased, it 
took them proportionally less time to make these same judgments 
(Hutley 1981). Unknown distances might therefore be estimated by 
measuring out the distances in imagination. 



Chapter 4 

Transformations of Mental Images 

Up to now, we have considered characteristics of mental images that 
are essentially "static"-for example, the wayan image "looks" or 
the way parts are "arranged" in an image. However, imagery can 
also be a dynamic process. One can visualize objects moving, events 
unfolding, and forms changing shape. These "transformational" 
properties of images, and the scientific methods that have been de
veloped to study them, will be the topic of the present chapter. 

4.1 Mental Rotation 

One of the fascinating things people can do in imagery is to imagine 
turning objects around. This can be very useful. For example, what 
would the lower-case letter p look like if it were turned upside down? 
Most people claim that they imagine rotating the letter to find out. 
This first section will describe experiments that have explored the 
imagined rotation of objects, which is commonly referred to as "men
tal rotation." 

4 .1.1 Imagined Rotations of Three-Dimensional Objects 
The classic study on mental rotation was conducted by Roger She
pard and Jacqueline Metzler (1971). They presented subjects with 
pairs of perspective line drawings of three-dimensional forms con
structed out of small cubes, such as those shown in figure 4.1. The 
forms were either identical in shape or were mirror-image reversals 
of one another and could differ by rotations either in the picture 
plane or in depth. The subjects' task was to verify whether or not 
the forms were identical in shape, despite any differences in orien
tation. Shepard and Metzler predicted that when the forms differed 
in orientation, the subjects would have to imagine rotating one of 
the forms into alignment with the other to compare their shapes and 
that this should take ,longer as the angular distance between the 
forms increased. Because the shapes of the forms differed by mirror-
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Figure 4.1 
Example of pairs of perspective line d rawings of three-dimensional forms that were 
either identical in shape or mirror-image reversals. The subjects were to judge the 
equivalence of the shapes of the forms, irrespective of the depicted differences in their 
orientation . (from Shepard and Metzler 1971) 

image reflections, the subjects could not simply rely on single, dis
tinctive features of the forms in making their judgments. 

The results of the Shepard and Metzler experiment are shown in 
figure 4.2. For rotations in both the picture plane and in depth, the 
time it took to verify that the forms were equivalent increased in 
direct proportion to the angular differences between the forms. More
over, the rate of increase was the same for both types of rotations. 
These findings had two important implications. First, the propor
tional increase in response time implied that the imagined rotations 
must have been carried out at a constant rate for all the comparisons. 
Second, because the rates of imagined rotation were the same for 
angular disparities in the picture plane and in depth, what was 
imagined as rotating must have been the three-dimensional objects, 
not the two-dimensional pictures of them. In these respects, imag
ined rotations correspond to actual physical rotations of objects. 

4. 1.2 Imagined Rotations of Alphanumeric Characters 
A subsequent study by Lynn Cooper and Shepard (1973b) explored 
the use of mental rotation in identifying rotated letters and numbers. 
The structure of their experiment is illustrated in figure 4.3. The 
subjects were first presented with an outlined drawing of the letter 
or number to be identified, in its standard, upright orientation. On 
most of the trials they were then shown an arrow, for a duration 
ranging from 100 to 1000 milliseconds, that indicated the orientation 
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Figure 4.2 
Mean reaction time to verify that the three-dimensional forms illustrated in figure 4.1 
had the same shape, as the depicted orientations of the forms differed by rotations in 
the picture plane and in depth. The linear dependence of reaction time on angular 
disparity suggests that the subjects had imagined rotating the forms into congruence 
before judging their shapes. The similar slopes of the functions suggest that the 
imagined rotations were performed using the three-dimensional objects, rather than 
the two-dimensional pictures. (from Shepard and Metzler 1971) 

of a forthcoming test character, which would immediately follow the 
arrow. Their task was to verify whether the test character was the 
normal or reflected version of the initially presented character. Their 
verification times, presented in figure 4.4, were again suggestive of 
mental rotation. In those cases where the subjects had not been given 
the orientation cue, or had insufficient time to make use of it, the 
response times increased as the test character was rotated by increas
ing amounts from its standard orientation. In contrast, when they 
had been given a full second to prepare for the test character, their 
reaction-time functions were essentially flat, suggesting that they had 
then been able to complete the imagined rotations before the test 
character appeared . 

Cooper and Shepard (1973a) also performed a version of this ex
periment in which subjects were given the orientation cue in ad
vance, with adequate preparation time, but without knowing the 
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Figure 4.3 
Structure of trial sequences used in experiments on identifying rotated alphanumeric 
characters. After being presented with an outlined drawing of the character in its 
standard orientation, subjects were shown an arrow indicating the orientation of a 
forthcoming test character, which they were to judge as being the normal or reflected 
version of the initially presented character. (from Cooper and Shepard 1973b) 

identity of the test character. In this case, their verification times 
increased with increasing rotation of the test character, just as when 
no information about orientation had been provided. This suggests 
that what subjects are doing in these tasks is imagining the rotation 
of a concrete object or pattern, and not some abstract frame of ref
erence for orientation. A similar finding was later reported by Cooper 
and Shepard (1975) for identifying rotated drawings of right and left 
hands; providing orientation cues without identity cues was not 
helpful. Evidently, these tasks are performed by carrying out a mental 
analog to the actual rotation of a concrete object. 

Two other aspects of the Cooper and Shepard experiments are 
worth noting. First, the subjects could perform the mental rotations 
in either the clockwise or counterclockwise direction, depending on 
which provided the shortest angular distance to the standard, upright 
orientation. This is why the reaction-time function in figure 4.4 
reached a peak at the 180-degree rotation . Also, the reaction times 
in these studies did not increase in strict proportion to increasing 
rotation from the upright. The reason, as subsequent studies have 
shown, is that most alphanumeric characters are regarded as being 
"upright" even when slightly tilted, making it unnecessary to carry 
out the mental rotations for small amounts of rotation (Hock and 
Tromley 1978). In contrast, the reaction-time functions are strikingly 
linear when the stimulus patterns have no natural upright orienta
tion, as shown by the Shepard and Metzler (1971) study and by 
additional studies to be considered shortly. 
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Figure 4.4 
Mean reaction time for judging the test character as it was rotated clockwise from the 
standard orientation, and as subjects were given increasing amounts of preparation 
time following presentation of the arrow. The progressive flattening of the reaction 
time functions with additional preparation time suggests that the subjects had per
formed the task by imagining that the initial character was rotated into congruence 
with the test character along the shortest rotational path. (from Cooper and Shepard 
1973b) 

4.2 The Principle of Transformational Equivalence 

These findings suggest that mental rotation resembles the actual 
rotation of concrete objects or patterns . Our fourth principle, the 
principle of transformational equivalence, makes a general proposal about 
the relation between imagined transformations and their physical 
coun terparts: 

Imagined transformations and physical transformations exhibit corre
sponding dynamic characteristics and are governed by the same laws of 
motion. 

This principle leads to a number of predictions that have been 
tested using the mental rotation paradigm. These will be considered 
in the remainder of this section. 
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4.2.1 The Holistic Character of Mental Rotation 
One implication of the principle of transformational equivalence is 
that mental rotations should involve the imagined rotation of whole, 
completed objects . In other words, the mental rotations should be 
holistic, as opposed to being carried out in some fragmented~ piece
meal fashion-where, for example, one might imagine rotating an 
object a piece at a time. Further, the mental rotations should not 
depend on the visual complexity of the object or pattern. Physical 
rotations, by analogy, do not slow up or break down just because an 
object happens to have many features or parts . The same should be 
true of mental rotations. 

Experimental demonstrations of the holistic character of mental 
rotation have been reported by Cooper (1975). She used a technique 
for varying the complexity of patterns that was developed earlier by 
Attneave and Arnoult (1956). As shown in figure 4.5, the stimuli 
consisted of polygons that were formed by connecting a randomly 
distributed set of points, where complexity was varied by varying 
the number of points. The subjects were first trained to discriminate 
normal from reflected versions of these random polygons at some 
particular orientation. They were then shown the polygons at ori
entations that departed from the trained orientation, where it was 

Standard Reflected Standard Reflected 

Figure 4.5 
Examples of normal and reflected versions of random polygons and the method used 
to vary their complexity. Subjects learned each polygon at a single, "trained" orien
tation and were then shown test patterns at various orientations that departed from 
the trained orientation in 6O-degree steps. (from Cooper 1975) 
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expected that mental rotation would be needed to make the discrim
inations. Cooper predicted that if mental rotation is indeed a holistic 
process, the rotation rates should not depend on the complexity of 
the patterns. The results of this study, presented in figure 4.6, con
firmed this prediction: the reaction times increased linearly with 
increasing departure from the trained orientation, and the rate of 
increase was independent of the patterns' complexity. 

Cooper and Podgorny (1976) provided further evidence that the 
subjects in this experiment were not merely imagining the rotation 
of only certain parts of the patterns in making their discriminations . 
In addition to using reflected versions of the polygons as distractors, 
they included test patterns that differed in similarity from the targets 
by varying degrees. The latter dis tractors consisted of graded per
turbations of the target patterns formed by randomly displacing one 
or more of the vertexes in the patterns. Cooper and Podgorny found 
that the mental rotation rates were independent not only of the 
complexity of the patterns, but also of how similar the test forms 
were to the target forms. This implies that the imagined rotations 
were of the whole, completed forms, and not merely of specific 
portions of them. Had the subjects imagined rotating only certain 
parts of the patterns, the mental rotation rates would have increased 
with increasing similarity between the target forms and the distrac
tors. (However, see Anderson 1978 for other possible explanations 
for these findings.) 

4.2.2 The Analog Character of Mental Rotation 
A second implication of the principle of transformational equivalence 
is that mental transformations, like physical transformations, should 
be continuous. Mental rotations, for example, should not occur as 
discrete sequences of static images that are successively rotated in a 
stepwise fashion but should be carried out in a smooth and contin
uous manner. That is, as Cooper and Shepard (1973a, 1978) pro
posed, mental rotations, like actual rotations, should pass through 
all the intermediate points along the transformational path. So for 
example, if a person imagines rotating a pattern 90 degrees clockwise 
from the upright position, the imagined rotation should pass through 
all the orientations in between 0 and 90 degrees. 

This proposed continuity of mental rotation was tested by Cooper 
(1976a). She began by using subjects whose individual rates of mental 
rotation were known from her previous experiments. These subjects 
were shown the random polygons in one of six orientations that they 
were already familiar with, which ranged from 0 to 360 degrees in 
60-degree steps. As soon as the pattern was removed, they were to 
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Figure 4.6 
Mean reaction time to compare rotated versions of the polygons illustrated in figure 
4.5, as the difference between the presented orientations and the trained orientations 
increased. The linear dependence of reaction time on angular disparity suggests that 
the subjects had imagined rotating the standard and test patterns into congruence, 
whereas the equivalence of the slopes of the functions suggests that the rates of 
mental rotation were independent of the complexity of the patterns. (from Cooper 
1975) 
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begin imagining that it was rotating clockwise at their normal rate of 
mental rotation. Some time thereafter a test pattern was presented, 
either at one of the six familiar orientations (at 0, 60, 120 degrees), 
or at one of six orientations exactly in between those (at 30, 90, 150 
degrees) . These intermediate orientations were unexpected and were 
included to determine whether the mental rotations would also 
"pass" through them. As before, the subjects indicated whether the 
test pattern was the normal or reflected version of the starting 
pattern. 

The reaction times increased linearly with increasing departure of 
the test pattern orientation from where the mentally rotated pattern 
should have been at that time, based on the subject's normal rate of 
mental rotation. This was true whether the test patterns were pre
sented at the previously trained orientations or at the unfamiliar 
orientations, which implied that mental rotations are at least approx
imately continuous, and pass through at least some of the interme
diate points along the rotational path. 

4.2.3 Imagined Transformations of Size 
Mental transformations of a different sort can be used to compare 
objects that are presented at different sizes. Bundesen and Larsen 
(1975) presented subjects with pairs of random polygons, similar to 
those used by Cooper (1975), that were identical in shape but could 
differ in orientation or size. The subjects were to say whether or not 
the two polygons were identical in orientation, irrespective of their 
size differences. Response time increased in proportion to increasing 
changes in the size ratios, suggesting that they had performed the 
task by imagining one of the patterns increasing or decreasing in size 
at a constant rate to match the size of the other pattern. Larsen and 
Bundesen (1978) then extended this finding to cases where the pat
terns were presented sequentially. They found that the linear increase 
in reaction times with increasing size ratios could not be explained 
simply in terms of adjusting an abstract, mental "frame" of reference 
for size. As in the mental rotation experiments of Cooper and She
pard (1973b), evidence for mental transformations was obtained only 
when the subjects could imagine the specific, concrete pattern. 

What would happen if a mental size transformation were combined 
with a mental rotation? Several studies have suggested that the two 
types of transformations would be carried out independently. For 
example, Sekuler and Nash (1972) showed subjects pairs of rectangles 
that differed in both relative size and orientation; the subjects had to 
say whether or not the rectangles had the same shape, irrespective 
of their other differences. Reaction time increased, independently, 
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with increases in size ratio and orientation differences. A similar 
effect was reported by Bundesen, Larsen, and Farrell (1981) for pairs 
of alphanumeric characters. These findings suggest that mental size 
transformations can be performed prior to, after, or in alternation 
with mental rotations, but not at the same time. The issue of how 
mental rotations and mental size transformations are combined ap
pears to be somewhat more complicated, however, because mental 
size transformations may not have to be performed at all when the 
stimuli are sufficiently different in shape (see Besner and Coltheart 
1976; Kubovy and Podgorny 1981). 

4.2.4 Imagined Transformations of Shape and Color 
People are also capable of carrying out mental transformations that 
correspond to more complex types of physical transformations. For 
example, Shepard and Feng (1972) demonstrated that two-dimen
sional patterns could be mentally "folded" to make three-dimensional 
forms. They presented subjects with patterns made up of connected 
squares, such as those shown in figure 4.7. The subjects' task was 
to determine, using the shaded square as the stationary base, 
whether the edges of the two squares that were designated by the 
arrows would touch if the squares were folded to make a cube. Their 
reaction times increased in proportion to the total number of squares 
that would have been carried along in a sequence of actual folds; this 
suggested that they had performed the task by imagining that the 
patterns were actually being folded . This was also true when pairs 
of the patterns were shown already partially folded and the subjects 
had to say whether the patterns could be further folded into precise 
congruence (Bassman 1978). 

In general, it may be necessary to imagine transforming a pattern 

Figure 4.7 
Examples of stimuli used in experiments on the imagined folding of patterns into 
three-dimensional shapes. The subjects were supposed to verify, using the shaded 
square as a stationary base, whether the edges of the squares designated by the arrows 
would touch if the squares were folded into a cube . The time it took them to do so 
increased with increasing number of squares that would have been carried along in 
actual folds of the patterns. (from Shepard and Feng 1972) 
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to compensate mentally for differences along dimensions that are 
irrelevant to the judgment task. As an example, Dixon and Just (1978) 
presented subjects with pairs of ellipses that differed in width and 
height and asked them to compare the ellipses along one dimension 
(width) while ignoring the other dimension (height). The subjects' 
reaction times increased with increasing differences along the irrel
evant dimension. Dixon and Just obtained a similar finding for pat
terns differing in color, where the subjects were to judge differences 
either in hue or in tint. Again, reaction time increased when the 
patterns differed by increasing amounts along the irrelevant dimen
sion. The findings suggest, therefore, that one of the purposes of 
performing a mental transformation is to normalize stimuli along ir
relevant dimensions prior to comparing them along relevant 
dimensions. 

To summarize, these various findings provide convergent support 
for the principle of transformational equivalence. Like actual physical 
transformations, mental transformations are evidently performed in 
a holistic and continuous manner. In addition, mental transforma
tions may correspond to many different types of physical transfor
mations, including changes in color or shape. Note, incidentally, that 
the typical increase in reaction time with increasing stimulus differ
ences in these tasks is the opposite of the · symbolic distance effect, 
which was discussed in section 1.3.3. Recall that this effect refers to 
an increase in reaction time with decreasing differences between the 
stimuli. The symbolic distance effect, however, has to do with dif
ferences along the relevant dimensions of comparison, whereas the 
effects of mental transformations under discussion here pertain to 
differences along irrelevant dimensions. 

4.3 Criticisms of the Mental Rotation Experiments 

These conclusions about the dynamic characteristics of mental im
agery have not been universally accepted. This section will examine 
criticisms of these studies and will consider additional findings that 
suggest other possible interpretations. 

4.3.1 Exceptions to the Holistic-Analog Hypothesis 
If mental rotations really are carried out continuously, and in a hol
istic manner, then the mental rotation rates ought not to depend on 
any of the visual characteristics of the mentally rotated patterns. The 
findings of Hochberg and Gellman (1977) suggest that this might not 
always be true. They presented subjects with pairs of patterns that 
varied in how easily landmark features for the patterns' identity and 
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orientation could be distinguished. These landmark features con
sisted of small lines that extended orthogonally from the major axes 
of the patterns. Hochberg and Gellman found that the rates of mental 
rotation were reduced as the landmark features became more salient. 
In a related study, Pylyshyn (1979) presented subjects with line draw
ings, together with rotated test patterns, and asked them to say 
whether or not the test patterns were a part of the line drawings. 
The estimated mental rotation rates depended on whether the test 
patterns constituted "good" parts of the line drawings, as assessed 
by subjects' ratings of the parts. These results suggested that mental 
rotation may sometimes be carried out in a piecemeal manner, giving 
precedence to an object's salient, distinctive features . 

Shepard and Cooper (1982) have pointed out, however, that nei
ther of these studies properly controlled for possible differences in 
how easily the stimuli could have been encoded or compared at the 
presented orientations. For example, in Pylyshyn's study, the rated 
"goodness" of the parts was confounded with the orientation at 
which the parts were presented. In addition, because the stimuli 
used in these studies were unfamiliar to the subjects, they might 
have been unable to form complete mental images of them. This is 
in contrast to the extensive training procedures employed by Cooper 
(1975) and by Cooper and Podgorny (1976), who found that the 
mental rotation rates were independent of the visual complexity of 
the patterns (see again section 4.2.1). There is also evidence that 
when subjects are specifically told to attend to only one part of a 
complex pattern, their mental rotation rates differ from those where 
they are specifically told to attend to the entire pattern (Robertson 
and Palmer 1983; Yuille and Steiger 1982). Finally, Bethell-Fox and 
Shepard (1988) have shown that pattern complexity affects mental 
rotation rates when subjects begin to use a novel set of patterns, but 
not after they become familiar with the patterns. Thus, only when 
subjects are unable to form a complete mental image of the stimulus 
patterns, or when they are motivated not to do so, are mental rota
tions performed in a piecemeal fashion . 

A further objection to the Hochberg and Gellman study is that 
when salient features or landmarks are included in the presented 
stimuli, one might be able to distinguish their shapes without having 
to perform mental rotations at all . To take an extreme example, one 
could easily distinguish the letter X from the letter 0 without ever 
having to imagine the characters rotated into congruence. In fact, 
this was the point of using mirror-image distractors in earlier studies 
on mental rotation, so that subjects could not simply rely on the 
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individual parts of the patterns when comparing them (see again 
section 4.1.1). 

Of course, there may be situations where a person can mentally 
"skip ahead" when imagining an event, as when one imagines an 
extended activity such as driving to the grocery store or walking 
around the block (see Pylyshyn 1981). It should therefore be possible, 
at least in principle, to form a mental image of an object at unfamiliar 
orientations without first having to imagine it being rotated from 
some standard orientation, by imagining how the object's parts 
would have to be positioned. This may require too much time, how
ever, to be a useful strategy in most experiments on mental rotation, 
which require rapid discriminations. (See also the related discussion, 
in section 3.2.1, of the relative efficiency of "blink" vs. "scan" strat
egies for locating features in images.) 

4.3.2 Evidence for the Mental Rotation of Abstract Reference Frames 
A further criticism of mental rotation studies concerns the claim that 
mental rotations, and other kinds of mental transformations, must 
always be performed on a concrete image of some specific object. 
Robertson, Palmer, and Gomez (1987) have recently demonstrated 
that, under certain conditions, subjects can apparently use an abstract 
frame of reference to distinguish normal from reflected letters. In 
one of their experiments, the subjects were first shown a square array 
consisting of four letters. The letters were identical and had the same 
form (normal or reflected), and the entire array was rotated by 90 
degrees. Shortly thereafter, a single, target letter was presented in 
normal or reflected form, which could differ from the letters in the 
array. When the orientation of the target letter matched that of the 
rotated array, there was a small but significant reduction in the time 
it took to identify the form of the target letter, suggesting that the 
array had provided a helpful reference frame . However, this "frame" 
effect was quite small, and other studies have shown that it is vir
tually eliminated if the time between presentations of the frame and 
the target exceeds 100 milliseconds (Koriat and Norman 1984, 1988). 

4.3 .3 Contribution of Eye Movements 
The possible role that eye movements might play in mental rotation 
experiments also needs to be assessed. For instance, Just and Car
penter (1976, 1985) have found that subjects make an increasing 
number. of eye movements between the corresponding parts of ro
tated patterns as the angular difference between the patterns in
creases. Such findings suggest that the linear increase in reaction 
time with increasing angular difference, usually regarded as evidence 
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for mental rotation, may simply be an artifact of the number of eye 
movements performed in comparing the stimuli. This eye movement 
account, however, could not explain the results of mental rotation 
experiments in which the stimuli are presented successively (Cooper 
1975; Cooper and Podgomy 1976), which yield reaction-time func
tions that also increase in a linear fashion with increasing angular 
disparity. (See section 2.4.4 for a discussion of how eye movements 
can create artifacts in other kinds of imagery experiments.) 

4.3.4 Inconsistency in the Rate of Mental Rotation 
A comparison of the reaction-time functions in figures 4.2 and 4.6 
shows that the rates of mental rotation in the R. Shepard and J. 
Metzler (1971) study were on the order of 60 degrees per second, 
whereas those in the Cooper (1975) study were much faster, on the 
order of 500 degrees per second. As critics of these experiments have 
argued (Pylyshyn 1978, 1981), this inconsistency calls for an expla
nation. S. Shepard and D. Metzler (1988) have recently shown that 
this difference in the rate of mental rotation is due to differences in 
the way the stimuli were presented in these two studies (simulta
neously vs. successively). Presumably, with successive presentation, 
subjects can form a completed memory image of the first stimulus 
before the second stimulus appears, which makes it easier to carry 
out the mental rotation. 

4.3.5 Task Demands and Tacit Knowledge 
It would seem that experiments on mental rotation are less suscep
tible to criticisms based on task demands and tacit knowledge, be
cause in most cases the subjects are never told to imagine simulating 
physical motions. Even so, they could still be influenced by more 
subtle aspects of these tasks, such as the way the stimuli are pre
sented or the expectations of the experimenter (In tons-Peterson 1983; 
Pylyshyn 1981). Later in this chapter, I will consider studies that 
argue against these and other such accounts of the findings on mental 
rotation. 

4.4 Extensions of the Mental Rotation Paradigm 

Mental rotation experiments have been extended in other practical 
and theoretically significant ways. 

4.4.1 Judging Relative Directions from Imagined Changes in Orientation 
People often claim that they can imagine how objects would look 
from different points of view (Huttenlocher and Presson 1973; see 
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also the experiments by Pinker 1980 on changing perspective in 
mental image scanning, discussed in section 3.1.2}. Some recent 
studies have explored the extent to which mental rotation might be 
used in conjunction with these imagined changes in perspective. 
Hintzman, O'Dell, and Arndt (1981) presented subjects with a target 
dot that could appear in one of eight positions around a circle, 
together with an arrow that was pointing radially to one of these 
positions (see figure 4.8) . The subjects were to imagine that they 
were placed at the center of the circle, facing the direction specified 
by the arrow, and to indicate where the target dot would be in 
relation to themselves . Their reaction times for giving the target 
directions increased as the arrow was further rotated from the upright 
position, suggesting that they had performed the task by first im
agining that the entire display was rotated to that position. 

A related finding by Shepard and Hurwitz (1984) showed that 
people can use mental rotation to distinguish right from left turns in 
a rotated display. The subjects were first shown a "standard" line at 
some orientation, onto which a shorter line segment was then added, 
representing a right or left turn. The time it took the subjects to 
identify the type of turn increased with increasing departure of the 
standard line from the upright position. In this study, as well as in 
that by Hintzman et al. , the subjects derived little benefit from having 
been given the orientation information in advance, unless they were 
also given more specific information about the nature of the stimulus. 
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• 
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Figure 4.8 
Stimulus configuration used in experiments on imagining changes in bodily orienta
tion. The subjects were to imagine facing the direction indicated by the arrow and 
then to determine where a target dot, presented at one of eight positions, would be 
in relation to their imagined viewing perspective. Their response times increased as 
the arrow was further rotated from the upright position, suggesting that they had 
used mental rotation to perform the task. (from Hintzman, O'Dell, and Arndt 1981) 
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This further argues against the value of imagining the rotation of an 
abstract frame of reference (see section 4.3.2). As one practical im
plication, these findings suggest that mental rotation may be helpful 
in judging directions on maps that are turned around, where the 
maps cannot be physically rotated. (See also the related study by 
Levine, Jankovic, and Palij 1982, on spatial navigation using mental 
maps, which was discussed in section 3.4.1.) 

4.4.2 Detecting Symmetry in Rotated Patterns 
Corballis and Roldan (1975) found that mental rotation can be used 
to judge whether or not a pattern possesses mirror symmetry. Their 
subjects were shown dot patterns, at various orientations, that either 
were or were not bilaterally symmetrical. The time it took them to 
verify that the patterns were symmetrical increased as the axis of 
symmetry was increasingly rotated from the vertical. This suggested 
that they had made their judgments by first imagining that the pat
terns were rotated back to that standard orientation. They were not 
helped by knowing in advance only what the orientation of the 
patterns would be, without also knowing what th" patterns would 
look like. 

4.4.3 MentQI Rotation in the Blind 
Mental rotation, like mental image scanning (see section 3.3.4), need 
not always be based on visual imagery. Marmor and Zaback (1976) 
found that when congenitally blind subjects compared normal and 
mirror-reversed patterns that were presented at different orientations 
on a raised surface, their discrimination times increased with increas
ing angular disparity, although at a slower rate than for sighted 
subjects . Carpenter and Eisenberg (1978) reported a similar finding 
using haptically presented letters. Mental rotations can thus be per
formed using purely spatial imagery. The principle o£ transforma
tional equivalence, like the principle of spatial equivalence, is 
therefore not restricted to anyone sensory modality. 

4.4.4 Biomechanical Constraints in Mental Rotation 
A recent series of experiments by Lawrence Parsons (1987a, 1987b) 
have revealed that mental rotations involving parts of the body are 
influenced by biomechanical constraints that would be imposed on 
the corresponding bodily movements. In one experiment (Parsons 
1987b), subjects were shown drawings of either the front or the back 
of a right or left hand. The subjects reported that in order to identify 
the type of hand it was, they had to imagine rotating their own right 
or left hands into alignment with it. Accordingly, their reaction times 
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increased with increasing amounts of rotation that were required to 
accomplish this. (See also the study by Cooper and Shepard 1975 on 
imagining rotations of hands, described in section 4.1.2.) Their men
tal rotation rates also depended, however, on how easily their hands 
could have been manually turned to achieve these alignments. For 
example, as illustrated in figure 4.9, an imagined rotation in which 
the right hand could be pivoted naturally about the wrist was easier 
to perform than one involving the same amount of rotation but an 
awkward, unnatural tum of the hand. Similar results were obtained 
for imagined rotations of other parts of the body, such as the feet. 
Parsons's findings imply that mental transformations incorporate the 
natural restrictions on degrees of freedom of bodily motions. 

4.5 Representational Momentum in Imagined Transformations 

If the principle of transformational equivalence is valid, then one 
might expect that the inertial properties of moving bodies would also 
be incorporated into imagined transformations. According to the laws 
of physics, the momentum acquired by a moving object resists any 
attempt to alter its motion. This is the reason, for example, why a 
bicycle wheel continues to rotate for some time after one first applies 
the brakes. Would imagined motions also acquire a kind of "momen
tum," making them hard to stop? And if so, would this internal or 
"representational" momentum obey the same laws as actual, physical 
momentum? 

Mental rotations, for example, exhibit a kind of "ballistic" quality; 
they seem to be carried out automatically once initiated (Corballis 
1986). Note, however, that evidence for representational momentum 

Figure 4.9 
Illustration of the relative difficulty in imagining rotations of the hand corresponding 
to natural motions of the hand about the wrist (left), and awkward, unnatural motions 
(right) . (from Parsons 1987b) 
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would be hard to obtain using the traditional methods of mental 
rotation experiments. For instance, if an imagined rotation acquired 
a kind of inertia, it might overshoot the final orientations slightly, 
but this would show up only as a small, overall increase in reaction 
time. Such effects would be hard to distinguish from those having 
to do with changes in the way the stimuli were encoded or compared. 
Other methods are therefore needed to demonstrate the existence of 
representational momentum. 

4.5.1 Shifts in Visual Memory Induced by Implied Motions 
Jennifer Freyd and I have developed techniques for demonstrating 
that imagined transformations can indeed exhibit inertial properties. 
In our first study (Freyd and Finke 1984b), subjects were shown a 
sequence of three successive views of a rectangle, depicting a rotation 
of the rectangle at a constant velocity (see figure 4.10). The subjects 
were told to remember the pattern's final position in the sequence. 
They were then shown a test pattern, which was either identical to 
the final pattern or differed from it by a small rotation in the same 
or opposite direction as the rotation implied by the preceding se
quence of views. We predicted that the subjects would find it harder 
to reject the forward-rotated dis tractors as being different from the 
final pattern than the backward-rotated dis tractors, because the pres
entation sequence would induce imagined forward continuations of 
the implied rotation. If this tendency could not be abruptly halted at 
the pattern's final position, memories of that position would be 
shifted forward, in analogy to the forward "stopping" distance that 
results when one tries to stop a physically moving object. 

In support of this prediction, the subjects made a substantially 
greater number of errors in rejecting the forward-rotated distractors, 

Figure 4.10 
Example of trial sequences used in experiments on representational momentum. Sub
jects were shown three consecutive displays depicting the rotation of a rectangle at a 
constant rate. They were to compare the final position in the sequence to that of a 
subsequently presented test pattern. (from Freyd and Finke 1984b) 
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as shown in figure 4.11. This effect cannot easily be explained in 
terms of task demands, because the subjects were highly motivated 
to retain an accurate memory for the pattern's final position. The 
memory shifts were entirely eliminated, however, in a control COn
dition in which the first two positions in the inducing sequence were 
reversed, "breaking up" the continuity of the implied rotation. 

Supporting evidence for the existence of representational momen
tum was obtained using inducing displays that implied consistently 
changing dot patterns (Finke and Freyd 1985). In these more complex 
displays, the individual dots in the patterns were depicted as moving 
in separate but consistent directions. As before, forward-shifted dis
tractors were much harder to reject, even though in this case changes 
in position among the dots were all relative, and hence should have 
been easier to detect. In addition, these memory shifts were obtained 
even when the "off" time between the inducing displays was in
creased well beyond the points where the displays could produce 
any actual sensations of motion, showing that they were not due to 
motion aftereffects or other types of sensory artifacts (Anstis and 
Moulden 1970; Cavanaugh and Favreau 1980). 
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Figure 4.11 
Mean error rate for judging whether the test pattern was in the same orientation as 
the final pattern in the implied rotation sequence, depending on whether the test 
pattern was aligned with the final pattern or was rotated forward or backward from 
it. The larger error rate for judging the forward-rotated test pattern suggests that the 
subjects' memories of the final orientation had been shifted forward (from Freyd and 
Finke 1984b) 
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4.5.2 Velocity Dependence of the Memory Shifts 
Physical momentum increases as an object's velocity increases, and 
the same is true of representational momentum. Freyd and I modified 
the procedures in our first study to vary the implied velocity of the 
inducing motions and to measure the magnitude of the memory 
shifts (Freyd and Finke 1985). Implied velocity was manipulated by 
varying the time between consecutive presentations of the inducing 
stimuli, and the memory shifts were estimated by using a range of 
distractor displacements, distributed about the actual final position. 
The probability that the subjects judged each distractor as being 
identical to the remembered pattern permitted us to construct prob
ability distributions, the peaks of which provided estimates of how 
far the memories had been shifted forward (see figure 4.12). As 
shown in figure 4.13, the estimated memory shifts increased in direct 
proportion to the implied velocity of the inducing sequence. 

This velocity dependence of the memory shifts was extended by 
Finke, Freyd, and Shyi (1986) to cases where the inducing sequence 
implied a consistent change in velocity. For a real, moving object, the 
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Figure 4.12 
Mean percentages of "same" responses given to test patterns that were rotated by 
varying amounts from the final orientation of a pattern that had been depicted as 
moving at one of nine velocities. The peak of the resulting distribution provided an 
estimate of the size of the forward memory shift. (from Freyd and Finke 1985) 
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Figure 4.13 
Estimated memory shift with changes in the implied velocity. The increasing linear 
function suggests that representational momentum, like physical momentum, in
creases as the velocity increases . (from Freyd and Finke 1985) 

momentum that the object acquires depends on its final velocity, not 
on how that final velocity was achieved. This, too, appears to be a 
characteristic of representational momentum. Subjects were shown 
inducing sequences implying that objects were moving at a constant 
velocity, a constant acceleration, or a constant deceleration, where 
the average implied velocities were equated. In each case, the mem
ory shifts were determined by the final velocities implied at the end 
of the sequence. In particular, when the inducing sequence implied 
a deceleration to a final velocity of zero (where, by analogy, there 
would be no physical momentum), the memory shifts were 
eliminated. 

Representational momentum, like physical momentum, thus de
pends on the final velocity. In Finke, Freyd, and Shyi (1986) we 
proposed a theory to explain this velocity dependence. According to 
our theory, the implied motions are initially extrapolated forward 
from the final position in the sequence, at the rate depicted by the 
inducing displays. This tendency must be resisted if the final position 
is to be remembered accurately. However, because the imagined 
motions have acquired representational momentum, the extrapola-
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tion process cannot be instantly halted at this final position. This 
results in small, forward memory shifts. Further, because the amount 
of representational momentum increases with increases in the rate 
at which the implied motions are mentally extrapolated, the shifts in 
memory for final position increase with increases in the implied 
velocity. If, for some reason, the extrapolation process is disrupted, 
as when the inducing displays imply motions that are inconsistent, 
there will be no representational momentum, and no memory shifts. 

These findings are not susceptible to many of the criticisms that 
have been made of other kinds of imagery and mental rotation ex
periments . As already mentioned, the requirements of the task dis
courage subjects from trying to mentally simulate continuations of 
the implied motions. Experimenter bias is also an unlikely explana
tion, because the experimenters in these studies encouraged accurate 
performance, and they were never in contact with the subjects during 
the testing procedures. Because the displays were presented sequen
tially, often at very slow rates, eye movements could not have ex
plained the memory shifts (d. section 4.3.3) . Finally, the linear 
dependence of the memory shifts on implied velocity would seem to 
rule out any simple explanation in terms of descriptions or proposi
tional representations of the remembered patterns . 

4.5.3 Measuring Rates of Mental Extrapolation 
More recently, Gary Shyi and I have compared performance in the 
memory task with that in which the subjects were specifically told 
to imagine continuations of the implied motions all the way forward 
to the next step in the inducing sequence (Finke and Shyi 1988). We 
wanted to see whether there was a general tendency to "overshoot" 
in carrying out the mental extrapolations. Our theory predicts that 
forward-shifted errors should only occur when one has to resist the 
extrapolation process. If the implied motions were imagined to con
tinue at their proper rate, judgments of the future positions would 
normally be accurate (Jagacinski, Johnson, and Miller 1983; Rosen
baum 1975). But if the extrapolation process breaks down or slows 
up at some point, then the extrapolation errors should be shifted 
backward with respect to the correct positions. These predictions 
were supported by the results of this study. When subjects tried to 
extrapolate the implied motions to the next step in the inducing 
sequence, their errors increased as the implied velocity increased and 
were shifted backward, suggesting that their extrapolations had 
fallen short of the correct positions. In contrast, their memory shifts 
for these same implied motions were in the forward direction. This 
implies that the memory shifts obtained in experiments on represen-
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tational momentum cannot be attributed to a general tendency to 
overshoot when mentally extrapolating the implied motions. 

4.5.4 Generalizations and Limitations of Representational Momentum 
Mike Kelly and Jennifer Freyd (1987) have explored whether repre
sentational momentum can also be created using other kinds of im
plied transformations. In one of their experiments, the inducing 
sequence depicted a square growing larger or smaller, implying mo
tion toward or away from the observer in depth. Memories for the 
final size of the square were shifted forward in depth in the direction 
of the implied motion. In another experiment, the inducing sequence 
depicted a rectangle changing its shape in a consistent way into 
another rectangle. Memories for the final shape in the sequence were 
again shifted forward in the direction of the implied change. Kelly 
and Freyd also investigated whether representational momentum 
could occur in nonvisual modalities . They presented subjects with a 
sequence of tones that either increased or decreased in pitch at a 
constant rate . Memories for the pitch of the last-heard tone were 
shifted in the direction of the implied changes in pitch. Thus, rep
resentational momentum is not restricted only to imagined motions 
of rigid, physical objects, but may be extended to other types of 
mental transformations that can be carried out in a consistent and 
predictable way (see also section 4.2.4). 

There are other differences between representational momentum 
and physical momentum. For instance, Kelly and Freyd (1987) found 
that when an implied change in shape ended with the final form 
being a highly familiar and regular shape (such as a rectangle being 
transformed into a square), there was little evidence for any shift in 
memory for the final form. Finke and Shyi (1988) found that the 
memory shifts were larger when the direction of mental extrapolation 
was always the same on every trial than when it was varied unpre
dictably from trial to trial. Physical momentum, of course, does not 
depend on the familiarity of an object or on how consistently a 
particular motion has been repeated in the past. These constitute 
exceptions to the principle of transformational equivalence. It also 
remains to be seen whether the memory shifts are affected by 
changes in the implied mass of the objects, which one would expect 
from a strict analogy to physical momentum. 

4.5.5 The Time Course of the Memory Shifts 
A final issue to be considered is the manner in which the memory 
shifts grow during the initial part of the retention interval. If imag
ined transformations, like physical transformations, are carried out 
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in a continuous fashion, the memory shifts should at first increase 
at a constant rate and should then level off to a maximum point once 
the imagined transformation has been effectively stopped. This was 
~hown by Freyd and Johnson (1987). They probed the time course 
of the memory shifts for extremely short retention intervals ranging 
from 10 to 90 milliseconds, using inducing sequences that depicted 
a rotating rectangle, similar to that presented in figure 4.10. As shown 
in figure 4.14, the memory shifts increased by fractional amounts in 
proportion to these small increments in the retention period. At 
longer retention intervals, the memory shifts continued to grow, but 
at an increasingly slower rate, reaching a maximum forward shift at 
around 300 milliseconds. 

The findings of Freyd and Johnson offer the strongest evidence to 
date for the continuity of mentally extrapolated motions. Whereas 
experiments on mental rotation have demonstrated that imagined 
rotations are approximately continuous, down to a resolution of 
about 30 degrees (Cooper 1976a; see section 4.2.2), the Freyd and 
Johnson findings reveal that imagined rotations are continuous down 
to a fraction of a degree (see again figure 4.14) . Such findings are clearly 
inconsistent with proposals that the imagined motions are carried 
out only in a discrete, stepwise manner (e .g., Just and Carpenter 
1985) . Moreover, it is exceedingly unlikely that these findings can be 
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Figure 4.14 
Estimated memory shift as the retention interval increased. The constant growth in 
tht! memory shifts during these short retention intervals (less than 100 msec) suggests 
that imagined extrapolations of the implied rotations were carried out continuously. 
(from Freyd and Johnson 1987) 
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explained in terms of deliberate simulations based on tacit knowledge 
about the effects of momentum, given that the memory shifts are 
instantiated so rapidly. Rather, they appear to reflect the inherent 
inertial and analog properties of the imagined transformations. 

4.6 Summary and Conclusions 

Like actual physical transformations, imagined transformations ap
pear to be holistic and continuous and to exhibit inertial character
istics. These findings support the principle of transformational 
equivalence. In addition, imagined transformations correspond to a 
wide variety of physical transformations, including those involving 
changes in size, color, shape, and auditory pitch. They also incor
porate the internal, biomechanical constraints on actual bodily move
ments. Exceptions to the principle do exist, however, and are often 
found when a mental transformation has been insufficiently practiced 
or when alternative strategies exist for judging stimuli. 

4.7 Further Explorations 

4.7.1 Recommendations for Further Reading 
Extensive reviews of studies on mental rotation can be found in book 
chapters by Cooper and Shepard (1973a, 1978), Shepard (1975), She
pard and Podgorny (1978), Metzler and Shepard (1974), and Finke 
and Shepard (1986). Shepard and Cooper's Mental Images and Their 
Transformations (1982) brings together original reports of many of their 
studies discussed in this chapter. Less technical articles by Shepard 
(1978b) and by Cooper and Shepard (1984) are also of interest. For 
recent evidence that animals can also perform mental rotations, see 
Neiworth and Rilling (1987). 

Further discussions of experiments on representational momentum 
and their implications can be found in articles by Finke, Freyd, and 
Shyi (1986), Kelly and Freyd (1987), and Freyd (1987). Freyd has 
reviewed these and other studies demonstrating that many types of 
mental representations are intrinsically dynamic. For instance, she 
has found that memory shifts extending forward in time also occur 
when subjects are shown photographs taken during the middle of 
familiar action sequences (Freyd 1983b), or are shown displays in 
which objects previously at rest suddenly become unsupported 
(Freyd; Pantzer, and Cheng, in press). Her work has also shown that 
knowledge about the motions used to construct recognizable pat
terns, such as handwritten characters, can lead to distortions in 
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memory that are consistent with those motions (Babcock and Freyd, 
in press; Freyd 1983c). 

4.7.2 Similarities Between Mental Transformations and Apparent Motion 
Additional studies by Shepard and his colleagues have shown that 
visual apparent motion, an illusory motion created when patterns dif
fering in position or orientation are presented in rapid alternation 
(Kolers 1972), is similar in many respects to mental rotation and 
related types of mental transformations. For instance, there exists a 
linear relation between presentation time and separation distance for 
producing optimal sensations of apparent motion (Shepard and Judd 
1976; Shepard and Zare 1983). Apparent motions also seem to pass 
through all the intermediate points along the implied trajectory (Rob
ins and Shepard 1977; see also Freyd 1983a). Apparent transforma
tions in shape have also been demonstrated; these, too, depend on 
the rate at which the inducing patterns are presented (Farrell and 
Shepard 1981; Kolers and Pomerantz 1971). These findings suggest 
that similar kinds of internal mechanisms might underlie perceived 
and imagined motions, consistent with the principle of perceptual 
equivalence, which was considered in chapter 2. 

4.7.3 Individual Differences in Mental Rotation 
It is difficult to evaluate reported differences among individual rates 
of mental rotation, because subjects who show faster rates also tend 
to be faster at encoding and comparing the presented stimuli (Cooper 
and Regan 1982). Such differences may simply reflect overall differ
ences in spatial ability (McGee 1979), rather than differences in the 
ability to carry out, specifically, an imagined rotation. There is also 
evidence that subjects having high and low spatial ability make dif
ferent kinds of eye movements in mental rotation tasks (Just and 
Carpenter 1985), making it hard to interpret reported differences in 
mental rotation rate when eye movements were not controlled. Fur
ther complicating this situation is evidence from Cooper (1976b) that 
subjects also differ in the kinds of strategies they use for comparing 
the patterns, once they complete the mental rotations (see also 
Cooper and Podgorny 1976). 

4.7.4 Predicting the Trajectories of Extrapolated Motions 
The findings on representational momentum presented in section 4.5 
appear to conflict with those of studies that have investigated what 
people seem to know about the natural motions of objects. Mc
Closkey and Kohl (1983) have reported, for example, that people 
often have erroneous beliefs about the way objects will continue to 
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move once forces constraining the objects are removed . For instance, 
people tend to think that when a ball emerges from a curved tube, 
it will continue to move in a slightly curved path, in the absence of 
any other forces . (According to the principle of inertia, the ball would 
actually move in a straight line once it emerged from the tube .) How 
can these findings be reconciled with those suggesting that imagined 
motions exhibit the inertial properties of actual physical motions? 

Kaiser, Proffitt, and Anderson (1985) have reported that people are 
much better at predicting the correct trajectories of objects when they 
are actually shown various possible motions and are asked to pick 
out the correct one, than when they attempt to solve the problem in 
a purely "conceptual" way. This suggests that people may have tacit 
knowledge about the proper trajectories of objects that isn't available 
to ordinary retrieval processes (see again Pylyshyn 1981 and the 
relevant discussions of tacit knowledge in sections 2.2.5 and 3.2.2). 
Also, as my colleagues and I have proposed (Finke, Freyd, and Shyi 
1986), which representational pathway is used when imagining con
tinuations of a motion is a separate issue from whether or not rep
resentational momentum will be created, once the pathway is 
selected. Whereas the former may indeed depend on factors such as 
tacit knowledge and task demands, the latter seems not to. 
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Mental Constructions and Discoveries 

Little has been said so far about how the parts of an image are put 
together and whether images can be reorganized or reinterpreted, 
once assembled. A person's introspections, for instance, suggest that 
images can often be constructed and interpreted in highly original 
ways. For example, can you imagine an animal having the body of 
a lion and the legs of an ostrich? What would this mythical animal 
look like? How would it walk? What does it remind you of? The 
present chapter will consider scientific studies that have explored the 
structures that emerge when images are formed, and whether people 
can actually make new "discoveries" by mentally inspecting these 
structures. These issues will be addressed, first of all, by considering 
how well people can mentally synthesize particular kinds of objects 
or patterns from a given set of parts. 

5.1 Demonstrations of Mental Synthesis 

Mental synthesis has usually been studied in one of two ways: by 
presenting the parts of an object separately and by designating the 
parts by verbal labels or descriptions. 

5.1 .1 Mentally Assembling the Parts of Patterns 
Thompson and Klatzky (1978) demonstrated that people can mentally 
fuse the separately presented parts of a pattern in order to verify 
whether or not the synthesized pattern matches one that is presented 
intact. They were interested in seeing whether the parts would be 
completely integrated in the mentally synthesized forms . Thompson 
and Klatzky predicted that this would be true when the parts could 
be mentally assembled to make a familiar, closed form, where the 
parts would blend together naturally, but not when the parts made 
a form that was poorly organized, where the parts would more likely 
retain their individual identities. To use an analogy, one can assemble 
the pieces of a puzzle so that the pieces fit together well and blend 
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together, or so that they fit poorly, allowing the original pieces to 
stand out. 

The subjects in the Thompson and Klatzky study were shown 
drawings, such as those in figure 5.1, that consisted either of a single, 
intact pattern, or of the spatially separated pieces of a pattern. Their 
task was to mentally fuse the separate drawings to make a whole 
pattern, and then, after they had completed their mental synthesis, 
to verify whether that pattern was identical to one that was presented 
subsequently. Thompson and Klatzky varied both the number of 
drawings to be mentally synthesized (from 1 to 3) and whether or 
not the parts of the synthesized pattern could be combined to make 
a familiar, closed geometric form . The time it took the subjects to 
verify that the second pattern corresponded to the synthesized pat
tern is presented in figure 5.2. Although their response times in
creased with increasing number of components, this effect was much 
smaller when the parts could be easily integrated, suggesting that 
the subjects were at least partly successful at achieving a complete 
mental synthesis. 

5.1.2 Verifying Objects from Their Descriptions 
People can also imagine how something looks from a description of 
its parts and then compare the imagined form to one that is actually 
presented. To take one example, Nielsen and Smith (1973) gave 
subjects descriptions of the features of faces, which they then com-
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Spatially Distributed Components Test Pattern 

Figure 5.1 
Examples of stimuli used in experiments on mental synthesis. Subjects were instructed 
to mentally fuse the spatially distributed parts to make a complete pattern, and then 
to verify whether that pattern matched a test pattern that was presented shortly 
thereafter. (from Thompson and Klatzky 1978) 



Mental Constructions and Discoveries 119 

1600 

1400 

] 
.s 1200 .. 
E 
i= 
c: 1000 0 
.~ .. 
II: 
c: 800 Closed 
co 

F~ .. 
~ 

600 • 
400 

2 3 

Number of Components 

Figure 5.2 
Mean reaction time to verify that the mentally synthesized pattern matched the test 
pattern as the number of components in the mental synthesis increased, and depend
ing on whether or not the pattern corresponded to a familiar, closed form. The different 
slopes of the reaction time functions suggest that the subjects were more successful 
at achieving a complete mental synthesis when the parts could be combined to make 
a familiar pattern. (from Thompson and K1atzky 1978) 

pared with drawings of the faces. The number of features was varied, 
as was the amount of preparation time before the drawings of the 
faces were shown. Nielsen and Smith found that, as the preparation 
time increased, the number of features had less effect on the time it 
took to verify the descriptions. Presumably this was because the 
subjects were then able to form mental images of the faces, integrat
ing the described features. Similarly, Intons-Peterson (1981) found 
that verification time for recognizing faces from descriptions was 
independent of the number of features when the features were ar
ranged on the faces in a natural way but not when the features were 
in an unnatural arrangement (for example, with the eyes, nose, and 
mouth in scrambled positions). Again, this suggests that it is much 
easier to achieve a complete mental synthesis when the parts form a 
natural or familiar unit . 

When designating parts of objects by descriptions, one always 
needs to consider the possibility that subjects might simply rely on 
those descriptions in recognizing the presented forms, without form
ing images of them. (The issue of how to distinguish images from 
descriptions was also considered in section 1.3.) For example, Clark 
and Chase (1972) had subjects verify whether or not descriptions of 
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the relative positions of a "star" and "plus" symbol corresponded to 
their actual relative positions in a visual display. They found that the 
verification times depended on the way the relative positions were 
described ("The star is above the plus" vs. "The star is not below the 
plus"), suggesting that the subjects had performed the task by re
membering the descriptions, as opposed to forming images of the 
symbols. Whether images or descriptions are used in verifying de
scriptions of objects may depend, however, on whether subjects are 
given an adequate opportunity to form the image. Barbara Tversky 
(1975) found, in a similar task comparing sentences and pictures, 
that the linguistic form of the descriptions mattered when the de
scriptions were presented simultaneously with the pictures, but not 
when the pictures were presented 5 seconds after the descriptions. 
Similar findings were also reported by Seymour (1974) . 

5.2 The Principle of Structural Equivalence 

These studies indicate that mental images are often useful in prepar
ing one to recognize an object from a description or presentation of 
its parts or features . (See also the related discussion of the "percep
tual anticipation" hypothesis in section 2.4.1). If indeed parts of an 
object can be "fused" together in a mental image, then an image may 
have certain structural properties in common with actual physical 
objects. If so, it may then be possible to detect emergent structures in 
an image that may not have been anticipated at the time the image 
was formed. 

Our final principle, the principle of structural equivalence, makes a 
general proposal about the structural characteristics of mental images: 

The structure of mental images corresponds to that of actual perceived 
objects, in the sense that the structure is coherent, well organized, and can 
be reorganized and reinterpreted. 

Note that this principle is distinct from the principle of perceptual 
equivalence (discussed in chapter 2), or that of spatial equivalence 
(discussed in chapter 3), because an image could exhibit many of the 
perceptual and spatial characteristics of objects without exhibiting 
any of their structural characteristics. For example, an image might 
have constraints on visual resolution, yield perceptual aftereffects, 
have spatially distributed parts, and so on, without depicting any of 
the structural relationships among the parts that would be inherent 
in an actual object. Further, even if an image did appear to "resemble" 
an actual object, it might not be reinterpretable as anything else. 
Physical objects, in contrast, can often be reinterpreted. 
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5.2.1 Mental Constructions of Geometric Patterns 
The principle of structural equivalence has been supported by studies 
showing that structural relationships among the parts of complex 
geometric patterns can be preserved in mental images. Glushko and 
Cooper (1978) undertook an investigation of the various factors that 
influence whether or not parts of imagined patterns are completely 
assembled in an image. Subjects were presented with descriptions 
of forms that were constructed by juxtaposing familiar geometric 
shapes, or they were actually shown the completed forms (see figure 
5.3). Their task was to compare the described or presented forms to 
test forms that were presented shortly thereafter. There were two 
findings of interest. First, as shown in figure 5.4, when the subjects 
were given as much time as they needed to prepare for the test form, 
the number of shapes comprising the remembered form had little 
effect on the time required to verify that the forms matched. Second, 
the linguistic properties of descriptions of the remembered forms, as 
well as the number of parts, mattered only when the subjects were 
given insufficient preparation time. Thus, when the subjects had 
sufficient time to mentally synthesize the parts, their images pre
served the structural characteristics of the actual patterns, regardless 
of whether the parts had been described or actually shown. 

A related study by Murphy and Hutchinson (1982) showed that 
the structurally distinctive properties of patterns can influence one's 

Figure 5.3 

Triangle Above Square 

Triangle Above Square 1 
Square 2 Right Square 1 

Triangle 1 Above Square 1 
Square 2 Right Square 1 
Triangle 2 Below Square 2 

Examples of figures and descriptions used in experiments on mentally synthesizing 
patterns out of geometric parts. Subjects verified whether the pattern or its description 
matched a subsequently presented test pattern. (from Glushko and Cooper 1978) 
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Figure 5.4 
Mean reaction time to verify that a pattern or its description matched a test pattern 
as the number of parts making up the pattern increased. The absence of an effect of 
the number of parts in each case suggests that the subjects were able to mentally 
synthesize the entire pattern from its deSCription. (from Glushko and Cooper 1978) 

memory for those patterns, whether the patterns are mentally syn
thesized from descriptions or are seen as a whole. In one condition, 
the patterns to be remembered were specified verbally using a blank 
4 x 4 grid . Each cell in the grid was described as being blank, filled, 
or diagonally half-filled (see figure 5.5), and the subjects were in
structed to visualize the assembled pattern as each of the parts was 
added. In another condition, the entire pattern was actually pre
sented. Errors in drawing the patterns following a retention interval 
varied in the same way in each condition with changes in the struc
tural characteristics of the patterns. For example, patterns that were 
bilaterally symmetrical were remembered more accurately than asym
metrical patterns, regardless of whether the patterns had been men
tally synthesized or had actually been shown. Such findings further 
imply that mental images preserve a pattern's structural 
characteristics. 

5.2.2 Mental Constructions of Three-Dimensional Objects 
The principle of structural equivalence also applies to the mental 
synthesis of three-dimensional forms. Cooper (in press) reported 
studies in which mechanical engineering students were initially 
shown two orthographic views of an object followed by a third 
orthographic view. Their task was to say whether or not the third 
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Figure 5.5 
Examples of patterns used in experiments on mentally assembling an ongoing se
quence of parts. The subjects were told to imagine the parts, one at a time, in 
appropriate cells of a square grid. Errors in recalling the imagined patterns, like 
patterns that were actually seen, depended on the global features of the patterns such 
as their bilateral symmetry. This suggests that the overall structure of a mental image 
is similar to that of an actual pattern. (from Murphy and Hutchinson 1982) 

view was compatible with the first two; that is, whether the three 
orthographic views would correspond to the same three-dimensional 
object. After making these judgments for a series of objects, the 
subjects were then shown isometric views of the objects, along with 
dis tractors, in a surprise recognition test. They were able to identify 
correctly over 85 percent of the items from the isometric views, even 
though they had previously seen only their orthographic projections. 
To explain these findings, Cooper proposed that the subjects had 
mentally constructed the three-dimensional structures of the objects, 
which they then used to verify the compatibility of the flat, ortho
graphic views and to recognize the previously unseen isometric 
views. 

Cooper's findings are consistent with those of Shepard and Metzler 
(1971), discussed in section 4.1.1, which demonstrated that people 
could mentally rotate the three-dimensional structure of objects when 
shown flat, perspective drawings of the objects. More recently, Klop
fer (1985) has shown that subjects can mentally synthesize the She
pard-Metzler forms when the forms are presented a section at a time 
in a series of visual displays. The time it took the subjects to complete 
their mental constructions depended on the structural complexity of 
the forms, as opposed to the number of displays depicting the indi
vidual sections. 
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5.2.3 Structural Factors Influencing Image Generation Time 
One of the common misconceptions about mental imagery is that 
images are generated all at once, like a slide being projected onto a 
viewing screen. On the contrary, the more complex a mental image 
is-for example, the more parts or items contained in the image
the longer it takes to generate the image (Beech and Allport 1978; 
Glushko and Cooper 1978; Klopfer 1985; Kosslyn, Cave, Provost, and 
von Gierke, in press; Morris and Reid 1973; Roth and Kosslyn, in 
press). In addition, because larger images usually contain more in
formation about the detailed parts of an object, it also takes longer 
to generate a large image (that is, one that subtends a large visual 
angle) than a small image (Farah and Kosslyn 1981; Kosslyn 1975). 
These findings suggest that mental images are assembled in parts, 
as opposed to being generated with the parts already assembled. 

The most extensive study to date on the factors that influence 
image generation time was carried out by Kosslyn, Reiser, Farah, 
and Fliegel (1983). In their first two experiments, they verified that 
increasing the number of parts in an object increases the time it takes 
to visualize the object. Their third experiment, however, was partic
ularly relevant to the issue of structural equivalence. The subjects 
were shown drawings of patterns that were constructed out of simple 
geometric forms (see figure 5.6), after being given descriptions of the 
patterns . These patterns were described in one of two ways, either 
in terms of a large number of small, juxtaposed parts, or in terms of 

2 3 4 5 

6 7 8 9 10 

Figure 5.6 
Stimuli used in experiments on whether the number of parts specified in descriptions 
of a pattern influences the time it takes to generate an image of the pattern. Each of 
the above patterns could be described either in terms of many small, juxtaposed parts, 
or in terms of a few large, overlapping parts. (from Kosslyn, Reiser, Farah, and Fliegel 
1983) 
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a small number of large, overlapping parts. For example, drawing 6 
in figure 5.6 was described as being composed of "five squares" in 
one condition and "two overlapping rectangles" in another. Hence, 
the number of parts, as specified by the descriptions, could vary 
within patterns that were physically identical. The subjects were in
structed to generate an image of the patterns according to the de
scriptions, and their generation times were recorded. To ensure that 
they would include all of the parts in their images, the subjects were 
questioned about the presence of a particular geometric form in the 
patterns, or about the presence of a particular axis of symmetry. 

As shown in figure 5.7, the time needed to generate the images 
increased in proportion to the number of parts that were designated 
in the descriptions, even for the physically identical patterns. This 
finding suggests that mental images are constructed according to 
how one initially conceives of the structure of an object. Just as it 
takes more time to construct a physical object that has more parts, 
so, too, does it take more time to mentally "assemble" the parts of 
an image as the number of parts increases. This also reinforces the 
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Figure 5.7 
Mean reaction time to generate images of the patterns shown in figure 5.6, according 
to the number of parts mentioned in descriptions of the patterns. Reaction times for 
imagining physically identical patterns are distinguished by whether they were de
scribed in terms of many or few parts. The linear dependence of image generation 
time on the number of parts suggests that images are formed on the basis of how one 
initially conceives of the component structure of an object or pattern. (from Kosslyn, 
Reiser, Farah, and Fliegel 1983) 
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argument, presented in section 1.5.3, that mental images are not 
truly like "photographs" of objects, because structural descriptions 
of objects dearly influence the wayan image is formed. 

Kosslyn et al. conducted a fourth experiment that also bears on 
whether mental images are structurally equivalent to physical objects. 
Over fifty years ago, the Gestalt psychologists had identified the 
major principles by which one organizes perceived objects into mean
ingful units and groupings (Koffka 1935; Kohler 1947). For example, 
objects that are physically nearer to one another are seen as belonging 
together; this is the law of proximity. Similarly, objects that lie along 
a continuous path are also seen as belonging together; this is the law 
of good continuation. Kosslyn et al. had subjects generate images of 
letter arrays containing the same number of letters, but varying in 
the number of groupings of the letters, as defined by these Gestalt 
principles. As predicted, the image generation times were longer 
when the letters made up a larger number of Gestalt units. For 
example, it took longer to generate an image consisting of four col
umns of three letters each than an image consisting of two columns 
of six letters each. These findings, therefore, imply that mental im
ages are interpreted according to the same kinds of organizing prin
ciples as physically observed objects. 

5.3 Criticisms of Experiments on Imagined Constructions 

I have been arguing that mental images are formed according to the 
same kinds of structures as one perceives in actual physical objects. 
However, if the principle of structural equivalence is valid, it should 
also be possible to reinterpret the structure of a mental image after it 
is formed, just as it is often possible to reinterpret the structure of a 
perceived object or pattern. Many types of patterns, for instance, are 
inherently ambiguous and can be interpreted perceptually in many 
different ways (Attneave 1971; Shepard and Cermak 1973). For ex
ample, the pattern shown in figure 5.8, taken from Shepard and 
Cermak (1973), can be seen as a jet, a seashell, or the head of a 

Figure 5.8 
Example of multiple interpretations (four images on right) of a perceptually ambiguous 
pattern (left-most image), generated by a polar coordinate analog to Fourier synthesis. 
(from Shepard and Cermak 1973) 
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chicken. The same should be true of mental images of patterns. 
However, the studies to be considered next have reported striking 
failures to demonstrate the reinterpretability of mental images, calling 
the principle of structural equivalence into question. 

5.3.1 Failure to Detect Structurally Inferior Parts in Mental Images 
If mental images do preserve structural ambiguities, then one should 
be able to detect parts in an image that are not apparent in the initial 
structural description of the object. That this can be very difficult was 
demonstrated by Stephen Reed (1974). His subjects were shown a 
pattern to memorize; this was followed by a test pattern that either 
did or did not constitute a possible part of the memorized pattern. 
The "goodness" of the parts was varied according to whether or not 
the parts would have been contained in an initial structural descrip
tion of the pattern (see figure 5.9). For example, the first pattern in 
figure 5.9 would naturally be described as "two overlapping trian
gles" or "two adjacent hourglasses" but not as "two overlapping 
parallelograms." Reed found that subjects could rarely detect any of 
the structurally inferior parts in their images of the patterns. In 
contrast, when the parts were shown first, followed by the entire 
pattern, subjects could easily tell that the structurally inferior parts 
were contained in the patterns (Reed and Johnsen 1975). In the latter 
case, having the patterns actually present during the decision process 
made it possible to detect the "hidren" parts. (See also the related 

Imagined 
Pattern 

Figure 5.9 

"Good" Parts 

"Poor" Parts 

Examples of failures to detect structurally inferior parts in imagined patterns. Subjects 
were initially shown a whole pattern to remember (left) and were then asked to say 
whether various parts were contained in the remembered pattern (right). The subjects 
could perform the task successfully only when the parts were structurally "good" 
parts; i.e., when they would have been mentioned in a description of the pattern. 
(from Reed 1974) 
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findings on detecting structurally inferior parts in mentally rotated 
patterns discussed in section 4.3.1.) 

A similar demonstration of how the "goodness" of parts can affect 
one's ability to detect the parts in an image was reported by Stephen 
Palmer (1977) . His subjects were instructed to mentally synthesize 
patterns that were composed of various "units," consisting of com
binations of horizontal, vertical, or diagonal lines. Ratings were ob
tained for the goodness of each unit in each pattern. As in Reed's 
study, the subjects had difficulty verifying the presence of the struc
turally inferior units in the mentally synthesized patterns. Palmer 
found, specifically, that the time required to verify that the units 
were contained in the patterns decreased as the rated goodness of 
the units increased. Again, such findings suggest that it is not easy 
to restructure the parts of an image. 

Additional evidence that certain kinds of structures are difficult to 
detect in mental images was provided by Geoffrey Hinton (1979) . He 
offers the following demonstration. Imagine that a solid cube is 
turned such that one of its corners is pointing directly at you. How 
many other corners of the cube can you now "see" in your image? 
Hinton found that most people erroneously report that they can 
mentally "see" four other corners, whereas the correct answer is 
actually six. This suggests that people do not represent the entire 
three-dimensional structure of objects in their mental images. In
stead, they rely on structural descriptions that may be incomplete or 
misleading-for example, that a cube is supposed to have a total of 
six corners rather than eight. 

5.3.2 Failure to Detect Perceptual Reversals in Mental Images of 
Ambiguous Figures 
An even more serious challenge to the principle of structural equiv
alence comes from a study by Chambers and Reisberg (1985) . In their 
experiments, subjects were shown classic ambiguous figures, such 
as the "duck/rabbit" and "Necker cube," for brief inspection periods. 
These figures, when viewed continuously, exhibit dramatic percep
tual reversals (see figure 5.10) . Chambers and Reisberg wanted to 
find out whether it was also possible to detect these same reversals 
in mental images of the figures . After briefly inspecting the patterns, 
the subjects were instructed to close their eyes and to form mental 
images of them, and to report any reversals they might experience. 
Although they were previously trained in detecting reversals when 
looking at similar types of figures, they never once reported the 
correct reversals in their images. Yet, when the subjects were later 
asked to draw the patterns from memory, and to inspect their draw-
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Figure 5.lD 
Examples of perceptually reversible figures used in experiments on reinterpreting 
mental images. The figure on the left is known as the "duck-rabbit" and the figure on 
the right as the "Necker cube." The subjects were shown the figures briefly and then 
tried to detect perceptual reversals of the figures in their imagery. They were never 
able to do so. (from Chambers and Reisberg 1985) 

ings, they were able to detect the correct reversals. Chambers and 
Reisberg concluded, therefore, that mental images cannot be reinter
preted or reconstrued, because an image, unlike a visually perceived 
object or picture, always corresponds to a single, initial interpretation 
or description. 

Jerry Fodor (1975) has argued that mental images are capable of 
representing things because they are interpreted entities, not because 
they "resemble" objects . That is to say, mental images, unlike pic
tures, do not exist in an uninterpreted form. To use one of his 
examples, a mental image of a pregnant woman is inherently differ
ent from an image of an overweight woman, because the imager 
would always know which type of woman the image refers to (see 
also Shepard 1978b). Pictures of these same women, in contrast, 
could be completely ambiguous as to whether the women were preg
nant or overweight. Chambers and Reisberg extended this argument 
to conclude that because an image must be tied to some initial inter
pretation, it cannot be reinterpreted as representing something else. 
As will be shown, however, this is strictly an empirical question. The 
next section, in fact, will examine evidence that mental images can 
be reinterpreted. 

5.4 Recognizing Emergent Patterns in Mental Images 

Even if it is very difficult, or even impossible, to detect perceptual 
reversals or structurally inferior parts in images, it might still be 
possible to reinterpret the structure of an image in other ways. In 
particular, it might be possible to detect novel, unexpected structures 
following certain types of mental constructions or transformations, 
especially if the image is not too strongly tied to an initial 
in terpreta tion. 
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5.4.1 Detecting Novel Structures in Mental Images 
It is well known that the identity of an object can sometimes change 
if the object is rotated (Rock 1973). This also seems to be true of 
mental images. Shepard and Feng (reported in Shepard and Cooper 
1982) found that subjects could identify letters resulting from the 
imagined rotation or reflection of another letter. For example, when 
instructed to imagine rotating the letter N by 90 degrees, most sub
jects reported detecting the letter Z. In experiments reported by Slee 
(1980), subjects were first shown patterns similar to those used in 
the Reed (1974) study (see again figure 5.9), were then shown "good" 
or "poor" parts of the patterns, and were asked to draw the patterns 
from memory, starting with the presented part. The subjects could 
perform this task almost as well with the structurally poor parts as 
with the structurally good parts . Hollins (1985) had subjects imagine 
filling in squares of a grid, designated by verbal coordinates, to form 
patterns resembling recognizable objects such as a car and a tele
phone. The subjects were able to identify the resulting pattern in 
their images on about half the trials . 

These findings suggest that subjects can sometimes reinterpret an 
imagined pattern or recognize structures that emerge when parts of 
the pattern are mentally assembled. However, they do not entirely 
rule out alternative explanations, such as guessing strategies. For 
example, a person might figure out what letter corresponds to a 
rotated N, without having to rely on mental imagery, by merely 
thinking about what kinds of letters might contain the rotated parts. 

5.4.2 Emergent Patterns in Imagined Rotations of Three-Dimensional 
Arrays 
Steven Pinker and I have carried out experiments to explore the 
recognition of unexpected patterns in mentally rotated displays 
(Pinker and Finke 1980). Recall from chapter 3 that Pinker (1980) had 
found that subjects could imagine scanning a three-dimensional array 
of objects either in depth or across a two-dimensional "projection" 
of the objects as seen from particular vantage points (see section 
3.1.2). We wondered whether people would also be able to recognize 
familiar patterns, made up of configurations of the objects, that 
would "emerge" with imagined changes in viewing perspective. An 
analogy would be the way constellations form recognizable patterns 
as seen from the earth. These constellations would be entirely dif
ferent if observed from a planet in a different star system; they are 
thus specific to one's vantage point in space. 

Using methods similar to those of Pinker (1980), we began by 
having subjects learn the locations of four small toys suspended 
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inside a clear plastic cylinder. After the objects were removed, the 
cylinder was rotated 90 degrees, and the subjects were instructed to 
imagine that the objects had rotated along with the cylinder. They 
were then asked whether they could recognize the shape formed by 
the objects by mentally "looking" at them from this new vantage 
point. Nearly half the subjects reported that they could recognize a 
tilted parallelogram, which was the shape that the objects would 
have formed had they actually been seen from the rotated perspec
tive. However, none of the subjects were able to guess, prior to the 
mental rotation, what the emergent shape would be. Thus, it is 
unlikely that they could have based their responses on descriptions 
of the objects or other analytical strategies. Rather, the three-dimen
sional structure of the arrays must have been preserved in the rotated 
images, independent of how that structure was described or inter
preted initially. 

5.4.3 Unanticipated Discoveries in Imagined Visual Constructions 
Pinker, Martha Farah, and I recently conducted a set of experiments 
to determine how likely it is that subjects could detect emergent 
patterns in an image and then reinterpret what the image represents 
(Finke, Pinker, and Farah, in press). In our first experiment, the 
subjects were instructed to mentally superimpose two familiar pat
terns, consisting of alphanumeric characters or simple geometric 
forms . They were to report any new shapes that emerged from their 
imagined synthesis; these shapes could consist of either geometric 
or "symbolic" forms . An example would be the following: Imagine 
the capital letter H . Now imagine placing the capital letter X directly 
over it, such that the four corners of each letter coincide. What new 
forms can you now detect? Subjects in the experiment reported a 
variety of emergent forms for this pattern combination, such as geo
metric shapes (right triangles), other letters (N, M, and a rotated Z), 
and recognizable objects (a "butterfly" and a "bow tie") . Similar 
results were obtained for other pattern combinations, examples of 
which are shown in figure S.ll. 

Of course, some of these emergent forms might have been guessed 
simply from knowing what the initial patterns were. Also, few of the 
emergent shapes constituted reinterpretations of the entire synthe
sized pattern. To overcome these limitations, we conducted addi
tional experiments in which subjects were instructed to begin with a 
starting pattern, then to imagine transforming the pattern in specified 
ways, and finally to report what the resulting pattern looked like. 
For example, imagine the capital letter B. Now rotate the B 90 degrees 
to the left . Put a triangle directly below it having the same width 
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Figure 5.11 
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Examples of mentally synthesized patterns in experiments on detecting emergent 
forms in images. All of the subjects were able to detect at least one emergent form in 
their imagined constructions. (from Finke, Pinker, and Farah, in press) 

and pointing down. Remove the horizontal line . Can you recognize 
the resulting pattern? The correct emergent pattern would be a 
"heart." Using these kinds of transformation sequences, examples of 
which are shown in figure 5.12, subjects were able to recognize the 
resulting pattern on about half of the trials . Moreover, their success 
depended on how accurately they had carried out the transforma
tions . When the transformations had been correctly performed, as 
assessed by the subjects' drawings at the end of each trial, the final 
pattern was recognized about two-thirds of the time. However, when 
the transformations had been performed incorrectly, the final pattern 
was never recognized. This argues against their having used strategies 
based solely on their knowledge about the starting pattern and the 
descriptions of the transformation sequence. 

We then ran another experiment to rule out the possibility that 
subjects could guess the emerging pattern at some point before the 
imagined transformation was complete . The procedure was similar 
to that used in the previous experiment, except that now the subjects 
were explicitly asked to guess, at each step in the transformation 
sequence, what the final, resulting pattern was likely to be. For 
example, imagine the capital letter F. Guess what the final pattern 
will be. Connect a lower-case letter b to the vertical line in the F. 
Guess what the final pattern will be. Now flip the loop of the b 
around so that it's now on the left side of the vertical line. Can you 
recognize this pattern? In the actual experiment, a "musical note" 
was correctly recognized in the final step of the transformation se
quence on two-thirds of the trials, but was never guessed at any of 
the previous steps. 

These findings support the principle of structural equivalence. Ap
parently, subjects in these experiments could recognize emergent 
patterns that they did not anticipate, and in this respect they were 
capable of reinterpreting an image. 
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Figure 5.12 
Examples of emergent patterns resulting from the imagined transformation of a start
ing pattern . These emergent patterns could be detected only when the subjects had 
carried out the imagined transformations correctly. (from Finke, Pinker, and Farah, in 
press) 

5.4.4 Apparent Contradictions in Findings on Image Reinterpretation 
The studies in the two previous sections lead to apparently contra
dictory conclusions. On the one hand, there is evidence that struc
turally poor parts are difficult to detect in an image, and that 
perceptual reversals in classic ambiguous figures cannot be detected 
in images of these figures (section 5.3) . The principle of structural 
equivalence cannot explain these findings. On the other hand, there 
are counterexamples showing that people can detect emergent forms 
in an image that would not have been deduced from initial descrip
tions of the objects or patterns . How does one resolve these 
discrepancies? 

Pinker, Farah, and I proposed (Finke, Pinker, and Farah, in press) 
that classic ambiguous figures may belong to a special class. To 
achieve a complete perceptual reversal of these kinds of figures 
would require a global resolution of all the local ambiguities con
tained in the figure . For example, to perceptually reverse the Necker 
cube (see again figure 5.10), the visual system has to resolve, simul
taneously, local ambiguities in the concavity, depth, and orientation 
of each of the corners. This may be difficult to accomplish in imagery, 
especially if the parts of an image periodically fade and have to be 
regenerated (as suggested by the findings of Kosslyn 1975; and Kos
slyn, Reiser, Farah, and Fliegel 1983), or if the reversal process de
pends on low-level visual mechanisms that cannot be activated 
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during visualization (Finke 1980; Marr 1982; Ullman 1984; see also 
section 2.3.2). 

Whether or not structurally inferior parts can be detected in an 
image probably depends on the complexity of the imagined pattern 
and on how completely the pattern has been segmented into mean
ingful, "good" parts. Structurally "poor" parts, for example, would 
be harder to detect if images fade as meaningful units, which would 
limit opportunities for mentally reorganizing or restructuring the 
parts (see Bower and Glass 1976; Kosslyn 1980). This may be one 
reason why people often fail to detect parts that are structurally 
"hidden" in an image, as in Reed's (1974) study, but can otherwise 
detect emergent forms that result from an imagined synthesis or 
transformation. 

5.4.5 Creative Visual Synthesis in Mental Imagery 
In each of the previous studies on mental synthesis, the subjects 
were always told exactly how to imagine combining the parts . Could 
people ever discover emergent patterns in the absence of explicit 
instructions for how to construct their images? If so, this would 
indicate that mental imagery might serve an important function in 
creative thinking. 

There are, for instance, numerous informal accounts of mental 
imagery having been used in the act of making creative discoveries. 
One famous example is Kekule' s report of having imagined a group 
of snakes coiled together at the very moment he discovered the 
molecular structure of benzene (see Shepard 1978a, 1988). There are 
also reports of mechanical inventions having been inspired by im
agining the parts of objects combined or rearranged in original ways 
(Ferguson 1977). Although such accounts are intriguing, there have 
been few empirical studies on the extent to which people can use 
imagery to make creative discoveries. 

Karen Slayton and I have recently conducted experiments in which 
subjects were given opportunities to use an unconstrained, explora
tory mental synthesis to make creative discoveries under imagery 
laboratory conditions (Finke and Slayton 1988). We modified the 
general methods of the study by Finke, Pinker, and Farah (in press) . 
At the beginning of the experiment, the subjects were shown the 
various kinds of parts they might be asked to use; as shown in figure 
5.13, these consisted of simple geometric forms, lines, and alpha
numeric characters. On each trial, the subjects closed their eyes and 
three of the parts were named, sometimes more than once. For 
example, the experimenter might call out "circle, letter T, triangle" 
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Figure 5.13 
Parts of patterns used in experiments on creative mental synthesis. Subjects were 
given three of the parts at random and were instructed to imagine combining the 
parts to make a recognizable pattern . (from Finke and Slayton 1988) 

or "square, square, number 8." The subjects were to use all three 
parts to try to imagine a recognizable object or pattern. They could 
combine or arrange the parts in any way, changing the position, 
orientation, or size of any part, but they could not alter the shape of 
a part; for example, they could not distort a circle to make it into an 
ellipse. It was stressed that the resulting object or pattern must be 
something that another person could recognize. The three parts were 
randomly selected in advance by a computer, so there were no in
tended "target" patterns on any of the trials. 

After two minutes, they were told to write down the name of any 
object they had imagined, and then to draw the object. A group of 
judges then rated whether the drawings were recognizable from the 
names and, if so, whether the objects or patterns depicted by the 
drawings were notably creative. Their drawings revealed that the 
subjects had been able to discover a recognizable pattern on about 
40 percent of the trials; of these, 15 percent were judged to be highly 
creative. Examples of some of these "creative" patterns are shown in 
figure 5.14. Although the subjects were never told to use imagery or 
to try to be creative, almost three-fourths of them reported, as their 
strategy for doing the task, that they had tried to imagine combining 
the parts by trial and error to mentally "see" if anything familiar 
"emerged." Control procedures showed that very few of the recog
nizable patterns and virtually none of the highly creative patterns 
could be predicted simply from knowing what the parts were. 

These findings suggest that mental imagery can be used to explore 
creative combinations of parts in order to discover meaningful ob
jects, shapes, or patterns. Thus, a mental image, like an actual phys
ical object, can often be interpreted after its parts are assembled, 
sometimes in highly original and unexpected ways. In the Finke and 
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Figure 5.14 
Examples of mentally synthesized patterns that were judged to be highly creative. 
Virtually none of these creative patterns could be predicted by the subjects or the 
experimenter. (from Finke and Slayton 1988) 

Slayton experiments, these discoveries were unlikely to have been 
the result of experimenter effects or guessing strategies. Rather, they 
seem to have resulted from structural relationships among the parts 
that emerged and were detected in the imagined syntheses. This 
implies that the principle of structural equivalence can be extended 
to the domain of creative visual exploration. 

5.5 . Viewer-Centered vs. Object-Centered Representations 

There has been much debate over whether objects are recognized 
using viewer-centered representations (how an object appears from a 
particular vantage point) or object-centered representations (in terms 
of the inherent, three-dimensional structure of an object) . This issue, 
and its implications for the principle of structural equivalence, will 
be discussed briefly here. 

5.5.1 Evidence for Viewer-Centered Representations 
Experiments on mental rotation, considered in chapter 4, would 
suggest that memories for the shape of an object are based on how 
the object appears from a specific point of view. If objects were 
remembered solely in terms of their structural characteristics, inde
pendently of how they looked from different vantage points, mental 
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rotation would never be necessary. Also, there are certain types of 
objects that are extremely difficult to recognize when presented in 
unfamiliar orientations. For example, irregularly shaped objects, such 
as wire figures, crumpled-up sheets of paper, and novel clay molds, 
often fail to be recognized after having been rotated in depth (Rock 
and DiVita 1987; Rock, DiVita, and Barbeito 1981). Such findings 
suggest that object recognition is based on representations that are 
centered on one's own viewing perspective. 

5.5.2 Evidence for Object-Centered Representations 
On the other hand, a memory system in which one had to remember 
how an object looks from every possible point of view, or which 
required that one always perform a mental transformation of some 
sort before being able to recognize the object, would be very ineffi
cient. Most familiar objects, in fact, can be easily recognized when 
seen from novel vantage points (Gibson 1969). Also, as suggested by 
experiments on forming memory "prototypes" (discussed in section 
1.5.1), we tend to remember the average characteristics of an object, 
not the way it looked at anyone particular time. Such findings 
support the existence of object-centered representations. 

5.5.3 Marr's Model of Pattern Recognition 
Taking into account these apparently contradictory findings, David 
Marr (1982) proposed a model of pattern recognition that made use 
of both viewer-centered and object-centered representations. Accord
ing to Marr's model, viewer-centered representations are used in the 
early and intermediate stages of the recognition process, where in
formation is extracted about the locations of edges and other surface 
features . This information is used to compute the relative depth of 
surfaces as seen from the viewer's perspective (which Marr calls the 
"2 1f2 - D sketch"), and is then used to construct an object-centered 
representation of the three-dimensional shape of the object. The 
object-centered representations consist of generalized "cones," which 
are symmetrical components connected in a hierarchical fashion (see 
also Marr and Nishihara 1978; and more recently Biederman 1987). 
For example, a person would be recognized by having a large, gen
eralized cone in the shape of a torso, to which are connected smaller 
generalized cones in the shapes of arms and legs, to which are 
connected still smaller generalized cones in the shapes of fingers and 
toes. The resulting object-centered representation would allow one 
to recognize the person independently of how he or she was posi
tioned relative to the viewer. 
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One implication of Marr's model is that object-centered represen
tations would be used to recognize an object only when the three
dimensional shape of the object could be easily extracted and distin
guished from other shapes. This might explain, for example, why 
people rely on viewer-centered representations to compare or rec
ognize objects whose shapes differ in terms of subtle mirror-image 
reflections (Corballis 1988; Shepard and Metzler 1971; see section 
4.1.1), or have poorly defined or unusual internal structures (Rock 
and DiVita 1987). Object-centered representations, in contrast, would 
be used to recognize objects having well-defined and highly distinc
tive internal structures, or that have many moving or salient parts. 
There is growing evidence, in fact, that both kinds of representations 
can be used, depending on the nature of the object, its relation to 
other objects, and the demands of the experimental task (see Jolicoeur 
and Kosslyn 1983). 

The principle of structural equivalence allows for the use of both 
kinds of representations in mental imagery. As shown by studies 
reviewed earlier in this chapter, not only can one represent the three
dimensional structure of objects in mental images (Cooper, in press; 
see section 5.2.2), one can also detect emergent patterns in images 
that are specific to particular viewing perspectives (Pinker and Finke 
1980; see section 5.4.3). Moreover, some combination of viewer-cen
tered and object-centered representations is implied by studies show
ing that people can imagine a three-dimensional array of objects in 
depth, independently of viewing perspective, while also imagining 
the viewer-dependent "projections" of those objects (e .g., Pinker 
1980; see section 3.1.2) . 

5.6 Summary and Conclusions 

The principle of structural equivalence states that mental images 
possess structural characteristics corresponding to those of actual 
perceived objects, such that relationships among an object's parts 
can be both preserved and reinterpreted. Evidence in support of this 
principle comes primarily from studies on mental synthesis and on 
emergent pattern recognitions in imagery. There are notable excep
tions to the principle; for instance, mental imagery is limited when 
one tries to detect structurally "hidden" parts or perceptual reversals 
of ambiguous figures. Nevertheless, it is possible to show that people 
can make genuine visual discoveries in imagery, some of which are 
strikingly creative. 
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5.7 Further Explorations 

5.7.1 Recommendations for Further Reading 
Good introductions to the kinds of problems one encounters in de
veloping models of pattern recognition can be found in David Marr's 
now-classic book Vision (1982) and in recent articles by Hoffman and 
Richards (1984), Pinker (1984), and Poggio (1984). These include dif
ficult matters such as how objects and their parts are segmented 
within a visual scene, how one goes about constructing object-cen
tered representations given viewer-centered representations, and 
how conceptual knowledge and expectations influence the recogni
tion process. For a discussion of how similar kinds of problems need 
to be addressed in models of mental imagery, see Kosslyn (1983) and 
Pinker (1984). Informative reviews of earlier work on pattern recog
nition can be found in Lindsay and Norman (1977), Minsky and 
Papert (1972), Neisser (1967), and Rock (1983). 

5.7.2 Creativity and the Control of Imagery 
The precise connection between imagery and creativity is likely to be 
fairly complex. Highly creative individuals often score better on tests 
of ability to control images, but this relation may depend on various 
kinds of personality factors (Forisha 1978). One of the factors that 
seems to be important in using imagery creatively is the extent to 
which one can become "absorbed" in imagined activities, a trait 
related to hypnotic susceptibility (Hilgard 1970; Spanos and McPeake 
1975; Tellegen and Atkinson 1974). For example, when reading a 
novel, highly hypnotizable individuals often imagine themselves wit
nessing the actions and events, in a kind of ongoing mental synthe
sis. Hence, it may be important both to control and to become 
absorbed in imagery when using imagery for creative purposes. 

5.7.3 Imagery and Dreaming 
The creative use of imagery is perhaps most evident in dreams. 
According to modern theories of dreaming, one of the functions of 
dreams is to "consolidate" information acquired during the waking 
state; that is, to integrate the information meaningfully within a 
conceptual framework (Cohen 1979). In this sense, dreams may allow 
one to achieve dramatic, emergent "recognitions" or insights (see 
Shepard 1978a). 

In a particular kind of dream, known as a lucid dream, a person 
realizes that he or she is dreaming and is able to exert some control 
over what happens in the dream (Hearne 1981). In fact, one can even 
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carry out dream "experiments," exploring the consequences of novel 
actions and events. For example, one can dream about floating above 
a room and vividly "seeing" how objects would look. There are 
various techniques one can use to trigger lucid dreaming, such as 
awakening late at night and reading part of a book before going back 
to sleep (see La Berge 1980). Lucid dreams may thus afford a unique 
opportunity for exploring the creative potential of images. 



Chapter 6 

Principles, Foundations, and Applications 

This final chapter will consider the advantages of thinking about 
mental imagery in the context of general principles, recent work on 
the neurological foundations of imagery, and the practical implica
tions of imagery research. 

6.1 Unifying Principles vs. Formal Models 

The topics considered in this book have been organized around five 
general principles of mental imagery. With certain exceptions, I be
lieve that these principles have been largely confirmed by the current 
literature on imagery research. I have taken this approach to the 
study of imagery rather than attempt to formulate a formal imagery 
model, which would have been more in keeping with the dominant 
trend in cognitive psychology. In this first section I offer some reasons 
for why I have chosen to think about imagery in terms of general 
principles, beginning with a consideration of the advantages and 
disadvantages of formal models. 

6. 1.1 Advantages of Formal Models 
Most theories in cognitive psychology are motivated by intuitions 
about the nature of mental processes. These intuitions are then de
veloped and refined to the point where an explicit theory can be 
formulated and tested . Two general strategies can be distinguished 
for doing so: "formal focusing" and "intuitive spreading." 

In the formal focusing strategy, one tries to develop formal models 
of the computational procedures that are likely to be carried out by 
information-processing mechanisms in the brain . Because there are 
many such computational procedures, and because the kinds of com
putations that are needed can vary considerably, formal models often 
include many different types of internal mechanisms. These mecha
nisms are defined by the precise manner in which they are used to 
process information. They are usually connected by various internal 
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"pathways," which transfer information from one mechanism to an
other. Different formal models are thus distinguished by the kinds 
of internal mechanisms they posit and the way the mechanisms are 
connected. Typically, a formal model has many adjustable parameters 
that allow one to "fine-tune" the model, to obtain a better fit between 
data and theory. Hence, in using the formal focusing strategy, the 
process of going from intuitions to theory is largely a matter of 
sharpening those intuitions computationally, focusing them onto pre
cise, quantitative theoretical frameworks. 

There are obvious advantages to this approach. First, by charac
terizing cognitive processes in terms of the computational properties 
of information-processing mechanisms, one can claim to have re
moved some of the mystery about how the human mind works. 
Computational mechanisms are more tangible than intuitions. Also, 
because the predictions that a formal model makes are computation
ally more precise, they help to give the impression that cognitive 
psychology has the kind of solid, technical foundation that is char
acteristic of theories in the harder sciences (Anderson 1983; Anderson 
and Bower 1973). 

A second advantage of constructing formal models is that they can 
often be tested using computer simulations. The computational 
power of the modern computer makes it possible to simulate even 
the most intricate information-processing systems. A complex theory 
can thus be made predictively manageable, and confirmations of the 
theory can be used to extend the analogy between computers and 
the human mind. In turn, advances in computer science can be 
applied to the study of cognitive processes, by using those advances 
to further shape and refine a formal model (Newell and Simon 1972). 

A third advantage of formal models is that they can often account 
for a large proportion of the variance in experimental data, because 
they often include parameters that allow for fine adjustments in the 
predicted outcomes as more data is collected. These parameters can 
be modified without changing the overall structure of the model, 
and this helps to account for things like individual differences in 
how quickly information is processed (Sternberg 1977). Formal mod
els can therefore have considerable explanatory power. 

6.1.2 Disadvantages of Formal Models 
Given these advantages, why wouldn't a person want to use formal 
models in developing a cognitive theory? One reason is that in be
coming computationally more precise, a formal model is often refined 
to the point where it applies only to one specific kind of task. This 
risk increases, typically, as one tries to adjust the model to account 
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for more and more of the variance in performance. There are, to be 
sure, formal models, such as propositional models of memory (see 
section 1.5.5), that have avoided this problem by allowing sufficient 
flexibility in the way the model can be applied computationally across 
different kinds of tasks (e.g., Anderson 1976). Such models are usu
ally so unconstrained, however, that they can explain virtually any 
finding at all by making appropriate adjustments in the structure of 
the model (Kosslyn 1981). Thus, whenever formal models appear to 
have general applicability, they may not be falsifiable . 

A similar problem is that once a formal model is refined to the 
point where it can successfully account for the results of a particular 
experiment, it may have reached a theoretical dead end. If interest 
is then lost in the findings of that experiment, the model may simply 
be forgotten. On the other hand, a formal model that can be read
justed to such an extent that it could explain a wide range of findings 
may spread itself so thin that it becomes predictively empty. One 
would prefer that a theory be predictively inspirational when success
ful, leading to new research developments and conceptual advances. 

6.1.3 An Example of a Computational Model of Imagery 
Kosslyn and his students have developed a formal model of mental 
image generation that illustrates both the advantages and disadvan
tages of the formal focusing approach (Kosslyn 1980; Kosslyn and 
Shwartz 1977). This model is based on a computer analogy to how 
information is displayed visually on a cathode-ray tube (CRT). Image 
formation begins by retrieving information in long-term memory 
about the properties and appearances of objects. This information is 
stored in the form of propositions listing the features of the object 
and "skeletal" representations about the object's general shape. The 
mental image is then constructed within a spatial medium called the 
"visual buffer," which, like a CRT, has a limited size and resolution. 

In the Kosslyn and Shwartz model, there are many distinct pro
cesses that are supposedly used for displaying images, such as FIND, 

PUT, REGENERATE, SCAN, ZOOM, and ROTATE. These processes serve, 
respectively, to locate parts on the image, to integrate a new part 
into an image, to keep the image from fading, to reposition the image, 
to adjust the size scale of the image, and to reorient the image. Each 
of these "components" can be built into a computer simulation to 
model the different ways in which imagery might be used. Moreover, 
these components can function independently, resulting in a "mod
ular" imagery system (see Fodor 1983). 

The complete working model is comprehensive and provides a 
computational explanation for many of the findings on imagery that 
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have been discussed in this book (e.g., see Kosslyn 1980, 1981, 1983). 
The model also helps to demystify the nature of imagery by ~lating 
the generation of a mental image to the more explicit and readily 
quantifiable procedures used in generating visual displays on a com
puter (Kosslyn, Pinker, Smith, and Shwartz 1979). Another virtue of 
the Kosslyn and Shwartz model is that it emphasizes that imagery is 
not a single, unitary skill. For example, Kosslyn, Brunn, Cave, and 
Wallach (1984) have found that people vary in their ability to carry 
out different types of imagery tasks, and that at least some of these 
differences can be accounted for in terms of the various components 
proposed in the model. Thus, the model can potentially account for 
much of the variance in how imagery tasks are performed. 

The main difficulty with this model, as with other models based 
on computer analogies of cognitive processes, is that it gains explan
atory power at the expense of predictive power. To a large extent, 
the precise way in which the many components are coordinated in 
the Kosslyn and Shwartz model depends arbitrarily on the results of 
imagery experiments. Had those results turned out differently, the 
model might also have "accounted" for them. Consequently, al
though the model is capable of generating some new predictions (see 
Kosslyn 1980, 1981, 1987), they are largely predictions of refinement, 
and their theoretical interest is limited by the extent of one's ongoing 
commitment to the model. 

6.1.4 Advantages of Searching for General, Unifying Principles 
An alternative approach, which is the one adopted in this book, is 
based on the strategy of allowing intuitions to spread without arti
ficially restricting them. In so doing, one hopes to discover broad 
principles that unify knowledge within a relatively large research 
domain. By allowing intuitions to spread freely, one is more likely 
to discover the underlying connections relating a wide range of find
ings. These intuitions can then develop naturally into predictively 
powerful unifying principles . 

This "intuitive spreading" strategy is, in many respects, just the 
opposite of the formal focusing strategy. Instead of trying to demys
tify cognitive processes, one tries to acquire a broad, enlightened 
understanding of their general nature and purpose. Instead of trying 
to account for all of the variance in a specific cognitive task, one tries 
to identify the general characteristics of a cognitive process that are 
common to many tasks. Instead of trying to simulate cognitive pro
cesses, one tries to stimulate new discoveries . 

With this approach, the disadvantages of using computational 
models to motivate imagery research are largely avoided. Whereas 
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formal models tend to be complicated and are often limited in their 
applicability, unifying principles, such as those that have been con
sidered in this book, are relatively simple and apply over broad 
domains. There is thus little danger of a unifying principle becoming 
overspecialized. Also, unifying principles are much less likely to 
reach theoretical dead ends. The development of a unifying principle 
is more of a "reaching out" process than a "focusing in on" process; 
as such, there is room for theoretical growth. This is the reason, in 
fact, why unifying principles often inspire entirely new lines of 
research . 

For example, the principle of implicit encoding has motivated new 
findings on techniques for improving one's memory (section 1.5). 
The principle of perceptual equivalence has motivated research on 
whether perceptual aftereffects can be created using imagery (section 
2.3). The principle of spatial equivalence has led to new understand
ings about the nature of cognitive maps (section 3.4) . The principle 
of transformational equivalence has inspired research on the inertial 
properties of mental transformations (section 4.5) . And the principle 
of structural equivalence has led to new work on the reinterpretation 
of images (section 5.4). I doubt that formal models of imagery would 
have motivated such a diverse variety of new studies. 

Kosslyn (1983), among others, has argued that complex models of 
the mind are needed because the mind itself is so complex. But this 
is not necessarily true . What seems complex at first can often become 
simple and understandable once the underlying principles are dis
covered. This has usually been the case in other fields of science; the 
laws of physics, for example, are surprisingly simple, given nature's 
complexities (Feynman 1967). On the contrary, by accepting com
plexity as theoretically unavoidable, one runs the risk of not discov
ering the fundamental, unifying principles. 

Geoffrey Loftus (1985), for instance, has raised the provocative 
question of whether computer simulations are seducing us away from 
doing real creative thinking in the behavioral sciences. He offers the 
hypothetical example of whether Kepler's laws of planetary motion 
ever would have been discovered had Kepler had access to the mod
ern computer. This would have enabled him to construct simulation 
models of the planetary orbits using Ptolemy's complex system of 
epicycles, for he would then have had the computational power to 
do so. But because Kepler was both unwilling and unable to develop 
such a model, he was, fortunately, motivated to find simple, under
lying principles. Loftus makes a similar argument for why modern 
computer simulations might inhibit us from seeking to find simplicity 
in psychological laws. 
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6.1 .5 Criticisms of the Search for Unifying Principles 
Pinker and Kosslyn (1983) have criticized a theoretical reliance on 
general principles in conducting imagery research, on the grounds 
that such principles usually fail to specify the details of the under
lying cognitive mechanisms. The principle of transformational equiv
alence, for example, says nothing about the nature of the 
computational processes that are engaged during an imagined trans
formation. In this respect, a unifying principle may not provide a 
satisfying explanation of how a cognitive process works. On the other 
hand, formal models that purport to explain data by specifying the 
details of cognitive mechanisms and their numerous interconnections 
may be equally unsatisfying. They have much explanatory power 
but may yield few basic understandings, and in this sense may be 
conceptually inhibiting. 

A second criticism of developing imagery theories around unifying 
principles is that one can always find exceptions to the principles. 
For example, the principle of structural equivalence does not hold 
for certain kinds of reversible figures (section 5.3). Similarly, the 
principle of perceptual equivalence does not apply to perceptual 
processes occurring at the most peripheral levels of the visual system 
(section 2.3). However, a unifying principle is not necessarily discon
firmed by these kinds of exceptions, if what they do is merely restrict 
the domain of the principle's applicability. In physics, for example, 
there are exceptions to Newton's laws of motion that restrict its rapge 
of validity to nonrelativistic situations. One would not, however, 
want to abandon Newton's laws because of these exceptions . If a 
principle must be severely restricted, or if it doesn't result in a con
vergence of findings, then it should be abandoned, but I do not think 
this is true of any of the principles that have been proposed in this 
book. 

6.1.6 Ecological Considerations in Mental Representation 
Another reason why one might wish to think about cognitive pro
cesses in terms of unifying principles is that these principles are often 
ecologically significant (see Gibson 1979; Neisser 1976). For example, 
Shepard (1984, 1987) has proposed that many of the laws governing 
the physical properties of natural objects and their motions have 
been internalized into the mental structures of living organisms. This 
would afford a tremendous ecological advantage when interacting 
with the physical world. Unifying principles that tie together basic 
findings about cognitive processes are therefore likely to reflect these 
same ecological constraints. Such constraints might be overlooked, 
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however, if one's intuitions were artificially constrained by the strictly 
computational considerations of formal models. 

6.2 Neurological FoundatIons of Mental Imagery 

Ultimately, many of the debates surrounding the nature of imagery 
will be decided by neurological studies (Anderson 1978). In particu
lar, if one could show that mental imagery makes use of certain 
regions of the brain that have specialized functions, one could narrow 
down the range of possible explanations for the findings of imagery 
experiments (Farah 1988; Finke 1980; Kosslyn 1987). 

6.2.1 Evidence for Left Hemisphere Involvement in Mental Image 
Generation 
Most people assume that imagery is a "right hemisphere" skill, 
largely because of its popular association with "global" processing 
and creativity (e.g., Springer and Deutsch 1981). However, recent 
neurological studies suggest that this widespread belief is almost 
certainly wrong. Although the recognition of visual shapes and spa
tial relations may, to some extent, be localized in the right cerebral 
hemisphere, there is little evidence supporting the claim that mental 
imagery is localized there as well (Erlichman and Barrett 1983). On 
the contrary, the process of generating a mental image appears to be 
a left hemisphere function. 

Martha Farah (1984) has reviewed a large number of studies in
vestigating the loss of mental imagery following brain damage. She 
found a consistent pattern in these studies: patients who had diffi
culty generating images tended to have damage to the posterior 
region of their left cerebral hemisphere . This deficit in image gener
ation could be distinguished from other aspects of visual information 
processing by analyzing the kinds of tasks that the patients could 
perform. For example, a patient might be able to recognize and draw 
visually presented objects, but be unable to draw or describe the 
objects from memory, suggesting that the problem lies in generating 
images of objects. 

Farah et a1. (unpublished) have attempted to localize more pre
cisely the regions in the left cerebral hemisphere that are involved in 
mental image generation. Using electro physiological recording tech
niques, they found that neural activity in both the occipital and 
posterior temporal areas of the left cerebral hemisphere increased 
when subjects were instructed to visualize objects denoted by visu
ally presented words. Experimental controls showed that this change 
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in cortical activity was not due to the visual effort required to read 
the words; instead, it was specific to the act of generating the images. 

As Farah et al. concluded, these findings cannot easily be explained 
in terms of propositions or other nonvisual forms of internal repre
sentation, because the occipital lobe of the cerebral cortex is known 
to process information that is predominantly visual. Thus, it is ap
parent that the imagery used in this task was visual imagery, as 
opposed to some amodal or purely spatial form of imagery (see 
section 1.5.4). Similarly, tacit knowledge, experimenter bias, or other 
artifacts stemming from demand characteristics can be ruled out, 
because it is very unlikely that a subject would know, tacitly or 
otherwise, which areas of the brain are supposed to be activated 
when recalling how an object looks. For that matter, even if subjects 
did possess this knowledge, it is unclear how they would voluntarily 
simulate a characteristic pattern of brain activity in those particular 
regions. 

6.2.2 Studies on Split-Brain Patients 
Further evidence that mental image generation occurs in the left 
cerebral hemisphere has come from studies on split-brain patients. 
These are patients who, for various medical reasons, have had their 
corpus callosum severed, which is the large neural pathway that 
connects the cerebral hemispheres . Such patients often show striking 
dissociations in verbal and spatial functions when stimuli are pre
sented to either hemisphere alone (e.g., Gazzaniga 1970). 

Kosslyn, Holtzman, Farah, and Gazzaniga (1985) conducted an 
extensive investigation of the imagery skills of one such patient. Their 
experiments revealed that the right hemisphere clearly shows an 
imagery deficiency relative to the left hemisphere . For example, in 
one experiment the subject was presented with a lower-case letter to 
either hemisphere, and his task was to say whether or not the upper
case version of the letter contained any curved lines. This task was 
therefore designed to elicit, from memory, detailed mental images of 
the letters. The subject's left hemisphere was accurate on all of the 
trials, whereas his right hemisphere was accurate on only 70 percent 
of the trials . In contrast, there were no differences between the 
hemispheres on variations of the task in which the upper-case letters 
were actually presented, were retained briefly in short-term memory, 
or were drawn by the subject. This pattern of results suggests that 
the right hemisphere is deficient in generating mental images. 

Kosslyn et al. went on to perform other experiments to try to 
determine whether the problem had to do with generating images 
in general, or only those images that contained detailed visual fea-
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tures. The subject was given the names of pairs of animals that were 
similar in size, and had to say which of the two were larger. This 
kind of task typically yields the symbolic distance effect, which, as 
discussed in section 1.5.2, need not depend on using imagery that 
is specifically visual . In this case, both hemispheres performed 
equally well. Kosslyn et al. then conducted a slightly different version 
of this task, presenting single animal names to the subject and asking 
him to indicate whether the animal's ears protruded above the top 
of its head or pointed down. This time, the right hemisphere was 
only half as accurate as the left hemisphere. This suggested that 
although both hemispheres can be used to generate "sketchy" or 
amodal images, the left hemisphere is superior in generating images 
that contain accurate visual details . Kosslyn (1987) has interpreted 
these findings as supporting his componential model of imagery; in 
particular, that the PUT operation is executed specifically by the left 
hemisphere . 

Laterality differences have also been studied using normal subjects, 
where the measure of interest is the time it takes to perform an 
imagery task using the right and left hemispheres . These studies, 
too, have shown a left hemisphere superiority for generating images 
that contain many visual details (Farah 1986; see also Kosslyn 1987). 

6.2.3 Dissociations of Identification and Localization in Imagery 
Over the past twenty years, much evidence has accumulated sug
gesting that the visual identification of objects can be dissociated 
from visually guided orientation and localization (Held 1970; Sagi 
and Julesz 1985; Schneider 1969; Teuber 1978). For example, patients 
who suffer from visual agnosia have trouble identifying objects but 
can easily locate them, whereas patients who have trouble orienting 
themselves to objects can often identify them quite easily. In other 
words, people can sometimes identify what something is without 
knowing where it is, and vice versa. 

Evidence that a similar kind of dissociation exists in mental imagery 
was reported recently by Levine, Warach, and Farah (1985) . They 
studied two patients who suffered deficiencies in both imagery and 
perception. The first patient, who had had a right anterior temporal 
lobotomy, had considerable difficulty describing faces of familiar peo
ple or the appearances of animals from memory, although he showed 
no impairment in spatial imagery and was able to give precise direc
tions for how to get to various landmarks in his city. The second 
patient, who had had bilateral lesions of the parieto-occipital regions 
of his cortex, could easily describe the appearances of faces and 
objects from memory, but could not give simple directions for how 
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to get to familiar places. These imagery deficiencies were reflected in 
corresponding perceptual deficiencies; the first patient had trouble 
recognizing familiar objects, whereas the second patient had trouble 
identifying spatial relationships among objects. Similarly, Farah et al. 
(in press) have reported a brain-damaged patient who has normal 
spatial imagery but cannot perform any of the standard tests used to 
measure visual imagery. These findings further establish the distinc
tion between visual and spatial imagery (see chapters 2 and 3). Also, 
they reinforce the conclusions of previous studies-for example, 
those considered in chapter 2-that at least some neural mechanisms 
in the visual system are common to imagery and perception. 

6.3 Practical Applications of Mental Imagery 

In addition to some of the applications mentioned in previous chap
ters (e.g., using imagery to retrieve information from memory, to 
influence perceptual processes, to judge spatial relations, to identify 
misoriented objects, and to discover emergent structures), imagery 
has a number of other practical applications. These will be considered 
presently. 

6.3.1 Reasoning and Problem Solving 
There are many types of problems for which imagery can provide 
short cuts to the final solution. One example comes from studies on 
verifying ordered syllogisms. For instance, when given that "Tom is 
taller than Sam" and "John is shorter than Sam," and asked to say 
which of the three is the tallest, people can determine the answer by 
imagining spatial arrays in which the individuals are ordered along 
the dimension of size (Huttenlocher 1968). A similar technique can 
be used for other dimensions of comparison, such as intelligence or 
friendliness (e.g., "Mary is friendlier than Susan, but Jane is not as 
friendly as Mary"; "Who is the friendliest of the three?") . The spatial 
characteristics of mental images can therefore represent physical or 
conceptual relationships among people, places, or things, allowing 
one to make decisions about those relationships without having to 
carry out an extensive logical analysis (see also Beveridge and Parkins 
1987). 

Imagery can also contribute to efficient problem solving by men
tally simulating physical events. One such example is the "monk" 
problem, proposed by the Gestalt psychologists and considered more 
recently by McKim (1980) and Kosslyn (1983). A monk decides to 
walk up a mountain one morning to meditate at its summit. He 
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arrives late in the afternoon, after stopping to rest along the way, 
and spends the night meditating. The next morning he walks back 
down the mountain, along the same path, and returns early in the 
afternoon. Was the monk ever at the same point on the path at the 
same time of day on each of the two days? 

The solution is easy using a mental simulation of the monk' s walk. 
Imagine duplicate monks, one starting up the mountain, and the 
other coming down. If they both left in the morning, and traveled 
along the same path, they would surely pass each other at some 
point, regardless of how quickly they walked or where they stopped 
to rest. Therefore, there must exist a point where the monk would 
be at the same time of day on each day. 

Mental simulations can also enable the problem solver to consider 
extreme situations . An example is given by Levine (1987). Two flag
poles, each 100 feet tall, are connected at the top by a piece of rope 
150 feet long. The rope is 25 feet off the ground at its lowest point. 
How far apart are the flagpoles? 

One doesn't need calculus to solve this problem. Start by imagining 
the flagpoles with the connecting rope sagging down. Try imagining 
the flagpoles as far apart as possible-which is 150 feet, the length 
of the rope. The rope is now 100 feet off the ground, neglecting the 
effects of its own weight. Clearly, this is not the right solution, since 
the rope is supposed to be 25 feet off the ground. Now imagine 
moving the flagpoles as close together as possible. How far above 
the ground is the rope now hanging? 

Mental simulations can thus provide insights that might have been 
overlooked if one only considered formal or analytical methods in 
solving problems. For example, one might gain new insights into 
how to solve problems in physics or mechanics by imagining the 
way objects would move or interact with one another (Hayes 1973; 
Simon and Barenfeld 1969). In addition, imagined simulations could 
be combined with other problem-solving techniques, such as the use 
of analogies or the technique of working backward, to help one arrive 
at correct solutions (see Polya 1957; Wickelgren 1974). 

Even in such everyday tasks as contemplating how to arrange 
furniture in a room, or books on a bookshelf, imagined simulations 
could provide useful insights and save considerable effort in wasted 
trial and error. Note that the principles of spatial and transformational 
equivalence make such applications possible. If these principles were 
not valid, that is, if imagery could not faithfully depict spatial ar
rangements of objects and their transformations, then imagery would 
be of little value as a problem-solving aid. 
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6.3.2 Therapeutic Insights Using Imagery 
There are many clinical uses of mental imagery (see reviews in Shee
han 1972; Sheikh 1983); only a few of these will be mentioned here. 
One is to use imagery, often in conjunction with hypnosis, to retrieve 
lost memories. As discussed in section 1.5.2, however, this · use of 
imagery is now controversial, because memories elicited in this way 
are subject to various kinds of distortions, including fabrication. 
Whether such methods are effective would depend on whether or 
not the principle of implicit encoding applies (see section 1.4). 

Another clinical application of imagery is in desensitizing people 
to anxiety-producing objects or situations (Singer 1974; Wolpe 1969). 
For example, in the treatment of phobias a helpful technique, system
atic desensitization, is to have a person visualize the feared object in 
conjunction with relaxation training, until the object no longer elicits 
an anxiety reaction. The advantage of using imagery is that one can 
mentally "approach" the feared object in progressive stages, without 
actually having the object present. Such methods would be effective 
to the extent that the principle of perceptual equivalence applies, 
since imagined experiences are used in place of actual perceptual 
experiences. 

Further clinical applications of imagery might stem from people's 
ability to make creative discoveries in their images. As discussed in 
section 5.4.5, recent studies have demonstrated that such discoveries 
can often be made following an imagined synthesis or transforma
tion. Modern Gestalt therapists, for example, could make use of 
visualization for precisely this purpose, in attempting to get clients 
to discover solutions to problems in their lives (e.g., Peds 1970). For 
instance, a person might be encouraged to imagine having a fight 
with a friend, to mentally "discover" things about their relationship, 
not previously realized, that were causing certain difficulties. The 
principle of structural equivalence would bear crucially on the success 
of these applications . 

6. 3.3 Benefits of Mental Practice 
Professional athletes have often claimed to use what has been called 
"mental practice" in preparing themselves for a sporting event. For 
example, the golfer Jack Nicklaus (1974) reports that he imagines 
hitting the golf ball and mentally "seeing" where it goes, before 
actually hitting it. Tennis players, basketball players, and gymnasts 
have likewise made similar claims about the benefits of mental prac
tice (Richardson 1967, 1969; Suinn 1980). In preparing yourself to 
face an opponent in a tennis match, for instance, you might discover 
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the best strategy to use by imagining hitting the ball to certain places 
on the court and then imagining how well the opponent could return 
it. 

These techniques work, I think, for two reasons. First, there is 
something called the "ideomotor" effect, which refers to a subtle 
tendency for movements to be initiated automatically whenever the 
movements are imagined (Greenwald 1970; Hilgard 1965, 1977). This 
tendency would allow a person to "prime" the appropriate move
ments in advance . Second, these methods could enable one to men
tally coordinate a sequence of movements. For instance, one could try 
to coordinate the hand and foot movements involved in serving a 
tennis ball by repeatedly imagining carrying out those movements 
and mentally correcting any errors. (See also experiments on using 
imagery to induce changes in visual-motor coordination, discussed 
in section 2.3.5.) 

The benefits of such methods would depend, though, on how 
familiar a person is with the actual consequences of the imagined 
movements. For example, I doubt if a beginning basketball player 
could learn to shoot free throws accurately just by imagining doing 
so, without having prior experience at the task. In fact, one might 
even inhibit the eventual learning of a skill by imagining the wrong 
consequences of actions . On the other hand, if someone were already 
skilled in making one kind of basketball shot, it might be possible to 
shorten the time it would take to master a different shot by using 
mental practice. The principles of perceptual and transformational 
equivalence are both relevant to the potential success of these 
techniques. 

6.3.4 Imagery and Perceptual Learning 
Gibson (1966, 1979) has proposed that perceptual learning occurs 
whenever one repeatedly perceives the same object, pattern, or event 
over time. This is why, for example, one can learn to see things in a 
painting that were not apparent when the painting was initially 
inspected. Can perceptual learning also be achieved in imagery? 

This book has reviewed a number of studies showing that people 
can mentally synthesize the parts of objects (section 5.1), can detect 
emergent forms in imagery (section 5.4), and can use imagery to 
facilitate perceptual discriminations (section 2.4) . It should therefore 
be possible to achieve some degree of perceptual learning, in Gib
son's sense, by repeatedly imagining that one is inspecting an object, 
even if the object has never previously been seen. For example, if 
you were shown the mythical animal that was described at the be-
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ginning of the previous chapter, consisting of the body of a lion and 
the legs of an ostrich, you could probably recognize the animal quite 
easily had you clearly imagined it. Future studies on imagery are 
needed to explore this possibility. As in the case of mental practice, 
the success of using imagery in perceptual learning would probably 
depend on how accurately one imagined the objects or events (see 
also section 5.7.2). 

6.3.5 Implications for the Visual Arts 
The role that imagery plays in the development and appreciation of 
art has been well documented, particularly in the classic works of 
Rudolf Arnheim (1954, 1969). Arnheim showed, for instance, how 
many of the interesting effects created by an artist-for example, the 
effects of balance and depth in a painting-<:ould be understood from 
the premise that much of our thinking is visual rather than analytical. 
Indeed, it is often claimed that one of the purposes of art is to create 
meaningful images in the mind of the perceiver (Lindauer 1977). 

If perceptual learning can occur in imagery, it may also be possible 
to "create" a work of art entirely within one's imagination. If so, 
imagery might be able to take over the functions of perception com
pletely, enabling an artist to continue working even if the crucial 
sense is impaired. Beethoven's ability to compose music after becom
ing deaf is perhaps the most famous example. There are also cases 
where a person continued to paint after becoming totally blind by 
relying on visual imagery (Finke 1986a). The principles of perceptual 
and structural equivalence would govern the extent to which imagery 
could be used to guide artistic creation in such cases (see again section 
5.4.5). 

6.3.6 Further Practical Implications 
The principles of mental imagery also extend to many other profes
sions. Doctors, for example, must frequently visualize the relative 
positions of internal organs and other bodily parts. An architect 
might invent a new design for a building by imagining a novel 
arrangement of shapes and forms. Lawyers may have to determine 
whether an eyewitness'S testimony is based on real or imagined 
experiences. Archeologists often have to mentally reconstruct ancient 
structures out of existing pieces. Good writers can create vivid images 
in the minds of readers, using the right words and descriptions. In 
fact, it's hard to think of any profession in which the skilled use of 
imagery would not be of some value. 
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6.4 Concluding Remarks 

I have proposed that there are five imagery principles that provide, 
at the present time, a fairly complete description of the major char
acteristics of mental imagery. No doubt these principles may have to 
be further qualified as additional imagery studies are conducted, just 
as laws in the physical sciences often need to be qualified as new 
discoveries are made. But as I have argued, this would not necessarily 
invalidate the principles. It is also possible, of course, that deeper 
principles will eventually emerge, tying together the present imagery 
principles in more fundamental ways. For example, Shepard's prin
ciple of the second-order isomorphism, discussed in section 3.5.1, 
encompasses aspects of both the principle of spatial equivalence and 
the principle of transformational equivalence. The emergence of 
deeper principles over time is also characteristic of how principles 
evolve in the physical sciences. 

In bringing together findings in support of these principles, I have 
made an effort to consider alternative explanations for the findings, 
such as verbal processes, propositions, tacit knowledge, experimen
ter bias, task demands, and eye movements. Although each of these 
accounts could explain certain of these findings in isolation, I do not 
believe that any of them can provide a satisfactory explanation when 
the findings are considered as a whole. Rather, I believe that the 
overall covergence of evidence provided by these findings confirms 
the general proposal that mental images have demonstrable, func
tional properties . 
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Imagery can be used to improve memory, perceptual skills, even 
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have probed the nature of mental imagery and unlocked its powers. 
Principles of Mental Imagery offers a broad, balanced, and up-to-date 
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