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Today, personal information is captured, processed, and 

disseminated in a bewildering variety of ways, and through 

increasingly sophisticated, miniaturized, and distributed 

technologies: identity cards, biometrics, video surveillance, 

the use of cookies and spyware by Web sites, data mining 

and proÞling, and many others. In The Privacy Advocates, Colin 

Bennett analyzes the people and groups around the world 

who have risen to challenge the most intrusive surveillance 

practices by both government and corporations. Bennett 

describes a network of self-identiÞed privacy advocates who 

have emerged from civil societyÑwithout ofÞcial sanction 

and with few resources, but surprisingly inßuential.

 A number of high-proÞle conßicts in recent years 

have brought this international advocacy movement more 

sharply into focus. Bennett is the Þrst to examine privacy 

and surveillance not from a legal, political, or technical 

perspective but from the viewpoint of these independent 

activists who have found creative ways to affect policy 

and practice. Drawing on extensive interviews with key 

informants in the movement, he examines how they 

frame the issue and how they organize, who they are, and 

what strategies they use. He also presents a series of case 

studies that illustrate how effective their efforts have been, 

including conßicts over key-escrow encryption (which 

allows the government to read encrypted messages), 

online advertising through third-party cookies that track 

users across different Web sites, and online authentication 

mechanisms such as the short-lived Microsoft Passport. 

Finally, Bennett considers how the loose coalitions of 

the privacy network could develop into a more cohesive 

international social movement.  
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Introduction

If one enters the term privacy advocates into any major Internet search

engine, roughly half a million hits arise. In any one week, numerous

media stories quote privacy advocates arguing this or protesting that.

Privacy advocates are the people who, at least in journalistic parlance,

challenge the development of the increasingly intrusive ways by which

personal information is captured and processed: identity cards, video sur-

veillance, biometric identifiers, the retention of communications tra‰c

data, the use of cookies and spyware by Web sites, unsolicited marketing

practices, data matching and profiling, the monitoring of employees in

the workplace, the use of tracking devices in vehicles, the spread of radio

frequency identification devices (RFIDs), and a host of other practices.

There are a bewildering variety of ways that personal data can be cap-

tured, processed, and disseminated. Some people are deeply concerned

about these trends and have been trying to do something about them.

They tend to be identified as ‘‘privacy advocates.’’

So who are these ‘‘privacy advocates’’? Who gets mobilized when new

surveillance systems rise to governmental and corporate agendas? How

do they organize? What do they do? What do they believe? Privacy ad-

vocates operate within a range of institutions. They work within non-

governmental organizations (such as civil liberties groups, human rights

organizations, and consumer associations). They can also be employed

by government, in the case of sta¤ within the o‰cial privacy and data

protection authorities. They are also found within the corporate sector,

as with the chief privacy o‰cers (CPOs) of major corporations, and with-

in some of the major law firms. And sometimes they work on their own.

This book is not about all the people who self-identify as privacy advo-

cates. It is rather about those individuals and groups that have emerged

from civil society, spontaneously and without o‰cial sanction, rather than

about those within the state or the market. This distinction is imperfect,



but it will serve to place some initial delimitation around a huge sub-

ject matter. Consequently, and unfortunately, some very important indi-

viduals within the privacy movement have to be excluded, or at least

marginalized, including those who have current employment within either

government or the private sector. The decision to assign these ‘‘advo-

cates’’ to the margins and the footnotes should not be read as signifying

that they do not play very important roles in promoting the privacy value

within their respective organizations and jurisdictions. Rather, the deci-

sion is prompted by practical considerations about the scope of the study.

The focus on the more organized and collective forms of social action

should also not obscure the fact that resistance to surveillance practices

occurs in many less visible ways by ordinary people who would not nec-

essarily identify as privacy advocates. Gary Marx (2003) has explored the

many inventive ways that individuals have found to avoid or thwart sur-

veillance, by obscuring their identities, distorting their data, refusing to

comply, and so on. The everyday and ubiquitous realities of contempo-

rary surveillance mean that resistance is demonstrated in many locales

by ordinary individuals who might quietly, but insistently, refuse to pro-

vide personal information, or subtly try to subvert organizational de-

mands. These patterns of everyday resistance are undeniably important

elements of antisurveillance politics. By and large, however, these scat-

tered responses have not translated into collective action. And that is

one of the central puzzles of this book.

Based on key informant interviews with over thirty advocates in the

United States, Canada, Australia, and Europe, as well as on extensive

documentary analysis, this research seeks to fill an important gap in the

vast literature on privacy. There exists a long tradition of philosophizing

about the privacy value, of debating the various legal, technical, and self-

regulatory solutions, of warning about the steady slide toward the ‘‘sur-

veillance society’’ and of dissecting nationally and comparatively what

mass publics think about the subject. Nobody, however, has attempted

to examine the advocacy groups—the disparate individuals and organiza-

tions in civil society who have consciously and purposefully attempted to

advance the cause for privacy protection. Nobody has asked the question:

when surveillance practices emerge, who mobilizes against them, how,

and with what e¤ect? Those are my central questions.

The Justification

Many books have been published on privacy in the last twenty years,

most of which have claimed a gradual erosion of personal privacy in the
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face of some relentless social, political, and technological forces (e.g.,

Sykes 1999; Whitaker 1999; Garfinkel 2000; Rosen 2000; O’Harrow

2005; Rule 2007). As most of the literature notes, privacy is an elusive

and multidimensional concept whose meaning is culturally and histori-

cally contingent. Yet, it is still the concept that tends to define the policy

issue in advanced industrial societies, and it is still the concept around

which challenges to excessive surveillance get framed. At root, it has

tended to mean the extent to which individuals have control over the cir-

culation of their personal information. Surveillance, broadly defined,

challenges that right or interest. It connotes not only visual observation

or monitoring but, according to David Lyon, any ‘‘collection or process-

ing of personal data, whether identifiable or not, for the purposes of in-

fluencing or managing those whose data have been garnered’’ (2001, 2).

Surveillance is, therefore, a routine condition of modern societies to

which we are all subjected when we engage in everyday activities. It is

also, therefore, a global condition, because personal information can

now flow freely and instantaneously across digital networks.

Privacy protection as a public policy question rose to the agendas of

advanced industrial states in the late 1960s and 1970s. In those years,

there was an abiding assumption that the enactment of law based on a

set of common statutory principles, together with credible oversight and

enforcement machinery, was both necessary and su‰cient to redress the

balance between the vulnerable individual and the power of public and

private institutions (Flaherty 1989). In the 1990s, however, those assump-

tions shifted, and experts began to speak of a more complicated inventory

of ‘‘policy instruments’’ in addition to properly enforced domestic data

protection or privacy legislation: international agreements for the secure

processing or personal data when it crosses national borders; the proper

implementation of self-regulatory mechanisms, such as codes of practice,

standards, and Internet Web seals; privacy impact assessments; and the

application of appropriate privacy-enhancing technologies (Bennett and

Grant 1999; Bennett and Raab 2006). All are necessary policy instru-

ments; none is su‰cient.

At the same time, others have argued that the progress of privacy pro-

tection will depend less on policy mechanisms devised and implemented

by elites, and more on the extent to which resistance to surveillance prac-

tices can be mobilized through social movements (Lyon 2001, 131–135).

Some have even contended that instruments for privacy protection often

do little more than legitimate existing surveillance practices, rather than

stem the seemingly relentless collection and processing of individually

identifiable information (Rule et al. 1980). For some of the more radical
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privacy activists, the progress of the issue depends on the building of a

more coherent activist network, which not only uses available means of

redress but continuously exposes overly intrusive practices and ‘‘outs’’

the organizations that are responsible for them (Davies 1999).

There is some evidence that the concerted e¤orts of privacy advocates

are producing more frequent and public protests against overly intrusive

methods of personal information collection. In the 1970s and 1980s, there

were some sporadic protests in Western Europe against certain censuses.

And in the late 1980s, the proposed introduction of a national identity

card in Australia provoked a storm of controversy. More recently, how-

ever, we have witnessed high-profile campaigns against the capture of

personal information on the Internet. There have been very visible pro-

tests and boycotts against some companies for the use of RFIDs in their

products. In Canada, a 1999 controversy over a database managed by

Human Resources and Development Canada provoked front-page head-

lines, a parliamentary uproar, and the near resignation of the responsible

Minister. A proposal in Japan for a centralized national identity system

(Juki Net) was met with street protests and government embarrassment.

In the United Kingdom, the Blair government’s proposals for a national

identity card became one of the most controversial and partisan issues of

modern British politics. In Germany, there have been high levels of activ-

ism against new laws mandating the retention of communications data by

telecommunications companies and Internet service providers, including

a rally in Berlin in September 2007 in which fifteen thousand people par-

ticipated. There is at least anecdotal evidence that new private-sector and

public-sector schemes for personal information processing can provoke

more intense and widespread protest than has occurred in the past.

Whereas there is a sprawling and multidisciplinary literature on the

appropriate policy responses to this concern, there has been very little

analysis of how demands for privacy protection are articulated and aggre-

gated in di¤erent societies and internationally. But who are the privacy

advocates, and can they be distinguished from others in the policy com-

munity such as consultants, journalists, lawyers, and organizational pri-

vacy o‰cers? What do they believe? How do they organize and obtain

resources? How do they make decisions about strategies and priorities?

Do they direct their appeals to mass publics, or to political and business

elites? This book attempts to gain a better purchase on the organization,

resources, and strategies of these advocacy groups, and thus to determine

whether the conditions are present for a di¤erent form of social move-

ment or transnational activist network to develop.
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The Organization

Chapter 1 provides a broad historical overview of the nature of the social

problem to be confronted. How has the issue been ‘‘framed,’’ both by

academic research and by the advocates themselves? The definition and

scope of the problem has undergone some subtle transformations since

the advent of widely available information technology and the coincident

concern about personal privacy in the 1960s. This chapter traces the liter-

ature from the initial concerns about the ‘‘databank society,’’ to the ‘‘new

surveillance’’ characteristic of the network society, to more contemporary

concerns about the monitoring of location and mobility within the ubiq-

uitous ‘‘Internet of things.’’ Along with other analysts, I contend that sur-

veillance is a condition of modern societies, but also that the agents,

subjects, and practices have broadened from the early days when the

concerns were largely confined to the actions of the omniscient state oper-

ating large mainframe databanks. Another dimension of this story, how-

ever, is how the actors themselves see the problem. Do contemporary

privacy advocates proceed with fixed definitions of ‘‘privacy’’ or deeper

philosophical understandings about how to judge when a line has been

crossed from the acceptable to the unacceptable, or the ethical to the

unethical? Or do they rely more on the ‘‘gut instinct’’—on the deeper

sense that, regardless of technology, institution, and location, some prac-

tices are simply wrong and deserve resistance.

Chapter 2 provides a broad overview of the civil society groups

through which privacy advocates work. In every advanced industrial soci-

ety, there exist one or more groups whose self-defined mission is to raise

alarm bells about practices that entail unacceptably high levels of surveil-

lance. Sometimes these advocates operate within self-contained groups

whose chief mission is to promote privacy. Others are located within

larger organizations that try to promote a fuller range of civil liberties or

human rights interests. Others are closely related to the consumer move-

ment. Still others have emerged to defend the broad range of digital rights

within cyberspace. Many focus on the ‘‘single issue.’’ One of the prelimi-

nary tasks of the research is to paint a general and contemporary profile

of the privacy advocacy network. A listing of the privacy advocacy

groups referenced later is provided at the end of this Introduction.

The groups tell one story. The actors within them tell another. Chapter

3 analyzes the various roles played by contemporary privacy advocates.

The network is comprised of Advocate-Activists, Advocate-Researchers,

Advocate-Consultants, Advocate-Technologists, Advocate-Journalists,
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and Advocate-Artists. These categories are, of course, flexible and over-

lapping. Most advocates tend to play multiple roles with sometimes

conflicting commitments. Advocates also tend to move from one role to

another with speed and ease. And how individuals self-define their roles

is often inconsistent with the perceptions that others in the network have

of them. The advocacy role is, for most, mediated by other identities—

researcher, consultant, technology developer, journalist, or artist.

Chapter 4 discusses the strategies adopted by privacy advocates. Using

the framework developed by Margaret Keck and Kathryn Sikkink

(1998), this chapter explores how the privacy advocates have engaged in

a combination of information, symbolic, accountability, and leverage pol-

itics. Much of their activity involves generating politically relevant infor-

mation about privacy protection and moving it to where it will have the

most impact. Thus many privacy advocates perform a range of fairly tra-

ditional advocacy functions in relation to the o‰cial agencies of the state.

They give testimony. They comment on legislative and administrative

proposals for new uses of personal information. They generate research

and analysis. Privacy advocates also attempt to advance the cause in less

public ways, by working with organizations to assist them to improve

their practices. Privacy advocates also have to call upon symbols that

make sense of these issues within the wider culture. This chapter, there-

fore, examines the relationship between privacy advocates and the media.

On occasion advocates can also attempt to hold powerful governmental

and corporate institutions to account, through o‰cial complaints or lit-

igation. Standards for privacy protection are inherent in domestic law,

international agreements, corporate privacy policies, and other standards.

Advocates can, and have, tried to get organizations to live up to their

regulatory obligations and public commitments. On occasion they can

also exert leverage, mainly through the threat of bad publicity. ‘‘Naming

and shaming’’ has a tradition within other areas of social, environmental,

and human rights policy. It is increasingly apparent within this area as

well.

Chapter 5 examines the dynamics of a number of key conflicts over pri-

vacy. The early disputes over the collection of information through the

census in certain European countries were the first real examples of highly

publicized conflicts over the erosion of privacy. The attempted introduc-

tion of identity cards (especially in Australia and the United Kingdom)

has also been extremely contentious. Certain marketing schemes, espe-

cially over the Lotus Marketplace product, aroused considerable interest
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in the early 1990s. More recently, conflicts have occurred with respect to

intrusive practices on the Internet, such as the development of key-escrow

encryption, online advertising through third party cookies, and online au-

thentication mechanisms such as the Microsoft passport. Highly publi-

cized disputes over privacy are rare, but they are increasing in frequency

and intensity. I explore the various reasons for this, and I try to establish

the common conditions that have accompanied these cases and resulted

in apparent victories for privacy advocates and their allies.

Chapter 6 examines the ways in which these various actors do, or do

not, network—both online and o¿ine. How do they connect, through

privacy conferences and privacy campaigns and privacy coalitions? There

is no ‘‘umbrella group.’’ When privacy conflicts arise, they tend to be

waged by a loose coalition of relatively small groups who come together

for specific causes and then disband. An underlining and concluding

theme in this chapter is the ways in which the Internet facilitates advo-

cacy networks. Privacy advocacy provides a useful case study of the phe-

nomenon of ‘‘net activism.’’ Given the technological sophistication of

many privacy activists, the Internet became the locus of some quite early

conflicts over issues such as encryption, third-party cookies, and the con-

struction of online databases (Gurak 1997). The Internet has been, there-

fore, both the object of contention and the means through which intrusive

practices could be denounced. The question remains, however, whether

the Internet has ushered in a new form of privacy advocacy, unrestrained

by traditional constraints of membership, geographic space, and time, or

whether it has just introduced a pattern of misinformed and chaotic ‘‘elec-

tronic panics.’’ This chapter will speak directly to these questions.

The level of activism and media coverage about privacy has clearly

risen in the last decade. But it cannot yet be argued that the greater sa-

lience of the issue is attributable to the rise of a global social movement

devoted exclusively to the advancement of the privacy value. There has

been an enormous amount of policy activity: law, codes of practice, inter-

national agreements, privacy-enhancing technologies, and so on, contri-

buting to a ‘‘trading-up’’ of international regulation (Bennett and Raab

2006). However, little of this has occurred as a result of concerted grass-

roots campaigning. There is clearly no worldwide privacy movement that

has anything like the scale, resources, or public recognition of organiza-

tions in the environmental, feminist, or human rights fields. Rather, the

privacy protection issue has yielded a loose, fragmented, and open-ended

network of individuals and organizations, most of which have responsi-

bilities beyond this issue.
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Is this the way it has to be? The aim of the final chapter is to under-

stand the conditions under which a more coherent international social

movement for privacy (and against surveillance) might develop. Is the ab-

sence of such a movement inevitable and explicable because of the inher-

ent properties of this issue? Or is it something that might very well arise

given the correct agents and strategic choices? It is hoped that the schol-

arly literature on interest groups and resource mobilization, as well as

theories of social movements and transnational activism, will provide

some insights into these questions.

Privacy is often considered a highly abstract and subjective issue.

Whereas it is possible to observe and measure the direct results of much

environmental pollution, arguments against excessive levels of surveil-

lance often have to be pitched in terms of abstract rights, personal percep-

tions and fears of hypothetical consequences. To be sure, many horror

stories about the inappropriate collection and use of personal information

can be marshaled to the cause. But still, after over thirty years of advo-

cacy, the privacy movement in every country hears the familiar and quite

bogus argument: ‘‘If you have nothing to hide, you have nothing to fear.’’

The chapters that follow will give the lie to that argument. The collection,

processing, and dissemination of personal data, without the individual’s

knowledge and consent, are profoundly and increasingly worrying to the

individuals concerned. Furthermore, the ability to control the circulation

of that information is being eroded with deep consequences for the rela-

tionships among the state, the market, and civil society. Surveillance has

become a condition of modern societies. Some have tried to challenge and

resist these developments. This is their story.

The Methodology

‘‘Their story’’ or ‘‘my story’’? The question is not easy to answer. I do

regard myself as a privacy advocate. I appear in the media. I give testi-

mony, and I comment on government and private-sector proposals. I

have been a part of the privacy advocacy network both in Canada and

internationally for over twenty years. The relationship, therefore, between

myself and the people I am studying is not one of the researcher study-

ing his ‘‘subjects.’’ Neither, obviously, is it one about which I can be

detached, objective, and dispassionate. I believe in this cause, and I am

generally sympathetic when privacy advocates succeed and disappointed

when they fail. I am also aware that their e¤orts have been marginalized

and regarded as ‘‘extreme,’’ ‘‘unrealistic,’’ even ‘‘lunatic.’’ Those views
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have occasionally translated into puzzled questions to me about why I am

bothering to devote my time and resources to studying a set of actors,

perceived by some to be at most an irrelevant irritant on the fringe of

the more significant policy community. Obviously, I hope the pages that

follow convince these skeptics.

My aim is to hold a mirror up to this privacy advocacy network in a

way that has not been attempted before. Thus, I have tried as far as pos-

sible to allow these men and women to speak for themselves. I do not

agree with everything that the people described in this book do or say;

but that is not the point. In presenting the views and voices of privacy

advocates, I do so not necessarily because they are correct according to

any objective standard. The point is that they hold these views and that

they provide a distinctive set of viewpoints on a critically important issue

of the day.

One of my respondents, whose anonymity I will protect, o¤ered the in-

sight that ‘‘privacy advocates are not normal people.’’ Normal people

seek secure paying jobs in government, business, or academia. They do

not sacrifice income to work in the nonprofit sector fighting powerful

state and corporate interests. Many privacy advocates are euphemistically

described as ‘‘characters.’’ They are highly visible, somewhat egotistical,

very smart, generally unconventional, and extremely interesting. With

few exceptions, and paradoxically, they do not lead ‘‘private lives.’’ They

are extremely social, and they network an enormous amount. Many in

this community also joke that the privacy advocates are the biggest gos-

sips out there. So I am not studying here the anonymous foot-soldiers

that comprise other social movements. Many of these advocates are ‘‘out

there’’ actively trying to shape elite and mass opinion.

All of these realities have had some implications for how I have col-

lected my data and presented my findings. I have to a significant extent

relied on ‘‘key-informant’’ interviews with around thirty respondents in

the United States, Canada, Australia, and several European countries.

The full list of respondents, as well as my interview schedule, is included

in the appendixes. The main criteria for selection is current, or former, af-

filiation with a group one of whose principal missions is to promote pri-

vacy protection or to resist excessive surveillance. The vast majority of

these individuals are within ‘‘not-for-profit’’ groups, although as we will

see, that distinction is sometimes di‰cult to sustain. I am also not confin-

ing my analysis to groups conventionally considered ‘‘privacy advocacy

groups.’’ More revealing, I have found, is to commence with the simple

question: when surveillance practices emerge within a particular society,
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who resists and in what ways? In most countries, this question leads to

some ‘‘usual suspects,’’ but not always. As a participant in this network

for over twenty years, I was at the outset quite familiar with the various

advocates in di¤erent countries and naturally tended to commence my re-

search with them. Throughout the initial interviews, others were then sug-

gested and the network, as well as my list of respondents, expanded in

ways typical of the ‘‘snowball-sampling’’ methods used within the social

sciences.

What is less typical is that most of these interviews have been con-

ducted on an attributed basis. I am aware that this technique is not com-

mon within research on social movement politics. Many studies (e.g.,

Luker 1984) find it important to quote the participants in their own

words, but do so anonymously to encourage candor. Furthermore, in

many studies, it simply is not important to know the name of the

speaker, just that the respondent has a particular identity (national,

ethnic, gender, and so on), and that a person with these attributes holds

these views. For me, it makes no sense to quote my respondents as, for

instance, a ‘‘prominent American privacy advocate.’’ In the first place,

most informed readers would probably guess the identity from the views

expressed and the language used. But second, I make no pretense here

that these views are representative of anybody except the person speak-

ing. Hence, the narrative is sprinkled with attributed quotations from my

interviews that are simply designed to exemplify or reinforce a larger

point that I wish to make. Each of these quotations has been approved

by the respondent in question.

I have been able to interview most respondents in person, although

travel and resource constraints did necessitate a certain number of tele-

phone conversations. In some cases, the context did not permit formal

interviewing techniques. For example, many advocates do not have o‰ce

space, necessitating more informal meetings in co¤ee shops and other

locations; I have used these interviews more as background information.

In a couple of instances, I have been able to engage the groups as a ‘‘par-

ticipant observer.’’ In all cases, I have been able to supplement the inter-

view data with views and opinions expressed in the traditional media, on

Web sites and in blogs. By and large, it has not been di‰cult to find out

what privacy advocates think about the questions I am posing in this

book.

Time and resource limitations obviously have meant that some individ-

uals and groups have had to be left out. Some of those included might

question my categories and my characterization of their roles. I can only
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plead the perennial scholarly defense that I had to draw the lines some-

where. Many will wonder about my selective presentation of evidence

about their views and strategies. Others will see bias. However, and as

explained earlier, this project is very much a pioneering study. At the

very least, I do hope that this analysis convinces the reader that the pri-

vacy advocacy network has been important, that it is becoming more im-

portant, and that it deserves to be taken very seriously by policymakers in

government and industry, as well as by academics.
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Rule, Paul Schwartz, and Warren Magnusson, each read various chapters
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Bayley, for support, encouragement, and tolerance of my moods when
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The views of many privacy advocates are recorded in the pages that

follow. There are many voices, but there is only one responsibility—

my own. The book is dedicated to privacy advocates—anywhere and

everywhere—however you want to define them.
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for Austrian Internet Users)

Vibe AT! Austria

World Privacy Forum WPF United States

List of Privacy Advocacy Organizations xxiii





1 Framing the Problem

I give the fight up: let there be an end, a privacy, an obscure nook for me. I want to

be forgotten even by God.

—Robert Browning, Paracelsus (1835)

We need an electronic bill of rights for this electronic age. . . . You should have the

right to choose whether your personal information is disclosed; you should have

the right to know how, when, and how much of that information is being used; and

you should have the right to see it yourself, to know if it’s accurate.

—Vice-President Al Gore, July 31, 1998

We are moving to a Google that knows more about you.

—Eric Schmidt, Google CEO, February 9, 2005

So what is the social problem, and how has it been defined and framed by

privacy advocates? The answer is by no means clear as definitions and

concerns about privacy have varied over time and according to national,

cultural, and academic perspectives. ‘‘Privacy’’ is not a self-defining phe-

nomenon, but a deeply contested concept that frames not one but a series

of interrelated social and policy issues. The concept and the discourse can

be, and are, molded to suit varying interests and agendas.

For any group that seeks to change public policy, or indeed the struc-

tural conditions that give rise to that policy, how issues get ‘‘framed’’ is

crucial. Deriving originally from the work of sociologist Erving Go¤man

(1974), the concept of frames or framing is used to mean patterns of

perception or methods of interpretation employed by social movement

participants and organizations. A frame might be imagined as a kind of

template or filter that organizes how one processes new information. For

Sydney Tarrow, issue framing can define the crucial moment when poli-

tics expands into sustained interaction with opponents, and creates a

social movement. Hence, for Tarrow, social movements should be based

on ‘‘collective action frames that justify, dignify, and animate collective



action.’’ For ‘‘framing not only relates to the generalization of grievance,

but defines the ‘us’ and ‘them’ in a movement’s conflict structure’’ (1998,

21). David Snow has emphasized the importance of ‘‘frame alignment,’’

the ability to render problems and events meaningful to a larger audience.

There needs to be a resonance, therefore, between a network’s interpre-

tive work and the experiences of the broader political culture (Snow

1986, 464).

This chapter tries to trace the various ways that this cluster of issues

has been framed in the academic literature and in social and political dis-

course. There is a framing of the issue around ‘‘privacy’’ and the attempts

to draw ethical lines between the realm of the private and that of the so-

cial. There is a somewhat narrower framing of the issue around ‘‘informa-

tion privacy,’’ specifically focusing on the processing of personal data.

There is also a framing of the problems around the concept of ‘‘surveil-

lance’’ and the collective challenges that are posed when organizational

imperatives combine with advanced information technology.

I trace these shifting conceptions in the academic literature, and then

in various articulations by privacy advocacy groups. These frames are

undoubtedly motivated by technological developments. However, they

also reflect some interesting strategic choices about which messages

‘‘work’’ and which don’t. For some, their arguments are influenced by

the academic debate. Others have an aversion to theorization, preferring

to base their activism on a set of basic and visceral instincts, and perhaps

a moral authority, that can distinguish the intrusive from the nonintru-

sive, the acceptable from the unacceptable, and the just from the unjust.

Lines therefore get negotiated and drawn—by scholars, by those with

economic and political power, and by the advocates themselves.

The Privacy Frame

Although there is no consensus on how to define privacy, even in English-

speaking nations, there is common agreement that privacy is something

that every human being needs at some level and in some degree. This

point is substantiated by a wealth of social psychological and anthropo-

logical evidence that has suggested that every society adopts mechanisms

and structures (even as simple as the building of walls) that allow individ-

uals to resist encroachment from other individuals or groups (Moore 1984).

As a clear organizational principle to frame political struggle, however,

the concept leaves a lot to be desired. Scholars cannot make up their

minds whether the problem stems from the fact that it is too narrowly
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focused on a conception of the individual subject or that it is too broad,

vague, and protean. There have been many attempts to carve through the

conceptual morass with definitions, taxonomies, and analytical frame-

works. Yet after over thirty years of analysis, according to Daniel Solove,

the concept is still in disarray: ‘‘Privacy seems to be about everything, and

therefore it appears to be nothing’’ (2006, 479).

Let us begin with two sets of distinctions to help focus the analysis and

summarize a very complicated and sprawling literature. The first relates

to how one might draw the boundary between the public and the private;

the second relates to the reasons or motives behind asserting a privacy

claim, or why one might want to draw that boundary in the first place.

The classic American definition of privacy o¤ered at the end of the last

century by Samuel Warren and Louis Brandeis (‘‘the right to be let

alone’’) embodies some subtle and important distinctions concerning

what aspects of personal life should, in fact, be ‘‘let alone’’ (1890, 193).

Further analysis suggests that there might be privacy of space, privacy of

behavior, privacy of decisions, and privacy of information.

Many formulations and discussions of privacy adopt an explicit or

implicit spatial dimension, and rest on the assumption that there is a

‘‘zone’’ or ‘‘realm’’ into which other individuals or organizations may not

encroach—an ‘‘obscure nook’’ to quote Robert Browning in the epigraph

to this chapter. The term ‘‘an Englishman’s home is his castle’’ or the

principle that the ‘‘state has no business in the bedrooms of the nation’’

(attributed to Pierre Trudeau, among others) are based on a conception

of a spatial distinction, or a physical boundary between what is public

and what is private. Contemporary concerns about the privacy of the

physical person and its protection from various biometric devices are

also centered on a notion of a physical or spatial boundary.

For others, the boundary is more properly drawn in terms of the spe-

cific behaviors, matters, or actions that should be shielded from intrusion.

Take this justification by Charles Fried: ‘‘To respect, love, trust, feel

a¤ection for others, and to regard ourselves as the objects of love, trust

and a¤ection is at the heart of our notion of ourselves as persons among

persons, and privacy is the necessary atmosphere for these attitudes and

actions, as oxygen is for combustion’’ (1968, 477). Privacy is, therefore,

essential for intimate behavior.

A third way to draw the line is in terms of individual decisions and

choices. Privacy is essential for preventing coercive interference with de-

cision making a¤ecting intimate and personal a¤airs. This concept of deci-

sional privacy has been relied upon, especially in American constitutional
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law, to protect decision making surrounding abortion, contraception,

‘‘lifestyle’’ choices, the right to choose one’s spouse, the right to follow

one’s own sexual orientation and the right to rear one’s children in accor-

dance with one’s own religious convictions (Allen 1988).

Finally, the boundary can be drawn in terms of information. Here the

important point is not that certain information is perennially and inher-

ently sensitive and therefore private, but that the individual should have

a right to control its circulation. A number of definitions have centered

on this informational aspect of the privacy question: ‘‘the control we

have over information about ourselves’’ (Fried 1970, 140); ‘‘the individ-

ual’s ability to control the circulation of information relating to him’’

(Miller 1971, 25); the ‘‘claim of individuals, groups, or institutions to de-

termine for themselves when, how and to what extent information about

them is communicated to others’’ (Westin 1967, 7); and the ‘‘interest an

individual has in controlling, or at least significantly influencing, the han-

dling of data about themselves’’ (Clarke 1997). Definitions surrounding

the concept of information tend therefore to emphasize the importance

of ‘‘control’’ or ‘‘choice’’—as in the quotation from Al Gore in the epi-

graph to this chapter.

It is clear that there is no single essential characteristic that all privacy

violations share. Moreover, none of these spatial, behavioral, decisional,

or informational distinctions can be absolute. Thus the state should have

no interest in sexual relations between consenting adults in the privacy of

their home, but it may have a significant interest in regulating such be-

havior in a public place. Decision making on intimate issues can never

be wholly private. Neither can the control of personal information.

Whether drawn in spatial, behavioral, decisional, or informational terms,

each of these boundaries is inherently flexible, contestable, and dependent

on context (Nissenbaum 2004). Privacy is not about isolation or removal

from society, but about social relations. Social norms about privacy not

only protect individuals but also regulate what can and should be done

in the public domain (Schoeman 1992).

It is therefore useful to reflect on the purposes for the assertion of

privacy claims. In previous work, I have distinguished among three over-

lapping dimensions of the problem: humanistic, political, and instru-

mental (Bennett 1992, 22–37). Fundamentally, privacy claims are made

for humanistic reasons. Here the essential concern is to protect the dig-

nity, individuality, integrity, or private personality of each and every one

of us, regardless of wider implications or consequences. This notion cor-
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responds broadly to what James Rule and his colleagues mean by an

‘‘aesthetic’’ conception of privacy or ‘‘the restriction of personal informa-

tion as an end in itself ’’ (Rule et al. 1980, 22). The fundamental issue is

the loss of human dignity, respect, and autonomy that results when one

loses control over the circumstances under which one’s space, behavior,

decisions, or personal information is intruded upon. These conceptions

are at the heart of the privacy movement in virtually every democratic

state.

A second dimension, however, is explicitly political. Privacy plays im-

portant functions within liberal democratic societies by preventing the

total politicizing of life; it promotes the freedom of association; it shields

scholarship and science from unnecessary interference by government;

it permits and protects the use of a secret ballot; it restrains improper po-

lice conduct such as compulsory self-incrimination and ‘‘unreasonable

searches and seizures’’; and it serves also to shield those institutions,

such as the press, that operate to keep government accountable (Westin

1967, 25). In a similar vein, Paul Schwartz (1999) has advanced a similar

theory of ‘‘constitutive privacy’’ to protect the ability of individuals to

speak freely and participate in public life on the Internet.

A third, and somewhat di¤erent, purpose is an instrumental, func-

tional, or strategic one. The promotion of privacy may also serve to en-

sure that, in Paul Sieghart’s terms, ‘‘the right people use the right data

for the right purposes’’ (1976, 76). When anyone of those conditions is

absent, critical rights, interests, and services might be jeopardized. This

is an explicit concern about information, but it expresses a fundamental

assumption that if you can protect the information on which decisions

are made about individuals, you can also protect the fairness, integrity,

and e¤ectiveness of that decision-making process. In contrast to the first

two concerns, this aspect of the problem stems not so much from the col-

lection of personal data as from its use and dissemination. In this view,

organizations can collect as much personal information as they like, pro-

vided there are adequate procedures in place to make sure that the ‘‘right

people use it for the right purposes.’’

Privacy concerns go back centuries. And specific problems about how

certain types of personal information in certain contexts, particularly

medical contexts, have been the subject of claim and counterclaim, and

regulatory and judicial decision making for a very long time. Privacy

protection as a public policy question, however, is of more recent vin-

tage. The issue came to the agenda of advanced industrial states in the
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late 1960s because of two main characteristics of post-industrialism

—bureaucratization and information technology. When those forces

reached a critical point in the 1960s and 1970s with the expansion of the

state and the computerization of state functions, many Western societies

then attempted to develop a coordinated public policy approach.

As a public policy question, governments tended to define the problem

in informational, rather than in spatial, decisional, or behavioral terms.

Even though some laws (such as in Canada, Australia, and the United

States) are entitled ‘‘privacy acts,’’ statutory protections have historically

focused on the informational dimension of the problem, on the assump-

tion that other aspects of the privacy question can be dealt with by the

courts, or can be redefined or reduced to informational terms. And in

general, policymakers have been more influenced by arguments of in-

strumental damage, than of aesthetic appeal. The argument that we all

deserve privacy on a humanistic level is abstract. The position that indi-

vidual interests can be harmed when personal information is processed

inappropriately, especially if that position is supported by well-chosen

horror stories, can have a more direct political appeal. The history of pri-

vacy, as a public policy (rather than a legal or ethical) issue has been

dominated by a quite particular understanding of how the issue should

be framed. Since the 1960s and 1970s, for better or worse, this informa-

tional and instrumental conception of privacy has tended to drive policy

debate and has set national and international policy choices on a particu-

lar trajectory.

The Information Privacy Frame

The concept of informational privacy (sometimes referred to as data pri-

vacy) arose in the 1960s and 1970s at about the same time that ‘‘data pro-

tection’’ (derived from the German Datenschutz) entered the vocabulary

of European experts. The notion is closely connected to the information

processing capabilities of computers, and to the need to build protective

safeguards at a time when large national data integration projects were

being contemplated in di¤erent advanced industrial states. These projects

raised the fears of an omniscient ‘‘Big Brother’’ government with unprece-

dented surveillance power.

The overall policy goal in every country has been to provide individu-

als greater control of the information that is collected, stored, processed,

and disseminated about them by public and private organizations. This
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goal was prominent in English-speaking countries, as well as in continen-

tal Europe. The concept of Informationsselbstbestimmung (informational

self-determination) was later developed and given constitutional status in

Germany. Control over personal information means rights for the indi-

vidual, as well as obligations for organizations. It therefore yields a num-

ber of basic principles for personal information management. These ‘‘fair

information principles’’ can be briefly traced to policy analysis in Europe

and the United States in the late 1960s and early 1970s (Bennett 1992,

95–115), and were soon regarded as a logical regime for the protection

of information privacy rights. Those experts who were attempting to re-

solve this issue in national arenas shared a strong desire to draw lessons

from their counterparts overseas and produced an international consensus

on how best to resolve the privacy problem through public policy. These

analytical e¤orts led to the world’s first ‘‘data protection’’ or ‘‘informa-

tion privacy’’ statutes (Bennett 1992).

The fair information principles (FIPs) can be distilled to the following:

An organization (public or private):

� must be accountable for all the personal information in its possession

� should identify the purposes for which the information is processed at

or before the time of collection

� should only collect personal information with the knowledge and con-

sent of the individual (except under specified circumstances)

� should limit the collection of personal information to that which is nec-

essary for pursuing the identified purposes

� should not use or disclose personal information for purposes other than

those identified, except with the consent of the individual (the finality

principle)

� should retain information only as long as necessary

� should ensure that personal information is kept accurate, complete, and

up-to-date

� should protect personal information with appropriate security safe-

guards

� should be open about its policies and practices and maintain no secret

information system

� should allow data subjects access to their personal information, with an

ability to amend it, if inaccurate, incomplete, or obsolete (Bennett and

Grant 1999, 6).
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These principles are also conceived in relative terms. Each must be bal-

anced against correlative rights and obligations to the community.

The fair information principles appear either explicitly or implicitly

within all national data protection laws, including those in the United

States, Australia, New Zealand, and Canada that are called privacy acts,

as well as in self-regulatory codes and standards. They have also spread

as a result of international agreements. The increasing ease with which

personal data might be transmitted outside the borders of the country of

origin has produced an interesting history of international harmonization

e¤orts, and a concomitant e¤ort to regulate transborder data flows. In

the 1980s, these harmonization e¤orts were reflected in two international

agreements, the 1981 Guidelines from the Organization for Economic

Cooperation and Development (OECD 1981), and the 1981 Convention

from the Council of Europe. In the 1990s, these initiatives were extended

through the 1995 European Union Data Protection Directive, which tries

to harmonize European data protection law according to a higher stan-

dard of protection and to impose that standard on any country within

which personal data on European citizens might be processed.1 In this

decade, there have also been attempts to extend their reach to the Asia-

Pacific region (Greenleaf 2005).

Despite this harmonization there are, of course, continuing debates

about how the FIPs doctrine should be translated into statutory language

(Bygrave 2002). There are disputes for example: about how to regulate

the secondary uses of personal data—through a standard of relevance,

or through specific provisions about the legitimate custodians of those

data; about the limitation on collection principle and to what extent the

organization should be obliged to justify the relevance of the data for

specific purposes; about the circumstances under which ‘‘express’’ rather

than ‘‘implied’’ consent should be required; and about the distinction

among collection, use, and disclosure of information, and whether indeed

these distinctions make sense and should not be subsumed under the over-

arching concept of ‘‘processing.’’ How these and other statutory issues are

dealt with will, of course, have profound implications for the implementa-

tion of privacy protection standards within any one jurisdiction.

The laws have also di¤ered on the extent of organizational coverage—

those in North America and Australia have historically mainly regulated

public-sector agencies plus selected sectors of private industry, whereas

those elsewhere (especially in Europe) encompass all organizations. In re-

cent years this distinction has all but disappeared as countries like Can-

ada, Australia, and Japan have introduced information privacy statutes
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for the private sector. In most countries (with the notable exception of

the United States) these laws are overseen by small privacy or data pro-

tection agencies with varying oversight, advisory, or regulatory powers.

Some of these agencies have strong enforcement and regulatory author-

ity; others act as more advisory ‘‘ombudsman-like’’ bodies. Some are

headed by a collective commission (such as in France), others (such as in

Canada and Australia) by a single ‘‘privacy commissioner’’ or ‘‘data pro-

tection commissioner.’’ One of the e¤ects of the 1995 EU Data Protection

Directive has been to extend the process of policy convergence beyond

the level of basic statutory principles. This directive also pushes for

greater conformity in how these principles are enforced through a ‘‘super-

visory authority.’’ Moreover, the principle of independent oversight

is also regarded as a test of the ‘‘adequacy’’ of data protection in non-

European countries. The process of convergence of data protection norms

is extending geographically and deepening in meaning and content (Ben-

nett 1997).

Thus, in just forty years, there exists a broad and diverse policy sector

embracing a very large number of government o‰cials, lawyers, inde-

pendent consultants, chief privacy o‰cers, technology providers, academ-

ics, and nongovernmental organizations. The ‘‘governance of privacy’’

is a responsibility of many actors operating at di¤erent international,

national, and local levels. The issue has become institutionalized. As a

policy sector, it is not going away. Too many people have a stake in its

continuation.

The Surveillance Frame

According to some, however, just as laws are not going to go away, nei-

ther are the institutions and technologies of surveillance. At the same time

as there has been an undeniable expansion of the policy sector and a

‘‘trading-up’’ of laws and regulations, there has also been a growing

body of criticism about whether the concept of privacy, and the policies

it generates, are equal to the scale of the social problem (Lyon 2001;

Rule et al. 1980; Gandy 1993). For some, privacy is simply not the ‘‘anti-

dote to surveillance’’ (Stalder 2002).

There are several intertwined elements to this critique pitched at dif-

ferent conceptual and practical levels. Philosophically, privacy has its

roots in liberal individualism and is perhaps not reflective of the complex

subjectivities and identities characteristic of the modern world. Privacy

tends to reinforce individuation, rather than community, sociability, trust,
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and so on. It therefore never challenges the larger questions of categorical

discrimination. Individuals are arguably placed at risk because of their

membership in certain groups, rather than on the basis of their individual

identities and the personal information it generates (Gandy 1993).

As a legal right, some have also pointed out that privacy is plagued

with some of the same problems associated with the rights discourse

more generally (Haggerty and Erickson 2006, 9). As a legal concept it

pushes debate toward experts and authorities and fails to serve the people

most at risk (Gilliom 2006, 123). At root, privacy claims tend not to see

surveillance as a social question, but as a problem that can be addressed

by properly implementing the fair information principles doctrine in rela-

tion to the personal data on discrete individuals. Thus contemporary

information privacy legislation is designed to manage the processing

of personal data, rather than to limit it. From the perspective of those

interested in understanding and curtailing excessive surveillance, the for-

mulation of the privacy problem in terms of trying to strike the right

‘‘balance’’ between privacy and organizational demands for personal in-

formation does not address the deeper issue and cannot halt surveillance.

Information privacy policies may produce a fairer and more e‰cient use

and management of personal data, but they cannot control the voracious

and inherent appetite of modern organizations for more and more in-

creasingly refined personal information (Rule et al. 1980).

There have been attempts to realign, rather than abandon, the privacy

concept. Priscilla Regan, for instance, has argued that privacy should be

seen as a common value, ‘‘in that all individuals value some degree of pri-

vacy and have some common conceptions about privacy.’’ It is a public

value, ‘‘in that it has value not just to the individual . . . but also to the

democratic political system.’’ And it is a collective value, ‘‘in that tech-

nology and market forces are making it hard for any one person to have

privacy without all persons having a similar minimum level of privacy’’

(Regan 1995, 213). She contends that an individualistic conceptualization

of privacy does not serve the privacy advocate well. Her analysis suggests

that privacy, framed in individualistic terms, is always on the defensive

against arguments for the social benefits of surveillance. Privacy will al-

ways be in conflict with those social and collective issues, which tend to

motivate general publics and their representatives. We must, therefore,

frame the question in social terms. Society is better o¤ if individuals

have higher levels of privacy.

For others, however, the way to frame the problem is not in terms of

protecting privacy, but of curtailing excessive surveillance. In popular
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parlance, surveillance has historically been associated with the notion of

observing, normally by visual means, people under ‘‘suspicion.’’2 More

scholarly definitions tend to be more inclusive. Rule and his colleagues,

for instance, suggest that surveillance is ‘‘any systematic attention to a

person’s life aimed at exerting influence over it’’ (Rule et al. 1983, 223).

David Lyon states that surveillance is ‘‘any collection and processing of

personal data, whether identifiable or not, for the purposes of influencing

or managing those whose data have been garnered’’ (2001, 2). In later

work he adds that surveillance is the ‘‘focused, systematic and routine at-

tention to personal details for purposes of influence, management, protec-

tion or direction’’ (Lyon 2007, 14).

It has also become evident that surveillance is often as much about

classification or ‘‘social sorting’’ as about monitoring (Lyon 2003a). Sur-

veillance therefore discriminates, in both passive and negative senses of

that term. It is ‘‘Janus-faced’’; the same process both empowers individu-

als but also constrains them. It gives us a variety of advantages (security,

convenience, ease of communication, and so on). It also enhances the

power of the modern organization to the detriment of individual liberties

and to the disadvantage of marginalized groups. Lyon demonstrates how

surveillance systems have grown up to compensate for the weakening of

face-to-face social relationships in which mechanisms for social integra-

tion are increasingly removed and abstract. Surveillance, then, is the nec-

essary glue that builds trust throughout a ‘‘society of strangers.’’ The

‘‘Invisible Frameworks’’ of integrated information and communications

networks contribute to the ‘‘orchestration’’ of this society of strangers.

These same trends have been reinforced in the wake of 9/11 and the

global ‘‘war on terror’’ (Lyon 2003b).

For modern sociology, surveillance is a condition of modernity, inte-

gral to the development of disciplinary power and new forms of gover-

nance (Haggerty and Erickson 2006, 4). It is integral to the development

of the nation state, and to the decentered forms of disciplinary power and

‘‘governmentalities’’ inherent within modern neo-liberal societies (Fou-

cault 1991). It is also central to the new order of global capitalism (Dele-

uze 1992). It is that important.

Surveillance therefore now embraces a far broader recognition of the

agents and subjects of monitoring. It is not only about powerful orga-

nizations controlling hapless subjects. Figure 1.1 attempts to convey the

more routine or everyday forms of surveillance in modern societies. It dis-

plays a simple four-cell typology distinguishing between the watchers and

the watched, and organizations (public and private) and individuals.
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Box 1, where the watchers and the watched are both organizations cap-

tures an admittedly broad range of practices where organizational ac-

countability is at stake. Surveillance can then occur through a range of

oversight mechanisms: auditing, legislative investigation, regulatory ac-

countability, safety inspections, and so on. The word is increasingly used

in this sense, particularly within the context of laboratory surveillance by

governmental health or environmental protection agencies to enhance

safety.3 The quality assurance inspections conducted in the course of ob-

taining registration to the ISO 9000 standards are also sometimes called

‘‘surveillance audits.’’

Box 3 embraces a range of practices where the individual monitors

the organization. This practice is consistent with what Steve Mann, re-

searcher at the University of Toronto and pioneer of ‘‘wearable comput-

ing,’’ calls ‘‘sousveillance,’’ stemming from the contrasting French words

sur, meaning above, and sous, meaning below. Surveillance connotes a

kind of omniscient eye-in-the-sky. It is often equated with the notion of

‘‘panopticism’’ whereby the very possibility of observation constructs a

set of power relations between the watched and the watchers such that

the latter are self-disciplined to conform even though they may not be

observed constantly at every hour of the day. Conversely, sousveillance

involves the recording of the activities of the observers by the observed.

Figure 1.1
A typology of surveillance practices.
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Sousveillance seeks to decentralize the observation, thus inverting the

panopticon and achieving ultimately a state of ‘‘equiveillance.’’4

Mann provides several contemporary examples of sousveillance: a taxi-

cab passenger photographs the driver to keep tabs on his behavior; a

1-800 number with ‘‘Am I driving OK?’’ on a truck so citizens can report

the behavior of the driver to the trucking company; student evaluations of

professors;5 shoppers keeping tabs on shopkeepers (reporting misleading

advertising, unsafe fire exits, etc.).6 ‘‘Sousveillance’’ is also deeply inte-

grated into Mann’s own aesthetic critique of surveillance through the

development of ‘‘wearable computing’’ devices.7 His methods are con-

troversial, especially when they involve the photographing of low-level

clerks, security personnel, and others not directly responsible for organi-

zational policy. Other attempts to subvert surveillance technology in-

clude, most notably, the New York Surveillance Camera Players (SCP),

who have gained a notoriety for their regular performances of such clas-

sics as Samuel Beckett’s Waiting for Godot, Edgar Allen Poe’s ‘‘The

Raven,’’ and, of course, George Orwell’s 1984 in front of the video-

surveillance cameras on the Manhattan subway.8

‘‘Peer monitoring’’ (included in Box 4) has been the subject of some

very interesting recent analysis of how ordinary individuals are increas-

ingly encouraged to keep tabs on their fellow citizens. These forms of sur-

veillance tend to find the most chilling examples in more authoritarian

regimes through accounts, in particular, of the reliance on informants of

the secret police in Eastern Europe (Ash 1997; Funder 2003). But there

also seems to be a trend in more democratic states toward individual-

individual monitoring. Voyeurism, of course, is one aspect of this form

of monitoring—a practice so brilliantly critiqued in Gary Marx’s fictional

description of the behavior of his Thomas I. Voire (Marx 2003). Voyeur-

ism has also, of course, reached new levels of intrusiveness with the ready

availability of camera phones, and other mobile surveillance toys, used to

satisfy the prurient interest.

More interesting perhaps are the ways in which individuals become the

watchers, either through a subtle process of cooptation or through clever

marketing. Recent empirical work suggests that there are a host of ‘‘peer-

monitoring’’ or ‘‘lateral surveillance’’ examples from neighborhood watch

schemes, to landlord/tenant monitoring, to citizens groups that publicize

the vehicle license nos. of those suspected of soliciting prostitutes, to Web

cams for the surveillance of children, teenagers, domestic employees, to

the locational devices that can be embedded in automobiles to monitor
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speed, safety procedures, drug/alcohol use, and so on (Wood 2004). Peer-

to-peer monitoring was also institutionalized in the United States after

9/11 through Operation TIPS, a program that allows ordinary Amer-

icans, such as mail carriers, meter readers, and repair service persons, to

act as informants about any suspicious terrorist activity that they might

encounter in their professional capacities. Inevitably, somebody then set

up a Web site for ‘‘Operation TIPS-TIPS’’ through which people could

report on the alleged informants.9 There is nothing new about this kind

of peer-to-peer monitoring in the United States. From 1915 to 1917, the

American Protective League boasted around a quarter million badge-

wearing members, who proudly informed the Justice Department about

any suspicious activity, especially among those citizens of German origin.

Despite these interesting examples, the vast majority of surveillance lit-

erature has centered on the monitoring of individuals by organizations

(Box 2), and this is the meaning most commonly understood in the litera-

ture and implied in the various definitions. Lyon stresses the systematic

and the routine, but he also concedes that ‘‘surveillance in the end directs

its attention to individuals’’ (Lyon 2007, 14). It is also about how ordi-

nary people in their roles as citizens, workers, travelers, consumers, and

so on, interact with surveillance—how they comply, negotiate, and per-

haps resist.

This idea that advanced industrial societies are creeping inexorably to-

ward an unacceptable level of surveillance has influenced writers from a

number of disciplinary and national backgrounds. David Flaherty, a Ca-

nadian scholar of legal history, ended up calling his comparative analysis

of the operation of data protection laws in Germany, Sweden, the United

States, France, and Canada, ‘‘Protecting Privacy in Surveillance Soci-

eties.’’ He begins: ‘‘The central theme of this volume is that individuals

in the Western world are increasingly subject to surveillance through the

use of databases in the public and private sectors, and that these develop-

ments have negative implications for the quality of life in our societies

and for the protection of human rights’’ (1989, 1).

In the 1970s and early 1980s, the general assumption was that privacy

problems stemmed from the centralized and coordinated control of per-

sonal information held by governments in discrete, mainframe ‘‘data-

banks.’’ To the extent that private-sector organizations were a matter of

concern, advocates tended to focus on the most visible and monopolistic

corporations and on the subject of the majority of complaints—namely,

the consumer credit industry. This industry was also the first to be subject
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to regulation for its personal data processing practices. Throughout the

1980s and 1990s, however, it was either obvious that the private sector

deserved as much attention as the public, or that it was increasingly di‰-

cult to tell the di¤erence between the two.

The notion of ‘‘monitoring’’ also comes under critical scrutiny in the

1990s. These and other trends lead Philip Agre (1994) to the conclusion

that a ‘‘capture’’ model is just as evocative as a ‘‘surveillance model’’ to

represent the new commodification of personal information. This model

is built upon linguistic rather than visual metaphors and has its roots in

the disciplinary practices of applied computing rather than in the histori-

cal experiences of the ‘‘surveillance state.’’ Others have written about

‘‘surveillance by design’’ and how the capacity to capture personal infor-

mation can become embedded within the architecture of information sys-

tems (Samarajiva 1996). More recently, however, Haggerty and Erickson

have pointed out that this ‘‘capture model’’ also has its shortcomings

because the ongoing politics of surveillance more often involves the pro-

vision of ‘‘inducements and enticements at the precise threshold where

individuals will willingly surrender their information’’ (2006, 12). Thus

privacy is not ‘‘invaded,’’ ‘‘breached,’’ or ‘‘violated’’; it is surrendered

within the many transactions and relationships that constitute modern

life.

Roger Clarke (1988, 1997) found it necessary to coin a new word—

‘‘dataveillance’’—to describe these new forms of surveillance that are

facilitated, not by direct visual or audio monitoring, but by the manipula-

tion of personal data. He contends that the ‘‘Big Brother’’ scenario has

not arrived because it is unnecessary. Besides, dataveillance, according to

Clarke, is more e‰cient, whether from a technical, economic, or political

standpoint. There is a wide, and imperfectly understood, range of prac-

tices for the analysis of personal data currently used by modern insti-

tutions. Dataveillance practices vary along five di¤erent dimensions: (1)

whether personal or mass dataveillance is being conducted; the former

involves the analysis of the records of individuals who have already

attracted attention, the latter begins with no a priori knowledge of the

subjects who may warrant attention; (2) whether the dataveillance is

internal or external to the agency that initially collected the data; (3)

whether the analysis is upfront or post facto, that is whether the check is

made before or after an individual receives a government benefit of ser-

vice; (4) whether the analysis is conducted on a single variable, or a mul-

tiple number of variables (such as when profiling occurs); and (5) whether
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the practices have a negative or positive impact on individuals (Bennett

1996). Dataveillance, therefore, facilitates the integration of surveillance

capabilities across institutional, technological, and national boundaries.

As technology has become smaller, less expensive, and more decentral-

ized, analysts have argued that a ‘‘new surveillance’’ is at work that tran-

scends distance, darkness, and physical barriers: ‘‘The awesome power

of the new surveillance,’’ Marx summarizes, ‘‘lies partly in the paradoxi-

cal, never-before-possible combination of decentralized and centralized

forms’’ (1988, 217). Philip Agre and Marc Rotenberg observed a ‘‘new

landscape’’ for privacy and technology ‘‘that is more variegated, more

dangerous, and more hopeful than before’’ (1997, 1). Haggerty and

Ericson (2000) coined the term the ‘‘surveillant assemblage’’ to capture

the ability of various institutional actors to integrate, combine, and coor-

dinate various personal information systems to extend and intensify pro-

cesses of social control. They paint a picture of complex and intertwining

flows of personal data that are abstracted from humans and their territo-

rial locations. These flows are then reassembled in di¤erent locations as

discrete and virtual ‘‘data doubles.’’ They emerge to the surface in rather

the same way that a rhizomatic root structure produces di¤erent manifes-

tations above the surface of the earth.

Hence, when we observe the nature of surveillance in the first decade of

the twenty-first century, a number of trends have been at work producing

the many and various practices that in turn have animated the actions of

privacy advocates. First, surveillance trends have completely eroded tra-

ditional distinctions between public and private sectors. The flows of per-

sonal data now percolate through systems that are more porous, and

less discrete. Second, it is also commonly agreed that we need to concen-

trate on a further dimension of the privacy problem—not only who we

are and what we are doing but also where we are doing it. We are now

a ‘‘mobile’’ society, and there is extraordinary potential for ‘‘mobile’’ sur-

veillance (Bennett and Regan 2004). Third, surveillance targets not only

‘‘suspects’’ but everyone. It is about the ‘‘monitoring of everyday life’’

(Lyon 2001). Contemporary surveillance has developed largely through

the uncontrolled decisions of thousands of decentralized organizations

and individuals, all making supposedly rational decisions that one more

incremental invasion of privacy is a price worth paying for greater e‰-

ciency, security, profit, and so on. Surveillance has become everyday, rou-

tine, and mundane. Finally, the tools of surveillance are becoming more

decentralized, culminating in the visions of ubiquitous computing, and

the Internet of things, realized through the spread of radio frequency
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identification devices (RFIDs). Each of these themes will resurface during

our later discussion of privacy advocacy.

In summary, the literature on surveillance leaves us with the over-

whelming message that the quantity and quality of monitoring have

changed. It is not just that we have less ‘‘privacy’’ but that these new sur-

veillance practices have produced qualitative changes in how we subjec-

tively experience our interactions with institutions and technologies. As

Haggerty and Erickson put it: ‘‘Privacy invasions now often feel di¤erent

than they did in the past’’ (2006, 11).

Perhaps all these trends suggest that the lines articulated in the heuris-

tic framework of figure 1.1 have all but broken down. However, there is

now some critical debate about the breadth and inclusiveness to the con-

cept of surveillance, which has been expanded to embrace any capture of

personal information, whether identifiable or not, and whether having

positive or negative implications for the individual. It too, therefore, is

a concept that carries a lot of theoretical baggage, and is in danger of

being stretched so far that it, like ‘‘privacy,’’ might mean everything and

nothing.

In particular, there is arguably an important distinction between the

collection of personal data and the subsequent analysis of that data for

the purposes of making a decision about that person. The routine capture

of personal data is a feature of modern societies whenever we book an

airline ticket, make a credit card purchase, reserve a hotel room, surf the

Internet, or make a cellular phone call. But, as I have contended else-

where (Bennett 2005), the everyday capture and storage of such data is

qualitatively di¤erent from the use of that data to determine whether the

person should or should not fly, would or would not be a credit risk, will

or will not be able to pay his hotel bill, may or may not be downloading

child pornography, or is or is not a terrorist threat. The analysis of the

risks of surveillance needs to be sensitive to the distinction between the

routine capture of data and the subsequent use of that data. The concept

of ‘‘surveillance’’ conflates many processes and motivations.

Framing Dilemmas

Hence, surveillance is everywhere and it is getting more complex, latent,

and subtle. It is a central feature of modern life. It is challenged by a

value that has also been impossible to define and that many scholars re-

gard as inadequate—conceptually, legally, and practically. This incom-

plete sketch of a sprawling literature suggests, therefore, that the people
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who might want to challenge these developments face some profound

dilemmas about how the social and political problem (or problems) might

be ‘‘framed.’’ It is one thing for academics to analyze and frame under-

standings of how these issues have developed, and how they should

be framed. It is another thing for those who actively press for social

change.

The last portion of this chapter looks at the way these various themes

have played out in the stated motivations and goals of contemporary pri-

vacy advocates. For the social and political activist, the breadth and com-

plexity of the problems produce a number of tricky strategic dilemmas,

through which they have to navigate. These dilemmas are manifested on

two levels, within the formally stated mission statements of the various

organizations, as well as in the more informal perceptions of the individ-

ual activists.

Very few people within the privacy advocacy network operate within

any fixed and guiding definition of what privacy means. Organizations

have tended not to waste valuable time parsing the many definitions,

and arguing about concepts and doctrine. The term ‘‘privacy’’ is used

over and again, but it is rarely given a clear definition within the various

mission statements of privacy organizations. There does tend to be a per-

vasive ‘‘I don’t know what it is, but I know it when I see it’’ assumption.

At the same time, there are some di¤erent approaches to issue framing.

First, there is a dilemma about whether to regard privacy in its fullest

manifestations, and thus broader than information privacy or data pro-

tection. When Privacy International (PI) was founded in 1990, the found-

er, and current director general, Simon Davies, argued forcefully for the

need for a broader approach:

Privacy should not be regarded merely as data protection. Data protection

appears to be quite clearly a sub set of privacy, and for the sake of maintaining

clarity of the issues it should remain so. If all privacy matters were interpreted as

data protection, solutions would generally be juridical and legal rather than being

subjected to the broader range of influences. In addition, data protection surely

cannot exist where there is no obtainable data, and those familiar with Foucault’s

principle of the panopticon representing the surveillance state will understand that

privacy must surely have wider parameters.10

In a similar vein, British Columbia’s Freedom of Information and Protec-

tion of Privacy Association (FIPA) defines privacy as ‘‘the ability or right

to have a ‘private life’—to be left alone, free from illegal or unwanted

scrutiny and intrusions. Privacy rights include informational privacy—

the right to control or limit the collection, use, and disclosure of one’s
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own personal information by other agencies, whether they are part of

government or the private sector.’’11

Yet others seem to be more comfortable with focusing on the informa-

tion privacy aspects, and thus mirroring and overshadowing the work of

the o‰cial data protection agencies. For example, there is an Austrian

organization called ArgenDaten, and a Deutsche Vereinigung for Daten-

schutz (German Association for Data Protection). A focus on digital

technology also tends to be accompanied by an emphasis on the infor-

mational dimensions of the issue. The Center for Digital Democracy’s

(CDD) specific reference to the fair information principles and its attempt

to justify privacy as a necessary condition for the enjoyment of other

democratic rights resonates with some of the themes discussed earlier:

Information privacy is the right to control the collection and use of personal infor-

mation. And Fair Information Practices provide that control. A concept devel-

oped in the 1970s, Fair Information Practices provide individuals with the right

to have information collected only with consent, updated and maintained accu-

rately, collected for a specific purpose, secured from unauthorized access or alter-

ation, used only with knowledge of what will be done with the data, provided with

the ability to view and correct data after collection, and ensured a means to hold

the data collector accountable.12

Similarly, the Global Internet Liberty Campaign advocates: ‘‘Ensuring

that personal information generated on the GII [global information infra-

structure] for one purpose is not used for an unrelated purpose or dis-

closed without the person’s informed consent and enabling individuals

to review personal information on the Internet and to correct inaccurate

Information.’’13

A second dilemma relates to whether or not privacy is justified in uni-

versal or national terms. Many American groups, for example, take pains

to stress how the value is rooted in their own constitutional traditions.

The Electronic Privacy Information Center (EPIC), for example, contex-

tualizes its goals in terms of bedrock American principles: ‘‘[EPIC] was

established in 1994 to focus public attention on emerging civil liberties

issues and to protect privacy, the First Amendment, and constitutional

values.’’14 As does the Privacy Coalition (coordinated through EPIC):

‘‘Privacy is one of America’s most fundamental values. The Fourth

Amendment states that ‘The right of the people to be secure in their per-

sons, houses, papers, and e¤ects, against unreasonable searches and sei-

zures, shall not be violated.’ In addition, the U.S. has adopted many

laws protecting Americans from privacy invasive practices by both the

public and private sectors.’’15 One of the strongest national privacy
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groups exists in Australia. The Australian Privacy Foundation (APF) ‘‘is

the primary association dedicated to protecting the privacy rights of Aus-

tralians. The Foundation aims to focus public attention on emerging

issues that pose a threat to the freedom and privacy of Australians. The

Foundation has led the fight to defend the right of individuals to control

their personal information and to be free of excessive intrusions.’’16

A third tension exists with respect to the relationship between privacy

and related human rights and civil liberties. For some groups, privacy

protection is justified and contextualized within a broader suite of civil

liberties, especially in relation to the Internet and a wider conception

of ‘‘digital rights.’’ The Center for Democracy and Technology (CDT),

for instance, ‘‘works to promote democratic values and constitutional lib-

erties in the digital age. . . . Our mission is to conceptualize, develop, and

implement public policies to preserve and enhance free expression, pri-

vacy, open access, and other democratic values in the new and increas-

ingly integrated communications medium.’’17 The Electronic Frontier

Foundation (EFF) has a similar identity: ‘‘EFF continues to confront

cutting-edge issues defending free speech, privacy, innovation, and con-

sumer rights today. From the beginning, EFF has championed the public

interest in every critical battle a¤ecting digital rights.’’18

A fourth tension is also observed over the question of whether privacy

is a fundamental or an instrumental value. The Center for Digital De-

mocracy explains how ‘‘privacy is important to enhance other rights such

as free speech or freedom of association. By withholding identity, some

may be more willing to voice political or controversial speech—thus pro-

moting diversity in civil discourse.’’19 Similarly, and in the case of the

Health Privacy Project: ‘‘A substantial barrier to improving the quality

of care and access to care is the lack of enforceable privacy rules. Individ-

uals share a great deal of sensitive, personal information with their doc-

tors. . . . Without adequate privacy protections, individuals take steps to

shield themselves from what they consider harmful and intrusive uses of

their health information often at significant cost to their health.20

Yet other groups frame the issues in larger sociological terms about

surveillance. The American Civil Liberties Union (ACLU), for instance,

notes the ‘‘the tremendous explosion in surveillance-enabling technolo-

gies, combined with the ongoing weakening in legal restraints that protect

our privacy have us drifting toward a surveillance society. The ACLU’s

Technology and Liberty Project fights this trend and works to preserve

the American tradition that the government not track individuals or vio-

late privacy unless it has evidence of wrongdoing.’’21
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A Dutch group, Bits of Freedom (BoF), gets a little more specific:

During the past 6 years both governments and companies have initiated many

measures and activities that have endangered civil rights. Governments have

extended their powers in many ways. Instead of dedicated investigations into

the activities of people suspected of serious crimes, law enforcement authorities

silently but massively revert to data-mining techniques to examine the daily be-

haviour of innocent citizens. . . . But besides government, industry also plays a

very important role in the increasing control of the behaviour of citizens and con-

sumers. This tendency is illustrated by developments such as mandatory data re-

tention, the proposed central storage of biometric passport data and the central

storage of travel-data created by the new national public transport chip card.22

And then there are groups that take a more radical posture, regarding

the advancement of privacy rights as a way to control, perhaps dismantle,

the ‘‘surveillance state.’’ The Surveillance Camera Players, for instance,

are: ‘‘completely distrustful of all government. . . . We protest against the

use of surveillance cameras in public places because our cameras violate

our constitutionally protected right to privacy.23 The International Cam-

paign Against Mass Surveillance argues:

This new ‘‘security’’ paradigm is being used to roll back freedom and increase

police powers in order to exercise increasing control over individuals and popula-

tions. Under the public’s radar screen, a registration and surveillance infrastruc-

ture of global reach is quietly being constructed. It includes the convergence of

national and international databases, the creation of data profiles for whole pop-

ulations, the creation of a global ID system, the global surveillance of move-

ment, and the global surveillance of electronic communications. . . . Governments

around the world must abandon the intrusive and discriminatory measures inher-

ent in the practice of mass registration and surveillance, and put the genuine pro-

tection and development of citizens—in the fullest sense, including the protection

of our rights—at the centre of any approach to ‘‘security.’’24

For some groups, therefore, privacy is simply not the issue, but the nexus

among the state, capitalism, and new information technology producing

unprecedented surveillance capabilities. The issue is simply about power.

Conclusion: Privacy, Surveillance, and Power

I will paint a more comprehensive picture of the entire range of groups

that advocate for privacy in the next chapter. The above statements,

strategies, purposes, and rhetoric simply o¤er a preface to the groups

and themes discussed in this book.

Earlier, I drew a distinction among humanistic, political, and instru-

mental motivations behind privacy protection, each of which is expressed
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in the quotations above. Some groups see the issue in terms of promoting

and protecting an essential human dignity. Others emphasize political

dimensions, seeing privacy as one value that can be advanced to control

the worst e¤ects of power (public and private). Others view it in instru-

mental terms—to advance better health care, to promote a free and

unregulated Internet, to advance consumer protection, and so on.

It is also instructive how some advocates stress individual protection,

while others see the value in a social framework. The word ‘‘surveillance’’

is explicit in the framing of the issue by some groups, thus posing the

question in more collective terms: ‘‘is this the kind of society we wish

to live in?’’ The distinction is important, and we will return to it. New

technologies—video surveillance, for instance—can be used in ways that

are detrimental to individual privacy rights; tapes can be inappropriately

accessed, individuals might be victims of mistaken identity, they might be

recognized in contexts that they would rather keep confidential, and so

on. At an individual level, we have plenty of evidence that informational

privacy rights can be violated by this technology, occasionally inspiring

complaints and litigation. But the issue can also be framed in social

terms: ‘‘do we wish to live in a society in which cameras are monitoring

our every move?’’ Some groups tend to see the issue in this broader

framework; others are directed by the desire and need to resolve the indi-

vidual grievance.

Some groups see the issues in international, perhaps global, terms.

Others tend to be more focused on specific countries. Some have a very

broad technological span. Others prefer to concentrate their e¤orts on a

selection of the more intrusive practices. Some see their mandate as to

protect individuals as ‘‘citizens’’; others focus on ‘‘consumers.’’ For some

groups, privacy is the central focus. For others it is one of a suite of civil

liberties and rights necessary for the protection of liberal democracy. For

some, whether surveillance is o¿ine or online is immaterial. For others it

is crucial; privacy rights are one frontier over which the essential structure

of the Internet is being fought.

These are merely tendencies, and we should not read too much into dif-

ferences of emphasis, nor of course infer that these statements have been

carefully considered, debated, and ratified as accurate expressions of or-

ganizational purpose. Nor should it be inferred that these various justifi-

cations actually motivate the individual activists. One very powerful

theme that animates privacy advocates is the abuse of power. Many, as

we will see, get their batteries recharged when they force a powerful orga-

nization on the defensive, or embarrass an arrogant minister or CEO, or
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catch those organizations in a lie. Privacy is one vehicle, among many,

for redressing the balance between the powerful and the powerless.

After we have examined the organization, networking, and strategies of

privacy advocacy groups in the pages that follow, it will be possible to ad-

dress in a more sustained manner the central question about whether, in

Tarrow’s terms, there is a ‘‘generalization of grievance’’ that defines the

‘‘us and them’’ in the conflict structure. It is clear that privacy is a multi-

dimensional and often subjective value. It can mean a lot of things, and it

can mean di¤erent things to di¤erent people. But, despite the conceptual

confusion, for better or worse, privacy is still the concept around which

the major policy issues have been framed (at least in the English-speaking

world) for more than forty years. And ‘‘privacy advocates’’ have learned

to live with it.
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2 The Groups

The desire for privacy is not an admission of guilt.

—Individual-I.com

Nos Libertés sont notre sécurité.

—The Ligue des Droits et Libertés of Quebec

The spontaneous emergence of numerous ‘‘voluntary associations’’ that

can advance the multiple interests of complex societies and influence so-

cial attitudes and government policy has long been regarded as one cru-

cial test of liberal democracy. Over the years, the concepts have been

refined and di¤erent models have been developed to explain the rise of

groups and to describe the patterns of ‘‘group-government intermedia-

tion’’ in di¤erent societies. In some countries, there are tendencies toward

more clientilist or corporatist relations, where government o‰cially sanc-

tions certain groups over others and proactively brings them into the pol-

icymaking process. In others—notably, the United States—the patterns

are more unpredictable, spontaneous, fragmented, and ‘‘pluralistic.’’ In

every country, it is commonly assumed that the understanding of law

and policy must reside in some measure in the activities of groups that

operate outside the formal institutions of the state.

The aim of this chapter is to describe the community of groups that has

emerged to promote the cause of personal privacy protection. The ap-

proach is not unlike that pursued in sociological studies of organizational

ecology, which investigate how organizations arise, adapt, and disband as

a result of changes in the wider environmental conditions (Hannan and

Freeman 1989). This landscape is necessarily viewed as if from a high-

flying aircraft; I leave more detailed exploration to later chapters. It is

also necessarily global in scope. Personal information knows no national

or cultural attachments. Neither do the policy issues surrounding privacy.



Some groups obviously focus on their own national governments, but

many have to operate on a wider stage.

At the associational level, many groups eschew the word privacy in

their names. I cannot rely on titles or self-descriptions. Rather, my ap-

proach is driven by the question: when important issues surrounding

the collection, processing, and distribution of personal information—

surveillance issues—arise, who objects, resists, perhaps mobilizes? When

framed in these terms, the list of groups is a very long one, and the land-

scape impossibly complicated. I need, therefore, a useful classification

that captures both the breadth and complexity of privacy advocacy, is

suggestive of the di¤erent emphases, and indicates the various reasons

why the major groups have entered this terrain.

I also need to draw some lines of exclusion. As noted in the introduc-

tion, this book does not analyze the o‰cial data protection authorities

established under national data protection or privacy laws. Most coun-

tries (with the notable exception of the United States) have set up small

privacy or data protection agencies with varying oversight, advisory,

investigative, educational, and regulatory powers. Some of these agencies

have strong enforcement and regulatory powers; others act as more advi-

sory, ‘‘ombudsman-like’’ bodies. Some are headed by a collective commis-

sion (such as in France), others by a single ‘‘privacy commissioner’’ or

‘‘data protection commissioner’’ (as in Canada, Australia, and Germany).

There is no doubt that privacy and data protection commissioners can

be strong advocates. Indeed, in Europe, Canada, Australia, and other

states, these are the primary agencies expected to resist excessive surveil-

lance and promote the cause of privacy. However, the fact that these

authorities do have o‰cial status and a statutory mandate makes their

roles less interesting from the point of view of this study. There is plenty

written by, and about, the o‰cial ‘‘data protectors’’ (Flaherty 1989;

Bygrave 2002; Bennett and Raab 2006). Their activities do enter this

analysis, but not as a central focus.

Privacy advocates also work with great e¤ect within large corporations.

Most major companies have now appointed chief privacy o‰cers (CPOs)

who can play an important role within their organizations and on the

broader national and international stage. In some countries, such as Can-

ada and Germany, every organization that processes personal informa-

tion is statutorily expected to appoint a responsible o‰cial who can

oversee the implementation of privacy protection principles within the or-

ganization. In other countries, these o‰ces have been established out of

recognition that privacy makes ‘‘good business sense.’’ Again, however,
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these individuals operate with an o‰cial organizational mandate and

have to be sidelined.

The exclusion of the state and the market then leaves those groups that

have arisen more spontaneously from ‘‘civil society’’ defined by the Lon-

don School of Economics Center for Civil Society as follows:

Civil society refers to the arena of uncoerced collective action around shared inter-

ests, purposes and values. In theory, its institutional forms are distinct from those

of the state, family and market, though in practice, the boundaries between state,

civil society, family and market are often complex, blurred and negotiated. Civil

society commonly embraces a diversity of spaces, actors and institutional forms,

varying in their degree of formality, autonomy and power.1

This conception refers more to a space than to the structures that might

operate within that space. Civil society implies a sphere of social action

wherein groups can spontaneously arise, grow, split, merge, disband, co-

alesce, and generally compete for attention (Keane 2003). These groups

are distinct from both government and market, but they interpenetrate

each in ways that a¤ect both.

This broad conception only gets us so far. Privacy related groups can

be located within civil society without playing any kind of advocacy

role. Some, for example, may solely be engaged in research or journalism.

Others might work as for-profit consultancies; I have tried as far as possi-

ble to focus on the nonprofit sector.2 Others have a primary mandate to

o¤er training and education for organizations. Blogs also complicate the

picture. As do organizations whose sole purpose is to provide privacy-

enhancing technologies.

Another way to view the distinctions within this community is in terms

of motivations. There are those groups with essentially instrumental

goals—such as the multinational corporations, labor unions, or trade

associations. There are also those motivated principally by shared exper-

tise, such as scientific groups, or ‘‘epistemic communities.’’ And then

there are those driven principally by common principled ideas or values.

These are the groups that seek collective goods, the achievement of which

benefit everyone, and not just the membership or the activists within the

organization. Privacy advocacy groups tend to fall into this last category.

As chapter 1 demonstrated, privacy is a value of extraordinary breadth

and flexibility that frames a number of interrelated social and political

issues. The organizational ecology also tends to reflect this multiplicity

of discourses and aims. The following typology is neither jointly exhaus-

tive not mutually exclusive; overlaps, contradictions, and inconsistencies

are observed at every juncture. Nevertheless emphases and tendencies
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are apparent, depending on whether privacy is viewed (1) as a separate

issue in its own right, (2) as one of a broader suite of civil liberties, (3) as

a human right, (4) as an issue of consumer protection, (5) as one of sev-

eral associated digital rights related to the development of the Internet, or

(6) as an issue that needs to be disaggregated into a plethora of ‘‘single

issues.’’ With this categorization in mind, we can observe certain national

and international tendencies in the global phenomenon of privacy

advocacy.

Privacy-centric Advocacy Groups

Which groups and associations focus exclusively, or almost exclusively,

on privacy and data protection issues? Which take their very identity

and raison d’être from the issue itself, regardless of technology and re-

gardless of whether the privacy invasions are perpetrated by the state or

by business? Which tend to leave advocacy on related issues, such as free-

dom of information, freedom of speech, intellectual property, and so on,

to others? With these parameters, the list is not long.

Let us begin with Privacy International (PI), founded in 1990 as a

‘‘watchdog on surveillance and privacy invasions by governments and

corporations.’’ PI was the brainchild of Simon Davies, who earlier had

worked on the Australia Card campaign and was a leading figure in the

Australian Privacy Foundation. It arose as a result of informal conversa-

tions among disparate individuals about the need for international coor-

dination, especially as surveillance issues and privacy instruments were

becoming transnational in scope. At that time, there was no Internet and

few conference opportunities for networking. Davies had to engage in a

lot of international travel and also apparently spent many months based

at the New South Wales Law School building a network and running up

a huge fax bill.3

PI was originally conceived as an umbrella organization, on the model

of Amnesty International, linking the various national organizations and

experts interested in the issue. PI was to facilitate the strengthening of pri-

vacy advocacy groups where they existed and the creation of such groups

where they did not. Davies conceived of himself as a kind of international

troubleshooter, flying in and helping out the national activists when in-

trusive surveillance schemes were being contemplated. Originally the net-

work embraced representatives from around forty countries. In the words

of the first chairman, Jan Holvast, this cooperation ‘‘is a necessity in a

world in which technology generally is used for one purpose: namely, to
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strengthen the power of those who have it, and almost never for the pur-

pose of strengthening people’s rights and freedoms.’’ Holvast also stressed

the central motivation to view privacy as ‘‘primarily, a political problem,

although in most countries with a data protection law the emphasis is

on jurisdictional measures.’’4 Davies also echoed the need for a broader

approach:

Many members in countries ruled by totalitarian and military regimes know that

invasions of privacy often intersect with violations of other fundamental rights

and freedoms. The link between the traditional and modern hemispheres of pri-

vacy is vital to ensure that privacy protection remains a vital and pro-active issue

for the people, and not simply the domain of technocrats. If privacy is indeed a

reflection of the power relationships in society, then the pursuit of its protection

must surely be groundbreaking and energetic. Such countries as Germany, the

Netherlands and Australia which have witnessed extensive campaigns to protect

privacy have learned that protection of these rights requires a constant testing of

political limits.5

Over the years, PI has waged a number of campaigns on diverse issues

in many countries. Indeed over the last sixteen years, there have been few

privacy-related issues with which PI has not, at some level, been involved.

But it ceased any pretense of being an ‘‘umbrella organization’’ long ago.

It has never embraced a mass membership, nor received any consistent

source of funding. In the words of Gus Hosein, who joined PI in 1996:

‘‘It’s a small fish trying to pretend it’s a big one. It is in reality just three

people and we all do our own thing trying to keep up on all the battles

that are going on.’’6 And in the words of Davies, ‘‘We never wanted this

to be an umbrella in the classic sense because it meant we wouldn’t be

able to perform activism so easily. We would have been hamstrung by

constant reference to the membership’s wishes.’’7

Today, therefore, PI is small, but very visible. Davies describes the

organization as ‘‘panther-like’’—quickly springing into action with anal-

ysis, press releases, media commentary, and public complaints to commis-

sioners, when the time and issue is right. Hosein describes its role in these

terms:

The term we use on our Web site is a ‘‘watchdog organization’’ but really we like

to think of ourselves also as a sniper organization where we see an issue and we

try to find the most e¤ective way of hitting it down and then we pull back and

move on to the next because there are so many issues out there. We tried for a

while long-term research on a specific area, such as terrorism policy. But that

just went on and on. We were never able to follow through with advocacy in

time, before the given policy moved on. Now we are going back to the sniper

shots where we just aim, shoot and move on to the next target.8
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Later chapters review some of the cases where these tactics have some-

times been very e¤ective.

As mentioned previously, the inspiration for PI came in part from the

successful opposition to the Australia Card and subsequent formation of

the Australian Privacy Foundation. APF remains one of the only na-

tional organizations dedicated solely to the protection of privacy rights.

And it too has always been a small organization with a big reputation.

It was started in 1988 during the Australia Card campaign by a few

experts who had been involved in the issue, either in academic capacities,

through legal or journalistic work or through their association with the

New South Wales Privacy Committee. APF continued after the defeat of

the Australia Card, initially to ensure the passage of e¤ective privacy leg-

islation for the public sector.

Since then, a core and relatively stable group of advocates has consis-

tently and expertly advanced the cause and gained a respect with business

and government. They were particularly influential in securing e¤ective

credit reporting legislation in 1990, and leading the opposition to a self-

regulatory option for privacy protection in the private sector in the late

1990s. In 1993, a parallel and broader organization, the Australian Pri-

vacy Charter Council, launched the Australian Privacy Charter, a strong

statement of privacy principles, which influenced the later development of

national privacy principles for the private sector and was later adopted as

APF’s policy constitution. More recently, APF has played a key role in

the opposition to the government’s proposals for Australia Card II, the

‘‘Access Card.’’

However, APF has never had a mass membership to speak of, and it

really operates on the voluntary e¤orts of a few key people. It has re-

mained, nevertheless, the main NGO voice for privacy protection in Aus-

tralia. In its own words: ‘‘The Privacy Foundation plays a unique role as

a nongovernment organization active on a wide range of privacy issues. It

works with consumer organizations, civil liberties councils, professional

associations, and other community groups on specific privacy issues. The

Privacy Foundation is also a participant in Privacy International, the

worldwide privacy protection network. Where possible, it cooperates

with and supports o‰cial agencies, but it is entirely independent—and

often critical—of the performance of agencies set up to protect our

privacy.’’9

Most privacy advocacy groups are located in the United States, and

one of the most prominent is the Electronic Privacy Information Center
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(EPIC). EPIC is described as ‘‘a public interest research center in Wash-

ington, D.C. It was established in 1994 to focus public attention on

emerging civil liberties issues and to protect privacy, the First Amend-

ment, and constitutional values.’’ The founder, and current executive

director, is Marc Rotenberg, who had been an intern at the ACLU, exec-

utive director of an early organization called the Public Interest Comput-

ing Association (PICA), counsel to Senator Patrick Leahy of Vermont,

and sta¤ counsel to the Senate subcommittee on Law and Technology.

In 1988, Rotenberg joined the sta¤ of Computer Professionals for Social

Responsibility (CPSR) as the National Program Director for its Comput-

ing and Civil Liberties project, inaugurated to provide research support

to Washington organizations that knew little or nothing about comput-

ing.10 It was from CPSR that Rotenberg launched in 1990 one of the first

privacy campaigns against the Lotus Marketplace product, discussed in

chapter 5.

EPIC has its roots in Rotenberg’s recognition of the importance of

institutionalizing public interest advocacy in the field of privacy and civil

liberties.11 By the early 1990s, when networked communications were

proliferating, he was convinced that a separate and privacy-focused advo-

cacy group in Washington, D.C., was necessary. EPIC has had consider-

able success in attracting donations from major foundations, including

the Ford Foundation, the Open Society Institute, and the Fund for Con-

stitutional Government. Other support comes from individual contribu-

tions, attorneys’ fees, cy pres funds,12 and the sale of its publications.

Over the last decade or so, it has been able to employ a permanent sta¤,

including a sta¤ counsel, and run a fellows program. It also has a nine-

person board of directors, as well as an advisory board, that has included

some of the most prominent privacy and security experts in the world,

and has proven an invaluable resource for advice and guidance, especially

on complicated technical privacy questions. But it does not maintain a

membership base, reducing the maintenance costs of the organization

and allowing it a greater freedom to pursue its priorities (Kuerbis 2005).

In policy terms, EPIC has been involved in issues concerning free

speech, open government, electronic voting, and privacy. It is fair to

say, however, that its primary focus has been toward privacy issues, and

the name itself implies that emphasis. EPIC’s work is also not confined

to Internet-related issues. Over the years, it has conducted research and

waged campaigns on an extraordinary range of privacy-related issues

in both government and business, regardless of technology.13 The only
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possible exceptions are the larger privacy questions associated with repro-

ductive freedoms, or sexual identity, that at least in the United States

have been constitutionalized as privacy rights.

EPIC’s activities and campaigns will appear regularly throughout this

study. A prior case study of EPIC’s work (Kuerbis 2005) has also empha-

sized its ‘‘commitment to movement-building’’ through activities such

as the Public Voice Project, which provides for civil society leaders to

engage directly with o‰cials of government and international organiza-

tions for ‘‘constructive engagement about current policy issues’’ (EPIC

2006, 6). It is also important to note EPIC’s international reach through

organizations such as the World Summit on the Information Society

(WSIS) and the Internet Corporation for Assigned Names and Numbers

(ICANN). Together with Privacy International, it has published a com-

prehensive annual report on privacy and human rights around the world

since 1999, now coordinating the work of over three hundred contributors

(EPIC 2007). It also distributes a weekly update on privacy developments

entitled, EPIC-ALERT.

The Privacy Rights Clearinghouse (PRC), founded in 1992 and based

in San Diego, is another American advocacy group that deserves early

mention. It was originally set up under a cy pres award resulting from a

class action suit by the Utilities Commission Action Network (UCAN)

against the then Pacific Bell, and a consequent decision to establish a con-

sumer education program around privacy. It now principally receives

funds from the Rose Foundation. PRC’s goals are to raise consumers’

awareness, empower consumers to take action to control their own per-

sonal information, respond to specific privacy-related complaints from

consumers, document the nature of consumers’ complaints and questions

about privacy, and advocate for consumers’ privacy rights in local, state,

and federal public policy proceedings.14

In the American context, PRC is the only privacy NGO that actually

receives individual complaints. Beth Givens, the founder and director,

explains why it was established: ‘‘When we started in July 1992, I was

not able to find any information resources on how to protect your pri-

vacy, except for, say, Privacy Journal and Bob Ellis Smith. So, I guess I

felt we were filling a niche. There was just nothing out there on how to

protect your privacy except for Bob’s work. We wanted to publish real

‘nuts and bolts’ information.’’15

PRC operates with a very small sta¤ and receives inquiries by phone or

e-mail from all manner of people. It documents these inquiries, which

might be anonymous, and refer inquirers either to their own fact sheets
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or to the resources of other organizations. It also issues regular alerts on

key consumer issues at key times—telemarketing, phishing, ID theft, pri-

vacy tips at tax time, and so on. It employs one part-time lobbyist in

Sacramento who can advance privacy interests at the state level, and

occasionally stop intrusive measures from being passed. But its primary

mission as educational. Givens again: ‘‘I think we are unique. I see the

other groups as really focusing on policy. I see us filling a great need in

terms of developing information resources for individuals on ways they

can protect their privacy. . . . We do get involved in policy, yes, but I

would say our educational role is the stronger.’’16 No other advocacy

group in the United States is set up to receive inquiries from ordinary citi-

zens, even though most other groups do try to assist and refer. Yet, PRC

is explicitly a ‘‘clearinghouse’’ and takes that role very seriously.

The various issues addressed by PRC also demonstrate the di‰culty of

considering ‘‘consumer’’ privacy rights in isolation from other civil liber-

ties or human rights issues. In fact, Givens does not particularly like the

term. Nevertheless, a consumer orientation does suggest an emphasis on

private-sector practices, and indeed most of its focus on identity theft,

direct marketing, consumer credit, financial privacy, background checks

in the workplace, Internet, and telecommunications suggests that they do

try to leave some of the larger state surveillance, or Fourth Amendment,

issues to other groups. Nevertheless, they also do work on the uses of

public records, medical records, the uses of the social security number,

and other explicitly government-related privacy questions. The distinction

between public and private sectors, and therefore between the individual

as a ‘‘citizen’’ and the individual as a ‘‘consumer’’ is impossible to draw.

Beyond those mentioned, it is di‰cult to find organizations that share

the same focus on privacy per se. A relatively new group is Privacy Activ-

ism, a ‘‘non-profit organization whose goal is to enable people to make

well-informed decisions about the importance of privacy on both a

personal and societal level.’’ Its emphasis is upon the ‘‘real-world implica-

tions of privacy losses or invasions’’ because privacy is too often dis-

cussed in technical and legal jargon that makes the issues seem abstract.

According to its volunteers: ‘‘We intend to make the discussion more con-

crete and relevant by helping people understand the ramifications of the

choices that they make in everyday life.’’ To accomplish this, they make

use of graphics, videos, games, and stories to communicate the issues.

The volunteers include not only lawyers and technologists but also

graphic designers, artists, and writers. The emphasis is very much on

grassroots activism and organization as opposed to advocacy or lobbying
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of governments.17 Their work to date has been limited to a few high-

profile issues related to surveillance and airline profiling. They have also

organized a grassroots campaign to file one hundred thousand comments

on the Real ID initiative, the e¤ort to harmonize U.S. drivers’ licenses.18

Again within the United States, the World Privacy Forum (WPF) is

another recent organization that focuses on ‘‘conducting in-depth re-

search and consumer education in the intersecting areas of technology

and privacy.’’ The WPF has conducted research on consumer data pri-

vacy, workplace privacy, job applicant rights and privacy, background

checks and public records, identity issues, communications privacy, finan-

cial privacy, and especially medical privacy. The focus is on ‘‘informing

the public about their privacy rights and the short- and long-term con-

sequences of losing them—either inadvertently, or by explicitly trading

them away for the perception of security or convenience.’’19

The group was founded and led by Pam Dixon, a former journalist for

the San Diego Tribune. It is more or less a small consortium of research-

ers, with di¤erent legal, policy, and technical expertise, who contract to

conduct research and write reports on critical privacy issues of the day.

Funding is, therefore, project related and is typically provided through in-

dependent foundation grants. Dixon explains the rationale: ‘‘I felt that

there were many groups that were doing lobbying on legislative activities.

There were also a number of groups that were doing victim advocacy,

where they would say: ‘‘here’s how to fix your files’’. . . . But what I felt

was missing was the investigative piece. Who was looking at privacy and

innovating? I felt that was completely lacking and so that’s really the

niche.’’20 The WPF also attempts to forge links in areas of the world

where there is not a solid NGO tradition, and has been trying to advance

the issue in areas such as Asia and Latin America.

Even in countries where there is a ‘‘solid NGO tradition’’ the number

of groups dedicated principally to privacy advocacy is few and far be-

tween. For example, there is no equivalent to EPIC or APF in Canada

where privacy advocacy has traditionally been advanced through a net-

work of individuals drawn from other consumer and civil liberties orga-

nizations as well as academia. There is a Freedom of Information and

Privacy Association (FIPA) in British Columbia that over the years has

concentrated more and more on privacy questions, but all attempts to

form a more coherent coalition have been thwarted by lack of funds as

well as by the di‰culty of face-to-face meetings within such a huge coun-

try. Thus, the only current manifestation of a national privacy movement

is the National Privacy Coalition LISTSERV.
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In countries in which privacy and data protection legislation is quite

advanced, and in which o‰cial data protection agencies have a lengthy

history, often privacy advocacy groups can be crowded out of the policy

space. So when we look to European countries for equivalents for dedi-

cated groups of this kind, there are few current examples. An important

group of historic importance, however, is the Dutch organization Privacy

Alert (Stichtung Waakzaamheid Persoonregistratiie), which was estab-

lished in 1970 as a result of controversy over the Dutch census, and which

has conducted research, worked for citizens, and lobbied successfully on

a range of issues. By the late 1980s it was probably the best-sta¤ed non-

governmental privacy watchdog in the world (Davies 1999, 154). But it

ran out of funds in 1993 and was disbanded a year later.

One explanation for the demise is the institutionalization of the privacy

watchdog function in Dutch society. At around this time, the Dutch data

protection authority (then called the Registratiekammer), established in

1988, was assuming an o‰cial role as the protector of privacy rights

and interests in the Netherlands. The growth of o‰cial data protection

authorities can have the e¤ect of crowding out the policy space for

nongovernmental advocacy groups. An early organization in (West) Ger-

many, the German Association for Data Protection (Deutsche Vereini-

gung für Datenschutz) declined in importance as the network of German

data protection commissioners (Datenschutzbeauftragte) became institu-

tionalized throughout the 1980s and 1990s. There is also a small Austrian

equivalent (Arge Daten), which maintains an active membership, a LIST-

SERV, a complaints resolution process, and an active lobbying presence

in Austria.21

The broad conclusion at this stage is that the modern policy issue,

defined as privacy in the United States and data protection in Europe,

has sustained few advocacy groups whose principal interests are in these

issues. In most countries, the privacy advocacy role is inextricably linked

to broader civil liberties, human rights, consumer, or Internet freedom

questions. Most groups have arisen, therefore, for reasons beyond those

of advocating for privacy rights.

Privacy Advocacy and Civil Liberties

The protection of privacy has always featured prominently within the

agendas of civil liberties organizations, historically concerned with the le-

gitimate boundaries between the individual and state and with the protec-

tion of citizens from abuses of power. For these groups, therefore, privacy
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advocacy tends to be focused on the protection of individuals from intru-

sions by the instruments of the state, and most especially by law enforce-

ment agencies. Further, the political cultures of many countries do not

readily embrace a ‘‘civil liberties tradition’’ that tends to be associated

with countries with written constitutions and enumerated rights therein.

It also tends to connote individual, rather than group (or civil) rights.

However defined, in most advanced industrial societies we find civil soci-

ety groups that have long sought to protect individuals from abuses of

power by the state. Privacy advocacy, while often not described as such,

is a significant component of that tradition.

By far the oldest, biggest, and most well-funded civil liberties group in

the world is the American Civil Liberties Union. It was begun in 1920

and now boasts more than half a million supporters and members, five

hundred sta¤ members in Washington, D.C., alone, as well as o‰ces in

every U.S. state. With an annual budget of $100 million, raised through

subscriptions, foundation grants and donations, the ACLU, in contrast

with all other groups in this network, is gargantuan. It therefore has a

unique ability to mobilize a vast network throughout the United States

and to use its unequaled experience in legislative lobbying and ‘‘impact

litigation.’’

Of course, the ACLU’s raison d’être is to protect all the rights (and

especially minority rights) protected by the U.S. Constitution. Privacy

protection, therefore, is generally not treated as a question with a profile

distinct from the broader civil liberties agenda. Privacy advocacy within

the ACLU must, as all other advocacy, conform to the policies, decided

by its Board of Directors, and to its established decision-making proce-

dures. Privacy advocacy must also compete for time and resources within

this large and complex organization. The ACLU is also based on a quite

decentralized, perhaps confederal, model. All its local a‰liates are inde-

pendent. So national campaigns require active support and buy-in across

the country, especially where there are state and local implications. A‰li-

ates are also free to act and campaign alone, so long as they do not con-

tradict national policies. Sometimes they will act in concert with other

state a‰liates, without the participation of the national o‰ce.22

The history and politics of the ACLU are matters of scholarly debate

and controversy in their own right. Whether it is an organization driven

by principle—‘‘defending everybody’’ (Garey 1998)—or an inherently

‘‘political’’ organization whose leadership possesses distinct political

agendas about the kind of society they would like to see (Donahue

1985), is not a matter that can be debated here. There is no doubt, how-
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ever, that its espousal of privacy rights must be seen in this larger context.

Unlike almost any other organization discussed in his book, the ACLU is

a household name. It is an organization that inspires passionate feelings

in support and opposition, as a result of the famous cases it has fought

over the decades. In its principled attempt to defend the rights of minor-

ities regardless of political a‰liation, it has attracted vehement attacks for

being ‘‘pro-criminal,’’ ‘‘pro-communist,’’ ‘‘pro-Nazi’’ and in current cir-

cumstances, ‘‘pro-terrorist.’’23

Privacy issues tend to span ideological divides and have generally been

less controversial for the ACLU—perhaps ‘‘the most widely accepted

civil liberties principle and the most systematically threatened’’ (Walker

1999, 309). These issues were propelled onto the U.S. national agenda

in the post-Watergate climate of the 1970s, which o¤ered a window of

opportunity to provide some legislative protections against abuses of per-

sonal databanks, most notably the 1974 Privacy Act. It had become ap-

parent that governmental power was being expanded and deepened and

that the other constitutional rights and liberties were profoundly depen-

dent on giving individuals better control over their personal information.

The work of the director, Aryeh Neier (1974), was instrumental in

pushing privacy as a separate topic to the ACLU’s agenda. But perhaps

the most influential figure in these years was Morton Halperin, who

served as director of the Center for National Security Studies from 1975

to 1992, and was also the executive director of the ACLU’s Washington

o‰ce from 1984 to 1992. A dedicated Privacy Project was begun in these

years, first headed by Jerry Berman and then by Janlori Goldman. Later

in the 1990s, and certainly since 9/11, the issue has been regarded as in-

separable from the broader civil liberties agenda. It currently tends to fit

within the Technology and Liberty Project, established in 2002 to ‘‘moni-

tor the interplay between cutting-edge technology and civil liberties, ac-

tively promoting responsible uses of technology that enhance privacy and

freedom, while opposing those that undermine our freedoms and move us

closer to a surveillance society.’’24

Throughout the 1980s and 1990s, the ACLU has been prominent in

most privacy-related debates within the United States and beyond. It

tends to focus on governmental surveillance programs, which have Bill

of Rights implications, rather than on private-sector issues. An examina-

tion of the ACLU’s privacy agenda today reveals, however, a powerful

belief that since 9/11 and the war on terror, the issue has been on the de-

fensive. It also reveals that historic distinctions between government and

private sector have broken down. The surveillance society now embraces
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a complicated and largely unfathomable web of governmental and non-

governmental networks.25 The organizational distinctions have been

blurred, as have the traditional agendas for the ACLU. Its agenda today

covers both consumer and workplace privacy questions, as well as the

more traditional concerns over the behavior of U.S. law enforcement

and national security agencies. There is now a ‘‘Bigger Monster’’ and

‘‘Weaker Chains.’’26

For other groups, however, the distinctions between public and private

sectors remain crucial. The CATO Institute would not describe itself as

a ‘‘civil liberties’’ organization. It is animated by a particular view of the

American liberal tradition, which di¤ers in many respects from that of

the ACLU: ‘‘The Je¤ersonian philosophy that animates CATO’s work

has increasingly come to be called ‘‘libertarianism’’ or ‘‘market liberal-

ism.’’ It combines an appreciation for entrepreneurship, the market pro-

cess, and lower taxes with strict respect for civil liberties and skepticism

about the benefits of both the welfare state and foreign military adventur-

ism. The market-liberal vision brings the wisdom of the American Found-

ers to bear on the problems of today.’’27

Privacy protection can sit easily within this ideological framework at

least in so far as it constrains governmental actions. For CATO, threats

from business are nowhere near as important as those from government.

Jim Harper, director of Information Studies at the CATO Institute, has a

particular reading of Orwell that is instructive: ‘‘George Orwell coined

the term Big Brother as a warning against the invasive power of govern-

ments, not the private sector.’’ For him, governments have a unique abil-

ity to compel the extraction of personal information through the force of

law. Whereas ‘‘a web of laws and incentives constrain private sector use

and misuse of data, government databases hang like a sword of Damocles

over the privacy and civil liberties of citizens.’’28 CATO is also very resis-

tant to the idea that governmental agencies or agents can act as o‰cial

protectors or overseers of individual privacy rights. In this vein, Solveig

Singleton has argued that the ‘‘most e¤ective rules for ameliorating fed-

eral threats to privacy are to limit the powers of the federal government

overall and restrict the growth of federal programs. So long as such pro-

grams grow unchecked and taxes rise unchecked, government demands

for more information will prove irresistible.’’29

Over the last few years, therefore, the CATO Institute has been critical

of new technologies and methods of government identification, including

biometrics. It has opposed ID cards vociferously as well as the expanding

governmental surveillance programs inherent in the Bush administra-
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tion’s war on terror. Similar issues have been advanced by a more recent

group with similar ideology called the Liberty Coalition, whose mission

is to ‘‘help organize, support, and coordinate transpartisan public policy

activities related to civil liberties and human rights.’’ They too have dis-

covered that one prominent area for ‘‘transpartisan activity’’ is privacy.30

There are civil liberties organizations in many other countries, but they

are generally a lot smaller and poorer than the ACLU. Some also have

not made privacy protection a priority. The Canadian Civil Liberties As-

sociation (CCLA), for instance, was established in 1964. Its mission is

stated as the protection of the fundamental freedoms essential to the dem-

ocratic system, the promotion of legal protections against unreasonable

invasion by public authority of the freedom and dignity of the individual,

and the promotion of fair procedures for the resolution and adjudication

of conflicts and disputes. Historically, its work on privacy-related ques-

tions has tended to be confined to issues of search and seizure by police.

Since 9/11, however, there has been a greater emphasis on issues such as

the sharing of airline passenger information, video surveillance, cyber-

snooping, and national identity cards.31

A more significant player on the Canadian and international stage has

been the British Columbia Civil Liberties Association (BCCLA), which

predates the CCLA, has a somewhat di¤erent vision of civil liberties cam-

paigning, and, indeed, has never been a‰liated with the CCLA. It was

born out of general dissatisfaction with the earlier Canadian Civil Liber-

ties Union, which had grown up in the 1930s, as well as out of a desire

to develop an organization that was less waspish, male, and intellectual.

The organization was also the product of a particular abuse of police

power over the Doukhabour organization called the ‘‘Sons of Freedom,’’

labeled subversive by many British Columbians with, as the BCCLA

notes, ‘‘disturbing parallels to current public debates about the rights of

terrorists.’’32

The contemporary BCCLA is probably the most e¤ective, and best

funded, civil liberties organization in Canada. It has also been far more

vocal in the major privacy debates in Canada, including national identifi-

cation systems, video surveillance, and access to telephone and Internet

tra‰c data, as well as in more local questions (Westwood 1999). It has

also been prominent in the various e¤orts to develop and strengthen Ca-

nadian privacy law and in overseeing the work of Canada’s federal and

provincial privacy commissioners. Again, however, the BCCLA’s mission

is broadly defined, and privacy protection is one theme in the larger array

of civil liberties and human rights interests on its agenda.
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In a similar fashion, privacy advocacy appears with varying promi-

nence within the agendas of other national civil liberties organizations.

In Germany, the equivalent organization is probably Die Humanistische

Union, established in 1961 to advance civil rights, explicitly in opposition

to conservative and Catholic influences in German political parties at the

time. Over the years, it has taken up certain privacy and data protection

issues, and in recent times has been involved in questions of video surveil-

lance and the retention of communications tra‰c data.33

In Britain, the major civil liberties organizations are Liberty and State-

watch. The aims of the former, which until 1991 was called the National

Council for Civil Liberties (NCCL), are described broadly: ‘‘We believe

in a society based on the democratic participation of all its members and

the principles of justice, openness, the right to dissent, and respect for di-

versity. We aim to secure the equal rights of everyone (as long as they

don’t infringe on the rights and freedoms of others) and oppose any abuse

or excessive power by the state against its people.’’34 Like many of its

counterparts in other countries, the NCCL has its origins in the conflicts

and oppression prevalent during the 1930s, with the mass unemployment,

hunger marches, and rise of Fascism.

Statewatch used to be a specific project of the NCCL. It broke away

in 1991 and has a more explicit European focus as well as a stronger

emphasis on questions of surveillance. It is now composed of ‘‘lawyers,

academics, journalists, researchers, and community activists. Its Euro-

pean network of contributors is drawn from fifteen countries. Statewatch

encourages the publication of investigative journalism and critical re-

search in Europe in the fields of the state, justice and home a¤airs, civil

liberties, accountability and openness.’’35 It therefore has close a‰liations

with sister organizations in Europe.36 A further e¤ort at integration

occurred in 2005 with the creation of the European Civil Liberties Net-

work (ECLN), which aims to bring together ‘‘groups and individuals

who share the common objectives of seeking to create a European society

based on freedom and equality, of fundamental civil liberties and per-

sonal and political freedoms, of free movement and freedom of informa-

tion, and equal rights for minorities.’’37

The ECLN, therefore, intends to campaign on children’s rights, demo-

cratic standards, freedom of information, immigration and asylum ques-

tions, military questions, policing and public order, prisons, racism,

security, and intelligence, as well as on surveillance and the war on terror.

This breadth is typical and has some implications for privacy advocacy.

For the civil liberties organization, privacy campaigning is inseparable
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from the larger attempt to extend democratic rights. It tends, therefore, to

be seen in collective as well as individual terms where privacy advocacy is

not only an issue of civil liberties but also one of discrimination. Some

people simply get more surveillance (and less privacy) than others. The

opposition to racism, sexism, and homophobia, prominent on the agen-

das of all civil liberties organizations, is deeply connected to societal prac-

tices concerning the collection and processing of personal information.

Thus, the integration of surveillance questions into wider objectives for

social justice and equality is inevitable and deliberate, and especially

prominent within European civil liberties organizations, such as State-

watch, Liberty, or the Dutch organization, Buro Jansen and Janssen.38

When one drills down to more specific issue areas there is no question

that inherent contradictions and conflicts emerge from time to time. Civil

liberties organizations defend rights to free speech and the press, and oc-

casionally the claim of certain individuals to anonymity clashes directly

with demands for accountability. Similar conflicts can occur with respect

to the criminal justice system. For instance, holding law enforcement

agencies accountable sometimes requires detailed information about their

activities (such as arrest patterns), with implications for the privacy of

arrestees (Walker 1999, 308). Privacy conflicts with other public interests

on an ethical level, as well as on a policy level. Any civil liberties organi-

zation also has to negotiate these competing claims.

Privacy Advocacy and Human Rights

Many would insist that privacy is fundamentally a human right. The

claims of civil liberties advocates tend to be made with reference to spe-

cific national constitutional guarantees, such as the Bill of Rights in the

United States. Claims about privacy as a ‘‘human right’’ tend to be

made in more universalistic terms on the grounds that we possess certain

inherent human rights by virtue of our humanity, rather than our citizen-

ship. Thus the Universal Declaration of Human Rights (UDHR) states

that ‘‘everyone has the right to life, liberty and security of person’’ (Arti-

cle 3). It goes on to state that ‘‘no one shall be subjected to arbitrary

interference with his privacy, family, home or correspondence, nor to

attacks upon his honor and reputation. Everyone has the right to the pro-

tection of the law against such interference or attacks’’ (Article 12).

In societies with recent histories of extreme repression, issues of torture,

imprisonment without trial, genocide (ethnic cleansing), and so on, obvi-

ously take priority over the kinds of privacy questions debated within
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advanced democratic states. An antisurveillance agenda has never entered

the work of Amnesty International (AI) for example, an organization

that has tended to shun theorization about problems in favor of practical

and action-oriented activism based on a shared belief in the moral au-

thority of its campaigns (Hopgood 2006, 19). Those campaigns are rarely

addressed in terms of promoting ‘‘privacy’’ and yet there is a clear, if

unstated, bond between the use of surveillance technology and the kinds

of oppression documented by AI.

For example, in the context of supporting freedom of expression on the

Internet, it has opposed the monitoring of Internet use and the companies

that have been complicit with governments in providing information on

their users, and in supporting censorship. These and other e¤orts are

embraced by AI’s general campaign on the Internet and Human Rights.

It declares: ‘‘The internet is the new frontline in the fight for human

rights. The initial grace period in which internet-users enjoyed complete

freedom, while the authorities caught up with the technology, has ended.

Governments are increasingly monitoring Web, email and blog use, cen-

soring and prosecuting their citizens for expressing their opinions on-

line.’’39 Their very vision of a world in which everybody enjoys all the

rights enshrined in the UDHR clearly embraces a world in which individ-

uals are free from unnecessary intrusions into their private lives. In this

sense, AI is also a privacy advocacy organization.

These issues have come to prominence with respect to very high profile

cases concerning the relationship between certain Internet companies and

the government of China. Most notably, in 2005, Yahoo, via its Chinese

partner company, provided the authorities with private and confidential

information about its users that has been used to convict and imprison

journalists. In 2006, Google cooperated with Chinese o‰cials to restrict

search results for topics such as ‘‘human rights,’’ ‘‘political reform,’’ ‘‘Tia-

nanmen Square’’ and ‘‘Falun Gong.’’ A government-sponsored Canadian

group, the International Centre for Human Rights and Democratic

Development (now called Rights and Democracy) has been constantly

pushing Western governments and companies to restrict sales of certain

cyber-technology, which might be used for surveillance purposes, to Chi-

nese agencies.40

There is evidence that many groups in democratizing countries see the

close relationship between surveillance and other forms of repression and

have embraced a pro-privacy agenda, even if it is not termed as such. Pri-

vacy issues are often brought to the fore as a result of the practical and

inherent problems of campaigning for human rights in repressive regimes.
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Human rights organizations face some agonizing dilemmas about the col-

lection and confidentiality of extraordinarily sensitive information about

rights abuses, dissidents, and so on. They are, themselves, subjected to

surveillance, the interception of communications and sometimes more

brutal treatment. Privaterra41 works with human rights groups around

the world o¤ering training and advice about communications security

and database privacy. It o¤ers basic education as well as more technical

assistance about various encryption tools. Robert Guerra, one of the

founders of the organization in 2001, explains the importance of its work

and the di¤erences between privacy breaches in the developed world and

those in some of the societies in which he has worked:

If I were to give you maybe some experience from either the fieldwork or actually

some of the organizations that I’ve worked with, the breaches of information are

far more serious in other parts of the world compared to here. And so whereas [in

Canada], we see the instances of tapes going missing or medical records appearing

in dumpsters, in other parts of world, it’s been organizations having armed men

come to their organizations and taking their computers. Then the people who are

mentioned in the computers have things start happening to them.42

A related group, Frontline, has produced a manual of security and cryp-

tography methods written in plain language for the human rights worker.

They remind us that the lack of interest or capacity to learn about elec-

tronic security ‘‘has led to numerous arrests, attacks and misunderstand-

ings in the human rights community. Electronic security and digital

privacy should become not just an important area for comprehension

and participation, but also a new battleground in the struggle for the

worldwide adherence to the principles of the UDHR’’ (Vitaliev 2007, 8).

It is di‰cult, however, to find examples of NGOs in the developing

world whose mission is focused on privacy and surveillance questions.

Privaterra’s main work has been in countries of Central and Latin Amer-

ica, where data protection law has been slow to develop.43 There are

some interesting provisions in some Latin American constitutions that

provide rights to ‘‘habeas data.’’ There is also a slow emergence of a net-

work of experts and NGOs in some Latin American countries, as orga-

nizations with broader interests in human rights have begun to focus on

privacy issues.44

In the newly democratizing societies of Eastern Europe, there is a

sprinkling of small NGOs dedicated to the privacy cause. A small group

named Privacy Ukraine was established in 1999 specializing in the ‘‘pro-

tection of right to privacy, freedom of expression and information re-

gardless of frontiers.’’45 For several years, its founder, Andriy Pazuk
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worked to pass personal data protection legislation in Ukraine based on

the Council of Europe Convention. Certain other groups in Hungary, the

Czech Republic and Bulgaria have also launched their own versions of

Privacy International’s Big Brother Awards.46 In countries with very re-

cent memories of authoritarianism, such e¤orts perhaps carry greater sig-

nificance than those of their counterparts in more established democratic

systems. Perhaps the most remarkable indication of the spread of privacy,

as a human rights issue, was the establishment in 2007 of a group called

Privacy Mongolia.47

It is also apparent that a human rights emphasis is more apparent in

francophone societies. There is no exact equivalent for privacy in the

French language. Thus, privacy questions tend to be framed in terms of

a larger set of droits et libertés, which need to be protected in the context

of les informatiques. The French data protection law, for instance, is

termed La loi sur l’informatique et libertés, and is overseen by a Commis-

sion Nationale sur L’Informatique et Libertés (CNIL). In Quebec, La

Ligue des Droits et Libertés has the mission of defending all the rights

proclaimed in the UDHR. It has, therefore, a broader mission than the

‘‘civil liberties’’ groups in other parts of Canada and the United States.

One of its self-proclaimed goals is to promote la protection de la vie privée

et des renseignements personnel (the protection of privacy and personal in-

formation), and representatives from this organization have been very

active in e¤orts to protect and promote privacy protection in Quebec as

well as in Canada at large.

Also in English-speaking countries, there are many advocates who

stress the importance of a broader conception of privacy, linked to the

wider tradition of human rights advocacy and discourse. EPIC entitles

its annual review of privacy law and developments Privacy and Human

Rights. This view stands in some contrast to what are perceived as more

technocratic concerns of data protection and data security. In the Cana-

dian context, Val Steeves has emphasized this approach in her work: ‘‘My

understanding of privacy is very far removed from data protection. I

often find that data protection works against privacy protection. Some-

times it makes it look ridiculous. . . . In working with Members of Parlia-

ment, if you can create a dialogue and sensitize them to the issues and

make the links between privacy and democratic freedom, then they pay

attention, but if you don’t do that then they’re overwhelmed with the

national security risk analysis that they get on a daily basis.’’48

A human rights perspective also stands in contrast to the idea that

privacy is important as a ‘‘risk management’’ strategy to encourage con-

sumers to ‘‘trust’’ new technologies and use them to order goods and ser-
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vices online. Attention to privacy issues has become a necessary condition

for organizations, and countries, to participate within the international

information economy. It is naturally, therefore, also a consumer issue,

and some other groups orient themselves toward that dimension of the

problem.

Privacy Advocacy and Consumer Protection

National and international consumer protection groups have a long

involvement with privacy issues. They have assisted individuals with com-

plaints about consumer credit, direct marketing, identity theft, as well as

with the various consumer services on the Internet. They have lobbied for

better privacy and data protection laws. They have researched and writ-

ten reports on new and emerging consumer issues. The illegitimate cap-

ture, collection, use, and disclosure of personal information are issues of

deceptive trading. Good privacy protection is also deemed to be good

business practice. Many consumer advocates have no di‰culty also being

privacy advocates.

So most national consumer organizations have historic origins and

have been able to embrace privacy and data protection within their pro-

grams. The U.K. National Consumer Council (2005), for example, has

lobbied for better data protection in Britain, often supporting the work

of the Information Commissioner, and has warned about the creeping

tide of surveillance over the ‘‘glass consumer.’’ Its sister organization,

the Consumer Association, which publishes the magazine Which? also

gives consumer advice about data protection issues.49 In Germany, the

Verbraucherzentrale Bundesverband (Federation of German Consumer

Organizations) has used similar imagery to give useful tips about protect-

ing one’s data.50 The Consumers Association of Canada was heavily

involved with the early stages in the preparation of the Canadian private-

sector privacy law, and continues to monitor privacy issues through its

Privacy Advisory Group.51 Japan also provides an interesting case. Con-

sumer organizations, including the national Housewives Federation, were

very active in pressing for the 2005 Personal Information Protection Act.

Indeed, one can find advice and reports on consumer privacy issues on

the Web sites, and in the publications, of most, if not all, established con-

sumer associations.52 Each of them has a ‘‘privacy slice.’’

Most national consumer associations are, however, constantly en-

gaged in the full range of consumer-related issues: product safety, fair pric-

ing, monopoly practices, intellectual property, responsible consumption

and sustainability, and so on. Some organizations do not confine their
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attentions to the private sector, and also lobby on access to social services,

health care, housing, and so on. Privacy protection is, of course, closely

linked to each of these questions, but it can be overwhelmed by the more

material questions faced by underfunded organizations with overworked

sta¤. It can also conflict with other consumer issues. Direct marketing,

for instance, can be viewed as an intrusion. It can also be seen as an e‰-

cient and more reliable vehicle by which to provide accurate and relevant

information about products and services to interested consumers. Often it

takes a single individual within a larger consumer organization to carry

the torch for the privacy interest within such organizations. Ed Mierzwin-

ski, of the National Association of State Public Interest Research Groups

(US PIRG) is an example within the United States. Since the 1980s,

Mierzwinski has been a forceful advocate on issues such as credit report-

ing, social security numbers, and, more recently, identity theft.53

Certain privacy advocacy groups have also focused on the consumer

angle. Consumers Against Supermarket Privacy Invasion and Numbering

(CASPIAN), for instance, tries to keep a more explicit focus on the con-

sumer issues encountered in the retail industry and has lead the fight

against invasive uses of customer loyalty cards, consumer profiling, and

especially the use of RFIDs.54 It was established in 1999 as an explicitly

‘‘grassroots organization’’ that has now grown up to an organization of

over fifteen thousand members in all fifty U.S. states and over thirty

countries (Albrecht and McIntyre 2005). The founder, Katherine

Albrecht explains how and why CASPIAN emerged:

I found myself with a wallet full of shopper cards . . . and one day it occurred to

me that every one of those cards, every plastic card in my wallet, represented a

database and information about me, everything from my library privileges (what

books I had read), to my bus pass. And the ones that I found the most o¤ensive

were the ones that were actually keeping track of the food that I needed to live on,

because to decide not to participate would have meant spending a lot more for my

groceries. So in a pretty intense week . . . I just said I am going to put together a

web site and I am going to learn everything there is to learn about this—I am

going to dive in with both feet. And I put together the website at nocards.org,

which was the founding website of CASPIAN.55

She goes on to explain the current motivation behind CASPIAN’s mem-

bership: ‘‘And all you had to do, and even to this day all you have to do

to be a member of CASPIAN, is say that you agree that it is wrong to spy

on people through the things and services they buy. That’s it—there is no

political a‰liation, there is no philosophical belief, there’s nothing—I

mean that’s all you have to do.’’56
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CASPIAN, therefore, does have an explicit focus on consumers. Al-

though, through the subsequent campaigns about RFIDs, certain govern-

mental programs became a target, it still tries to direct its energies to the

protection of the ordinary shopper and the retail industry. This focus is

deliberate: ‘‘I learned early on, maybe from watching other people, that

the more narrow you are the more e¤ective you can be. I did not want

to be an EPIC or an EFF that had the broad-based ‘‘we tackle every-

thing’’ approach. I wanted to find a specific niche and be the best at

that. . . . I was the supermarket woman, I did just supermarket cards and

if you wanted to talk supermarket cards you’d talk to me and if you

wanted to talk about anything else, I would send you to some other col-

league.’’57 CASPIAN’s strategies, and its links to certain Christian orga-

nizations, will be discussed later. It stands, however, as a quite unique

example of a consumer-focused organization that stresses the importance

of grassroots organization, including protests and boycotts, in lieu of net-

working and lobbying at elite levels.

CASPIAN’s influence in other countries also highlights the importance

of international collaboration on consumer-related privacy issues. The

Transatlantic Consumer Dialogue (TACD) is a very e¤ective forum

launched in 1995 to promote consumer interests in EU and U.S. policy-

making. It now brings together forty-five European and twenty U.S. con-

sumer organizations, some of which have been discussed earlier, and

analyzes and makes recommendations about a range of issues through

an international working group structure. It has been particularly active

on data privacy issues, including RFIDs, passenger name records

(PNRs), unsolicited electronic mail, children’s privacy issues, and so

on.58 Again, however, it is impossible to judge where consumer privacy

issues begin and end, as exemplified by the discussion of the Privacy

Rights Clearinghouse above. Many groups with a civil liberties or human

rights emphasis participate alongside national consumer organizations

within national and international coalitions, even though they might

lament the associated implication that privacy has been commodified

as something of benefit or cost to the consumer within the free market

(Davies 1997).

Privacy Advocacy and Digital Rights

Virtually every group mentioned so far has been involved in Internet pri-

vacy questions. Some, however, would not have emerged but for the

Internet and the desire to create an open medium based on sound
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democratic principles. Here is the rallying call of the Electronic Frontier

Foundation:

From the Internet to the iPod, technologies are transforming our society and

empowering us as speakers, citizens, creators, and consumers. When our freedoms

in the networked world come under attack, the Electronic Frontier Foundation

(EFF) is the first line of defense. EFF broke new ground when it was founded in

1990—well before the Internet was on most people’s radar—and continues to

confront cutting-edge issues defending free speech, privacy, innovation, and con-

sumer rights today. From the beginning, EFF has championed the public interest

in every critical battle a¤ecting digital rights.59

That there is a separate set of ‘‘digital rights,’’ which are an extension of

more fundamental civil rights and liberties, is controversial. The belief,

however, frames the work of a number of national and international

organizations, of which EFF is probably the most important.

EFF was born out of a general belief that the emerging decentralized

networks based on server/client rather than mainframe technology were

ushering in an enormous potential for di¤erent forms of communication

and social relations. At the same time, it saw threats from powerful inter-

ests as well as a practical need to defend the rights of young people in

particular who were beginning to use these technologies in creative and

innovative ways. Its spirit was, and in some respects, remains very liber-

tarian, and its very name is redolent of the ‘‘frontier spirit’’ through

which the American land was ‘‘settled.’’ The electronic frontier was, and

is, a new space of creativity and innovation, and had to be left alone

rather than regulated and protected.

The proximate reason for EFF’s creation was outrage on the part of

three men: Mitch Kapor, the former president of Lotus Development

Corporation, John Perry Barlow, Wyoming cattle rancher and lyricist

for the Grateful Dead, and John Gilmore, an early programmer with

Sun Microsystems, at the arrest of one Steve Jackson. The Secret Service

had executed a warrant against Jackson and seized all electronic equip-

ment from his premises allegedly on the grounds that he had illegally

copied a document describing the operation of the E-911 emergency re-

sponse system. The Secret Service did not press charges and returned

his computers, having accessed and deleted much of the e-mail from the

company’s electronic bulletin board. Jackson could not find an existing

civil liberties group to assist him that had the technical expertise. On the

same day in July 1990, Kapor, Barlow, and Gilmore announced that they

would file suit against the U.S. Secret Service, and also announced the

creation of EFF.
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Barlow’s ‘‘A Declaration of the Independence of Cyberspace’’ became

a rallying call for a generation of young computer enthusiasts, hackers,

and cypherpunks:

Governments of the Industrial World, you weary giants of flesh and steel, I come

from Cyberspace, the new home of Mind. On behalf of the future, I ask you of the

past to leave us alone. You are not welcome among us. You have no sovereignty

where we gather. . . . You have not engaged in our great and gathering conversa-

tion, nor did you create the wealth of our marketplaces. You do not know our

culture, our ethics, or the unwritten codes that already provide our society more

order than could be obtained by any of your impositions. . . . Cyberspace consists

of transactions, relationships, and thought itself, arrayed like a standing wave in

the web of our communications. Ours is a world that is both everywhere and no-

where, but it is not where bodies live. We are creating a world that all may enter

without privilege or prejudice accorded by race, economic power, military force,

or station of birth. We are creating a world where anyone, anywhere may express

his or her beliefs, no matter how singular, without fear of being coerced into

silence or conformity.60

Though newly expressed, this philosophy is deeply rooted in a particular

interpretation of the American political tradition and an absolutist read-

ing of the First Amendment to the U.S. Constitution. Indeed, EFF’s early

campaigns were nothing more than reminders about the timelessness of

those principles and of the importance of applying them to the new fron-

tiers of cyberspace.61 And as the early and cumbersome network proto-

cols of the early 1990s transformed into the World Wide Web, and as

the Internet spread into a medium for e-commerce and e-government, so

the EFF has tried to remain faithful to these principles.

Privacy protection has always had an uneasy relationship with this ‘‘I am

going to do and say as I wish’’ ethos. Early conferences on Computers,

Freedom and Privacy (CFP) brought these tensions to the fore as those

in favor of individual choice and self-regulation confronted more tradi-

tional privacy advocates insisting that government regulation of personal

data processing on the Internet was essential. The EFF has therefore had

to pick and choose its privacy fights. Fortunately, the huge privacy issue of

the 1990s, the availability and distribution of free cryptographic products

and services, provided the issue around which free speech and privacy

advocates could easily converge. The right to anonymous communication

promotes both values, and it was threatened by various key-management

and key-escrow schemes (notably the Clipper chip), and by export con-

trols over cryptographic products (Di‰e and Landau 1998).

The EFF also has experienced tensions over its strategic direction.

Within two years of EFF’s debut, it opened an o‰ce in Washington, D.C.,
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under the direction of Jerry Berman, with the intention of being a major

player in the policy debates surrounding the Internet. Some saw this move

as a signal that it was abandoning the ‘‘quasi-bohemian counterculture

of Harvard square for the power-obsessed and insincere atmosphere of

Capitol Hill’’ (Li 2003, 70). This philosophical divide reached its height

during the passage of the Communications Assistance for Law Enforce-

ment Act (CALEA) in 1994, and the decision by EFF’s board to collabo-

rate with legislators over this legislation in the hope of influencing the

outcome, rather than to oppose it in principle. The passage of this law

created much distrust, further suspicion of Washington politics, and an

ultimate decision to move to California, with the intent of trying to influ-

ence business decisions in Silicon Valley, rather than political decisions in

the corridors of power.

Given the current pervasiveness of the Internet, it is today very unclear

what is, and what is not, a ‘‘digital rights issue.’’ Thus, EFF’s privacy

agenda today embraces a full range of topics including surveillance

by law enforcement and national security organizations, the sharing of

air passenger data, travel screening at airports, national identification

schemes such as Real ID, data mining, RFID technology, surveillance

cameras, and biometrics. These issues seem to sit very easily alongside

EFF’s advocacy on free speech, intellectual property, digital rights man-

agement, electronic voting, and so on. EFF now has smaller o¤shoots in

a number of other countries, including Canada and Australia.62

To this day, EFF stands out for its high level of technical acumen, as

well as for its emphasis on litigation.63 It still does not have a permanent

presence in Washington, D.C. It has never seen itself, therefore, as a

group that could e¤ectively engage with the legislative process in a deep

and sustained way. This was one of the reasons why Jerry Berman, for-

mer executive director of EFF, decided to found the Center for Democ-

racy and Technology (CDT) in 1994. Its mission is also ‘‘to promote

democratic values and constitutional liberties in the digital age.’’64 As

Berman explains:

The Center for Democracy and Technology was founded almost a decade ago in

the belief that the Internet could be a revolutionary force, not only for commerce

but also for the democratic values of free expression, creativity and civic partici-

pation. Yet almost from the moment the Internet emerged as a mass medium, it

has faced a barrage of challenges from lawmakers and regulators seeking to limit

the breadth of content available online. At the same time security vulnerabilities,

spam, spyware, fraud and a lack of trust in the privacy of personal information

disclosed online have threatened the Internet’s potential.65
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CDT’s work on privacy is seen as largely compatible with its other

missions to promote free speech, access, and democratic participation.66

It is also explicitly in favor of ‘‘the development of public policies

and technology tools that give people the ability to take control of

their personal information online and make informed, meaningful choices

about the collection, use and disclosure of personal information.’’67 CDT

places, therefore, an emphasis on ‘‘practical solutions to enhance free

expression and privacy in global communications technologies. CDT is

dedicated to building consensus among all parties interested in the future

of the Internet and other new communications media.’’68 It prides itself

on being able to work through the complexities of the technology, the dy-

namic market and the relevant case law to develop practical solutions, in

the form of industry guidelines (‘‘soft-law’’) and ultimately legislative lan-

guage that might be presented to Congress.

CDT tries to work toward these solutions by playing a convening role

within a series of working groups on various subjects, including Internet

Privacy, Digital Privacy and Security, User Empowerment, and Spyware.

It is this model that sustains CDT’s work, for the groups comprise the

companies and associations, which have to pay to be at the table, as well

as representatives from a variety of public interest groups. Reports are

then written and fed into the policy process. Sometimes guidelines are

produced to which companies can commit. Obviously, it is easier to build

a consensus around some issues, such as spyware, where there is a com-

mon consensus on a wrong that needs to be corrected. Other questions

that require balancing of law enforcement or capitalist interests against

the rights of consumers are more di‰cult to negotiate.

In the American context, CDT is controversial because of the funding

model. The majority of its funding comes from foundations, but a sig-

nificant proportion in any one year comes from high-tech companies,

who are essentially paying for a ‘‘seat at the table.’’ This raises suspicions

from other privacy advocacy groups. CDT counters by arguing that you

cannot develop public policy without understanding the technology, and

that requires close cooperation with hardware and software vendors,

Internet Service Providers, and telecommunication companies. Washing-

ton Privacy Consultant, Robert Gellman, o¤ers the following assessment:

‘‘CDT does not always do a good job in defining its role for any given

project, and that fuels disquiet in the privacy community. It also contrib-

utes to the frequent identification of CDT with its funding sources, some-

thing that is pervasive and somewhat unfair.’’69 We will return to the

di¤erences between ‘‘insider’’ and ‘‘outsider’’ advocacy in chapter 4.
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Privacy advocacy also finds its way onto the agendas of certain groups

interested in open access to the new media. An example is the Center for

Digital Democracy (CDD), begun in 2001 by Je¤ Chester, a long-term

opponent of monopolistic media practices, and advocate for public inter-

est media policies (Chester 2007). Privacy converges with the interests of

CDD to the extent that it is threatened by monopolistic ownership and

control practices. Thus, for example, it has teamed up with other privacy

groups to oppose the proposed takeover by Google of the online

advertising firm, DoubleClick.70

Similar digital rights groups have grown up in Europe. An example is

Bits of Freedom (BoF), established in 2000 to lobby for digital rights

within the Netherlands. With few employees and meager funding, it was

forced to cease its operations in 2006. Other European examples include

the Italian group Netjus; the French group Imaginons un Réseau Inter-

net Solidaire (IRIS); Digital Rights Denmark; and Digital Rights Ire-

land.71 These, and other organizations, have close associations with their

respective hacker communities, and their interests in rights to free

cryptography.72

The British equivalent is probably the Foundation for Information Pol-

icy Research (FIPR). Established in 1998, and funded initially by Micro-

soft and subsequently by other corporate and foundation grants, FIPR

gained a reputation in a short time as the most important think tank

in the United Kingdom for Internet policy, including e-commerce and

e-government, copyright, cryptography, as well as privacy and data pro-

tection. The original vision was for a small organization that could inject

informed research on Internet-related issues into the political process.

According to its founder, Caspar Bowden, FIPR was also informed by a

desire to represent the ‘‘heady techno-utopianism that was around in the

early 1990s in ways that were more palatable and acceptable to the Brit-

ish body politic.’’73 After a short time, however, legislative events, and

especially the promotion of the government’s Regulation of Investigative

Powers Act, a controversial piece of legislation that tried to update the

rules for the interception of communications for the Internet age, forced

FIPR into the world of advocacy and lobbying, and Bowden into a set of

activities for which he had little preparation.74 Another example of a one-

person advocacy organization from the United Kingdom is Cyber-Rights

and Cyber-Liberties, formed in 1996 by Yaman Akdeniz and dedicated to

the protection of free speech and privacy in cyberspace.75

More controversial is the German Chaos Computer Club (CCC), a

household name in Germany and certainly the most influential hacker

community in Europe, through its highly public exposure of security
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breaches.76 The ‘‘hacker ethic,’’ that system cracking for fun and ex-

ploration is a powerful social good, flies in the face of many information

privacy principles. There can be no question that public displays of secu-

rity vulnerabilities sensitize corporations and governments to the risks

and, in an indirect way, contribute to the larger cause of privacy and

data protection. Furthermore, there is a strong antistatist and anti-

corporatist ideology within the hacker community, which can translate

also into an antisurveillance ideology. Witness the CCC’s activities in

opposition to data retention initiatives, biometric technologies and

smart cards.77 A less controversial German group is the Forum Informa-

tikerinnen für Frieden und gesellschaftliche Verandwortung (Forum of

Computer Professionals for Peace and Social Responsibility), begun in

1984 in association with the peace movement. Its members are mainly

computer professionals interested in public interest issues, such as intellec-

tual property, IT in the workplace, computers and war, and of course

data protection.78

In 2002, many of the European digital rights groups banded together

to form the European Digital Rights Initiative (EDRI). There were two

incentives; the need to coordinate European groups at the European level,

and to establish a counter to the American dominance of privacy advo-

cacy groups. It currently coordinates the work of twenty-five privacy and

digital rights organizations from around sixteen countries.79 Among the

issues EDRI has worked on are tra‰c data retention, spam, telecommu-

nications interception, copyright and fair use restrictions, and the cyber-

crime treaty.80 In 2006, however, it ceased to operate a central o‰ce in

Brussels. Its activities now concentrate on the publication of the very suc-

cessful bi-weekly newsletter, the Edrigram.

Privacy advocacy for the range of digital rights must also embrace

those who actively promote and market a range of privacy-enhancing

technologies. Thus, the providers of tools for anonymous (or pseudony-

mous) browsing, for the management of cookies and spyware, for e-mail

encryption products, for electronic cash, and so on, also play crucial roles

as privacy advocates.81 Privacy-enhancing technologies (PETs) are now

embraced and marketed by some of the biggest corporations on the Inter-

net. They have ceased to be the concerns of a few dedicated advocates.

Technological solutions to privacy problems are now widely regarded as

a crucial policy instrument within the toolbox of the contemporary regu-

lator. Even though few of the early start-ups are still in existence, many of

the individuals are, however, still active as digital rights advocates. Their

roles will be discussed further in chapter 3.
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Privacy Advocacy and the ‘‘Single Issue’’

Our final category embraces a sprawling number of single-issue groups

that have decided for various reasons to concentrate their e¤orts on a

particular technology or practice, on a type of information, on a set of

vulnerable people (such as children), or on a particular business sector.

Some of the more intrusive surveillance technologies have in them-

selves motivated group formation. National identity card schemes are a

very visible manifestation of governmental surveillance and have inspired

some of the strongest opposition, especially in countries like Australia

and the United Kingdom whose citizens have only had to carry identity

cards in times of war.82 The British dispute propelled a number of protest

groups into existence, most notably NO2ID, formed to ‘‘bring together

individuals and organizations from all sections of the community and

seek to ensure that the case against ID cards and the database state is

forcefully put forward in the media, in the corridors of power and at

grassroots level.’’ Although the 2006 Identity Cards Act was eventually

passed, the group continues to campaign for its repeal.83 Similar local

groups have been established throughout the United Kingdom. The

‘‘loyalty cards’’ of certain grocery chains have also been targeted: ‘‘A

free people do not show identity papers to buy bread’’ declares a group

calling itself the No-Cards Shoppers.84

A number of groups have also sprung up in opposition to unsolicited

marketing. Californians against Telephone Solicitations (CATS) gives ad-

vice about how to deal with telemarketing calls, and assists with register-

ing on the National Do Not Call Registry.85 CATS is an example of one

of the many ‘‘organizations’’ that is probably no more than one person

with a Web site, a bulletin board, and a post o‰ce box number. The

Coalition Against Unsolicited Commercial Email (CAUCE) has a mem-

bership that grew out of a discussion group (SPAM-LAW) and is solely

directed toward the elimination of spam e-mail. It also has sister organi-

zations in Canada, Europe, India, Australia, and the Asia-Pacific.86 They

proudly declare: ‘‘We have no money, we have no o‰ce. CAUCE is a

creation of the Internet—it exists on this web site, in newsgroups, dis-

cussion lists, and in the ideas and dedication of those who oppose the

damaging, costly, and unfair practice of unsolicited commercial email.’’

Private Citizen, Inc., claims to be the ‘‘largest and most e¤ective organi-

zation of its type to cut your junk calls and junk mail.’’ For a small fee,

anybody can be listed in its Private Citizen Directory, which it then sends
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to over fifteen hundred national telemarketing firms together with a warn-

ing of a $500 fee for commercial use of one’s name: ‘‘Use of my o¤ered

property or service without payment may be construed as your intent to

unjustly enrich yourself at my expense and/or maintain a nuisance in my

premises and/or invade my privacy. Such wrongful acts may result in my

seeking an exemplary amount in addition to my fee.’’ Most companies

simply choose to remove the customer’s name from the database.87

Other groups have focused on public surveillance camera systems. The

New York Surveillance Camera Players publish maps of video camera

systems, organize guided tours of facilities, and perform specially written

plays before the cameras in selected venues (New York Surveillance

Camera Players 2006). In May 1997 a group of revelers in the United

Kingdom danced around one camera as if it were a maypole, dressing it

in ribbons. Other cameras have been covered up with bags, balloons,

stickers, and other e¤orts to ridicule the technology (Davies 1998). Other

groups have focused on the speed camera. In the United Kingdom, Speed

Cameras Dot Org provides a forum for discussion and protest, not so

much because of their privacy invasiveness but because of their ine¤ec-

tiveness in reducing accidents and saving lives.88 More controversial is a

group that calls itself Motorists Against Detection. It too publishes maps

of speed camera locations, and keeps track of the evolving technologies.

It also advocates vandalism and since 2000 has been destroying speed

cameras to make its point against ‘‘money-grabbing local authorities.’’

Its Web site proclaims that there is a hardcore group of about two hun-

dred supporters who plan their campaigns through encrypted e-mail and

payphones, and who have destroyed about a thousand cameras through-

out the United Kingdom.89

Other groups have formed in order to defend privacy rights with re-

spect to certain types of information, and most notably health informa-

tion. There is a general presumption that these data are among the most

sensitive and requiring of the most stringent protections. There is also a

presumption that doctor-patient confidentiality is inviolable. As the Pa-

tient Privacy Rights Coalition in the United States explains: ‘‘Americans

and their doctors have always kept a pact of privacy. What doctors saw

and what we told them behind the closed doors of exam rooms and o‰ces

would remain forever private. Privacy is a shared assumption, a contract,

and a core ethical principle in medicine, dating back to Hippocrates.

Though your doctors are sworn to keeping your information private,

once information is sent out of their o‰ces, they have no control over
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how the information is used.’’90 A particular target for this group are the

regulations under the Health Insurance Portability and Accountability

Act.

Another important U.S. group is the Health Privacy Project, dedicated

to ‘‘raising public awareness of the importance of ensuring health privacy

in order to improve health care access and quality, both on an individual

and a community level.’’ The group was established at George Washing-

ton University by Janlori Goldman, formerly of the ACLU and CDT.

The project was particularly instrumental in securing the passage of the

federal privacy regulations made pursuant to the 1996 Health Insurance

Portability and Accountability Act. It also convenes the Consumer Coali-

tion for Health Privacy designed to give health-care consumers a promi-

nent and informed voice on health privacy issues at the federal, state, and

local levels.91 The Medical Privacy Coalition (MPC) has a similar mis-

sion to uphold ‘‘the long-standing and fundamental confidentiality right

of individuals to decide when and to whom their personal health informa-

tion is disclosed.’’ To accomplish this mission, the MPC ‘‘seeks to restore,

maintain, and improve individuals’ right to give their informed consent

before their personal health information is shared with others, including

for purposes related to health-care treatment, payment, and health-care

operations. The MPC is seeking to obtain administrative, legislative and/

or judicial action to ensure that individuals’ consent is obtained prior to

the release of their personal health information.’’92 In Britain, a National

Health Service Confidentiality Campaign has been set up in opposition to

recent e¤orts to develop electronic health record systems without ade-

quate provisions for patient consent.93

Since the atrocities of 9/11, the issue of airline travel and security has

been more prominent. A range of measures from security screening, to

biometric passports, to the transfer of passenger name records (PNRs)

has prompted larger questions about our rights to travel freely and anon-

ymously. These issues have been taken up by groups such as the ACLU

and EPIC. They have also motivated the creation of the Identity Project,

specifically designed to provide advice to travelers about the circum-

stances under which they do, and do not, have to surrender their iden-

tification and to conduct education and research on new travel-related

identification measures.94 The leading figure in the group is the travel ex-

pert and author, Ed Hasbrouck, known for his Practical Nomad guides

on how to travel the world.95

A final category of group has emerged as a result of the privacy chal-

lenges to particularly vulnerable categories of people. Children’s privacy
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rights groups have been especially e¤ective in raising awareness and

challenging surveillance measures in schools. Leave Those Kids Alone

(LTKA) is a British group formed to protest the use of computerized

fingerprinting systems in elementary schools without parents’ consent.96

Fingerprinting was introduced as part of a subsidized library package

called ‘‘Junior Librarian’’ purchased by the U.K. government. Instead of

using a library card, children place their thumbs on a scanner when tak-

ing out a library book. The group says that schools are not the place for

developing and using biometric systems, simply because the systems are

expensive and the schools do not have the funds or technical sta¤ to en-

sure that the system is up-to-date. And as with other technologies, this

one is also susceptible to a process of ‘‘function creep’’ as fingerprints be-

come general identifiers for access to other services—lunches, sporting

facilities, and so on. In the United States, privacy advocates have so far

successfully resisted plans in some schools to force children to wear man-

datory ID badges containing RFID chips.97 The surveillance of children

is sensitive and can mobilize parents who otherwise might not have con-

sidered the privacy issue.

Single issue privacy advocacy groups can focus their scarce energies

and resources on a technology, a practice, a set of organizations, and a

type of information. They can also make common cause with other advo-

cacy groups from that sector. LTKA, for example, has sought support

from UNESCO, Save the Children, and the National Society for

the Prevention of Cruelty to Children (NSPCC). Medical privacy rights

groups often have close links with professional groups and associations.

They are, however, dependent on the continued salience of the issue in

public consciousness. There is a high rate of atrophy as attention shifts

and the media spotlight falls on other issues.

The Privacy Advocacy Network

The aim of this chapter has been primarily descriptive, but can we reach

any conclusions about the multitude of various groups, associations, co-

alitions, centers, campaigns, and so on, which have lobbied for privacy

(or against surveillance) in their respective societies? A listing has been

provided at the outset of the book, but it is not comprehensive and was

probably out-of-date as soon as it was put to paper. Any kind of ‘‘net-

work analysis’’ performed through the analysis of Web site links is also

of little value. The pattern of group formation tends to reflect the issue

itself—constantly changing, very diverse and almost infinitely flexible. A
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definitive ‘‘mapping’’ of the landscape is impossible. Nevertheless, some

conclusions can be reached.

First, it is readily apparent that the number of groups engaged in pri-

vacy advocacy has increased dramatically during the last ten to fif-

teen years. Further, privacy is on the agendas of an increasing number

of more established groups. The reasons are quite obvious: the advent of

the Internet, both as a means of communication and as a medium that

needed to be defended as a free space; the variety and pervasiveness of

surveillance technologies; and the globalization of personal information

flows.

Second, it is also obvious that privacy advocacy spans the ideological

spectrum. It is probably the case that most of the groups share a some-

what center-left, civil libertarian political perspective. Others, however,

would be positioned on the radical left, and would find sympathies with

an anticapitalist or antiglobalization agenda. Some spring from a libertar-

ian philosophy of minimal governmental intervention. Others find favor

with those on the Christian right. Privacy advocacy has no conventional

ideology. It can be promoted and opposed by those from all political and

partisan positions.

Third, it is probably the case that most privacy advocacy groups have

sprung from the American political culture. Certainly those that are the

best funded are American. This seems to support the thesis that the more

pluralistic atmosphere for group formation in the United States, as well

as the relatively open and fragmented political system, is conducive to

the proliferation of many voluntary associations. Legislative processes at

state and federal levels tend to be based on open hearings at which out-

side groups are invited to testify. Where legislatures fail, the courts may

also be avenues for redress and policy change. The multiple access points

to the political system encourage a culture of group formation. Any U.S.

privacy advocate would testify to the uphill battle and the powerful state

and corporate forces weighed against them. Nevertheless, the political

culture does provide multiple opportunities for voices to be heard. But it

is also instructive how quickly the groups in the United States have pro-

liferated. Within the space of a few years, the American landscape shifted

from one in which the principal activity was centered within the Privacy

and Technology project of the ACLU to one in which, by the mid-1990s,

there was a multiple set of actors, jostling for a position within the Amer-

ican privacy space.

Fourth, and contrary to many assumptions, it is not true that privacy

advocacy is primarily a U.S. phenomenon. There is an extraordinary va-
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riety of groups in other parts of the world that have taken up this issue,

only a fraction of whom could be described above. It is true that most of

this advocacy is embedded within other groups with broader civil liber-

ties, human rights, consumer protection, or digital rights agendas. It is

also true that in most other democratic societies, the privacy advocacy

role has been institutionalized through the institutions of privacy and

data protection authorities, which then gain the reputation as being the

‘‘o‰cial’’ voice of the issue. These agencies then have the unintended

e¤ect of crowding the policy space. They tend to be the first agencies to

be listened to in legislative hearings, the first with whom the media makes

contact, and the first to whom the public goes for advice. That there is no

privacy commissioner in the United States allows privacy advocacy

groups to bloom, and simulate the role of the o‰cial data protectors else-

where. But is also the case that this survey has unearthed a range of ad-

vocacy activity outside the United States that is rarely recognized within

the United States.

Finally, it is not clear that the word ‘‘group’’ adequately captures all

the advocacy behavior documented in this chapter. Some are indeed volun-

tary associations in the classic mold—nonprofit groups registered under

their respective statutes with membership lists and subscription dues.

Many, however, have no membership base, though they might operate

with boards of advisors. Some can have grandiose titles that describe

nothing more than a Web site, and perhaps a bulletin board, blog, or

LISTSERV. When these groups atrophy, they still tend to maintain a

well-publicized Web presence.98 There is deceptiveness in the numbers.

The Internet provides many false fronts, behind which are the same cast

of characters.

Traditional concepts do not adequately capture the dynamic, volatile,

overlapping, fragmented, and somewhat illusive nature of privacy advo-

cacy. There is certainly no clear structure. Neither is there a social

movement with an identifiable base. Perhaps the closest is that of the ‘‘ad-

vocacy network,’’ which can be conceptualized not as a fixed structure,

but as a series of concentric circles. Those at the center possess a set of

core beliefs about the importance of privacy, and as one passes to the

outer edges, the issue becomes more and more peripheral. Policy change

occurs, according to some hypotheses, when those on the periphery begin

to share the core beliefs of those at the center (Sabatier and Jenkins-Smith

1988).

With respect to privacy protection, the advocacy network might look

something like that depicted in figure 2.1. At the center are a number
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of privacy-centric groups such as EPIC, PI, the Australian Privacy Foun-

dation, Privacy Rights Clearinghouse, and CASPIAN. Other issues are

peripheral, and, if addressed, have to be entirely consistent with a pro-

privacy (antisurveillance) message. As we move out of the center of the

circle, we then encounter a number of privacy-explicit groups for whom

privacy protection is one prominent goal among several. Many of

the civil liberties and digital rights organizations, such as the ACLU, the

EFF, BoF, and Statewatch, fall into this category. In these organizations,

privacy has to compete within the group’s agenda for attention and

resources. Sometimes ethical and policy conflicts occur and need to be

resolved. Within the outer circle, there are an almost indefinite number

of privacy-marginal groups, for whom privacy is a peripheral goal. Rarely

does one find the word on their Web sites, or in publicity materials. Their

goals are defined in very di¤erent terms—promoting human rights in the

case of AI, defending the rights of women, gays and lesbians, the home-

less, children, ethnic minorities, or journalists, advancing the ethical use

of genetic technologies,99 and so on. And yet the protection of personal

information and the restriction of government surveillance can be central

to that group’s purpose and instrumental in promoting its core aims.

There is therefore a vast range of groups for whom privacy is a marginal

purpose, and for whom it might become a central goal with the right

motivation.

Beyond the outer edge of the third circle are, therefore, a huge number

of potential groups whose support could be mobilized given the correct

Figure 2.1
The Privacy Advocacy Network.
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circumstance, the right issue, or the correct case of intrusive governmental

or corporate behavior. Privacy is an implicit or potential goal for these

groups. The notion of ‘‘potential groups’’ is an important one within

democratic theory (Truman 1951). The ability to mobilize and to redress

individual or social grievances is considered a central test of pluralism.

That ability is supposed to ensure that particular interests cannot get too

far out of hand, before opposing interests mobilize to redress the balance.

Although groups come and go from the scene with great rapidity, and

although they may enter the third circle as issues arise, it is extraordinary

how permanent the stated missions of groups have become. By and large

they do not tend to cross these boundaries. So a group in the second cat-

egory would rarely, if ever, decide that it is going to abandon its other

goals to focus entirely on privacy. A group in the third circle would

rarely, if ever, pronounce privacy to be an explicit goal and move to the

second circle. It is perhaps easier to fragment and splinter and form new

groups than to change established goals and practices. Thus, while it is

impossible to provide a definitive listing of the groups within each cate-

gory at any one time, the categories provide a useful framework in the

abstract.

The volatility and fragmentation of this landscape also expose the im-

portance of the individual actors. The analysis of groups and associations

tells one story about the place of privacy advocacy in civil society, the

individual actors tell another. Who are these individuals? How did they

become ‘‘privacy advocates’’? What roles do they play? How do they see

the landscape depicted in this chapter?
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3 The Actors

We are all privacy advocates about something in our personal lives.

—Marc Rotenberg

We should all be our own privacy advocates.

—David H. Flaherty

He’s a privacy kind of guy.

—from the Wall Street Journal, regarding President George W. Bush

Chapter 2 readily demonstrated that the formality of group identity and

structure provides only a partial and deceptive glimpse into the phenom-

enon of privacy advocacy. We need also to ask questions at an individual

level. Most of the groups discussed above have been sustained by the

energy, commitment, knowledge, and skill of specific men and women—

the actors and the entrepreneurs. So who are the ‘‘privacy advocates’’?

How did they become such? How do they see their roles in championing

this cause?

The term ‘‘privacy advocate’’ is used in a very loose way in the media,

as the 580,000 Google hits on the phrase clearly demonstrate. The media

often frames stories in confrontational terms. Privacy advocates are those

called upon to comment, critique, and o¤er the opposing perspective

when controversial government and business schemes for the processing

of personal data are proposed, or when scandals erupt. But the designa-

tion is often externally imposed and constructed. So how do the ‘‘advo-

cates’’ describe themselves? This chapter addresses that question and

then proceeds to o¤er a more refined classification, and a more subtle de-

scription of the range of roles played within this community, and of the

tensions that often exist within those roles.



What Is a Privacy Advocate?

There is a plausible argument that everybody is, or should be, a privacy

advocate. Rotenberg’s words in the epigraph to this chapter suggest that.

Personal information is collected, stored, processed, and disseminated

about each and every one of us. We all have a subjective interest in ensur-

ing that the right information is handled by the right people for the right

purposes. At some point, we may all declare that our information should

not be provided to this or that organization, on the grounds that it is

‘‘none of their business.’’ We all have a subjective, if largely unrecog-

nized, interest in these values, regardless of gender, race, class, or any

other ascriptive characteristic. We are all privacy advocates—even Presi-

dent George W. Bush.

David Flaherty, when he was the Information and Privacy Commis-

sioner of British Columbia, used to add a prescriptive flavor to this

argument, arguing that we should all be our own privacy advocates. His

interest, as a regulator, was to ensure a vigilant population, a citizenry

that cared about how its data were being used and that questioned orga-

nizational practices. From the point of view of many o‰cial data protec-

tion authorities, a privacy-aware citizenry is an enormous assistance in

increasing organizational awareness and, indirectly, reducing the numbers

of privacy problems that arrive on their desks.

Advocates are supposed to do what they do to promote a cause, a prin-

ciple, or a norm. They advocate changes in policy and practice because

they believe it is right, not because it is linked to a rationalist understand-

ing of their interests. This interpretation is not necessarily consistent with

the way the term is used in the legal world. The role of the legal advocate

is to represent the client, regardless of the principles of the lawyer. Many

lawyers take the position that their commitment is to advance the client’s

rights whether or not they have sympathy with that person’s views and

behavior.

The term ‘‘advocate,’’ however, not only implies a normative commit-

ment to a set of principles or values but also a desire and ability to speak

on behalf of others. That meaning is also implied in terms like ‘‘animal

rights advocates’’ or ‘‘child protection advocates.’’ Advocacy suggests an

assumption that it is necessary to speak on behalf of others, precisely be-

cause few of us have the time and energy to be our own advocates. We

therefore need a set of informed and interested individuals to act as the

‘‘gatekeepers’’ between a concerned but poorly informed citizenry and

the governments and corporations that process our information.

64 Chapter 3



That is Valerie Steeves’s take on the phenomenon: ‘‘To me an advocate

is someone who voices concerns on behalf of a broader population and

seeks to e¤ect some kind of positive change. So it’s bridging a potential

gap between the public sphere and discourses within the public sphere

and concerns from citizens in that democratic space, and what happens at

a policy level . . . So I don’t think it’s solely a matter of lobbying. I think it’s

more attempting to understand the various concerns that are raised in civil

society and to articulate them in ways that create a more informed public

debate around the issues.’’1 For Pippa Lawson of the Canadian Internet

Public Policy Clinic (CIPPIC), ‘‘advocacy means being proactive not just

reactive . . . The advocacy part of it means actually taking positions and

pursuing those positions in one way or another with the goal of influencing

policy.’’2 And for Graham Greenleaf of APF, ‘‘a privacy advocate is

someone who plays an active role in the public disputes related to privacy

issues—on the side of the protection of individual privacy.’’3

The designation is used in the media in indiscriminate ways and with-

out the necessary consent of the subject. When Ari Schwartz of CDT was

asked whether he regarded himself as a privacy advocate, he responded:

‘‘I think it is hard not to because people call me that all the time any-

way.’’4 And Simon Davies believes that ‘‘privacy advocacy is just a

short-hand. It is a convenient label to apply to a person who believes in

the autonomy and dignity of the individual. . . . I think privacy advocacy

as a label is becoming counter-productive. It has not served our best

interests as a sector. It has now become almost a term that is abused. It’s

narrow in its application. In reality, we’re fighting for a core value, the

right of the individual that to me maximizes independence, choice and

personal power.’’5

The term has become a shorthand term for those who raise challenges

to every kind of intrusive technology or practice. It designates specific

individuals as well as a community. It is also a term used to describe cer-

tain individuals in an o‰cial capacity. As Lee Tien of the EFF observes,

‘‘privacy advocates can be anywhere. Sometimes you find very e¤ective

privacy advocates embedded within private-sector companies or in gov-

ernment agencies.’’6 The privacy protection policies of the U.S. Inter-

nal Revenue Service, for example, used to be administered by a Privacy

Advocate.7 A company called Network Technologies Inc. (NTI) has

appointed a Privacy Advocate to administer its privacy and security

policies.8

Self-identified privacy advocates come from many walks of life—

government, private sector, education, nonprofit, and so on. They have
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a wide range of training—in law, social sciences, computer technology,

librarianship, even medicine. In fact, the only common characteristic of

the men and women interviewed in this study is higher levels of educa-

tion. Most have postgraduate degrees of one sort or another. That edu-

cation is essential because it establishes some broad intellectual interests

that can provide the empirical and philosophical underpinnings of their

work. But many arrive at the issue circuitously. A good number of advo-

cates with legal training, for instance, made a relatively early decision to

concentrate on public interest advocacy, and sooner or later found a

niche in privacy. In the 1970s and 1980s, privacy was seen as a hot and

up-and-coming issue, about which little had been written, and within

which reputations could be made. Some advocates with legal training

also made early decisions to gain some education in computer science.

Rotenberg is a good example.

For others the attraction has been more personal and comes from

perhaps a family tradition of activism and progressive politics. Rich

Neumeister has been a privacy and civil rights advocate in Minnesota

for over thirty years: ‘‘I think you have to take a look at where one comes

from and what shapes a person. For me I was born, one of four boys,

four years di¤erence between myself and my younger brother. My dad

was a disabled vet; we lived in low-income housing. We saw di¤erences

of where you lived and where someone else lived. You were the project

kid; government coming to inspect your apartment—those are things

that you start to see when you grow up.’’9

Some have experienced personal intrusions that have animated their

interests in political and social change. Gus Hosein of Privacy Interna-

tional gave me the following advice:

I think if you really want to do a study of privacy advocates, you should meet

their mothers. I think that has an e¤ect on you. . . . My mother was always very

careful with personal information. Whenever she’d go shopping and someone

would ask for our telephone number, she’d say it’s unlisted. I had no idea what

she was talking about but she was very good about that and I think that made

me aware. And from my first degree I was very good friends with a woman who

had discovered, that three years prior, she had sexual intercourse with a guy and

he filmed the entire thing and he circulated that film to a lot of his friends. But she

only found about this event three years later and I took her to the police and

asked what could be done and was told that essentially nothing could be done. It

just left an awful feeling in my stomach for days, the frustration of it happening,

the powerlessness of knowing it had happened and being unable to do anything

about it.
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He goes on to explain his subsequent motivations: ‘‘I am fanatical about

privacy. It is a gut feeling. It really is all about what is in the gut.’’10

Chris Hoofnagle, formerly of EPIC, would agree about the importance

of family influence: ‘‘First of all, my family is fairly antiauthoritarian, in

terms of being skeptical of authority. . . . My parents would tell me things

like ‘don’t talk to the police.’ ’’ He too had an early lesson about the ways

that personal information can be abused:

While I was in school I ran a student group that was very progressive. It was a

free speech group and my campus11 had banned sidewalk chalk—a staple expres-

sive tool on any campus. So we would repeatedly chalk the campus—the entire

campus, essentially bating them to charge us with a violation of rules because we

would win. . . . What happened was that the o‰cials at the university obtained our

membership list and started retaliating against the younger individuals in the

group. . . . They went after the freshmen because they were most vulnerable to au-

thority and to pressure. Some of them lost their positions in other student groups

as a result of this. So the consequences were somewhat severe for some of these

students. I actually used the Freedom of Information Act to determine that this

had happened. I used it on the Dean of students to determine that they had an

e-mail colloquy where they were discussing targeting our group and getting our

membership list. This wasn’t speculation; we actually documented it. I’ve always

been interested in the way in which society shapes people into what they

become.12

The fact that an advocate has not su¤ered personal harm, should not

minimize their commitment to the issue. As Jim Dempsey of CDT

reminds us: ‘‘My definition of ‘liberal’ is the ability to place oneself in

the shoes of others. So the fact that I have never su¤ered discrimination

does not make me any less strong in opposing it.’’13

For others, the motivations come from a general desire to stem the

abuse of power. Here’s Robert Ellis Smith, founder and current editor of

Privacy Journal: ‘‘It’s more the distaste for bureaucracy and the pompos-

ity and arrogance that propels me. I think it was Abbie Ho¤man who

said I don’t pretend that I change the world with what I do, but when I

can get a bureaucracy upset that is really what gets the juices flowing. So

I went after the credit bureaus. That was more enlightening for me than

a pure approach to privacy. As a journalist, I was outraged that there

were these organizations in the American economy that reported on

people and didn’t care about accuracy in the least—that really got me

irritated.’’14 These motivations are pervasive. Many advocates do get a

rush from embarrassing the top o‰cial or CEO, or from exposing decep-

tion, or from convincing a public audience of the ine¤ectiveness and
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intrusiveness of certain measures. For some advocates, those are the

things that ‘‘get the juices flowing.’’

Others have a more measured approach. The name of Alan Westin has

been associated with the privacy protection issue since the late 1950s. His

1967 book, Privacy and Freedom, is regarded as one of the classic texts in

the entire field. When asked whether he considers himself a ‘‘privacy ad-

vocate,’’ however, he responded:

I’m a balance person. I identify dangers to privacy, but my solutions are much

more about recognizing the competing values that need to be brought into some

kind of harmony. I appreciate the roles of the American Civil Liberties Union, the

Electronic Privacy Information Center and the Center for Democracy and Tech-

nology in always being the advocates of the total privacy solution, but I would

never want to live under their regimes—not that I mind their pointing out dangers

in various kinds of new anti-surveillance proposals. I’m a Libra, which are the

scales. On one hand this; on the other hand that. If you’re a Libra, balance is

what the stars have given you—or cursed you to.15

There are no easy generalizations about what makes and motivates pri-

vacy advocates, because the term conflates a number of di¤erent roles

and identities. We need, therefore, to think in terms not of one role, but

of several. The following typology is not intended as a mechanism

through which to stereotype complex individuals, all of whom have

many motivations and characteristics. It is presented as a way to under-

stand overlapping roles, to gain some insights into the complexity of the

advocacy community, as well as the many conflicts and contradictions

encountered. There are some individuals whose primary identity is

defined as a privacy advocate or activist. They are, however, a clear mi-

nority. Most privacy advocates play at least one other role—and they

have to do so in order to make a living. For most, therefore, advocacy is

mediated through other identities—academic, journalist, software devel-

oper, consultant, or artist. For most advocates those identities are mallea-

ble and negotiated.

Advocacy Types

The Advocate/Activist

Smith, editor of Privacy Journal since the 1970s and one of the longest

serving observers of the privacy movement, has some problems with the

word ‘‘privacy advocate’’:

I prefer the term activist. I picked that up about ten years ago because I think

advocates do nothing but say what they think from the armchair. It doesn’t have
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to be informed; it doesn’t have to be based on knowledge. Anybody can be an ad-

vocate. An activist, I think, does things about injustices. . . . Being interviewed

in the press a lot I get really irritated when what I call ‘‘armchair advocates’’

would be quoted. It’s just so easy, especially in this business. You can always

view from the armchair and get your name in the paper. So I want to distinguish

between the two.16

Katherine Albrecht of CASPIAN adopts a similar distinction: ‘‘In my

mind, a privacy advocate is someone who advocates philosophically, in-

tellectually and in the abstract for the concept of privacy. And a privacy

activist is someone who grasps a hold of the issues and actually tries to

find leverage points to maneuver society away from privacy-invading ini-

tiatives and toward a more privacy-embracing type of culture.’’17

In April 2002, and funded through a grant from the settlement in the

Dennis v. Metromail lawsuit, Privacy Journal convened a conference of

‘‘privacy activists’’ in Providence, Rhode Island.18 The conference at-

tracted around seventy attendees, most of whom were active in various

U.S. state capitals. Professionally, however, the attendees represented a

range of professions and organizations, from consumer groups to law

firms to publishing to consulting to education. Only five of the attendees

self-identified as ‘‘independent activists.’’

In the minds of others, privacy activists are identified not by their orga-

nizational a‰liations but by the principles they espouse. They do not bal-

ance privacy against competing public interests, because they know that

the opposing arguments will always be made with force and by people

with far more resources than they have. For some advocates, the privacy

argument requires uncompromising articulation rather than negotiation

with competing social interests. The ‘‘balancer’’ is a ‘‘pragmatic advo-

cate’’ (or ‘‘pragvocate’’), according to Davies.19 Greenleaf has written of

the ‘‘pragvocates dilemma’’: ‘‘Is it better to have a valuable set of protec-

tions to ensure that surveillance will work more fairly when it occurs,

even if by doing so you increase the likelihood that it will occur by pro-

viding a device which could legitimate it but which has little capacity to

limit it?’’ (1996, 149). The privacy activist opposes surveillance on princi-

ple and lets others worry about the appropriate balance with governmen-

tal and corporate interests.20

Davies is often described in the media as the most widely known and

cited privacy activist in the world, and he has cultivated the role of

the activist/advocate perhaps more successfully than any other. He first

emerged on the privacy scene during the conflict over the Australia Card

in the late 1980s. Since then he has worked in many countries and written
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a number of books and articles. In the early 1990s, Privacy International

was established under his guidance and leadership. He moved to London

in the mid-1990s, and since 1997 has been a‰liated with the London

School of Economics.

He is steeped in a tradition of activism, and deeply influenced by the

lessons of the past. In 1999, he declared his allegiance to the precepts of

the American civil rights campaigner and organizer, Saul Alinsky. He

drew the following lessons from Alinsky’s famous book, Rules for Radi-

cals (Davies 1999, 257–258):

� Power is not only what you have but what the enemy thinks you have.

� Wherever possible, go outside the experience of the enemy.

� Make the enemy live up to their own book of rules.

� A constructive alternative should always accompany a successful attack.

� Identify the target, isolate it, personalize it, and polarize it.

According to Davies, this is also a battle over language as well as over

values: ‘‘Privacy tends to be whatever is left over after more pressing

elements have been resolved. Whether through design or osmosis, infor-

mation users employ a common set of terms that are hostile to privacy

. . . Thus privacy is seen as the bête noir of law enforcement, openness,

progress, e‰ciency, and good government’’ (1999, 152).

But Davies also has an academic a‰liation as a Visiting Fellow in the

Computer Security Research Center at the London School of Economics,

and the Department of Law at the University of Essex. His biography

also states that he has advised a wide range of corporate, government,

and professional bodies including UNESCO, the European Parliament,

the British Medical Association, UNISYS, the RAND Corporation,

IBM, and the U.K. government. He is also an author and journalist.

Like other advocates, his roles are multiple and negotiated. He insists,

however, that all these tasks are animated by a strong ethical compass.

His message about privacy is not diluted by the fact that he takes money

for giving a speech or for providing advice. Indeed, he would insist that

he is expected to bring the tough, uncompromising message. Those who

ask for his views do so in the knowledge that he is not a ‘‘pragvocate’’

but a strong voice for privacy. He always makes it clear that any kind of

organizational relationship, whether money changes hands or not, would

never insulate that organization from public criticism.21

Is there an ideal type of ‘‘privacy activist’’—a person who is solely and

uncompromisingly devoted to the cause of privacy, and who is rarely
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placed in a position of having to moderate those views because of finan-

cial or other commitments? This would be a person who can say what he/

she thinks without fear of losing employment, income, or any other bene-

fit. This person is unbeholden to any data user, and able without fear of

repercussions to say, and act, as he or she thinks to promote the privacy

value—with the general public, with business, and with government. Such

a person is animated by the practice of activism, over and above anything

else.

There are very few who fit this mold. One is Rich Neumeister of St.

Paul, Minnesota. For nearly thirty years, and supported only by a series

of part-time jobs, Neumeister has worked the corridors of the Minnesota

legislature as a ‘‘citizen lobbyist.’’ He describes himself as ‘‘just a plain

old Joe Citizen’’—‘‘I’m just a lowly individual who is just trying to

make a di¤erence.’’22 Politicized in the 1960s and 1970s, and sensitized

to the intrusive practices of governments through growing up on welfare

and food stamps in project housing, he has been working without com-

pensation to advance the cause of civil liberties, freedom of information,

and especially privacy protection in his state for nearly thirty years.

Through sheer hard work, he has gained a reputation as a ‘‘superhero in

the field of protecting individual privacy rights.’’23 He rarely shows up

to conferences. He does not teach. He writes very little. He has no e-mail

address. He spends most of his spare time analyzing bills, poring over

the o‰cial listings of Minnesota state and local government records, and

talking with legislators, and occasionally the media. His advocacy is sup-

ported by a deep knowledge of the history and philosophy of his subject

gained through reading books, articles, government reports, newspapers

from all over the world, but rarely the Internet. Over the years, he has

won many victories for the cause of privacy protection, with the result

that his e¤orts are reflected in many state laws—on drivers’ records,

Internet privacy, medical records, transportation privacy, video surveil-

lance, RFIDs, ID theft, and so on.

To some, Neumeister has a reputation in St. Paul as ‘‘just a pain.’’24

For others he is the ‘‘weird guy.’’25 But he has also earned an enormous

respect for his integrity, knowledge, and commitment. He has eschewed

working for lobbying firms and cashing in on his skills; that would in-

volve shaving the long beard, getting a cell phone and losing his inde-

pendence. Neither does he work with other civil liberties groups and

advocates. His power comes from his independence, his historical knowl-

edge, and his sheer persistence. He has been around these issues longer

than anybody in the Minnesota legislature. It has come to the point that
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whenever Neumeister enters a committee room, legislators immediately

know that there is a privacy concern with what they are doing. His rules

of thumb are ‘‘1) Don’t be intimidated—legislators are people, too; 2)

find an issue that drives you and stick to it; and 3) find an old legislative

hand to walk you through the process. Otherwise be prepared to spend

a legislative session or two learning the intricate, age-old dance of the

lawmakers.’’26

Kathleen Albrecht of CASPIAN does not have the same breadth of

issue concern, but she does operate on the national, and international,

stage. She is the activist most closely associated with RFID technology.

In his forward to the book Spychips, Bruce Sterling describes her and

her coauthor, Liz McIntyre, as follows:

The authors of this book lack big budgets, a power base, or an agenda. They are,

however, energetic, clever, highly motivated, highly wired, and chock-full of

feminine wiles. Thanks mostly to legwork, Google, and chatty e-mail from many

like-minded souls; they have become a retailer’s worst nightmare. They are as

uncontainable and global as the industry they decry, for they are the Digitized

Suburban Mom Shoppers from Hell: perceptive, well-connected, entirely self-

educated, very American, highly skilled industry gurus; quotable, word-of-mouth

branding killers with viral marketing voodoo; digital Cassandras who are second

to none in downsides, dirty laundry, and doomsaying. Plus, they are witty and

good-looking. (Albrecht and McIntyre 2005, xiii)

The second edition of Spychips is addressed more explicitly to Chris-

tians, in which arguments are made about intrusive technologies like

RFIDs with explicit reference to the Book of Revelation (Albrecht and

McIntyre 2006). Implanted chips are identified as a possible precursor to

the ‘‘mark of the beast.’’ According to the Bible, acceptance of the mark

condemns individuals to eternal damnation.27 Furthermore, many Con-

servative and Orthodox Jews believe that cutting, piercing, or marking

the flesh is contrary to the Jewish notion that we were all made ‘‘in the

image of God.’’ For many orthodox Jews, any alteration of the body,

including piercing or tattooing, is an alteration from its natural form and

a blasphemy. Arguments about the creeping surveillance society are thus

seen as harbingers of the apocalypse. The cost is not merely a loss of pri-

vacy or civil liberties; it becomes a contravention of God’s will. Accord-

ing to Albrecht: ‘‘For millions of people around the globe, receiving a

numbered mark is one of the most serious religious violations a per-

son can commit.’’28 In May 2007, CASPIAN organized an interfaith

march and prayer vigil in West Palm Beach, Florida, to oppose the

planned injection of VeriChip implants into two hundred Alzheimer’s
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patients and their caregivers. At the same time they launched a new Web

site to give special emphasis to the dehumanizing nature of chip implant

technology.29

It is not only the bodily invasion that angers some Christian fundamen-

talists. The Mark of the Beast has been seen in more conventional forms

of national identification, such as the Real ID proposals in the United

States. Permanent forms of citizen identification, whether based on bio-

metric measures or not, confront one basic precept of many religious

faiths, that of the possibility of change through personal redemption. In

2002, an Ontario farmer by the name of George Bothwell challenged

(unsuccessfully) the requirement that he submit a digital photo in order

to obtain a drivers license. He too believed that such forms of identifi-

cation are the work of the devil, and ultimately preferred not to drive

rather than to submit to such surveillance and compromise his Christian

beliefs.30

These examples suggest growing activism from ‘‘grassroots’’ organiza-

tions. Activism for some entails the education of the general public, such

that they are more sensitive to the dangers of certain technologies, more

aware of their rights, and more likely to put pressure on elected repre-

sentatives. It is an activism rooted in the belief that real change can

only arise from below, by changing public attitudes and behavior and

thus altering the conditions that give rise to the perceived threats in the

first place. Activism implies a transformation of ideas and beliefs, rather

than a reform of instruments and mechanisms. Thus ‘‘grassroots activ-

ism’’ is contrasted with governmental ‘‘advocacy.’’ The U.S. group Pri-

vacy Activism was established deliberately for these reasons.31

The ability to perform this role, however, is contingent not only on per-

sonality but also on the opportunities. There are few privacy advocates

who are fortunate enough to enjoy sustained funding from foundations

or individual contributions, rather than from governmental or private-

sector sources. In many other cases, there is always the danger of ‘‘biting

the hand that feeds you.’’ Most advocates therefore have other roles and

responsibilities, through which, against which, with which, privacy advo-

cacy is filtered, negotiated, and mediated.

Whether the motivation to activism is in terms of behavior, principle,

or concentration on the grassroots, there are probably a good number

of individuals in a number of countries who would self-identify as such.

At the same time, there would be a number who would not, because

of the implication that activism is associated with more radical forms of

resistance and protest. In a policy community dominated by legal and
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technical experts, an activist politics can sit uneasily. It is common, there-

fore, for the advocate/activists to be marginalized as extremists, and for

their message to be denigrated. Terms like ‘‘privacy nuts’’32 or ‘‘privacy

extremists’’33 have entered the rhetoric. In the wake of the 9/11 attacks,

some conservative commentators considered opposition to national ID

systems as tantamount to ‘‘giving comfort to terrorists.’’34 In an article

in the Wall Street Journal entitled ‘‘The Privacy Jihad,’’ Heather Mac-

Donald of the Manhattan Institute wrote:

The privacy advocates—who range from liberal groups focused on electronic pri-

vacy, such as the Electronic Privacy Information Center, to traditional conserva-

tive libertarians, such as Americans for Tax Reform—are fixated on a technique

called ‘‘data mining.’’ By now, however, they have killed enough di¤erent pro-

grams that their operating principle can only be formulated as this: No use of

computer data or technology anywhere at any time for national defense, if there’s

the slightest possibility that a rogue use of that technology will o¤end someone’s

sense of privacy. They are pushing intelligence agencies back to a pre-9/11 men-

tality, when the mere potential for a privacy or civil liberties controversy trumped

security concerns.

She went on to decry the ‘‘privacy vigilantes,’’ or the ‘‘privacy zealots,’’

and concluded that the ‘‘privocrats will rightly tell you that eternal vigi-

lance is the price of liberty. Trouble is, they’re aiming their vigilance at

the wrong target.’’35 She later decried the ‘‘escalating triumph of privacy

advocacy over common sense.’’36

These attacks are extreme and unrepresentative, but they do remind us

that there are high political and economic stakes associated with these

issues. Furthermore, if privacy advocates did not carry some influence

then they would be ignored, rather than denigrated. There are, therefore,

many people who are not privacy advocates, who believe that the dangers

are exaggerated, that the processing of personal information without the

knowledge and consent of individuals is essential for law enforcement and

national security, and that the advocacy/activism community is wrong

and should be stopped. If such attitudes have the e¤ect of drawing the

battle lines, of defining an ‘‘us and them’’ and of radicalizing the resis-

tance, then, for some advocates/activists, so be it.

This is how Davies sees the battle:

At any one moment, you will have clearly defined lines with a particular clearly

defined enemy. That enemy may not be your enemy in three months time or three

years—it’s hard to tell. But for the moment, for the sake of the task at hand, you

define the enemy and you have to see it in those terms. Now that doesn’t necessar-

ily negate the opportunity to work with potential enemies. It doesn’t mean that
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there can’t be a collaborative approach at a more general level. Remember the

declaration of war is made by the other side not by the advocates. The advocates

don’t declare the war. The other side will declare war by imposing a radical tech-

nology or a radical law across the divide between citizen and state.37

For the advocate/activist this is an issue that is fundamental. Privacy can-

not be compromised, commodified, or negotiated. There are clear rights

and wrongs. The ‘‘wrongs’’ need to be resisted. There is an ‘‘us’’ and a

‘‘them.’’

The Advocate/Researcher

There are, of course, other perspectives. This second category of advocate

believes that first and foremost privacy issues need to be researched, so

that the dangers can be exposed. Privacy issues require a great deal of

in-depth analysis—on the technical issues, the legal requirements, public

attitudes, the costs of implementation, the philosophical underpinnings,

and so on. The problems are not self-defining. They need to be unearthed

and analyzed.

There is probably nobody in the privacy advocacy community who

would not subscribe to this view. However, this category does include

a wide variety of types of research and researcher. It includes tenured

and untenured faculty with regular positions at universities; those in less

permanent positions at universities employed through more temporary

centers, programs, or projects; graduate students; and researchers in non-

governmental organizations, including those already cited. Some would

self-identify as regular participants within the privacy advocacy network.

Some come and go. Others perform their scholarship for other reasons,

and it then gets picked up by privacy advocates without any necessary or

express e¤orts on the part of the researcher. This is certainly one area

of social policy where scholarly research and analysis cannot just be

regarded as ‘‘academic.’’ Privacy advocacy requires appropriate concep-

tual and theoretical articulation and empirical support. Many privacy

advocates maintain strong connections to the scholarly research commu-

nity, keep up with the literature, and use those insights to support and ad-

vance their work.

At one level, therefore, academic work provides the intellectual foun-

dation for privacy advocacy by explaining and justifying the problems

and challenges in larger historical, sociological, political, and philosophi-

cal terms. There is a number of overlapping scholarly traditions, covered

in chapter 1. There is a legal tradition that continues to be very influential

for privacy advocacy, and has accompanied the spread of data protection
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law in Europe and beyond.38 There is also a very important social science

tradition. The capture and processing of personal information indicates,

to many sociological writers, a creeping surveillance, which constitutes a

new and profound condition of modernity. New surveillance practices

sort, categorize, and therefore discriminate, in positive and negative

ways.39 Another related tradition comes from the discipline of political

science on the assumption that privacy is, at root, about power. As a pol-

icy issue that has risen to the agendas of advanced industrial states at

roughly the same time, privacy o¤ers interesting insights into the ways

that di¤erent states have defined the problem, applied a range of policy

instruments, and, in recent years, tried to balance this value against a

more dominant security agenda.40 Privacy protection also raises pro-

found philosophical issues about the appropriate definitions of privacy

and the ethical justifications for invasion—by the state and by other indi-

viduals. Philosophical writing has drawn spatial, behavioral, and infor-

mational distinctions and has suggested ways in which scholars and

policymakers might better frame the question given di¤erent contexts.41

Work in the ‘‘physical sciences’’ also has some direct applicability to

privacy advocacy. The work of cryptographers such as Ron Rivest and

Whitfield Di‰e is an example. Research on computer and information se-

curity, from people such as Bruce Schneier (2003), also finds direct and

immediate resonance within the privacy advocacy community. A further

academic research tradition centers on questions of anonymity. Latanya

Sweeney runs the Data Privacy Lab at Carnegie Mellon University. She

has made numerous discoveries related to the re-identification of individ-

uals from so-called de-identified data. For Sweeney, there is a ‘‘science of

privacy’’ and ways to construct ‘‘privacy technology’’ in such a way that

personal information may be accessed only for legitimate purposes. Her

pioneering work has received recognition among privacy advocates and

regulators in many countries.42

When the privacy issue first arose to public and political attention, aca-

demic scholars had a very important impact on the development of

privacy protection policy in their respective societies and have explicitly

self-identified as privacy advocates. Indeed, one of the main explanations

for the spread of data protection law in Europe in the 1970s was the influ-

ence of a fairly small group of primarily legal scholars and experts. The

main example is Professor Spiros Simitis of the Goethe University’s law

school in Frankfurt, who became in 1970 the world’s first Data Protec-

tion Commissioner in the German state of Hessen. Other examples in-
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clude Herbert Burkert and Hans Peter Bull in Germany, Jan Freese and

Peter Seipel in Sweden, Jon Bing in Norway, Stefano Rodota in Italy,

and Paul Sieghart in the United Kingdom.43 In the United States, both

Alan Westin and Arthur Miller were very influential, as was David Flah-

erty in Canada, who later became the first Information and Privacy Com-

missioner of British Columbia.

Academics have continued to play a very significant role within the pri-

vacy policy community. There have been many opportunities for the

privacy expert to contribute to the broader understanding of the issues.

Many teach courses on these subjects and thus attempt to influence new

generations. In addition to providing the intellectual analysis to support

the privacy cause, many have engaged in other activities, such as giving

testimony, being expert witnesses, lodging complaints, initiating litiga-

tion, commenting on government bills and documents, writing reports,

and so on.

In addition to the full-time academic with a teaching position at an

institution of higher education, there are a range of others who may be

a‰liated with universities and who also do important research and advo-

cacy work. Some independently funded research centers have produced

some very significant work. Some are devoted to privacy-related issues,

while others have broader mandates.44 In addition, there are a number

of research and advocacy clinics, mainly associated with law schools,

which do independent work on behalf of public interest groups. The stu-

dents gain experience writing briefs and testimony and thus gain practical

experience. The public interest groups thereby get the benefit of pro bono

legal work.45

Deidre Mulligan has moved from an advocacy role with CDT to an

academic position with the Samuelson Clinic at Berkeley. Her reflections

on the di¤erent roles are instructive:

I can be much less reactive. I have a lot more of an opportunity to set my own

agenda. It’s part of the reason I don’t talk to the press as much. I want to talk

about what I want to talk about. . . . I’ve got my own agenda. Part of the reason

why I came to academia was a feeling that there were some big gaps in research

on privacy. I wanted to get aspiring academics engaged in research relevant to the

policy dialogue. It’s been nice because I’ve been able to get people who are doing

economic research, or usability research, or system design research, or visual

imaging research to think about the ways in which their research goals might

actually incorporate understandings of privacy. . . . It means there is a richer base

of intellectual material there to inform people in the advocacy or policy-making

communities. I find that really rewarding.46
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The role of academics within the privacy advocacy community raises

larger questions about the responsibility of intellectuals within society.

Should academic work be driven by the pressing social problems of the

day? Should it be directed by the value preferences of the scholar? Many

academics would insist that scholarly research agendas should only be

directed by the curiosity of the researcher. If the principal responsibility

of the scholar is to seek truth, then social and political agendas can get

in the way. Here is Stanley Fish’s advice to academics: ‘‘Do your job;

don’t try to do someone else’s job, as you are unlikely to be qualified;

and don’t let anyone else do your job. In other words, don’t confuse

your academic obligations with the obligation so save the world; that’s

not your job as an academic; and don’t surrender your academic obliga-

tions to the agenda of a non-academic constituency. . . . In short, don’t

cross the boundary between academic work and partisan advocacy,

whether the advocacy is yours or someone else’s.’’47 If the resulting re-

search becomes, at some point, relevant for those in politics, then so be

it. But those agendas, and less still the research results, should never

be governed by a criteria of social and political relevance. If scholarly

work, on privacy or any other matter, is good then it should, sooner or

later, get picked up by advocates and practitioners. The job of the aca-

demic is not to change the world, as Karl Marx said, but to interpret it.

In reality, scholarly research agendas are inevitably and increasingly

directed by standards of political and social relevance because of the

demands of granting agencies. Increasingly the research grants bodies, in

North America and Europe, have stressed the need for researchers to di-

rect their research agendas directly to pressing social and political prob-

lems and to engage with partners in their respective fields. There are few

academics in the privacy field who have not, at some time and level, been

motivated by the very topicality of these issues. It is impossible to mea-

sure, but it is probable that the ‘‘privacy academic’’ is more consistently

engaged with the nonacademic constituencies than is his or her counter-

parts who research on other social issues. The topics are dynamic, rich,

and replete with fascinating questions for academic research; they are

also of deep concern to those who want to ‘‘change the world.’’

The tension is also exposed through methodology. For some academ-

ics, the adoption of a ‘‘critical’’ posture is essential for in-depth interroga-

tion of the deeper social and political structures that give rise to violations

of rights. Critical social scientists generally see no conflict between their

value commitments to social change and the conduct of scholarly re-

search. Indeed, for some scholars an understanding of the central place
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of surveillance within modern capitalist countries is central to an appro-

priate framing of the political and legal questions. Others, however, adopt

a more empirical approach and are uncomfortable about drawing larger

generalizations unless properly constructed hypotheses are derived from

theory, and are then tested empirically against the most rigorous stan-

dards of the scientific method. For these academics, conflicts between ad-

vocacy and research are real and continuous.

The conduct and publication of public opinion surveys about privacy

protection bring this tension into sharp relief. For those with a more crit-

ical orientation, survey research should be regarded with suspicion be-

cause responses to questionnaires about attitudes to privacy rarely tap

the deeper processes by which power relations are constructed between

data users and the average citizen. Surveys only gain a superficial snap-

shot of responses at particular times to particular questions. They rarely

unearth deeper motivations and meanings. In the worst cases, they are

designed to elicit particular responses in order to support specific policy

conclusions. For others, however, the social survey is a crucial barometer

of public attitudes, without which academics may make elitist assump-

tions about what ordinary people are thinking.48 For the academic/

advocate, in most cases, public opinion surveys support the general

assumption that privacy is an important social value, about which large

majorities in many countries have strong concerns.

Opinion surveys are one prominent example, but there are countless

others where tensions between the pursuit of ‘‘truth’’ and the desire to ad-

vance a cause arise. Academics cannot escape political commitments in

an absolute sense, but crossing the boundary between academic and polit-

ical work is fraught with risk. There is a distinction between academic

and partisan labors. There is a di¤erence between, for example, analyzing

the costs of a new surveillance scheme, such as a national identity card,

and working for its reversal.49 The advocacy of academics is generally

tempered, therefore, and it is expected to be so. Thus, when advocates

move into the academic world to teach and research, they generally find

that the adoption of an academic title, with the cachet that comes with it,

carries a certain price. An expectation to be more scholarly, objective,

removed, and nonpartisan means an expectation to see the competing

public interests and to evaluate the risks on both sides of the debate.

The Advocate/Consultant

The boundary between research and advocacy is certainly crossed when

advocates, including academics, take on clients. The term ‘‘consultant’’ is
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used in as many di¤erent ways as is the term advocate. It has di¤erent

meanings and obligations dependent on profession. At root, it means be-

ing paid for services. Beyond that, there are a number of di¤erent consult-

ing roles that privacy advocates can, and do, play.

Privacy protection is becoming a complex subject. Organizations find

themselves having to comply with new privacy rules. They occasionally

get media exposure. They receive pressure from their consumers and

from regulators. When they develop new systems and services with pri-

vacy implications, they often have to conduct privacy impact assessments.

Many organizations, therefore, need expertise—sometimes in a tempo-

rary capacity, and sometimes more continuously. A new profession has

emerged—the ‘‘privacy consultant’’ with a new professional association,

the International Association of Privacy Professionals.50 Some privacy

advocates find it di‰cult to resist the temptation to take money for ad-

vice, research, training, or education, and through those processes con-

tinue to advocate the privacy cause. Others resist that move, observing a

slippery slope and believing that one can never be a privacy advocate

and, at the same time, take money from data users. The tensions are

real, and the lines need constant negotiation.

Some advocacy groups have explicit rules about the conditions under

which money can be taken from clients. Some will not take any money

from corporations for any reason. Others draw the line between general

support and consulting for a fee or service. EPIC, for instance, does

not ‘‘lobby for, consult or advise companies, nor do we endorse pro-

ducts or services. Contributions from companies are only accepted for

general support.’’51 Thus, if an organization came to EPIC wanting to

know what it thought of a new product or service, or perhaps a self-

regulatory initiative, EPIC would not assist because of the probability

that such advice would never remain confidential, and the organization

would then use the meeting to declare that EPIC approves of its inten-

tions. Most privacy advocacy organizations have similar, if more implicit,

rules.

We need to make some distinctions among forms of consulting. There

are real di¤erences among taking money first to advise clients, second

to educate clients, third to represent clients, and fourth to do research

for clients. The traditional image of a consultant is as someone who is

hired by a public- or private-sector organization to give confidential

advice and analysis to a public- or private-sector client. This is the tra-

ditional sense of the ‘‘management consultant,’’ for example. Unlike

the chief privacy o‰cer, a role increasingly professionalized, the consul-
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tant is paid for temporary services. The fact that he or she is an outsider,

rather than an in-house employee, provides the advantage of being able

to o¤er candid and expert advice without fear of loss of employment.

Also, clients have access to deeper levels of expertise than would be feasi-

ble for them to retain in-house, especially if the specialty is needed com-

paratively rarely. It is generally accepted good corporate governance to

hire consultants on a range of issues—management, accountancy, human

resources, public relations, environmental management, and so on.

In recent years, privacy has been added to that list and several experts

have made lucrative livings by giving confidential advice on a range of

privacy-related issues: legal compliance, policies and procedures, privacy

impact assessments, technical security, as well as the management of pub-

licity. Some operate primarily in an individual capacity; others work

within consultancy firms.52 For some privacy advocates, the consultancy

role provides a deeper understanding of the practical di‰culties of pri-

vacy management within complex organizations.53 Some insist that they

can remain strong proponents for privacy within the parameters of a con-

fidential advising relationship. With the correct client, they can push the

issue and improve organizational policies and internal practices. They can

also play a valuable role in training employees and sensitizing manage-

ment to the demands of the issue. The critical variable, however, is the

attitude of the client, and whether it genuinely wishes to change its prac-

tices. Often consultants are approached to manage, rather than resolve, a

problem—to give the appearance of privacy-friendliness without actually

having to either make the tough choices or commit the necessary re-

sources to change. Consultants naturally have to be very wary of being

used, and they must be willing and able to walk away, a di‰cult move if

income is dependent on keeping clients satisfied. Whereas some consul-

tants will draw lines based on the anticipated posture of the client, others

draw other distinctions. Some, for example, will refuse to represent clients

before any other third party. They will not be a mouthpiece for the client

before executive, legislative, and judicial agencies. They will not speak in

the media on their behalf. They will not even accompany clients when, for

example, clients represent themselves. They will also refuse the more pri-

vate tactics—the word in the ear of a friendly privacy commissioner, for

example. This line is also extremely di‰cult to maintain. Others will be

proud of the advice that they have given and of its e¤ects. If an organiza-

tion has made a genuine and real attempt to change, then it will want to

publicize those good practices, as an example to other organizations, as

well as in the interests of self-promotion.
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Others draw a line between an advisory function and a research func-

tion. In the latter, the consultant is hired to write a report on a particular

problem, perhaps lay out options and recommendations, but will leave it

at that. Some see this as a way of avoiding the problem of ‘‘capture.’’ The

client will outline what questions it wants addressed. The consultant

will answer those questions and leave it up to the organization as to how

to act. Many government consulting contracts are framed in this way

and often then shield the consultant from further pressure for advice or

representation.54

Others negotiate the roles by being very explicit. Roger Clarke was one

of the founders of APF and continues to be a strong advocate. He also

has a consultancy business and was, for a while, in an academic position:

So I have to be very distinct about my consultancy roles. My advocacy role there-

fore has to be declared left-right-and-center at conferences, in preliminary meet-

ings with clients, and so on. So by an advocate I mean somebody who adopts a

public interest perspective or possibly a sectoral perspective on behalf of some seg-

ment of the population. . . . So it’s a conscious stepping aside from paid consulting

work for a defined client, and it’s also not sustaining a pretense of independence,

overview, and rigor as is appropriate in the academic context.55

Clarke has learned with experience how to manage these di¤erent

roles and relationships. Many others find it very di‰cult, and perhaps

impossible.

How far can the advocacy/consultant go in advancing a more funda-

mental privacy argument? It is clear that there are constraints. Many

contracts will include a confidentiality agreement that will prevent the

consultant from outside comment. At the very least, and for most people,

the consultancy role will tend to dull the edge of their criticism, and cer-

tainly make them more reluctant to speak in the media. The ability to

play this role, therefore, is contingent on the ability to choose clients

who genuinely want to change their practices and on the capacity of the

consultant to walk away if they do not.

The Advocate/Technologist

This next category embraces a variety of advocates who have come to the

issue through their computer expertise. Many privacy advocates are also

developers of software products designed to enhance privacy protection.

Pejoratively referred to as the ‘‘geeks,’’ they are nevertheless a very im-

portant group within the network. Their contributions to the community

come in three forms. First, they have successfully challenged the domi-

nant and legalistic way of thinking about how to protect privacy. Second,
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they have developed and marketed software products, often in the face of

considerable opposition from law enforcement and intelligence commu-

nities. And third, they have promoted the cause of security and privacy

through working with governmental and business organizations, as advo-

cacy/consultants.

It has been generally assumed that the contemporary privacy and data

protection movement would not have arisen had it not been for the

spread of increasingly sophisticated information and communications

technologies. Laws have been designed, in large measure, to control the

worst impacts that information technologies have on society. But is it ap-

propriate to think of technology as having an ‘‘impact’’ on society, as if

the two were conceptually and empirically separable? Some contend that

technologies themselves are imbued with social and political values.56 In

this interpretation artifacts actually ‘‘contain’’ political and social biases

and their very structure and architecture may be inextricably linked to

particular patterns of power. Information technologies may carry, in-

tentionally or unintentionally, a valence that may be pro-privacy, or

pro-surveillance.

Hence, privacy experts have gradually embraced this notion that tech-

nologies can also be part of the solution as well as part of the problem. In

a famous article, David Chaum claimed that the traditional data pro-

tection model, based on the fair information principles doctrine, can be

radically altered if technologies can be designed in such a way that the

default is the zero-collection of personal information. With the revolu-

tionary discovery of ‘‘public-key’’ or ‘‘asymmetric’’ cryptography in the

late 1970s, privacy, or perhaps more accurately anonymity, can be built

into information systems in ways that do not compromise the ability of

public and private organizations to authenticate transactions (Chaum

1992). A new concept—privacy-enhancing technologies—entered the

vocabulary and began to complement other legal and self-regulatory

measures (Bennett and Raab 2006, chap. 7).

This vision, together with challenges to the notion of anonymous com-

munications and interactions from law enforcement interests, consoli-

dated the community of mainly young technologists and turned them

into privacy advocates. This community interacted through some of the

earliest online networks. The principal example would be a group known

as the Cypherpunks, the rise of which coincided with the first government

attempts at cryptography regulation through key-escrow schemes such as

the Clipper Chip. Its founder, Eric Hughes, wrote the group’s manifesto

in 1993:
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We the Cypherpunks are dedicated to building anonymous systems. We are

defending our privacy with cryptography, with anonymous mail forwarding sys-

tems, with digital signatures, and with electronic money.

Cypherpunks write code. We know that someone has to write software to de-

fend privacy, and since we can’t get privacy unless we all do, we’re going to write

it. We publish our code so that our fellow Cypherpunks may practice and play

with it. Our code is free for all to use, worldwide. We don’t much care if you don’t

approve of the software we write. We know that software can’t be destroyed and

that a widely dispersed system can’t be shut down.

Cypherpunks deplore regulations on cryptography, for encryption is fundamen-

tally a private act. The act of encryption, in fact, removes information from the

public realm. Even laws against cryptography reach only so far as a nation’s bor-

der and the arm of its violence. Cryptography will ineluctably spread over the

whole globe, and with it the anonymous transaction systems that it makes

possible.57

A similar spirit was invoked by John Gilmore, one of the original pro-

grammers at Sun Microsystems, at the first of the annual series of very

influential Computers, Freedom and Privacy (CFP) conferences: ‘‘I want

to guarantee—with physics and mathematics, not with laws—things like

real privacy of personal communications . . . real privacy of personal

records . . . real freedom of trade . . . real financial privacy . . . and real

control of identification’’ (quoted in Levy 2001, 208). Gilmore went on

also to make the case, post-9/11, for anonymous travel by challenging

the airlines’ practices of demanding identification on boarding an aircraft,

and the Transportation Safety Administration’s regulations that require

it.58

The Cypherpunks also rose at the time that the e-mail program, Pretty

Good Privacy (PGP), was being distributed by Phil Zimmerman in an ef-

fort to get free cryptography out to the general public before governments

could wake up and regulate it (Levy 2001). Zimmerman was subse-

quently investigated and charged with violations of the U.S. Arms Export

Control Act. The dispersal of PGP also raised questions about its possible

infringement of the Rivest-Shamir-Adleman (RSA) patent, which had

earlier developed a program called Mailsafe. But PGP spread uncontrol-

lably outside the United States through users who were not vulnerable to

investigation by U.S. law enforcement either for patent infringement or

for export violations. In the end, the Department of Justice decided not

to prosecute, but the perceived victimization of Zimmerman only served

to increase PGP’s popularity and its rapid spread throughout the world.

Zimmerman subsequently founded a company and began to expand his

product line.59 PGP is now the global standard for e-mail encryption.

He is now working to develop encrypted Internet telephony.60
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Another advocate who stands out is Bruce Schneier, the security

expert, author, and chief technology o‰cer of BT Counterpane Internet

Security Inc. Schneier’s work has challenged governments, businesses

and privacy advocates to think more critically and creatively about what

we mean by security. His has contended that well-intentioned security

measures, such as those introduced post-9/11, have actually made people

more vulnerable rather than less (Schneier 2003, 2004). His work has

tried to conceive of security in broader, nontechnical terms and in ways

that are consistent with the beliefs, motivations, and limitations of fallible

individuals and complex organizations. He believes that security needs to

be malleable and pliable, so that when it breaks, it breaks in a predictable

way. He also has a talent for the pithy one-liner such as those about pri-

vacy developed for the Individual-I.Com Web site (reproduced at the be-

ginning of chapter 2), and for the clever insight that successfully exposes

deep contradictions in government security measures: ‘‘Remember what

the no-fly list is. It’s a list of people who are so dangerous that they can’t

be allowed to board an airplane under any circumstances, yet so innocent

that they can’t be arrested—even under the provisions of the PATRIOT

Act.’’61

Many other less well known and less controversial figures were part of

this community, developing various privacy-enhancing tools throughout

the 1990s. These included developers of anonymizing and pseudonymiz-

ing devices, tools for cookie and spyware filtering, instruments for the

management of spam, and so on. However, the early enthusiasm about

the privacy-enhancing potential of cryptographic tools gave way at the

end of the decade to certain realism about the developing nature of

the Internet. In the first place, the dominance of Microsoft forced a com-

pliance with its operating systems, with the result that the Platform

for Privacy Preferences (P3P) was developed, established as a standard

by the World Wide Web consortium (W3C), and integrated into Micro-

soft Internet browsers. The crypto community also faced a stark realism

about the extent to which ordinary consumers were actually interested in

anonymous transactions. Most e¤orts to develop profit-making ventures

from privacy-enhancing technologies failed, as encryption products be-

came integrated into an increasingly corporate Internet.

The early advocates therefore dispersed: some to academic research

work, others to major corporations, and others to the world of privacy

and security consulting. For a while, however, privacy advocacy wit-

nessed a relatively coherent movement, fueled by a genuine excitement

about the potential of the Internet to foster private communications and
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transactions. The advocacy/technologists embraced a range of di¤erent

characters, but they were all motivated by the belief that they could solve

a problem that law and regulation had not solved, and by the vision

that they were engaging in a crucial e¤ort to shape this new medium de

novo. Privacy became central to the debates about the character of the

Internet, and privacy advocates assumed a pivotal role in a rapidly evolv-

ing story about the development of this revolutionary new medium of

communication.

The Advocate/Journalist

A few others advocates have tried to carve out careers specifically as

‘‘privacy journalists’’ through the regular publication of newsletters

about developments in the field. Perhaps the most notable is the Privacy

Journal, published monthly by Robert Ellis Smith since 1974—‘‘before

there was an Internet, before there was e-mail, and before there was auto-

mated telemarketing. Thus, it’s the oldest publication on privacy in the

world.’’ Smith covers privacy in all of its aspects—‘‘the Internet, credit

reporting, medical records, computer security, unwanted telephone calls,

electronic surveillance, access to an individual’s own records, the impact

of European and Canadian practices on the U.S., biometric identification

systems, the common law of privacy, the constitutional right to privacy,

and much more.’’62 Smith was steeped in civil rights and civil liberties

politics and profoundly motivated by the various abuses of power during

the Watergate scandal. He had a desire to combine his knowledge of law

and journalism. Privacy Journal actually began as a newsletter for the

ACLU. In 1974, he branched out on his own, thinking that Privacy Jour-

nal would only be a temporary activity. It is still going strong over thirty

years later.

Smith engages in advocacy in a variety of ways. He gives congressional

testimony. He appears as an expert witness and files amicus curiae briefs,

and he gives speeches. But at heart he is a journalist and plays a vital role

in trying to find out the facts of what government agencies and private

companies are actually doing with personal data. Sometimes he breaks a

story that is then taken up by the mainstream media. For example, Pri-

vacy Journal was the first publication to report on the lack of confidence

in AIDS testing in the early 1980s because of the absence of confidential-

ity protocols. In 2006, it published the first cumulative list of laptop thefts

and losses. Both stories were subsequently followed up in the mainstream

media. At other times, he looks for the privacy angle on issues that are

already being reported.
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Over the years, he has developed the techniques of the journalist and

adapted them to the particular challenges of reporting on privacy. In his

words: ‘‘I am trying to get as much information as I possibly can. It’s

what I call triangulation. If I find it out from three di¤erent sources, I

have acceptable proof that it is true. And the sources may be documents,

they may be individuals. But it’s not three people looking at it from the

same direction but three di¤erent sources from a di¤erent perspective

that satisfies me that I am accurate.’’ He will also use another time-

honored technique: ‘‘I say you can talk to me or not talk to me but I’m

going to write the story anyway and then you’re going to have to deal

with it later. . . . So it’s in your interest to tell me your side of the story. . . .

I would say it’s the exception not the rule when organizations refuse to

talk to me.’’63

Evan Hendricks has published a similar newsletter since 1981 entitled

Privacy Times. Like Privacy Journal, Privacy Times has not changed its

format; both have the feel of the more low-tech and unglossy ‘‘broad-

sheet.’’ Privacy Times is read largely by ‘‘attorneys and professionals

who must stay abreast of the legislation, litigation, and executive branch

activities, as well as consumer news, technology trends and business

developments.’’64 Over the years, Hendricks has played a similar role to

Smith in the U.S. privacy advocacy community, though his background

is somewhat di¤erent. In addition, there are other related journals that

focus more on freedom of information but cover privacy developments

as well.65 In countries where there are more complete and established

private-sector privacy laws, the privacy publications tend to report less

on the current conflicts of the day, and more on legislative and policy

developments, decisions by data protection agencies and courts, and self-

regulatory initiatives. Examples include the online newsletter, Privacy-

Scan in Canada, Privacy Law and Policy Reporter in Australia, as well

as Privacy Laws and Business centered in the United Kingdom.

Other advocates have found privacy advocacy through their writings as

journalists in the mainstream media. An example would be Pam Dixon

who founded World Privacy Forum. As a reporter for the San Diego

Herald Tribune, she became interested in the evolving online communica-

tions in the early 1990s, and particularly in their use for employment

background checks. She realized the potentially pernicious use of the

Internet, as it then was, to check up on employees and applicants, and

wrote an award-winning book on the subject (Dixon 1995). She contin-

ued her interests in employment privacy throughout the 1990s, and ulti-

mately joined the Privacy Foundation as a research fellow, working with
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Richard Smith. When their funding ended, she founded the World Pri-

vacy Forum, where she continues to use her training as a journalist to

do in-depth research reports on privacy questions.

There have been a number of reporters within the mainstream media

within many countries who have, over the years, taken an interest in the

subject and have provided a vehicle for privacy advocates to express their

views. A fine example is David Burnham, formerly of the New York

Times. Burnham’s work has specialized in the critical examination of

federal and state law enforcement. Privacy protection, therefore, became

an obvious focus for his journalism as he documented and critiqued

the ‘‘rise of the computer state’’ (Burnham 1983). In 1989, he founded the

Transactional Records Access Clearinghouse (TRAC), a data gathering,

research, and data distribution organization associated with Syracuse

University, the goal of which is to provide the public and members of

the oversight community—reporters, public interest groups, congres-

sional committees, scholars, and others—with the ‘‘comprehensive per-

formance data they need to hold federal investigative and regulatory

agencies accountable.’’66

Another example is the British journalist, Duncan Campbell, who

worked with the New Statesman from 1978–1991, and who now works

as a freelance journalist TV producer. He has specialized in intelligence

issues, and was prosecuted under the O‰cial Secrets Act in 1978. More

than any other journalist in Europe, he has tried to unearth some of the

deeper secrets on the interception of communications by agencies of

the state and to piece together the evolving international networks of in-

telligence collaboration—principally that called ‘‘Echelon.’’ Others, like

Jim Bronskill in Canada, have taken a close interest in workings of the

post-9/11 antiterrorism measures, such as no-fly lists. Indeed, one could

name a large number of journalists in many countries who have immersed

themselves in law enforcement and intelligence issues, and who from time

to time uncover information of great interest to the privacy advocate.

There is, however, a tension between the interests of the journalistic

profession and privacy. These conflicts tend not to arise when the general

story is one of the abuses of power by state or corporate agencies to the

detriment of individuals. They do arise with respect to issues concerning

the private lives of public figures. They do surface with respect to disputes

over the ‘‘public’’ nature of certain government records systems. And

they do emerge in full vigor when privacy protection laws are being pro-

posed and developed, with the result that most laws contain blanket

exemptions for personal information collected in the course of investiga-
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tive journalistic activity. Whereas many journalists see value in exposing

stories about privacy breaches and invasions, their representative lobby

groups tend to err more on the side of disclosure and access. With few

exceptions, therefore, advocate/journalists also face tensions and con-

flicts, and tend to work those out on a case-by-case basis.

The Advocate/Artist

The fact is often overlooked that an antisurveillance politics can be

expressed through many art forms. Advocate/artists rarely participate in

more conventional group politics, infrequently engage with government

and business elites on these issues, and almost never turn up to confer-

ences. For some, it may be a stretch to include them within the broad

privacy advocacy community. By directing the public’s attention to the

capacities and dangers of new surveillance, however, they play a vital

role. Art can set the conditions under which individuals might come to

understand surveillance practices and the shifting boundaries between

public and private space.

For many years, of course, privacy advocates have invoked fictional

representations to support their case. A few famous works have even

been elevated to the level of sociological debate and have provided more

abstract frameworks for the appreciation of current trends. The Orwellian

1984 imagery is dominant, and the omnipresent ‘‘Big Brother’’ is now

invoked to describe almost any form of technological capturing of per-

sonal information for purposes of social control. However, others have

found inspiration in Aldous Huxley’s Brave New World, for an under-

standing of how we become complicit to forms of power, or in Franz

Kafka’s The Castle, for a vision of the bizarre and opaque ways that

power is exercised.67 Less well known works include Oath of Fealty, a

1982 novel by Larry Niven and Jerry Pournelle describing a large ‘‘arcol-

ogy’’ whose dwellers choose to live there because of extraordinary e‰-

ciencies and to be subjected to constant surveillance. The list of fiction,

invoked by privacy advocates, could go on and on.

Movies can perhaps be more influential, and many have been invoked

over the years. A 1974 Gene Hackman film, The Conversation, depicts the

lonely and conflicted work of the private investigator, who, with 1974

technology, claims he can record any conversation between two people

in any public space, but who gets so caught up in his work that the dis-

tinction between the ‘‘monitor’’ and the ‘‘monitored’’ becomes deeply

intertwined. A more recent example exploring similar themes is Enemy

of the State, a 1998 film about the use of surveillance and the powers it
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provides a corrupt politician who could track a person who has evidence

of a politically motivated crime that would expose a murder. Other mov-

ies focus on the technology, such as the world’s most advanced helicopter,

nicknamed ‘‘Blue Thunder,’’ in the film of the same name that is essen-

tially a military style combat helicopter used as a surveillance platform

and for large crowd control missions. Other films focus on the larger

societal vision, such as Brazil by Terry Gilliam, depicting a kind of op-

pressive total surveillance, and Minority Report, a story about a society

that arrests people for crimes they have yet to commit.68 At writing, the

inspiring German film, Das Leben der Anderen (The Lives of Others)

about the Stasi monitoring of the East German cultural and artistic com-

munity in 1984, has captivated the attention of scholars and privacy

advocates alike, raising larger questions about why state surveillance

techniques seem oppressive in that time and context, but increasingly per-

missible in more ‘‘democratic’’ states today.

The depiction of themes of privacy and surveillance in popular culture

has been analyzed by others in terms of the various reflections of social

trends. The influence on public consciousness is, however, di‰cult to

gauge. For the privacy advocate, fictional representations of technologies

and practices of surveillance might serve as a crucial warning; for others,

they might be read with fascination or glorification. This thematic o¤ers

stimulating material for the cultural studies experts, but the surveillance

symbols within fiction, cinema, TV, popular music, and so on can oper-

ate as a two-edged sword. The popularity of the voyeuristic Big Brother

reality shows are perhaps the best examples.

More interesting, perhaps, are the e¤orts of the individual visual artists

who have tried for a more immediate and direct impact on the viewer.

There are several surveillance themes that find expression in contempo-

rary art. Visual art can directly engage the viewer with a number of ques-

tions about the boundaries between the public and private space, about

the distinction between the person and the technology, about the prob-

lematic between the watched and the watchers, and so forth. The ‘‘do

you look at art, or does the art watch you’’ question provides all kinds

of opportunities to rouse consciousness about surveillance.

Surveillance related questions have increasingly become a major focus

of contemporary cultural productions.69 An online exhibition developed

in Germany, for instance, entitled CTRL [SPACE] tried to map the vari-

ous ‘‘rhetorics of surveillance from Bentham to Big Brother.’’ In its explo-

ration of the full range of cultural engagements with panoptic issues, it

tried to o¤er ‘‘both a state of the art survey of the full range of panopti-
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cism—in architecture, digital culture, video, painting, photography, con-

ceptual art, cinema, installation work, television, robotics and satellite

imaging—and a largely unknown history of the various attempts to criti-

cally and creatively appropriate, refunction, expose and undermine these

logics.’’70 This Web site provides a very nice overview of some of the

artists who have engaged with themes of surveillance: Andy Warhol’s

explorations of early closed-circuit video in the 1960s, Bruce Nauman’s

‘‘video corridors,’’ Dan Graham’s ‘‘Time Delay Rooms,’’ Rem Koolhas’s

‘‘Project for the Renovation of a Panoptic Prison,’’ Sophie Calle’s docu-

mentation of a detective hired to spy on her, Thomas Ru¤’s night photo-

graphs, and various glass installations by Diller and Scofidio.

Some artists deliberately misuse technology to expose its hidden ideo-

logical mechanisms. Perhaps the best example is the series of perverse

applications of new technologies dreamed up by an anonymous group

called the Bureau of Inverse Technology.71 One example is the minia-

ture spy plane, released over the Silicon Valley to capture aerial portraits

of the information age. Another is Super Vision, a multimedia piece pre-

sented by a group called the Builders Association about the way data sur-

veillance is infiltrating our daily routines. It blends actors with several

technologies: motion capture, panoramic video projection, custom-made

biometric applications, and multiple rendering systems that let the video

director synthesize prerecorded and real-time elements. In a series of

vignettes, Super Vision introduces the audience to several people strug-

gling with identity loss. For example, ticketholders’ own data, assembled

from box o‰ce receipts and public information, is integrated into the pro-

duction. In a similar vein, the Toronto artist Cheryl Sourkes has been

creating artworks using still images taken through Web cameras and

posted on the Internet.72 Similar video stills, and other surveillance de-

vices, appear in the work of Jill Magid.73

Beyond the creative act, it is rare for artists to engage more directly

within the advocacy community. Sometimes, however, art is used by indi-

viduals in specific contexts of resistance. Hasan Elahi is a conceptual

artist with an Arab-sounding name who, post-9/11, has been subjected

to constant FBI surveillance, including many interviews as well as poly-

graph tests. Although cleared of suspicion, he has also been obliged to

report his whereabouts to the FBI to avoid detention. He then realized

that if he had to tell the FBI, he might as well tell the world. So he hacked

the signal of his cell phone to an ankle bracelet that can track his move-

ments and report them on a map.74 He also tries to document his life in a

series of photos of his travel movements, his recreation, his eating habits,

The Actors 91



and even his banking records that give a record of his purchases. All of

this record is placed on his Web site. He sees this self-surveillance as

both an art form and his perpetual alibi for the next time the FBI ques-

tions him.

There are other examples of actors who do come to privacy advo-

cacy through their art. The best illustration is a German group called

FoeBuD.75 Two full-time activists—Rena Tangens and padeluun—were

originally inspired in the early 1980s by the music of the French composer

Erik Satie, who coined the term musique d’ameublement (sometimes trans-

lated as ‘‘furnishing music’’). This means music that is not there to fasci-

nate people and make them passive consumers; it is meant to create a

frame in which people feel comfortable and welcome—the audience

becomes the leading character. In 1984, they organized a performance of

Satie’s work ‘‘Vexations’’ from his Pages Mystiques; the composer sug-

gests that this two-minute piece could be repeated 840 times producing

an atmosphere of calm and serenity. This music was performed by two

pianists over fifteen hours. Rena Tangens and padeluun had arranged an

all-white room with tables, flowers, and white food in such a way that

people would actually like to stay for such a long time. It created a real-

ization among that audience that they have time to self-actualize. But the

space must create an arena within which people can be empowered, an

important condition of which is that there is no surveillance, and thus no

fear.

This philosophy also inspired their online activism. FoeBuD was one of

the first groups in Germany to run a bulletin board in the 1980s. This was

part of the independent BBS network called Z-Netz (Zerberus). Zamir

Transnational Network, installed by FoeBuD member Eric Bachman in

several cities in former Yugoslavia during the war, was the most impor-

tant medium for peace groups, humanitarian aid, refugees, and ordinary

citizens from 1992 to 1996, when the telephone lines between Croatia and

Serbia were blocked. Along with the Chaos Computer Club, they en-

gaged in some high-profile and early hacking campaigns. But they have

since distinguished themselves from the CCC and have concentrated

more on political issues, particularly raising awareness of the dangers

and side e¤ects of supermarket customer cards and RFID technology.

Since 2000 they have organized the annual German Big Brother Awards.

They are advocacy/activists, but at the same time they are always aware

of their art background and see their advocacy work as part of creating a

framework in which people can live. Thus, their house in Bielefeld, is

both an artist’s studio as well as a place within which other artists and

activists can work.76
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The public surveillance cameras in New York City motivated the

creation of one of the most innovative ‘‘antisurveillance’’ groups in

the world. Since 1996, the New York Surveillance Camera Players have

been performing plays adapted by one ‘‘Art Toad’’ before public video-

surveillance cameras. Examples include George Orwell’s 1984 and Animal

Farm, Edgar Allen Poe’s The Raven, Samuel Beckett’s Waiting for Godot,

and Alfred Jarry’s Ubu Roi, the subject of the very first performance in

1996 before a surveillance camera in Manhattan’s Union Square subway

station. They explained how this is done:

Surveillance cameras, though obviously designed to monitor and relay what they

‘‘see’’ are not allowed by law to monitor and relay what they ‘‘hear’’ . . . and so

any performance by the Surveillance Camera players has to be a silent one. By

rendering—reducing might be a better word—all of the dialogue of Ubu the

King to a few expressions that would be clearly visible if printed on hand-held

cards designed to look like speech bubbles in comic strips, M. Toad succeeded in

creating a script that could be used by the SCPers.77

Part of this avant-garde style is dictated by federal law that restricts

sound recording through surveillance video cameras. Thus, the group

adapts many silent plays and employs signboards so as not to confuse

observers about what they are doing.

Before long, the group achieved certain notoriety and attracted media

attention, which occasionally attracted a police presence. Thus the com-

plexity of surveillance mechanisms is exposed as one group of ‘‘watchers’’

(police) watch another group (the media) who had trained their cameras

on the players as they were performing before the anonymous men and

women tasked with having to monitor these technologies 24/7. The group

has also made and published maps of camera locations and has o¤ered

guided tours based on those maps.78 The project started in New York,

but has inspired the formation of similar groups in other cities, and in-

deed countries.

The Players, therefore, try to render the surveillance transparent, to

subvert its purposes by turning it into an entertainment medium, but

also to complicate and disrupt the relationship between the watcher and

the watched. The founder, Bill Brown, summarizes the group’s approach

through the concept of détournement borrowed from the tactics of the Sit-

uationalist International. They try to derail, satirize, and turn the cameras

against their original purpose. Further, they are ‘‘not a professional the-

atre troupe, nor are they producers or actors in television shows; they are

just a bunch of average Joes and Josephines who appreciate how boring

it must be for law enforcement o‰cers to watch video images constantly
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being displayed on the closed-circuit television surveillance systems that

perpetually monitor our behavior and appearance all over the city’’

(New York Surveillance Camera Players, 22). Nothing they do, or advo-

cate, is illegal. They have nevertheless used one artistic medium, the the-

atrical performance, to express their activism and to educate citizens

about the threats to privacy of public surveillance systems.

Concluding Observations

Privacy advocacy can be expressed through traditional activism, through

scholarly research and teaching, through consultancy, through hardware

and software development, through journalism and through various

forms of artistic expression. There are few pure stereotypical cases within

the privacy advocacy community. Most self-identified privacy advocates

wear a number of hats and juggle several responsibilities. Nevertheless,

the analysis does suggest that we are not observing one community or

coalition here. Roles are self assigned, but they are also imposed in mul-

tiple and conflicting ways by others.

It is also obvious that that there are no easy generalizations about what

makes a privacy advocate. They are men and women, black and white,

gay and straight, young and old, rich and poor, and so on. Some have re-

ligious beliefs and are active churchgoers; most are not. Most have higher

levels of education, though their educational backgrounds are extremely

diverse—humanities, sciences, medicine, business, social sciences, law,

librarianship, computer science, and others. Some have personal experi-

ence of intrusions; others do not. There is no ‘‘constituency’’ from which

they are drawn.

All, however, are animated by a fundamental belief that privacy is not

only an important issue but one of the defining questions of modern

times. All would share a profound sense that new technologies should be

shaped to human ends, rather than vice versa. All have deep-seated wor-

ries about abuses of power by modern organizations using the latest tech-

nological tools. Since the 1990s, all would be animated by the excitement

of being in at the first stages of the development of the Internet.

We have analyzed the types of groups that have arisen, as well as the

various individuals. It is now time to explore in more detail what pri-

vacy advocates actually do. There are structures and identities. There is

also behavior. What strategies are adopted to promote the cause? What

works, and what doesn’t?
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4 The Strategies

Our strategy has always been to raise hell without breaking the law.

—Alan Borovoy, Canadian Civil Liberties Association

Four ‘‘Es’’: Establishing Rights, Exercising Rights, Exposing Violations, Encourag-

ing Privacy Friendly Practices

—Pippa Lawson on the roles of CIPPIC

What, therefore, do privacy advocates do? What strategies and tactics do

they pursue, and why should anyone pay attention to them? With few

exceptions they do not speak for large constituencies mobilized through

a mass membership. They generally have meager financial resources. Ac-

cording to most theories of group politics, they could safely be ignored.

And yet they are not. What forms of politics do they engage in to ensure

that they are not ignored?

There are many conventional ways to approach this question that focus

on the targets of group pressure and resistance. Traditionally, pressure or

interest groups have been conceived in relation to the institutions of the

state. They obtain and mobilize resources (money, membership, expertise,

information, and so on) and thereby compete to influence policymakers

to support their agendas. Success is therefore dependent upon resources,

broadly construed. In this ‘‘resource mobilization approach,’’ a core

group of sophisticated strategists works to harness the disa¤ected energies

of a particular constituency (Zald and McCarthy 1979). They try to

attract money and supporters. They capture media attention, and they

thereby ensure that they cannot be ignored by those in power. There are

several variants of this theory, dependent upon whether one approaches

the problem from an economic, sociological, or political perspective. Tra-

ditionally, each has tended to assume that the major focus of resource

mobilization is the state, and groups are conceived of, and legitimated,



in terms of their relations with executive, legislative, and judicial insti-

tutions.

In contemporary conditions, this perspective falls short. Globalization

has brought with it transnational activism, and with it a broader con-

ception of what it means to engage in collective action. In their study of

advocacy politics in international politics, Keck and Sikkink (1998, 16)

o¤er a fourfold typology of tactics that international networks use in

their e¤orts at persuasion, socialization, and pressure. Information poli-

tics relies on the ability to generate politically relevant information and

to move it by the most e¤ective means to the place where it will have

the most impact, at the most critical time. Symbolic politics relies on the

ability to call up symbols, actions, and stories that can interpret a situa-

tion in ways that makes sense for a particular audience within a particular

culture. Accountability politics is an attempt to hold powerful agents ac-

countable to previously stated policies or commitments. Leverage politics

is directed toward those who have power in public or private organiza-

tions and who can e¤ect change, by imposing a sanction or threat of

some manner. This typology is developed in the context of human rights

and environmental advocacy networks. It o¤ers some interesting insights

into privacy advocacy as well.

Information Politics: Promoting Change by Reporting Facts

There is a long tradition within social movement politics of inducing

those in power to do something that they would not otherwise do through

the constant reporting of facts and testimony about abuses of power and

the resulting harms. This ‘‘human rights methodology’’ can be very e¤ec-

tive in sensitizing public and elite opinion to the need for reform (Keck

and Sinkink 1998, 45). The careful assembling, as well as the relentless

repetition, of facts about, for example, slavery, racial discrimination,

torture, child labor, prostitution, land mine mutilation, and so on have

forced those issues onto institutional agendas and promoted change.

This is not a power politics through which change can be e¤ected through

threats, through coercion, or by making life unpleasant for a target

group—that is, the ‘‘leverage politics’’ discussed later. This is about the

politics of persuasion, about speaking truth to power (Kennedy Cuomo

2005). There is a wrong that can be documented. Appeals are then made

to the collective conscience of a society and of its political and business

elites.
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In the context of globalization, students of international economy

stress that the extent to which regulatory protections might flow around

the world (i.e., whether there is a ‘‘race to the top’’) relates in some mea-

sure to the work of transnational activists who can spotlight the behavior

of firms and the lax standards of states. When firms go abroad, they take

not only their capital investment but also their reputations, brand names,

images, and so on. Activists in many countries are ready to use the media

to shine the spotlight upon the socially irresponsible corporation and

upon the weak regulations that facilitate such behavior. The ‘‘spotlight

phenomenon’’ can expose questionable practices such as the use of child

labor or the hiring of workers at below minimum wages (Spar 1998).

Such pressures have led to global codes of conduct, standards, and seals

to which companies have been forced to adhere.

What then are the equivalent ‘‘facts’’ for the privacy advocate? What

are the ‘‘harms’’ that can be documented and relentlessly portrayed as in-

controvertible evidence that reform is necessary? What is the equivalent

of the testimony of human rights abuses? Several years ago, Robert Ellis

Smith of Privacy Journal became tired of reading that privacy was an im-

precise concept with only abstract relevance for the ordinary person. He

published a book called War Stories (1993), a collection of anecdotes by

ordinary Americans victimized by invasions of privacy. The stories came

from many areas of American life, and they remain a powerful reminder

of the direct harm (financial, reputational, psychological, and legal) that

can occur through the inappropriate collection, processing, and disclosure

of personal information. It is also a reminder that personal information

need not be inherently sensitive for harms to result. Innocuous informa-

tion in the wrong contexts can lead to severe consequences.

Nevertheless, this kind of specific documentation of direct harm to

individuals is rare. There are three reasons. First, many privacy invasions

often do not get seen as such. Their e¤ects are more indirect, and only

show up when other consequences arise: the denial of credit, the receipt

of unsolicited telemarketing calls, an unwarranted tax audit, secondary

screening at airport security, and so on. The root cause of these e¤ects

might be hidden from the subject, and therefore not identified as a pri-

vacy invasion as such. Second, and consequently, the privacy advocate has

constantly to refute the argument that ‘‘if you have nothing to hide, you

have nothing to fear.’’ The vast majority of citizens go through their daily

lives believing that surveillance processes are not directed at them, but at

the miscreants and wrongdoers. For all the evidence that the monitoring
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of individual behavior has become routine and everyday, the dominant

orientation is that mechanisms of surveillance are directed at others.

Finally, there is nearly always a justifiable organizational purpose at-

tached to surveillance mechanisms: internal or national security, the

e‰cient provision of government services, lower insurance rates, better

credit systems, and so on. Therefore, the harm is rarely regarded as un-

mitigated. It is normally viewed as a price worth paying for some public

good.

For these reasons, the information politics of privacy advocacy has

generally not been about adopting a ‘‘human rights methodology’’ and

about documenting facts relentlessly about actual harms to real people.

For the privacy advocate, the politics of information is more di‰cult. It

relies upon argumentation about potential consequences. It often involves

extrapolations from the experiences of similar surveillance systems in oth-

er times and places. Increasingly it involves considerable technical exper-

tise, and sophisticated understandings of the operation of complex public

and private organizations. It often requires a leap of faith, that many are

unwilling or incapable of making, from a particular provision under dis-

cussion to larger arguments about the slow and incremental slide toward

the ‘‘surveillance society.’’

An important part of the political struggle over information is whether

or not an issue is defined in technical terms and therefore only subject to

discussion by self-appointed experts, or whether it concerns a broader

public constituency. Privacy advocates will try to frame the value context

in these broader terms. By and large, privacy advocates will also try to

enter the public debate about a particular practice earlier rather than

later, and to generate relevant information about privacy implications in

advance of the deployment of a product or service, or in anticipation of

policy change. Advocates will talk about ‘‘getting ahead of the curve’’

and of the dangers of reacting to developments after human and financial

resources have been devoted to a particular program or technology. And

they need to perform this role with respect to proposals they support

(such as a privacy protection bill) as well as those they might oppose.

At one level, privacy advocates engage in a constant fight to influence

the discourse, the ways in which issues are framed, and the general under-

standing of privacy in relation to other values. In some contexts, this

involves a process of going back to square one and of explaining in phi-

losophical terms the nature of the problem. For instance, there has been a

sustained attempt post-9/11 to insist that policy choices between privacy

and security are a false dichotomy, and that there are many ways that se-
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curity goals can be met without compromising privacy (Schneier 2004).

They will, therefore, invoke a range of symbols and representations, dis-

cussed later, to attempt to connect this value to direct and common

experience.

Privacy advocates also need to be informed about a number of techni-

cal and policy issues beyond that of privacy. Most advocates would

contend that many surveillance processes are simply not going to achieve

the social goals claimed, and should be blocked on the simple grounds

of ine¤ectiveness. Barry Steinhardt of the ACLU has made this point

repeatedly: ‘‘If a new program is not actually e¤ective, the matter should

end there. There is no need to engage in detailed balancing tests or evalu-

ations of a program’s e¤ect on privacy if it is not going to increase secu-

rity.’’1 The information politics of video-surveillance cameras is a case in

point. These schemes have raised the concerns of privacy advocates the

world over. But it is also unclear whether indeed they do reduce or deter

crime. The privacy advocate, therefore, has to immerse him- or herself

in the criminological literature to draw some lessons about e¤ectiveness.

Increasingly, advocates have tried to engage the debate at that level in an

attempt to appeal, for example, to the frames of reference of the resource-

constrained city o‰cial who is accountable for crime rates and needs to

do something about them.

Di‰cult choices also need to be made about the balance between more

strategic or long-term research and the more short-term and immediate

injection of argument into policy debate. Political scientists have written

about, and analyzed, the ‘‘policy cycle’’ and have theorized about how

these cycles vary over time and space (Howlett and Ramesh 2003). In

a governmental context, where standards of democratic accountability

normally impose some requirements for transparency, consultation, and

open debate, advocates can inject relevant information at any stage of

this cycle. They can attempt to shape which problems receive attention,

which options are considered, which options are selected, and how the

policy is implemented. Down the road, they can o¤er judgments about

whether the policy has worked. Thus, in a context where there is open de-

bate either about a pro-privacy measure (such as a data protection bill) or

about a governmental scheme with implications for surveillance, the ad-

vocacy process is largely predetermined by the decision-making agendas

of others.

Beyond the questions of timing, the advocacy community needs to

make some fundamental decisions about whether to engage at all in the po-

litical process or to focus more on the general public. Some are suspicious
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of the political process, or are not conveniently located to engage with de-

cision makers in the corridors or power. They will prefer to engage in

public education. The PRC, for instance, provides helpful fact sheets on

issues such as identity theft, employment background checks, credit

reports, medical records, junk faxes, cellular telephones, and direct mar-

keting. Others provide information for consumption within the broad

network of privacy experts and advocates. The EPIC Alerts are a fine

example, as is the EDRIGRAM. That information helps bind network

members together and is essential for their e¤ectiveness.

Others work well with reporters, are good at media interviews and have

that ability to encapsulate the complex policy issue within the pithy one-

liners that make good journalism. All, however, have to make judgments

about the amount of time they can spend with reporters as well as the

motives behind the story. All need to make decisions about which media

outlets are worth talking to. But sympathetic journalists are also a source

of information for privacy advocates, and can alert them to developments

and events of which they may not have been aware. As with every other

policy issue, media relations are a two-way street.

For those groups that do engage with the policy process, decisions need

to be made about the appropriate institutional target, and those decisions

are obviously influenced by the constitutional framework and balance of

institutional powers in that particular country. Privacy advocates can,

and do, spend enormous amounts of time injecting written and oral argu-

ments into various stages of the policy cycle, and reacting to policy pro-

posals developed by both executive and legislative agencies. In every

country they spend a lot of time commenting on government reports, con-

sultation documents, draft bills, and so on. They give written and oral

testimony before legislative committees. They comment on reports and

decisions from data protection authorities, where they exist. It is mainly

in the United States, however, that they intervene in the judicial process,

through the submission of amicus curiae (friends of the court) briefs.

The tactics of commentary vary from country to country, dependent

on the political and administrative culture. For example, in the United

States, as Chris Hoofnagle explains, the number of comments received

by an agency is of critical importance:

In the United States it’s the agency debates that are really important. . . . A lot of

agencies count comments based on the number of commentators. For instance,

the banking industry has around thirty di¤erent groups that it will use, and it

will appear as thirty di¤erent comments on the agency records. And so privacy

advocates have to counter that, and one way they do that is by doing big coalition
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comments. . . . Comments have to be read and considered under the Administra-

tive Procedure Act. . . . Literally, you cut and paste the exact same comments and

then have thirty di¤erent organizations file them and that counts as thirty against

one.2

The provision of policy-relevant information also takes the form of let-

ter writing. There are many examples where advocates have attempted to

seize an initiative by writing a joint letter to an organization outlining pri-

vacy implications of certain proposals. Typically, these are never written

without a number of organizations ‘‘signing on’’ and are made public

from the outset. Thus, one organization will take the lead, consult, pre-

pare a draft and then ask others for support. Most of the privacy cam-

paigns against the big Internet companies, discussed in chapter 5, have

employed this strategy.

Of course, advocates have to make tactical decisions about whether a

particular proposal is worth the e¤ort of commentary. In the United

States, for instance, several bills might be introduced in di¤erent commit-

tees or subcommittees on the same subject at the same time, as House and

Senate members wish to get their names associated with a particular issue

and be able to tell their constituents that they are sympathetic to a prob-

lem and have tried to do something about it. Privacy advocates need to

make judgments about which bills have any chance of being reported

out. Another important dynamic in the United States is the delegation of

quasi-legislative powers to regulatory agencies such as the Federal Trade

Commission (FTC) or the Federal Communications Commission (FCC).

The development of the American Do Not Call List, for example, was

handled almost entirely by the FTC. Privacy protection cuts across

many institutional competences. In the American separation of powers

system, therefore, privacy-related proposals might emerge from one of lit-

erally hundreds of executive branch agencies, and from almost any House

and Senate committee. The task of monitoring the policy process and of

injecting relevant information at the key time is often daunting.

It is also of some interest how few privacy advocates admit to engaging

in the old-fashioned art of ‘‘lobbying’’—that is direct and face-to-face

meetings with policymakers. The term does carry pejorative connotations

and tends to be connected with private-sector interests. In some countries,

the activity is frowned upon, especially at administrative levels. Most

countries also have registration processes for lobbyists and this can create

some constraints. Hoofnagle explains the subtle distinctions in the United

States:
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Under federal law, if you as the advocate initiate a conversation with the o‰ce of

the member on some public issue, it is lobbying. So technically, I almost never

lobbied. What we usually did was adopt a series of tactics to get sta¤ers to call

us. And tactic number one was to be quoted in the newspaper. So the sta¤er calls

you up and says: ‘‘I saw you quoted on this issue, and I want to talk to you about

it.’’ Tactic number two is to get something on your Web site as soon as possible. . . .

If they contact you, it is not lobbying. If they invite you in for a meeting or if they

invite you to testify, it’s technically not lobbying, it’s education.3

These constraints often necessitate a kind of elaborate dance between

outside advocacy groups and governmental actors. Groups will employ

all kinds of tactics to draw attention to these issues without initiating con-

tact, and thus violating their tax status. Of course, the ability to lobby or

educate policymakers directly in large countries like the United States

is directly dependent on geographical proximity. Thus, advocacy groups

with o‰ces in Washington, D.C., like EPIC, the ACLU, and CDT obvi-

ously have advantages over those that do not, such as EFF. Perhaps a

good deal more lobbying goes on at the state levels. Rich Neumeister in

Minnesota has no hesitation in saying that he engages in lobbying. He

spends a lot of time in his state capitol. He marks up bills by hand.

He directly approaches legislators and their sta¤ers and continually and

incrementally gets pro-privacy amendments to Minnesota law.

In parliamentary countries with traditions of executive dominance, the

institutional landscape might be slightly simpler, but traditions of admin-

istrative secrecy often hamper the ability of advocates to unearth policy

proposals and inject commentary at a relevant time. In Britain, for exam-

ple, much of the e¤ort of organizations like PI has been targeted against

the Home O‰ce, a notoriously secretive agency generally not open to

consultation with privacy advocacy organizations. Parliament has, there-

fore, been the most important focus of attention, and not necessarily the

House of Commons. Caspar Bowden of FIPR was closely involved with

attempting to alter the provisions of the United Kingdom’s Regulation of

Investigatory Powers Act of 2000. As a neophyte to the political process,

his reflections on lobbying in the United Kingdom are interesting:

There was a process of getting to know parliamentarians which was probably eas-

ier than I had imagined, but the other thing that became clear was that to have

an impact on legislation it was virtually pointless to direct one’s energy to the

House of Commons, because of the large parliamentary majority. . . . It was

much more fruitful, we found, than to develop relations in the House of Lords

where there was no guaranteed government majority; and at that stage the Lords

were being very feisty and minded to push to the limit their powers of opposition.

The other thing that I think I have to say is that in the entire House of Commons
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I counted there were only four people who had ever programmed a computer in

their life.4

In other countries—Germany, for instance—there is little or no adminis-

trative tradition of consulting with civil society groups during the policy

process. Groups such as Die Humanistische Union, therefore, have to ap-

peal to individual members of the federal and Länder parliaments as well

as to the political parties.5

There is also a general sense among privacy advocates in many coun-

tries that much of the ‘‘formal’’ consultation can be perfunctory. Some-

times it is undertaken because of legislative requirement. At other times,

it is motivated by an administrative desire to go through the motions and

give the appearance that a policy process has been open and broadly con-

sultative. In most cases, advocates have to participate and provide com-

ments for fear that their views will not be taken seriously at times when

a process is genuinely consultative. Privacy advocates also have to be

very careful about confidentiality, or nondisclosure, agreements. Some-

times, government executive agencies will agree to consult with outside

groups, on for example a draft piece of legislation, on condition that

they do not speak publicly. Some will agree to this compromise. Others

will not. The choices can be vexing, because it may not serve anybody’s

interests to keep material confidential.

On a few occasions, an advocacy community will make a decision to

boycott an entire process in protest against the underlying motives. In

Australia in the late 1990s, there were several attempts by the government

to introduce self-regulatory solutions for private-sector privacy protec-

tion. APF essentially boycotted the process in the belief that these e¤orts

were devised to avoid legislation, rather than to pave the way for it.

Such stands can only be taken when an organization is su‰ciently cohe-

sive, and when it has the credibility to make the wider case in the public

arena. Similar dilemmas arose in Canada at the same time when privacy

advocates were invited to take part in a process of negotiating a privacy

standard through the Canadian Standards Association. In that case, ad-

vocates did participate. Their involvement did succeed in strengthening

the resulting code of practice, to the extent that it could form the basis

of federal legislation for the private sector (CSA 1996), but the decisions

were agonizing.

Increasingly, and particularly with respect to government surveillance

schemes with law enforcement dimensions, the politics can become

shrouded. Schemes emerge in a variety of mysterious ways. They may be
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embedded or implicit in administrative regulation. Or they may be left

vague and ambiguous, with the intention that later administrative deci-

sion will fill in the gaps. In recent years, privacy advocates have also had

to cope with policy proposals migrating to international organizations

when they might have failed at the domestic levels. Some international

bodies have quite transparent mechanisms of consultation. Others are

veiled in mystery. This has led to a phenomenon called ‘‘policy launder-

ing’’ referring to the use of international forums as an indirect means of

pushing policies that could never win direct approval through the regular

domestic political process. A campaign coordinated by the ACLU, Pri-

vacy International, and Statewatch, contends that ‘‘in a rapidly global-

izing world, this technique is becoming a central means by which the

United States (and other nations) seek to overcome civil liberties objec-

tions to privacy-invading policies.’’ A major illustration is the use of the

International Civil Aviation Authority (ICAO) as a forum to advance

global standards for travel documents, including the use of biometrics

(Hosein 2004).6

It is commonly recognized that on the Internet ‘‘code is law’’ (Lessig

1999), which can have profound implications for rights and liberties.

Technical design decisions can have intended, and unintended, e¤ects

upon values such as privacy. The impacts are genuine, but they are often

complex and only felt in the long term. The key standards bodies, such as

the Internet Engineering Task Force (IETF) or the World Wide Web

consortium, generally operate outside the public eye, and have highly in-

formal processes for outside consultation. There are a series of conceptual

issues and capacity gaps that need to be overcome to improve public

representation in standards-setting processes.7 Many of the technical

committees of the International Standardization Organization (ISO),

working on technical and management standards with privacy implica-

tions, have been similarly impenetrable.8

We have been referring so far to advocacy in the context of policy

changes by national governments or international agencies. In the vast

majority of cases, there is a compelling public interest asserted on the

other side of the argument. The information strategies with respect to

private-sector practices tend to take on a di¤erent dynamic. With the pri-

vate sector, intrusive practices often only come to light after a technology

is deployed or marketed, when intended or unintended consequences for

the capture of personal information come to light. Advocates will then be

in a position of exposing those practices and their invasive nature. The

current debate about RFIDs is an apt example. The work of CASPIAN,
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however, has involved exposing corporate plans to deploy this technology

by researching and publicizing the various patent applications (Albrecht

and McIntyre 2005).

For many privacy issues, of course, the distinction between the private

and public sectors is impossible to draw. A contemporary example that

exposes the strategies and dilemmas of privacy advocacy is provided by

the first airport installation in the United States of a technology called

‘‘Backscatter X-Ray,’’ a device designed to detect objects hidden under

clothing that might be overlooked by the traditional metal detector. The

device also generates a detailed image of the traveler as if he or she is

undressed. The vendors addressed concerns that this was a kind of ‘‘digi-

tal strip search’’ by developing a display format that depicts the traveler

as a ‘‘chalk line image’’ with sensitive body parts obscured. What is sig-

nificant in this case is not the image viewed by the operator but whether

or not the original would be stored for possible viewing later. EPIC asked

these questions of both the Transportation Security Administration and

the vendor, American Science and Engineering. The answers were less

than forthcoming, and invited all kinds of questions and hypotheses

about why such images would need to be remotely located and stored.9

This case is mentioned not because of the details but because if is fairly

representative of the way that facts about privacy invasions arise and

become documented. A technology is developed and introduced and

justified in some public interest. It raises obvious privacy implications.

Information, both speculative and factual, circulates rapidly around the

various privacy-related lists and blogs. The company and the government

respond with attempts at reassurance, which fuel further questions and

confusion. The information flows tend to be rapid and horizontal. The

facts elide with hypotheses and speculations. The reluctance, perhaps in-

ability, of government and vendor to tell the whole truth contributes to a

general atmosphere of suspicion.

Surveillance practices tend to develop out of the spotlight. Sometimes,

the social and individual risks require expert analysis and explanation.

Sometimes those risks might depend on the confluence of a complex set

of institutional motivations and technological development. Thus, the in-

formation politics of privacy advocacy tends not to be about document-

ing facts of individual abuses, grievances and harms. It tends to be about

an early and rapid response strategy that often does not leave time for re-

search into technological capacities, institutional motivations, and public

anxieties. Information about privacy invasiveness sometimes has to rely

on hypothesis rather than fact. It must draw together certain assumptions
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about what could happen to personally identifiable information if certain

worst-case scenarios materialized. Privacy invasions occur when technol-

ogies work as intended and when they fail. They occur when organiza-

tions have worthy motives, and when they do not (Bennett and Raab

2006, 25–26).

Symbolic Politics: Connecting with Culture

Politics is not only about the instrumental collection and dissemination of

information. It is also about powerful symbols and how those in turn be-

come catalysts for change. The imprecise and mostly disparaging use of

the word ‘‘symbolic’’ in everyday parlance overlooks the fact that a poli-

tics based on facts alone, without a symbolic dimension, cannot exist.

Symbolism has always been an unavoidable constituent of political real-

ity. It represents a way for elites to present themselves, to prove their

abilities, and to communicate their basic political preferences and stan-

dards (Edelman 1964).

According to some social science, the objective or material dimensions

of politics are increasingly being overwhelmed by the symbolic. The pre-

sentation and packaging of politics tailored to the needs of a visual media

culture is becoming increasingly important for the acquisition and reten-

tion of political power in democratic societies. Verbal and nonverbal sym-

bols generate attention and reduce the complexity of political problems

and communicate a certain vision of the world. While this production

becomes political reality for a public with limited time to digest complex

political issues, real political choices are made away from the media spot-

light and remain shrouded in mystery. Central to the potency of a politi-

cal symbol is that it is remote or set apart from the immediate issue or

problem. Every symbol stands for something other than itself, and it also

evokes a set of impressions beyond the immediate reference of the lan-

guage used. The meaning of political acts, therefore, is not only about

the objective consequences but also about the psychological and emo-

tional needs of the respondents. Elites make assumptions about these

needs and manipulate symbols accordingly (Graber 1976).

The politics of privacy and surveillance cannot be immune from these

trends. Symbols are invoked quite relentlessly to justify surveillance mea-

sures. For example, the range of measures passed rapidly in the wake of

9/11 to combat terrorism were all wrapped up in the ‘‘Uniting and

Strengthening America by Providing Appropriate Tools Required to

Intercept and Obstruct Terrorism Act of 2001,’’ producing the acronym
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USA Patriot Act. The not so subtle implication is that any opponent of

such measures must, therefore, be unpatriotic. Symbols to justify sur-

veillance are also contained in audio-visual mechanisms. In 1993 in the

United Kingdom, a gruesome killing of a three-year-old boy by the name

of Jamie Bulger by two ten-year-olds, caused an immense outpouring of

grief and anger. The CCTV tape of this little boy being led by the hand

by his abductors through a shopping mall was shown continuously in

the British media and did more to bolster public sympathies for video-

surveillance technology than could any objective policy analysis. The

British public, and its mass media, could see a direct causal link between

the images captured and the ultimate apprehension of Jamie Bulger’s

murderers, even though they were caught by other means. A public myth

was cultivated that CCTV led to the arrest. The Bolger case then became

a potent symbol of the need for public systems of CCTV in the United

Kingdom.10

How do privacy advocates find and use their own symbols to counter

these powerful forces? Symbolic interpretation is part of a process by

which they may create awareness, solidify their networks, and expand

the constituency of believers. Over the years, this advocacy network has

used the full range of written, audio, and visual techniques to advance

the cause.

Not surprisingly, privacy advocates invoke the familiar specter of ‘‘Big

Brother’’ and have attached that symbol to virtually any over-intrusive

surveillance scheme—either governmental or corporate. Thus, CASPIAN

heads its Web site, ‘‘RFID 1984.’’11 They expose a company called UBI-

SENSE whose products ‘‘combine the remote tracking power of Radio

Frequency Identification with a modern-day version of the telescreen

from George Orwell’s novel 1984.’’12 Simon Davies has called di¤erent

editions of his books ‘‘Big Brother.’’ Commercial data brokerage firms,

such as ChoicePoint, have been described as ‘‘Big Brother’s Little Help-

ers.’’13 In 2000, Intel was attacked for the personal serial numbers pro-

posed for its Pentium III processor, and computers were festooned with

‘‘Big Brother Inside’’ stickers that distorted the company’s logo.14

No matter that Orwell’s 1984 concerned the omniscient gaze of the state,

rather than the private sector. No matter, that the form of monitoring

through the telescreen was entirely visual. No matter that his novel was

intended as a satire rather than a prediction. It is now a cliché, but the

symbol of 1984 continues to be used to connote excessive surveillance.

Since 1998, several groups have organized ‘‘Big Brother Awards.’’ This

was originally the idea of Davies.15 The first awards were given in the
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United Kingdom in 1998. Since then there have been around seventy cer-

emonies held in around sixteen countries.16 It is now a¤ectionately called

the ‘‘Orwells’’ and is typically staged as a spoof of the Oscars. A nomina-

tion process leads to a selection of the ‘‘Worst Public Servant,’’ the ‘‘Most

Invasive Company,’’ the ‘‘Most Appalling Project,’’ and the ‘‘Most Hei-

nous Government Organization.’’ Lately, they have also taken to present-

ing ‘‘Life Time Achievement Awards.’’ The American award ceremony

normally takes place at the annual Computers, Freedom and Privacy

(CFP) conference, involves a variety of humorously clad performers en-

gaged in various skits, and culminates in the award of the trophy of a

boot stamping on a human face; according to Orwell in 1984, ‘‘if you

want a picture of the future, imagine a boot stamping on a human face

for ever.’’ Advocates in other countries have invented other trophies to

symbolize the repressive impact of surveillance: in Bulgaria a statue of a

little cog within a big cog, in the Netherlands a statute of closing metal

jaws, in Germany a statue of a human figure spliced by a sheet of num-

bers, and so on.

Some of these ceremonies are organized with greater care than others.

In Germany, for instance, FoeBuD coordinates a very careful nomination

process involving the analysis of a considerable amount of documentation

by a jury of experts. In 2006, the ceremony was preceded by a street dem-

onstration against the growth of surveillance in Germany entitled Free-

dom Instead of Fear (Freiheit statt Angst) and attended by about three

hundred people. In this particular year, the prizes went to unsurprising

recipients—the Association of German Insurers (for its ‘‘warnings

and indications’’ databases), members of the legislature of the state of

Mecklenburg-Western Pomerania (for legislation permitting eavesdrop-

ping in public places), the German Interior Ministers, and the Society

for Worldwide Interbank Financial Communications (SWIFT). Phillips

received the Technology Big Brother Award for the specification that

CD burners write their serial numbers on the CD, thereby facilitating

tracking of unlicensed bootlegging of music.17

This list is fairly typical of the recipients in other countries over the

years, which have tended to be big state bureaucracies, large multi-

national companies, and prominent politicians. There are exceptions. In

the United States in 2005, the Most Invasive Proposal award went to the

Brittan Elementary School in Sutter, California, for its proposal to intro-

duce RFID tagging for all students; the Big Brother Award was delivered

personally to the principal by concerned parents. There have also been

some surprising recipients. In Hungary in 2004, for instance, one award
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was given to the Hungarian Data Protection Commissioner, Attila Péter-

falvi, for remarks he had made about the necessity of certain surveillance

schemes. Acting like a good sport, Péterfalvi joined the ceremony and

received the award, having earlier sent a letter to Privacy International

threatening to withdraw support from the BBA process.18 Other recipi-

ents have also shown up to receive their awards, sometimes suitably chas-

tened and at other times regarding the entire ceremony as a bit of a joke.

At the 1999 U.S. event, for instance, the representative from Microsoft

proudly went to the stage to receive the award, adopting a ‘‘look what

I’ve got’’ attitude.

In virtually all cases, the awards have gone to institutions or individu-

als that have already been in the media. In few, if any, cases has the

award ceremony been used to ‘‘out’’ an organization. The news value is

therefore variable. They did attract a lot of press attention at the outset

in the United States and United Kingdom. They certainly have a larger

impact in countries that have more recent histories of authoritarian rule;

the symbolism of ridiculing state o‰cials in Hungary, the Czech Repub-

lic, or Bulgaria is obviously a lot more potent than in more established

democracies. The Big Brother Awards are now an institutionalized aspect

of privacy advocacy and an enduring feature of the privacy advocacy net-

work, even though it is a lot of work for advocates to pull them o¤ e¤ec-

tively every year.

On the occasion of Orwell’s one-hundredth birthday in 2003, EPIC col-

lected a series of commentaries by privacy experts about his widespread

influence on the privacy debate.19 Gary Marx commented as follows:

‘‘George Orwell equated Big Brother with the harsh reality of a boot on

a human face. The concept of the maximum security society is meant to

characterize some softer social-control processes that have increased in

importance and sophistication in recent decades, as the velvet glove con-

tinues to gain ascendancy over the iron fist.’’ The reality is that contem-

porary personal information practices do not equate easily with crude

symbols of repression. These images simply do not translate to the

subtler, and more indirect, forms of surveillance. They run the risk of be-

ing viewed as ‘‘over the top.’’

So privacy advocates have attempted other symbolic strategies to com-

municate the incremental and hidden forms of contemporary information

capture. One tactic is to emphasize the routine. On the ACLU Web site,

for example, we see an interesting video about the ordering of a pizza.

Caller ID allows the receptionist to identify the caller’s name, social secu-

rity number, address, and other information. The voice informs the caller,
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who wants the double meat version, that a scan of his medical records

suggests high blood pressure and the necessity to pay a surcharge to cover

the liability, in accordance with agreements with his health insurer. Fur-

ther geo-positioning software indicates that the caller lives in an area

where robberies have occurred, necessitating a surcharge to cover the ex-

tra risk for the driver. A scan of his credit card history also informs her

that credit card limits have been reached and that cash would be neces-

sary as payment for the tofu and sprouts pizza that he ends up having to

order.20 Each scenario contains that familiar grain of truth, which makes

Figure 4.1
‘‘I Want Your Data for U.S. Army.’’ (Distributed during EPIC’s campaign against the Pen-
tagon’s recruiting database in 2005.) Reprinted with permission of the Electronic Privacy
Information Center.
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the entire story plausible, an e¤ective symbol of the everyday, and creep-

ing, nature of contemporary surveillance.

Other groups have tried to equate excessive surveillance with enduring

national symbols. EPIC, for instance, employs the famous Uncle Sam

image (‘‘I Want Your Data for U.S. Army’’) to protest the construction

of the Pentagon’s recruitment database in 2005. On other parts of the

EPIC Web site, photos of video surveillance cameras in Washington,

D.C., are displayed against a backdrop of iconic American national

Figure 4.2
‘‘The Personal RFID Shield.’’ (Distributed during EPIC’s campaign against the installation
of RFID technology in U.S. travel documents.) Reprinted with permission of the Electronic
Privacy Information Center.
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symbols.21 The equation of surveillance technologies with historical sym-

bols of repression are used in other ways. The NO2ID campaign in the

United Kingdom has a photo on its Web site of protesters with barcodes

stamped on their forearms. These symbols clearly convey analogies to the

holocaust.22 Similar images are invoked by the ACLU’s pictures of chip

implants on hands: ‘‘Don’t Chip My Rights Away.’’ These and other

symbols are reproduced here (figures 4.1–4.8).

Humor is also seen as a necessary component of e¤ective privacy

advocacy. In its campaign against the RFID-enabled passport, EPIC pro-

duced ‘‘The Personal RFID Shield’’—a piece of aluminum foil. Instruc-

tions for use: ‘‘1) Remove Aluminum foil from plastic bag; 2) Fold foil

around RFID encoded document; 3) Drop document in your purse

or wallet and go!’’ Stickers have also been popular: ‘‘For Reasons of

Hygiene this Toilet is monitored by Video.’’ Paralleling the Big Brother

Awards, Privacy International has also organized ‘‘Stupid Security

Awards’’—an open competition to ‘‘discover the world’s most pointless,

intrusive, annoying and self-serving security measures.’’23 At the height

of the Monica Lewinsky scandal, CDT used the opportunity to post a

‘‘Privacy Quiz: The Lewinsky-Starr Edition,’’ using the opportunity to

Figure 4.3
‘‘Observing Surveillance.’’ (The Observing Surveillance Project was undertaken by EPIC
sta¤ and documents the presence of video cameras placed in Washington, D.C., after Sep-
tember 11.) Reprinted with permission of the Electronic Privacy Information Center.
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test people’s knowledge about the kinds of intrusive behavior reported

during this story and to make a point about the many shortcomings of

American privacy law.24 Question No. 1: ‘‘You are talking on the tele-

phone with your friend, pouring your heart out about a love a¤air gone

sour. Unbeknownst to you, your friend is tape recording the conversa-

tion. Afterward your friend plays the tape to people you don’t even

know and sends around a transcript of it. Did your friend break any

laws?’’ The answer—it depends on which state you live in.

Symbols therefore get used in variety of ways to invoke the specter of

authoritarian repression, to warn of the slippery slope, to link remote

technological practices to everyday experience, to draw comparisons,

and simply to lampoon. Symbolic politics only is e¤ective when it con-

nects to a broader set of cultural understandings. It operates at national

levels, when current programs are equated with historical memories that

Figure 4.4
‘‘Don’t Chip My Rights Away.’’ (Distributed during successive attempts to pass California
legislation on the use of RFID.) Reprinted with permission of the American Civil Liberties
Union of Northern California.
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resonate within a particular country. It also has to operate at the interna-

tional level. Symbolic politics can resonate; it can also seem pointless and

overstated.

Accountability Politics: Living Up to the Rules

Organizations that process personal data must increasingly abide by the

basic information privacy principles outlined in chapter 1. In most coun-

tries, these obligations are enshrined within data protection laws that

cover both public and private sectors. Other rules are embodied within in-

ternational agreements, to which organizations and countries might have

subscribed. There is also a range of more self-regulatory measures: stan-

dards, codes of practice, privacy seals. Thus, even where legal rules do

not exist, privacy advocates can still try to ensure that organizations

do live up to their own public commitments. Once governments and cor-

porations have publicly committed to privacy standards, advocates can use

these positions to expose any discrepancies between rhetoric and practice.

In most countries, privacy advocates can and do use the rights

enshrined within data protection, and other, legislation. In Canada, for

instance, Pippa Lawson of CIPPIC has lodged a number of complaints

under the Personal Information Protection and Electronic Documents

Figure 4.5
‘‘Surveillance Society: Time Is Running Out.’’ (ACLU’s Surveillance Society Clock showing
six minutes to midnight, reminiscent of the Doomsday Clock.) Reprinted with permission of
the American Civil Liberties Union.
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Act (PIPEDA) with the privacy commissioner of Canada. For example,

in 2004 she formed the view that Accusearch Inc., an American corpora-

tion based in Wyoming, was routinely collecting, using, and disclosing

personal information about Canadians through its Web site for inappro-

priate purposes and without the knowledge and consent of the individuals

in question.25 She requested her own file from the company, was refused,

and filed a complaint with the privacy commissioner of Canada. She

Figure 4.6a
‘‘If You’re Watching Everyone, You’re Watching No One.’’

Figure 4.6b
‘‘The Desire for Privacy Is Not an Admission of Guilt.’’ (Individual-I.Com Web site graphics
in the public domain.)
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Figure 4.7
‘‘For Reasons of Hygiene This Toilet Is Monitored by Video.’’ (One of several stickers dis-
seminated throughout Germany and other European countries by FoeBuD.) Reprinted with
permission of FoeBuD (Germany).

Figure 4.8
‘‘Lächeln . . . Gleich Kommt das Vögelchen’’ (Translated as ‘‘Smile . . . The little birds are
coming soon’’ or perhaps ‘‘Watch the Birdie.’’ A photo of early video-surveillance cameras
in Helsinki.) Reprinted with permission of Julia Stoll and the Forum Informatikerinnen für
Frieden and gesellshaftliche Verandtwortung (FIFF).
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submitted that Accusearch Inc.’s activities were contrary to PIPEDA and

called upon the commissioner to investigate. The commissioner refused,

indicating that she did have not have jurisdiction to investigate a com-

pany residing in another country. Lawson appealed to the Federal Court,

which determined that the commissioner did have jurisdiction and was

therefore obliged to investigate the complaint. CIPPIC has also lodged

complaints under PIPEDA against Winners, Sony, Ticketmaster, Info-

Canada, and MBNA Mastercard.26

CIPPIC will file a complaint where it believes there is a key issue or

that a part of the law requires clarification. In some cases, where jurisdic-

tion is unclear, it will file complaints to both federal and provincial com-

missioners. In all cases, CIPPIC has publicized the complaint from the

outset. The privacy commissioner of Canada, of course, is an ombuds-

man and under most circumstances is obliged to conduct a private in-

vestigation without revealing the identity of complainant or respondent.

The summaries of any investigation finding even appear on the OPC Web

site with names anonymized, a sometimes bizarre outcome when the

informed reader knows exactly who is being written about. In other in-

stances, CIPPIC engages with the company first to resolve any dispute.

Often the potential of a public complaint against an organization is

enough to e¤ect a change in practices. The complaint process can be

lengthy and di‰cult and may not yield the expected result.27

In some very high profile cases, advocacy groups have been able to

lodge complaints to a number of di¤erent data protection authorities.

The best example occurred in June 2006 when Privacy International de-

cided to lodge simultaneous complaints to data protection authorities in

33 countries concerning revelations of secret disclosures of millions of

financial records from the Society for Worldwide Interbank Financial

Telecommunication (SWIFT) to U.S. Intelligence agencies. SWIFT is a

worldwide financial messaging service that facilitates international money

transfers. It stores all messages for a period of 124 days at two operation

centers, one within the European Union and one in the United States—a

form of data processing referred to as ‘‘mirroring.’’ The messages contain

personal data such as the names of the payer and payee. After the attacks

of 9/11, the U.S. Department of the Treasury issued subpoenas requiring

SWIFT to provide access to message information held in the United

States. SWIFT complied with the subpoenas. The matter became public

when the New York Times and the Los Angeles Times published details

of these private arrangements.28 The complaint alleged that the activ-

ity was undertaken without regard to the rights of citizens under data
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protection law, and that ‘‘the scale of the operation, involving millions of

records, places this disclosure in the realm of a fishing exercise rather than

a legally authorized investigation.’’ They later filed further complaints to

six other authorities, filed an FOI request to the Bank of England, and

published an open letter to the CEO of the company. CIPPIC and PI

also filed a separate complaint against Canadian banks to the OPC for

failure to protect customer information from improper disclosures via

the SWIFT network.

Thus a series of events was set in motion. Data protection authorities

began investigating, individually and jointly. The U.S. government in-

sisted that the programs were narrowly tailored. SWIFT hired an auditor

to verify that the data transfers were legal; PI and the ACLU immediately

exposed the close ties between the auditing firm and the U.S. government.

The Belgian government issued a condemnation of the transfer. The Arti-

cle 29 Working Group of European data protection authorities issued a

finding that SWIFT was in breach of the EU Data Protection Directive

and called for several remedial steps.

At this writing, the story continues, but the details of claim and coun-

terclaim are not especially relevant. Whether or not these complaints suc-

ceed in forcing SWIFT to alter its practices is less important than the fact

that a general and simultaneous complaint to so many data protection

authorities generated news in each of these di¤erent countries, and began

a process to render this from of surveillance transparent. Never before

has an advocacy group issued so many complaints to so many di¤erent

authorities; no doubt the global scale of the SWIFT operation permitted

this rare opportunity. The action not only put SWIFT and the U.S.

authorities on the spot but also demanded strong action from the data

protection authorities, which have experienced a tense relationship with

PI over the years.

The privacy advocacy community has generally not made extensive use

of the complaints investigation and resolution process under data protec-

tion law. Advocacy groups are aware that data protection authorities are

under-resourced, and that their legal powers are constrained by the vari-

ous exemptions within the legislation. Some have less independence than

others, dependent as they are on governments for funding. Some may

be reluctant to take bold stances when they have the chance of being

renewed in o‰ce. Some authorities, such as in Canada, are ombudsmen

and do not have enforcement powers. Data protection authorities often

have to adopt a more pragmatic approach and are therefore viewed

with some impatience by the more radical privacy advocacy groups.
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Complaints resolution also takes time, though there is some evidence that

the investigative process can be expedited when the issue is attended by

high levels of publicity. Some advocates tend to regard the process of

complaint as more of a media moment, rather than a genuine opportunity

to change practices.

American groups have had to rely on creative ways to use their patch-

work of state and federal privacy legislation to hold organizations ac-

countable, given that there is no federal privacy protection authority. Of

course, the traditional American approach is one of litigation, an expen-

sive and time-consuming option especially as damages from the abuse

of personal information are di‰cult to prove. Within the U.S. advocacy

network, EFF, and the ACLU pursue ‘‘impact litigation’’ and employ

in-house attorneys to look for good cases to clarify and advance the pri-

vacy laws of the United States. And those laws are derived from the fed-

eral constitution (primarily the Fourth Amendment), state constitutions,

federal statutes, state statutes, and regulation. Of course, both organiza-

tions litigate in many other areas of civil liberties and civil rights as well.

Privacy protection has to compete for attention, and resources, within

both.

Since its founding in the early 1990s, EFF has earned some notable

victories within the courts. For instance, it successfully fought the gov-

ernment’s attempts to track the location of mobile phone users without

su‰cient evidence. It won a settlement against Sony BMG on behalf

of consumers who had purchased CDs and DVDs with flawed and intru-

sive software designed to limit the ability to make copies or transfer music

onto unapproved portable media players. It has successfully challenged

attempts to unmask the anonymity of users of bulletin boards, discussion

groups, and blogs. EFF also supported Verizon in a successful challenge

to a court ruling holding that the company must reveal the identity of

one of it customers who had used the peer-to-peer file-sharing software

Kazaa.29

One of the most visible challenges is the class action suit filed by EFF

against AT&T in January 2006, accusing the company of violating the

law and the privacy of its customers by collaborating with the National

Security Agency (NSA) in its program to wiretap and data-mine Ameri-

cans’ communications. The lawsuit alleges that AT&T not only helped

the NSA listen in on millions of ordinary Americans’ Internet and tele-

phone communications but also provided access to its databases con-

taining records of most or all communications. In July 2006, a federal

judge dismissed AT&T’s motion to dismiss the case. In the meantime,
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the Bush administration urged Congress to legislate to halt these lawsuits.

If passed, the proposed changes would forestall e¤orts to compel dis-

closure of the program’s details.30

Litigation has also played an extremely important role within the poli-

tics of the ACLU. As the advocacy group with the most resources, and

largest membership, it can a¤ord to take on big cases to challenge U.S.

surveillance programs. Although its most famous cases have not been re-

lated to privacy, at any one time litigation is being pursued nationally and

at the state level on a variety of privacy issues. Most notably, the ACLU

has led the fight in trying to defend the Fourth Amendment rights of

Americans in the face of increasingly sophisticated electronic surveillance

programs. At writing it is challenging in federal court the constitutional-

ity and legality of the National Security Agency’s electronic surveillance,

arguing among other things that the Federal Investigation Surveillance

Act (FISA) and Title III are the exclusive means by which the executive

branch can lawfully engage in electronic surveillance.31 In recent years, it

has also engaged in less prominent litigation on Internet privacy and an-

onymity, on biometric technologies, and on educational privacy rights

(such as strip searching in schools).

Other U.S. advocacy groups do not litigate, either because of lack of

resources, or because they recognize that litigation is within the province

and expertise of groups like the ACLU and EFF. Occasionally, a group,

such as PRC, will act as a plainti¤ in a suit or o¤er an amicus brief. Fun-

damentally, the economics of privacy litigation in the United States are

such that unless you can create a class of injured parties where there is

an opportunity to get significant damages, most American laws involve a

lot of expense for the private litigant. Thus groups are looking for class

action suits, under the limited range of statutes that allow damages to be

claimed.

Privacy advocates, therefore, engage in accountability politics in other

ways. One key strategy is the use of Freedom of Information Act (FOIA)

requests. Most American groups have, at some stage, made FOI requests

and regularly appealed to the courts if they have not been successful. In

the United States, FOIA requests are quite easy. It costs the advocacy

organization nothing. If the documents are obtained, there is a victory.

If they are refused or heavily redacted, there is a story about government

secrecy. Over time, organizations like EPIC in the United States and

CIPPIC in Canada have developed the strategic skills necessary to tar-

get the requests on specific documents rather than broad information

categories.
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One prominent example is the attempt by EPIC to get to the bottom

of evolving government programs for airline passenger profiling. These

programs began as the Computer Assisted Passenger Profiling System

(CAPPS), transformed into CAPPS II, then into ‘‘Secure Flight,’’ and

finally into the Automated Targeting System (ATS). At each stage, EPIC

has made FOI requests, published the redacted documents on its Web

site, and gleaned enough information in order to ask the further ques-

tions about these programs. EPIC and the ACLU were also able to get a

handle on the CAPPS and Secure Flight systems by invoking the statu-

tory obligations within the Privacy Act of 1974 to produce a notice in

the Federal Register whenever a new ‘‘system of records’’ was being con-

structed. These notices are, to be sure, vague and insu‰cient. However, they

do provide a starting point for further litigation and for FOIA requests.

Opportunities for American privacy advocates to hold the private sec-

tor to account have historically been quite limited. There is a lot of U.S.

privacy protection law covering private-sector practices, each governing a

slice of the U.S. marketplace and each with significant loopholes and lim-

ited opportunities to sue for damages.32 U.S. private-sector privacy law

has progressed incrementally and sectorally, leaving many areas of the

U.S. economy with virtually unlimited abilities to collect, process, and

disseminate personal information with impunity.

Recently, however, opportunities have arisen as a result of strong and

multiple pressures for companies to be transparent about their personal

information practices. Some of this pressure has originated from Euro-

pean advocates and regulators who have tried to enforce Articles 25 and

26 of the EU Data Protection Directive, which states that personal data

should not flow out of the European Union unless the receiving juris-

diction can guarantee an ‘‘adequate level of protection.’’ The main

governmental response in the United States has been the negotiation of

the ‘‘Safe Harbor Agreement,’’ under which companies pledge publicly

to abide by a set of privacy principles and thus to expose themselves to

challenge to the U.S. Federal Trade Commission (FTC) for ‘‘unfair and

deceptive trade practices,’’ if it can be demonstrated that their behavior is

di¤erent from their public statements. More generally, consumer con-

cerns about Internet privacy have prompted most companies with a Web

presence to develop and promulgate ‘‘privacy policies’’ and thus expose

themselves to similar challenges. Some of these cases will be analyzed in

greater depth in chapter 5.

In addition, the FTC is also responsible for the enforcement of the Fair

Credit Reporting Act, the ‘‘Do Not Call’’ law, the antispam legislation,
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and the Children’s Online Privacy Protection Act. There are clearly more

opportunities to hold U.S. companies to account than in the past. Fur-

ther, since January 2006, there have been an accumulation of fines levied

on a number of U.S. companies for a variety of infractions. But opinions

di¤er on the e¤ectiveness of FTC enforcement. Bob Gellman, a Washing-

ton privacy consultant, asserts that ‘‘FTC fines are just the cost of doing

business, and then only if you get caught. Since the odds are small, it is a

legitimate business decision to ignore the FTC. If you get caught, you

hire an ex-FTC sta¤er and negotiate a cheap fine.’’ Marc Rotenberg of

EPIC also contends that the ‘‘industry seems to know that if they can

kick privacy complaints over to the FTC rather than worry about pri-

vacy rights of action, they’re pretty much immune from liability. Further

not a single U.S. company has been found to violate the safe harbor

agreement.’’33

Privacy advocates have also been able to petition the Federal Commu-

nications Commission (FCC) under Section 222 of the Telecommunica-

tions Act. For instance, in 2005, EPIC and other groups petitioned for

more stringent security standards for Consumer Proprietary Network In-

formation (CMNI)—essentially the logs of calls—in response to concerns

that telecommunications companies were selling such data to third parties

for marketing purposes. The dispute revolved around whether implied

consent (opt-out) arrangements were su‰cient for such data, as the tele-

communications and marketing industries had argued. The FCC decided

in 2002 that opt-in or express consent is required for release of customer

information to third parties, but permits opt-out consent for release of in-

formation to a‰liated organizations.

These examples illustrate the di‰culty of having to advocate for pri-

vacy protection when the legislative requirements are spread around a

variety of provisions within di¤erent federal statutes, overseen by di¤erent

regulatory agencies. Nevertheless, the U.S. advocacy groups have been

far more likely to use the provisions within their relatively fragmented

patchwork of laws, than have their European counterparts. It is indeed

striking how few complaints have been lodged by European advocacy

groups under their stronger and more comprehensive data protection

laws. Complaints under European data protection law cost no money

and very little time. There is a common view that data protection law, in

Europe, Canada, and Australia, is so hedged around by exemptions that

the data protection agencies are legally tied and cannot possibly e¤ect

real change.
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Leverage Politics: ‘‘Naming and Shaming’’

Leverage politics assumes that the group has some power and that it

can get what it wants from those in authority by threatening some cost

if there is no change from the status quo. Public choice theory would

insist that the groups that can leverage the most power are those that

have large and compulsory memberships—in other words, professional

groups and labor unions (Olsen 1971). Compulsory membership produces

a set of selective incentives for the members, and the benefits of group

success are only enjoyed by members rather than by the wider popula-

tion. The threat of the withdrawal of labor that is of vital interest to a

national economy has historically been leveraged in order to obtain

increased wages and benefits, better working conditions, and so on. In

some countries, such groups can also deliver large numbers of votes for

particular parties, and in the United States, enormous amounts of money

to political campaigns through their political action committees.

Privacy, like other civil liberties and human rights, is a public good. If

privacy advocates are successful in securing more e¤ective privacy laws,

then everyone in society potentially benefits regardless of whether or not

they are a member of the organization. Few advocacy groups, as we have

noted, have even bothered with a membership base. Moreover, privacy is

rarely seen as an electoral issue. For the most part, politicians do not lose

votes if they promote intrusive surveillance schemes, and they do not win

them if they oppose such schemes. In the realm of electoral politics, the

issue in every country tends to be overwhelmed by more materialistic con-

cerns. Even if advocates had some financial clout and spoke for a large

mass membership, there is no way that they could use that resource as

leverage within the electoral process. So what can be threatened?

At the same time that the privacy advocacy network does not have

resources in a traditional sense, they do have a powerful issue, and one

that has continued to resonate with the mass public. Very few public or

private organizations will say that they are against privacy and will prob-

ably not want to be regarded in public opinion as an opponent of the

issue. Thus, the leverage politics of privacy advocacy is almost entirely

about embarrassment, the loss of reputation, or what some commentators

have called the ‘‘mobilization of shame’’ (Drinan 2001).

Privacy advocates have used subtle, and not so subtle, ways to name

and shame organizations and individuals. We have already discussed the

symbolic importance of the Big Brother Awards in several countries. We
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have also noted that these events are typically not used to ‘‘out’’ a partic-

ular company or governmental agency. They are organized retrospec-

tively and the award winners are almost always organizations and actors

who have already been publicly exposed. Other more prospective oppor-

tunities are, however, available.

The fact that a company is the potential subject of a complaint to a

data protection authority, or regulatory agency, can be used by privacy

advocates as leverage. If a questionable practice comes to light as a

result of a consumer complaint, a whistleblower, or just through informal

communications within the network, then in most cases the group will

inform the organization and try to resolve without publicity. The threat

of publicity, with or without a formal complaint, will always be in the

background. Advocates need to make careful judgments about how to

use this weapon, and these judgments will depend on a number of fac-

tors: whether the organization is a responsible player within the market;

whether it has been in the news before; whether the practice is so egre-

gious that it would definitely stir up public opinion; whether the facts are

clear; and the commitments, resources, and styles of the advocates them-

selves. Some advocates are not naturally confrontational and will only

use the threat of publicity as a last resort.

Some forms of naming and shaming are therefore quite easy. If there

is an irresponsible company, a practice that few will defend (including

many within the industry itself ), and relatively clear facts, then a naming

and shaming strategy poses few dilemmas. CDT’s campaign against spy-

ware is an example. In the context of an e¤ort to work with industry in

order to develop some definitions and best practices about online adver-

tising, CDT convened the Anti-Spyware Coalition.34 In so doing, it has

therefore been able to identify the less responsible players. Beginning in

2004, CDT launched its first complaint to the FTC against Mailwiper,

Inc., and Seismic Entertainment Media and their a‰liates, alleging that

they were engaged in deceptive and unfair marketing practices by chang-

ing computer users’ Web homepages without their consent and then

trying to convince these users that they needed the Mailwiper program

called ‘‘Spy Wiper’’ software to protect their computers. In 2006, along

with a group called StopBadware.org, they urged the FTC to shut down

a site called FastMP3Search.com.ar, which self-executes the installation

of Trojan horse applications, disables security software, sabotages valid

Web addresses for legitimate security companies, changes homepage set-

tings, and severely impairs computer speed and performance, all without
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user consent. More recently, other companies have been added to the

complaints, and the FTC has sued some of these companies.

In each case, CDT warned the companies concerned. Jim Dempsey of

CDT explains the process: ‘‘Almost always we tell the person beforehand

and then o¤er them the opportunity to either tell us we are wrong or to

change their practices. We’ve done this a lot in the anti-spyware arena. . . .

We issue the press releases and we file a complaint with the FTC. We tell

the company ‘this is what we found. We are going to file this complaint

with the FTC and we are going to issue a press release when we do it.

Tell us that we are wrong, or not.’ ’’35 In such cases, a convergence of

interests between consumers and the more responsible industry players

has identified the free riders engaged in completely indefensible practices.

This ‘‘outing’’ strategy was even given the blessing of the FTC. In Febru-

ary 2006, Commissioner Leibowitz stated that the FTC should publicly

shame advertisers if the spyware problem does not decrease.36 And ‘‘out-

ing’’ is the correct language, because the publicity does involve the naming

of companies that few people had hitherto heard of, and whose practices,

to some extent, depend on their being able to operate in the shadows.

Other ‘‘outing’’ decisions are, however, far more di‰cult, especially

where the e¤ect of bad publicity could have competitive e¤ects in the

marketplace. Advocates therefore have to respond when asked why they

have targeted one company rather than another, and consistency of prin-

ciple is crucial. In their various campaigns for Internet privacy, for exam-

ple, EPIC and other groups have targeted the companies whom they

believed were the market leaders at the time. Generally, they have reacted

to announcements that had already been made by the respective compa-

nies, as we will see in the cases concerning DoubleClick, Intel, and Micro-

soft, discussed in chapter 5.

In the case of DoubleClick, and its proposed merger of its online

clickstream data with o¿ine data on consumer purchasing habits owned

by a company called Abacus Direct, advocates tried to leverage some

pressure through an appeal to stockholders. In June 1999, the coalition

addressed an open letter to the stockholders of Abacus Direct, calling on

them to disapprove the merger, and alleging that they had been misled

about the privacy risks inherent in the proposal. The same coalition later

addressed a letter to the managers of socially responsible mutual funds.

They called upon investors to divest their holdings in DoubleClick and

Abacus as soon as possible, and add these companies to the screening lists

of companies excluded from investment based on human rights criteria.37
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CDT also organized an e-mail campaign not only to DoubleClick but

also to sixty of its clients.

Probably the central strategy of CASPIAN has been to publicize the

names of companies that, in its view, have been monitoring consumer

behavior either through supermarket cards or, more recently, through

RFIDs. Katherine Albrecht is not into legislative solutions, is distrustful

of regulatory agencies and yet deeply committed to the marketplace and

the principles of consumer choice. Its Web site is explicit: ‘‘CASPIAN

operates under free market, Libertarian principles. We believe that a

healthy free market depends on consumers having access to information

that impacts them so they can work to ensure that their best interests are

met in the marketplace. When consumers are not given pertinent facts,

they get saddled with things like loyalty cards, CRM, retail surveillance,

unbridled RFID usage, and the thousands of other o¤ences to their

dignity, privacy, and economic well-being that have sprung up in recent

years.’’38

Thus, with its goal of consumer empowerment, CASPIAN has done its

fair share of ‘‘naming and shaming’’ in the short time it has been in

existence and has waged a number of campaigns against large retailers,

including Benetton, Gillette, Levi-Strauss, Procter and Gamble, and

Wal-Mart. CASPIAN also goes one step further than other American

groups by calling for boycotts of certain products. Katherine Albrecht

explains the value of this strategy:

I think a boycott works best if it’s something that a company is rightly ashamed

of—where you’ve actually got a situation where you’ve caught a company with its

hand in the cookie jar or doing something that the vast majority of the public

would consider unethical. At that point the boycott can serve a dual function: it

gives people an opportunity to learn about the issue and a convenient place for

you, as an activist, to direct people to the issue. Secondly, I think it puts other

companies on notice. For many years if you typed in ‘‘Gillette’’ we were on the

very first pages of search hits with our Boycott Gillette Web site . . . that’s terrible

publicity for a company.39

The first boycott was against Benetton in 2003 after it was disclosed

that the company had placed identification and tracking devices into

its clothing products, including undergarments. CASPIAN called for a

boycott of Benetton products and launched an ‘‘I’d Rather Go Naked

Campaign.’’40 There was considerable publicity, and Benetton was soon

forced to cancel its plans to tag its products. CASPIAN followed this

success with an attempted boycott of Gillette, after it was announced

that this company was going to install RFID-enabled ‘‘smart shelves’’
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that would sense when consumers picked up razor blade packets, trigger a

camera shot of each customer, and relay those photos to store security.

CASPIAN then began its ‘‘I’d Rather Grow a Beard’’ campaign and

established a boycott Gillette Web site, which provided ways for con-

sumers to express their dissent.41 At this writing, both Web sites are still

online.

The Benetton boycott was successful because of the novelty of the

RFID debate at that time. Benetton had also been in the news for its ad-

vertising practices; many consumers were, therefore, already predisposed

against the company. These boycotts were more important, however, be-

cause they served to rally activists to the cause, rather than because of

any direct economic impact on the companies concerned. In more recent

cases, companies have probably become more astute at how to respond to

these tactics. Much of the subsequent debate has not centered on the

rights and wrongs of RFID tagging, but on the specific commercial and

technical conditions under which activated item-level tagging might be

used beyond the point of sale. That debate can get complex and technical,

and is of less interest to the mass media. Boycotts probably need to be

used sparingly.

Another rare tactic is to target individual corporate executives. In its

Boycott Gillette campaign, for instance, CASPIAN published the e-mail

address of the Gillette executive allegedly behind the plan—thus not only

outing the company but also the individuals within it. During the dis-

pute over the Lotus Marketplace product, the e-mail address of Lotus’s

CEO was posted on newsgroups. He then received over thirty thousand

messages opposing the product, and the proposed CD-ROM was never

released (Gurak 1997). The Foundation for Taxpayer & Consumer

Rights went one step further in October 2003. The group hired a ‘‘sky-

writer’’ to write part of the social security number of Citigroup’s chief

executive above its corporate headquarters in midtown Manhattan. The

stunt was in protest to the bank’s lobbying e¤orts in the Senate against

certain financial privacy provisions.42 The group also listed on its Web

site the first four digits of the social security numbers of eight legislators

who had opposed the bill. In April 2007, a Massachusetts advocate even

threatened to publicly post the names of prominent individuals in Massa-

chusetts whose personal information she was able to pull from public

records from the secretary of state’s Web site. The goal was to pressure

the secretary of state to change the policy of making certain public

records available to businesses that wish to check on existing loan encum-

brances. The ‘‘Virginia Watchdog,’’ one Betty Ostergren, has made it her
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goal to educate public o‰cials about how easy it is to download personal

information, such as mortgage papers, divorce decrees, tax liens, deeds,

and power-of-attorney documents, from the Web sites of state and local

agencies.43

At the 1999 CFP conference, Davies announced that ‘‘the time has

come for us to get real about this struggle. We have to ratchet up the

war for privacy just one more notch.’’ He announced a campaign to

‘‘out’’ the people who use the World Wide Web to gather private data

and redistribute it for profit. He proposed to identify the people who are

collecting the data for money-making purposes, involving billboards with

pictures of the privacy violators with their addresses, listing their assets,

and supplying other sensitive personal information about them found on

the Internet. The purpose was to get them to understand ‘‘how it feels to

be violated this way. Hopefully they will understand the importance of

the issue and how vulnerable people feel.’’44 These tactics do raise sharp

ethical dilemmas, and questions about whether advocates should be pro-

moting the privacy cause by invading the privacy of others. The cam-

paign never materialized.

In most cases, the circumstances that lead to the publicity of an organi-

zation’s practices are complicated, often involving a number of groups

beyond privacy advocates, including the media, members of the legisla-

ture, and the occasional whistleblower. Most privacy scandals are not a

matter of one privacy advocacy group’s discovering something wrong,

and then taking a swing at an organization through a press release. The

‘‘outing’’ is often gradual and, to some extent, facilitated by an organiza-

tion’s own publicity. Typically there is no one ‘‘naming and shaming’’

moment against one organization, by one privacy advocacy group. The

dynamics of privacy disputes, which we will examine more fully in chap-

ter 5, do tend to be gradual, multifaceted, and complex.

Leverage politics does involve an expansion of the scope of conflict,

however. It rests upon the principle that those with power normally have

an interest in privatizing the fight and narrowing the terrain upon which

conflicts are conducted. Those without power normally wish to expand

and socialize the scope of the conflict, because they need allies (Schattsch-

neider 1960). Politics is therefore not only about interests and issues but

about the breadth of the political terrain on which they are fought. Lever-

age politics in the name of privacy protection tends to be constrained at

every turn. There are ethical issues. There are questions about credibility

and long-term e¤ectiveness. There are always questions about being sure

of one’s facts. The mobilization of shame in the interest of expanding the
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scope of a privacy conflict is a sanction that needs to be used sparingly,

and with careful considerations of the consequences.

Conclusion: Strategic Dilemmas

There are some forms of political activism that are notably absent from

the analysis above. For example, the issue has rarely spilled onto the

streets. To the extent that this street-level politics has been encountered,

it is entirely associated with high-profile governmental schemes in coun-

tries outside North America. In Germany, for instance, there were several

early protests in the 1970s and 1980s against the national census. In Aus-

tralia in the late 1980s, there were street protests against the Australia

Card. There were also occasional protests against the British ID card

scheme. In Germany in 2006 and 2007, there have been marches against

the proposals on telecommunications tra‰c data. When the Japanese gov-

ernment established its controversial ‘‘Juki Net’’ system, a national net-

work of registration information on all Japanese residents, protestors

shredded their identity cards on the steps of the Home A¤airs Ministry.45

Resistance strategies are, however, more common at an individual

level. A nice example is the retired city councilor from Kingston, Ontario,

who paid his entire $230 Visa bill in 985 installments, often in pennies, to

protest the outsourcing of credit-card processing to the United States.46

As Gary Marx has argued, ‘‘humans are wonderfully inventive at find-

ing ways to beat control systems and to avoid observation.’’ He goes on

to analyze eleven ‘‘generic techniques of neutralization’’ that are in fact

aided by the logistical and economic limitations, contradictions, and gaps

within surveillance systems. There are a range of moves that individuals

both within, and outside, organizations can employ in order to subvert,

distort, block, mask, or counter the surveillance system. Some of these

tactics may be of questionable legality. However, they are rarely counte-

nanced as part of any collective, or political, strategy (Marx 2003).

The privacy advocacy network is therefore confronted with a series of

choices and dilemmas within the frameworks of information, symbolic,

accountability, and leverage politics. In any complex case, each of these

forms of politics will be observed in di¤erent measures. Each involves

dilemmas, however. In conclusion, it will be useful to summarize these

tensions.

The first is expressed by many advocates as an inside versus outside

choice. Some groups will prefer to engage with governmental agencies

and the private sector, to understand the other side’s interests and
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arguments, to work out di¤erences, to establish compromises, and to de-

velop pragmatic solutions. They will recognize that compromise is not an

ugly word. They will prefer to make some progress on an issue, even if it

is not the ideal. In other language, the inside versus outside choice is

expressed as the dilemma between the advocates and the ‘‘pragvocates.’’

These tensions are faced by every advocacy organization.

There have been two cases in the history of U.S. privacy protection

that have highlighted this tension more than any others. The 1994 con-

flicts within EFF over CALEA, and between EFF and other organiza-

tions, had widespread ramifications. John Perry Barlow was, on this

occasion, an insider and defended the decision to try to improve a bad

bill, rather than walk away on principle (quoted in Li 2003, 70): ‘‘Politics

is simply the art of the possible. If you’re a purist, you go down to defeat

almost every time, and the things you care about ultimately su¤er. Maybe

your honor and dignity will remain intact, but the environment or civil

liberties or whatever your cause is won’t. Sometimes you have to do a

bit of nasty dealing. We got right down to the floor of the sausage fac-

tory, getting ourselves smeared with blood and pig fat, and it wasn’t all

that pleasant. But we did what we felt we had to do, and I’m proud of

that.’’ Judgments about the ‘‘art of the possible’’ are of course premised

on a guess about the future, that indeed a law was going to happen

anyway.

A second and later conflict occurred over involvement in a project

called the Platform for Privacy Preferences (P3P), a World Wide Web

Consortium standard that allows Web site operators to make a machine-

readable version of their privacy policy. Consumers then use their P3P en-

abled browsers to read the site’s privacy policy and are notified whether

the policy matches the user’s privacy preferences. The P3P standard was

incorporated into the major Internet browsers, including Windows XP.

These e¤orts were, for a while, very controversial among privacy ad-

vocates. Some, such as Jason Catlett of Junkbusters contended that the

program should be disbanded because ‘‘it has come to be used by some

as an excuse to delay the progress of genuine enforceable privacy rights

in the US. . . . Unjustly, it has been marketers and lobbyists, not the P3P

researchers, who have portrayed P3P as the golden pot of consumer pri-

vacy just waiting at the end of the technology rainbow.’’47 EPIC called

the program ‘‘pretty poor privacy.’’48 In response, proponents of P3P

responded that this tool was never intended to be the panacea and should

not be ‘‘trotted out as a reason to discourage regulatory or self-regulatory

e¤orts to protect privacy’’ (CDT and Ontario IPC 2000). The conflict
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split the online privacy advocacy community, and once again exposed the

di‰cult dilemmas when advocates work and negotiate for less than the

ideal.

There is a general consensus that any network needs both insiders and

outsiders. The work of those who work on the ‘‘inside’’ is assisted by the

existence of advocates pursuing the outside strategy and continually mak-

ing the more fundamental arguments for privacy within the media, and to

the mass public. There is also a general assumption that a group like

CDT tends to favor a more inside and pragmatic strategy, actively engag-

ing with the companies and policymakers, whereas those like EPIC tend

to be more confrontational. The media has occasionally reported on the

di¤erent personal styles of Jerry Berman of CDT and Marc Rotenberg

of EPIC.49 However, these categories are misleading. They are tenden-

cies, and very dependent on the case concerned. Some groups do prefer

initially to engage with an organization rather than to go to the media.

But sometimes ‘‘inside’’ strategy breaks down, and groups are forced to

stop negotiating and start opposing. Sometimes, those groups that are

more ready to state their opposition publicly decide that it would be ben-

eficial to work initially on the ‘‘inside.’’

A second dilemma concerns the scope of concern, the broad versus nar-

row dilemma. In the United States at any rate, an interesting division of

labor has gradually been witnessed as di¤erent advocacy groups have

entered the scene and found a particular niche. Some groups, as we have

seen, do try to cast their net widely and advocate for a broad range of

privacy interests. Others choose focus, wishing to be known as the best

and most informed on a particular subject. Again, the network benefits

from having groups that can understand the breadth of the issue, as well

as those that can dig relentlessly on a few significant topics.

A third dilemma arises with respect to timing, and is best addressed in

terms of long-term research versus short-term advocacy. Privacy issues

are complex and require research. Research takes time and money. Pri-

vacy advocates sometimes need to articulate concerns without having the

benefits of accurate research. They have to be ‘‘in the game,’’ and also

maintain an academic’s commitment to getting the facts straight. The

two requirements are often at odds. Privacy advocates sometimes have

to act, and speak quickly and publicly. And sometimes they get caught

out. They must therefore develop techniques to express the privacy inter-

est in ways that do not necessarily bring into question the motives and be-

havior of public o‰cials and private corporations, if they are not in full

possession of the facts of a particular situation.
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A fourth dilemma concerns membership. Some advocacy groups have

bothered to develop a membership; others have not. With a membership,

the group leaders can make claims about the number and range of people

for whom they speak. Without a membership, the group can speak and

act more quickly, expeditiously, and surgically. It is also very di‰cult to

obtain a membership without the use of mailing lists. Some advocates

will, therefore, not go to the trouble of developing a membership and col-

lecting membership dues, out of principle. Others refuse because they are

no good at organizational management and do not want the hassle of col-

lecting subscriptions, reminding people when money is due, and main-

taining the necessary records.

Finally, and inevitably, strategic choices do depend on finance. Most

groups are designated as nonprofit groups and are registered as such

under the relevant national tax legislation. In the United States, for in-

stance, most of the advocacy groups are designated as tax-exempt chari-

table groups under 501(c)(3) of the Internal Revenue Code, meaning that

none of their earnings can accrue to any individual or shareholder. How-

ever, the sources from which advocates might receive funding are very

limited, if they make decisions not to accept money from government or

the private sector. That leaves membership dues, foundation grants, as

well as the cy pres awards that stem from successful class action suits

and that are distributed to public interest groups, on application. Advo-

cacy groups find themselves competing for similar and limited pots of

money, from similar sources. Constant dilemmas arise, therefore, about

whether to take money from government or the private sector—for the

attendance at conferences, for giving speeches, for producing reports, for

commenting on proposals, and so on.

As in any public interest advocacy network, these tensions create per-

sonal rivalries and jealousies, some of which have endured. They produce

some entrenched attitudes about what does and does not work. They

sometimes accrue into a politics of blame and blame avoidance. They

can produce some embittered views of who is true to the cause, and who

has ‘‘sold out.’’ But the ultimate, and only relevant, question is ‘‘what

works’’? That question can only be addressed with reference to some key

cases in North America and elsewhere, where the privacy advocacy net-

work has indeed made a di¤erence. Those cases form the subject matter

of chapter 5.
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5 Cases and Conflicts

I’m sorry that a community this young should have to face a fight this savage, for

such terribly high stakes, so soon. But what the heck; you’re always bragging about

how clever you are; here’s your chance to prove to your fellow citizens that you’re

more than a crowd of Net-nattering Mensa dilettantes.

—Bruce Sterling

Largest anti-surveillance street protest in Germany for 20 years—On Saturday, 22

September 2007, more than 15,000 took to the streets of Berlin under the slogan

‘‘Liberty instead of Fear—stop the Surveillance Mania!’’

—EDRI gram, September 26, 2007

The privacy advocacy network that we see today has been shaped by the

issues it has addressed, and the battles it has fought. We have referred to

a number of these controversies along the way. It is now time to examine

them in more detail. Under what circumstances do privacy issues escalate

into conflicts? What roles have privacy advocates played over the years?

What lessons have been learned? How have these conflicts shaped the

views and behavior of today’s privacy advocates?

There is probably a ‘‘normal politics’’ associated with privacy. The

day-to-day, and quite routine, collection and management of personal in-

formation leads to a string of issues concerning consent, access, security,

retention, and so on. New technologies are deployed. Questions are raised

by advocates about privacy implications. Sometimes the issues fade

quickly. At other times, they drag on and become mired in technical and

legal detail. The normal politics of privacy involves the quite relentless

and painstaking attempt to understand the policies and proposals of gov-

ernment and business and to inject privacy argumentation and reasoning.

Sometimes, however, this normal politics is punctuated by cases that

reach higher levels of public and political consciousness and that a¤ect

the very structure of conflict and the nature of the discourse. These are



paradigmatic cases with high stakes and far-reaching implications, be-

yond the boundaries of the particular issue at stake and the domestic cir-

cumstances of individual jurisdictions. These cases have come to define

which privacy problems have been regarded as the most significant during

di¤erent decades. They have shaped the experiences of privacy advocates

and produced enduring understandings about privacy, and how to advo-

cate for it in the face of relentless pressures.

I have chosen to present these cases historically, as they exemplify the

dominant privacy concerns of di¤erent decades. For many years, it was

conventional wisdom that there have been only two occasions when pri-

vacy protection was really elevated to the level of a major conflict produc-

ing political crisis: the disputes over the census in Germany in 1983 and

1987, and the conflict over the proposed national identification system in

Australia in 1988 (the Australia Card). As concern over the consolidation

of personal databanks migrated from government to the private sector,

concerns arose about marketing practices, the paradigmatic case being

that of the Lotus Marketplace product. The nature of the Internet, and

its capacity to capture personally identifiable information, became the

major question of the mid-late 1990s, with major conflicts over the Clip-

per Chip, the MS Passport applications, DoubleClick, and the Intel Pen-

tium III processor. In recent years, the dominant stories have focused on

the many instances of identity theft and data breaches.

Much has been written about each of these conflicts. The focus of this

analysis is from the perspective of the privacy advocacy networks. What

role have they played in these events? What lessons have they learned?

How have these cases shaped the perceptions and behaviors of the key

actors?

Census Protests

The national census provides a regularized, obvious, and concentrated

moment when personal data is collected by the state on every citizen.

The census therefore tends to focus the attention on privacy issues like

no other process. It concentrates the minds of ordinary citizens, who

may not otherwise be privacy aware, on the reasons for collection, the

scope, the rules about access and retention, and the protocols for security.

As David Flaherty reminds us, ‘‘The census provides a recurrent oppor-

tunity in every country for people to oppose the collection of personal

information by government agencies. The census, as one of the very few

universal and compulsory data collection activities, generates some basic
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hostilities.’’ He contends that early census disputes ‘‘helped to spark the

original data protection movement’’ (Flaherty 1989, 80).

One of the earliest examples of significant protest against a census

occurred in the Netherlands in 1971, the last year that a comprehensive

census was held in this country. Public concerns about privacy, and a

lack of trust in the Dutch Bureau of Statistics, caused a high nonresponse

rate even though nonparticipation was an o¤ense. Long memories of

World War II and how the Nazis had terrorized the Dutch people with

access to local records, as well as fears of the linkage of statistical with

administrative records, were cited as the cause of this resistance. Later in

the decade, the Dutch government decided to conduct a pretest of the

planned 1981 census. The nonresponse rates were so high that the census

was cancelled. These incidents also inspired the creation of the major

Dutch organization, Privacy Alert (Stichtung Waakzaamheid Persoon-

registratiie), and motivated the early activism of individuals like Jan

Holvast.

The disputes over the censuses in Germany in 1983 and 1987 took

place at a time when few countries had data protection legislation, and

even fewer had data protection commissioners. These cases were, there-

fore, a quite early test of whether this issue could resonate with the gen-

eral public, and in this case a public with bitter and relatively recent

memories of the e¤ects of centralized authoritarian rule. The German

story begins in March 1982, when the Bundestag passed enabling legisla-

tion for a census of the population in 1983. At the time, there were few

voices of protest. The legislation regulated the content of the questions,

the method of execution and the various requirements for confidentiality

and access to the results (Schwartz 1989, 687–689). The Federal Data

Protection Commissioner at the time, Hans Peter Bull, had been con-

sulted and had recommended certain changes.

Nobody was prepared for the storm of protest that erupted. The issue

appears to have reached public consciousness as a result of a large peace

rally in late 1982. Organizers advised people that if the government could

not tell the public where the proposed U.S. missiles were to be based, then

the people should not reveal information about themselves to the govern-

ment. The resurgent Green Party, which had won a substantial number of

seats in the Bundestag, then took up the issue, using the census as a vehi-

cle to attack the government, and to criticize the increasing appetite of

state bureaucracies for information on German citizens. They also alleged

that certain questions in particular could be used to identify illegal aliens,

draft dodgers, tax evaders, welfare cheats, and antiwar protestors. The
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census became a major issue during the federal election of March 1983, at

which the Christian Democratic Union (CDU) of Helmut Kohl took

power (Butz 1985).

In a few weeks, many other groups, including trades unions, called for

a boycott. Influential newspapers called for the census to be stopped, as

did many members of the Bundestag who had previously supported it.

Opinion polls indicated that 52 percent of the population did not trust

the questions, and 25 percent were prepared to risk prosecution by not

completing the form (Flaherty 1989, 79). Influential public figures, such

as Günter Grass, joined the voices of dissent. Banners appeared on build-

ings encouraging nonparticipation. Government reassurances about the

data protection safeguards did little to quell the anxieties. Even Commis-

sioner Hans Peter Bull’s statements that fears about the census were un-

founded fell on deaf ears. The Volkszählung had become a symbol of an

overintrusive German state (Appel and Hummel 1987).

Two lawyers challenged the constitutionality of the census law on the

grounds that it constituted an invasion of privacy. In April 1983, the

court decided to postpone the census until its constitutionality could be

clarified. In a decision in December 1983, it indeed found that some of

the planned uses were unconstitutional. More important, the decision

placed German data protection law on a firm constitutional grounding.

It articulated a broad right of ‘‘informational self-determination’’ and

established that the constitution gives the individual the right to decide

the circumstances under which personal data may be processed: ‘‘the indi-

vidual is placed at the center of the data collection process to insure his

awareness of the fate of his information and to encourage his participa-

tion in the discussion and debate regarding the use of personal data’’

(Schwartz 1989, 691). The decision had broad ramifications throughout

Germany and the rest of Europe.

The 1987 census was, therefore, conducted within this new legal frame-

work. There were fewer questions and clearer rules about anonymization.

Despite the fact that the Federal Statistical O‰ce spent an enormous

fraction of its budget on public relations, this census still provoked much

controversy and resistance. The Green Party again led the opposition.

Fears about record linkage, about the absence of a strict separation be-

tween statistical and administrative uses of the data, and about the asso-

ciated proposals for a machine-readable identity card again dominated

the debate. The census went ahead, but there was significant nonpartici-

pation. It was the last time a comprehensive population census was con-

ducted in Germany. Statistical surveys of a sample of the population are

now the norm.
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Subsequent conflicts over census operations in di¤erent countries have

not inspired anything like the level of opposition seen in Germany. To

some extent, statistical agencies have learned some hard lessons about

the limitations of their abilities to reassure a skeptical public with assur-

ances about legal and technical safeguards. Flaherty concludes that the

1983 German census controversy was ‘‘in no way a highly rational activ-

ity, nor one that was devoid of partisan politics’’ (1989, 82). These early

census battles did, however, teach the early privacy advocates of how

easy it can be to promote resistance, when there is a sympathetic political

culture and a set of political interests that coincide with those of privacy

protection. It also produced a deep-seated skepticism about the techno-

cratic and compromising instincts of o‰cial data protection authorities.

The German protests were extraordinary, and they have been remem-

bered. Twenty years later, contemporary resistance to schemes for the

retention of telecommunications tra‰c data, as expressed in the epigraph

at the top of this chapter, reflect these heady days of an antisurveillance

politics in Germany.

Card Games

One reason why national census schemes inspire such resistance is that

they represent one defined moment of interaction with the state. The cen-

sus possesses symbolic importance, notwithstanding the fact that census

disputes are often mired in highly technical and legalistic questions about

data protection. Proposals for national identity cards produce similar

reactions. All modern societies have developed systems to establish that

their citizens ‘‘are who they say they are.’’ Those systems have evolved

over time as new forms of biometric technology and the demands of a

complex, mobile, and globalizing world have provided more e‰cient and

reliable forms of authentication. The pocket-sized card remains, however,

an enduring symbol of the process of self-identification in our interactions

with di¤erent state and private agencies (Bennett and Lyon 2008). Most

countries have obliged their citizens to obtain and carry some form of

identification card for a long time. The notable conflicts have arisen in

societies that have attempted to propose quite comprehensive identity

card systems, marking a radical departure from historical practices.

The story of the Australian government’s attempt to impose an Austra-

lia Card on its citizens has been told a number of times, and has reached

almost mythic status in Australian history (Clarke 1987; Greenleaf 1987).

The idea for the card was raised at the national Tax Summit in 1985, con-

vened by the then Labor government. The initial reasoning behind the
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scheme was to combat tax evasion, welfare fraud, and illegal immigra-

tion. The plan consisted of a central register containing information

about every member of the population, a unique personal identification

number, an obligatory and multipurpose ID card, and statutory obliga-

tions to produce the card on request by specified government agents. The

government introduced legislation in parliament in 1986 that was blocked

by the opposition parties in the Senate. The failure of this legislation was

a trigger for the double dissolution of Parliament and the calling of the

1987 election. The government was returned, and decided to press on

with the idea. The bill was reintroduced, together with promises of a sub-

sequent bill dealing with data security issues. As a result of a technical

flaw in the bill, however, (the fact that the date for implementation was

not part of the legislation) it was obvious to the government that the

opposition would defeat the bill by disallowing the accompanying regula-

tions. The government announced a few days later that it was withdraw-

ing the bill.

Social opposition to the scheme, however, was very slow to mount. The

Australia Card was the trigger for the election but it was not an election

issue. The few privacy advocates in Australia at the time had great di‰-

culty getting any attention. Indeed, the return of the Hawke government

and its immediate announcement that it would reintroduce the legislation

signaled to a lot of people that the fight was lost.1 A last-ditch e¤ort coor-

dinated largely by Simon Davies produced an extraordinary increase in

opposition in a short time and motivated the creation of the Australian

Privacy Foundation. The launch in the ballroom of a major Sydney hotel

was professional and very well attended. It had a broad membership,

both ideologically and professionally, and embraced an important blend

of people with media experience, academic credentials, and name recogni-

tion in other fields.

Opposition from the public mounted through letter writing, public

meetings, and rallies. Roger Clarke concludes: ‘‘The issue gave every im-

pression of developing into the most divisive social issue at least since

the Vietnam War and possibly since the Second World War, but with

the additional aspect that demonstrations were not confined to the capital

cities’’ (1987). Davies calls it a ‘‘massive movement’’ and a ‘‘tidal wave.’’

He notes that the ‘‘the passion of those weeks approached the point of

open civil disobedience; public demonstrations against the ID card began

to turn nasty.’’ The rhetoric in favor of the card was also ratcheted up, as

proponents of the card sought to discredit the motives and intelligence of

the resistors (Davies 1992, 37).

138 Chapter 5



Like the German census conflict, the Australia Card question was tied

up in both the minutiae of parliamentary procedures as well as the high

stakes of electoral politics. It also had much to do with underlying sur-

veillance concerns, beyond the issue of the Australia Card. The resistance

arose quite quickly and unexpectedly, reversing initial public support in

dramatic ways. The opposition was framed squarely in terms of ‘‘pri-

vacy’’ and the various opposition groups and personnel were embraced

by the umbrella organization of APF, giving the organization a real

boost. It inspired the key actors and cemented some close and enduring

ties and friendships. No other national privacy organization has begun

with such publicity and success. APF then earned a reputation as a force

in Australian politics far in excess of its membership or resources.

The issue of an Australian national identity card resurfaced in the post-

9/11 climate of antiterrorism measures. Dubbed ‘‘Australia Card II,’’ the

proposal was initially floated in the summer of 2005, ostensibly as a

method to control illegal immigration and to prevent terrorists from

entering the country. Opposition again mounted from the opposition par-

ties, from backbenchers in the governing (Liberal) party, from business

leaders, and from the media, and APF again played an important leader-

ship coordination role. The government, however, decided to adapt its

proposal rather than withdraw it. In April 2006, it announced a new

Access Card, a single card to replace the Medicare card and various

benefit cards issued by Australian social services and veterans’ a¤airs

agencies. The overall purpose seems to have shifted from one of the con-

trol of illegal immigration to that of streamlining access to government

services.

The card was supposed to be voluntary, though ‘‘voluntary’’ cards can

easily become de facto mandatory cards. It comprised a national identifi-

cation number, a national identification database, a biometric photo, and

was to all intents and purposes compulsory for anybody wishing to access

medical, social security, or veterans benefits. The battle has also focused

on the cost estimates, the secrecy of various consulting reports (including

a Privacy Impact Assessment) and the inadequacy of consultation with

privacy advocates. Nevertheless a bill was introduced in December 2006,

and rammed through the House of Representatives. As in the 1980s, how-

ever, it ran into serious opposition in the Senate, with government mem-

bers joining the opposition to recommend withdrawal and resubmission.

The minister withdrew the bill in March 2007.2 The new government

of Kevin Rudd, elected in November 2007, have scrapped the plans

completely.
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In this case, APF was one of several groups in opposition, and the re-

sistance did not reach anything like the level of that in the 1980s. The

torch has also passed to a younger generation of privacy advocates, such

as Anna Johnston, even though some of the original campaigners from

the 1980s, such as Roger Clarke and Graham Greenleaf, are still very

active. Clarke explains: ‘‘A nucleus gained self belief, and that nucleus

grew. We are now 20 years on, but that self belief has been projected

through the ‘‘grey beards’’ that emanated from 1987 and that has carried

through into the contemporary scene. So the younger members carry that

kind of confidence (almost swagger) when they walk into the Minister’s

o‰ce.’’3

The early Australia Card conflict also shaped the views and experiences

of Davies, who provided much of the media savvy during the Australia

Card dispute. After he had established Privacy International, he moved

to Great Britain and helped lead the resistance to the British Identity

Card scheme introduced by the Blair government in 2005. A NO2ID

campaign was also launched signing up group and individual members.4

The British Identity Card Bill finally passed, but support declined over

the course of the legislative passage. Significant parliamentary opposition,

led by the House of Lords, also damaged its credibility. Again it reached

the level of high politics, with denouncements of Davies and his col-

leagues by Home Secretary Charles Clarke, as well as by Prime Minister

Tony Blair, in the media and in Parliament. Relatively high levels of pub-

lic support waned as a public and media became more skeptical. It is not

clear whether it will be implemented with the same vigor by the govern-

ment led by Gordon Brown.

Resistance to ID card schemes has also surfaced in countries with more

long-standing traditions of centralized citizen identification schemes. The

French national identification system, for example, has its roots in the

system of ‘‘bertillonnage’’ at the end of the last century, a method of

identification on the basis of multiple biometric identifiers. It has admin-

istered a national identity card system since the 1920s, with significant

amendments during the Vichy regime, and in the 1950s and 1980s (Piazza

2004). A recent proposal for a biometric card called INES (Secure Elec-

tronic National Identity) involves charging citizens for a biometric card

that would become compulsory within five years of initial issuing. For

the first time, the card was to be connected to various national registers,

including births, deaths and marriages, fingerprints, digitized photo-

graphs, and passports. The biometric data were to be included in a chip,

and capable of remote access through an RFID.

140 Chapter 5



The project was suspended by then Interior Minister Nicolas Sarkozy

in 2005, and at the time of this writing it is not clear whether now Presi-

dent Sarkozy is inclined to support its reintroduction. But INES has

attracted widespread and unprecedented opposition and resistance. A

coalition was set up in the spring of 2005.5 In May 2005 this group

launched a petition against INES, mocking it as ‘‘Inepte, Nocif, E¤ray-

ant, Scélérat’’ (Inept, Harmful, Scary, Nefarious). Then there is a more

radical group called Pièces et Main d’Oeuvre6 that arranged a hoax in

June 2005, wherein a fake four-page leaflet bearing the logo of the Isère

General Council was delivered to thousands of mailboxes in Grenoble.

An o‰cial-looking leaflet extolled an imaginary new biometric ‘‘life

card’’ and urged Isère dwellers to request one at once. Opposition also

came from the communist and socialist deputies in the National Assem-

bly. The Commission Nationale de l’Informatique et Libertés (CNIL),

the o‰cial data protection authority in France, also voiced skepticism

(Lanial and Piazza 2008).

Another country in which the politics of national identification systems

has reached the highest levels of political and public attention has been

Japan. The Japanese have always had a system of residential registration.

Thus new residents in a neighborhood are required to attend the local

government o‰ce, where they dutifully report their presence and give

details of their family. On moving residence, they must again notify local

authorities and get a report to take to the o‰ce of the next place in which

they will be living. This o‰cial tracking has been accepted by most Japa-

nese for decades (Ogasawara 2008).

In 2002 the central government introduced a national integrated system

to place these data on a computer network (Juki Net) and to assign an

eleven-digit identification number to everyone. The reaction and resis-

tance astounded both the government and outside observers. Protesters,

decorated as bar codes, took to the streets. Public opinion polls showed

huge opposition to the system, and a campaign was organized by the in-

fluential journalist, Yoshiko Sakurai, to try to get it abolished. It was also

opposed by some local municipalities, a few of whom defied the govern-

ment and refused to be a part of the computer network.7 Court challenges

commenced, demanding either a scrapping of the system or the recogni-

tion of an individual’s right to opt out. In the first ruling on the system

in 2005, the Kanazawa District Court endorsed a new right for the Japa-

nese, analogous to the decision of the German constitutional court to

informational self-determination. The ruling said the right to privacy is

guaranteed under Article 13 of the Japanese Constitution and that the
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names, addresses, dates of birth, and gender listed in the basic resident

registries, as well as code numbers assigned by municipalities to residents,

are private information that each resident has the ‘‘right to control.’’ The

ruling said that refusing residents’ requests for removal of their data from

the system was a violation of this right and unconstitutional. Other court

challenges followed, and other courts reached di¤erent judgments (EPIC

2007, 603). What began as an attempt to integrate national and local reg-

istration systems, and to bring them into the era of ‘‘e-government,’’ is

still mired in litigation and mistrust about security breaches.

Japan is typically regarded as a more deferential and centralized politi-

cal culture and unlikely to produce such levels of resistance. But the same

could also be said of Australia and the United Kingdom. On the other

hand, countries such as France with long histories of popular protest

have possessed national identification cards for many years. The common

thread appears to be the perceived reach of these systems, with the atten-

dant financial and administrative costs, that create a widespread reaction

across generations, ethnic groups, and people of di¤erent political a‰lia-

tions. Davies has suggested that campaigns against national ID cards go

through some predictable phases:

During the first stage of the debate, a popular view is usually expressed that iden-

tification, per se, is not an issue related to individual rights. When an identity card

is proposed, the public discussion is initially focused on the possession and use

of the card itself. . . . The second stage of public debate is marked by a growing

awareness of the hidden threats of an identity card: function creep, the potential

for abuse by authorities, problems arising from losing your card. Technical and

organizational questions often arise at this level of discussion. . . . The final level

of discussion involves more complex questions about rights and responsibilities.

At this stage, the significance of the computer back-up and the numbering system

enter the picture.8

Where established privacy advocates have the experience to ask the right

questions and produce credible analysis, and have the media savvy to

couch the opposition in terms that will appeal to a popular audience,

then experience suggests that national identification policies can run into

trouble. And governments have learned these hard lessons, with the result

that more contemporary national identification policies tend to be intro-

duced more gradually, and with symbols that are perhaps more palatable.

Thus the new Australian policy is termed an Access Card.9 The Cana-

dian government now talks of a national Identity Management policy.

And the United States has embarked on a steady process of standardizing

the drivers’ license systems of the fifty states, with biometric identifiers.
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American privacy advocates have denounced Real ID as a sneaky

method to introduce a de facto national ID card ‘‘through the back

door’’ of state vehicle and licensing authorities. Under these circum-

stances, and within the context of post-9/11 fears of terrorism, the oppo-

sition is far more di‰cult to muster than in earlier years, even though

several states have decided not to participate in the scheme. Echoing

themes from previous ID card disputes, the ACLU has declared Real ID

a ‘‘real nightmare’’—‘‘Real Invasive, Real Red Tape, Real Expensive,

Real Pointless.’’10 Some states have already resolved not to cooperate,

primarily for financial reasons.

Marketing Schemes

The attention of the privacy community shifted in the late 1980s and

early 1990s to the activities of the private sector, and in particular its

collection, use, analysis, and dissemination of personal data for market-

ing purposes. At the same time, scholarly analysis of surveillance began

to stress the everyday or routine nature of the phenomenon. The capture

of personal information did not need to be associated with grandiose and

bureaucratic schemes. It was beginning to occur in the ‘‘mundane, ordi-

nary, taken-for-granted world of getting money from a bank machine,

making a phone call, applying for sickness benefits, driving a car, using

a credit card, receiving junk mail, picking up books from the library, or

crossing a border on trips abroad’’ (Lyon 1994, 4). Surveillance became,

therefore, a process of sorting and classification, as well as one of obser-

vation and investigation. It began to be denounced for its discriminatory,

as well as its intrusive, e¤ects (Gandy 1993).

The very routine nature of information about personal transactions

also provided a dilemma for privacy advocates who had to make the

case that the accumulation of vast quantities of mundane information

could be just as dangerous and intrusive as the targeted collection of

more sensitive data. They also had to counter the perception that the dan-

gers were trivial when the only e¤ect is annoyance at a telemarketing call,

a mail promotion, or an unsolicited e-mail. On the other hand, the pro-

liferation of telemarketing literally brought home the e¤ects and exten-

siveness of the personal information economy. Privacy advocates could

therefore fight, throughout the 1990s, for more stringent regulations on

the collection, processing and dissemination of marketing data, and

struggled with the marketing industry over the proper standards for indi-

vidual consent, secondary uses and the rules for ‘‘Do Not Call’’ lists. This
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has been the ‘‘normal politics’’ of privacy with respect to direct market-

ing. One major conflict, however, rose above the normal politics—the

Lotus Marketplace dispute in the early 1990s.

This was a database program developed jointly by Lotus Development

Corporation and Equifax, the former producing the software, and the lat-

ter providing the personal information from its Consumer Marketing

Database. The product was announced in April 1990, and was to be

released on eleven CD-ROMs in two editions. The Business edition of

this program contained information about seven million businesses in

the United States that could be easily searched. This edition was not so

controversial and was released in October 1990.

It was the Households edition of this program that caused the anger.

The product contained the following data on each household: name, ad-

dress, age range, gender, marital status, household income, dwelling type,

telephone numbers, and past purchasing behavior, on about 120 million

people and 80 million households in the United States. The software

allowed for quick and flexible searching by various parameters. Thus, a

small business owner could enter a set of parameters of people in a partic-

ular area with certain characteristics, and then buy the full list by contact-

ing Lotus and paying for the code to access the encrypted data on the

disk. The corporations pointed out that this product was only providing

small businesses with the same information that had been available to

large corporations for a long time, through centralized data brokerage

firms such as Polk, Acxiom, TRW, and others. The di¤erence, however,

was the distribution of this application as a desktop application. The end

user owned the database and controlled its use, without the same restric-

tions on the proprietary databases of the centralized data brokerage

firms. Furthermore, disks allowed only read-only memory (ROM), mean-

ing that errors could not be easily corrected without writing to Equifax

and hoping that changes would be made on the next edition of the disks.

There was also no easy provision for opting-out.

Lotus and Equifax had considered consumer privacy issues before the

release of these products. They had conducted focus groups, and had con-

sulted with privacy experts, including Alan Westin. They insisted that

there was a screening process to ensure that the product would only be

used by legitimate businesses, and distributed a privacy protection pam-

phlet. They pressed home the point that the encrypted data could only

be downloaded after the access code was received from Lotus. Indeed,

the initial publicity in the mainstream press, as well as in trade journals
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for the direct marketing and software industries, was praiseworthy

(Gurak 1997, 23).

The privacy concerns surfaced quite quickly, however. Marc Roten-

berg, then of CPSR, Evan Hendricks of Privacy Times, and Janlori Gold-

man, then of the ACLU, were critical in both media and congressional

testimony. Mary Culnan, a professor at Georgetown University, pro-

duced some of the early analytical work (Culnan 1991). The companies

corresponded with these advocates and even organized a demonstration

of the product at CPSR o‰ces.

It wasn’t until criticism was posted on the online newsgroups that the

protest exploded. These online networks were new, but they were also

read by some of the most sophisticated computer professionals who could

circulate informed technical information about the product. Of particular

importance were the RISKS Digest, and the famous Whole Earth Elec-

tronic Network (WELL). The speed and e‰ciency with which messages

circulated throughout this community in late 1990 and early 1991 were a

novelty and became part of the story. In addition to debates about this

product, individuals posted information about how one should remove

one’s name from the database, together with the address, telephone num-

ber and e-mail address of the CEO of Lotus. Some also posted form let-

ters to be sent to Lotus. The posting and reposting of critical commentary

triggered subsequent waves of protest, and over thirty thousand people

contacted the company to request that their names be removed from the

database.

The companies had little idea how to respond; traditional press releases

were found to be useless against information and misinformation that

was popping up all over these new networks. Even when Lotus did try

to post to some newsgroups, their more traditional and ‘‘business-like’’

tone only served to anger protesters further. In January 1991, Lotus

announced that it would cancel its Household product citing ‘‘public

concerns and misunderstandings of the product, and the substantial, un-

expected additional costs required to fully address consumer privacy

issues’’ (Gurak 1997, 123).

This episode is invariably cited as a substantial victory for privacy and

for the potential for online activism. It did produce one of the first online

communities that rapidly, organically, and informally prevented a pri-

vacy invasive product from being marketed. There is no doubt that com-

panies drew important lessons from this episode. As the Internet matured,

so it has been easier and more e‰cient to mobilize protest. On the other
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hand, organizations are also savvier about how to respond. Further, as

the Internet matured, the privacy issues tended to revolve around the

very nature of the medium, and whether or not it was going to be possible

to communicate and browse with anonymity. The Lotus Marketplace dis-

pute demonstrated the potential for online activism but it was just about

one product. It was, therefore, a forerunner for a string of more funda-

mental issues that consumed the attention of the privacy advocacy net-

work in the mid-1990s and beyond.

Crypto Wars

The most prominent question for privacy advocates in the mid-1990s con-

cerned the availability of strong encryption for online communications, in

the face of a series of attempts by governments to enforce the same mea-

sures and standards for surveillance as exist for o¿ine communications.

We have already discussed the attempts to restrict the distribution of the

PGP e-mail encryption program in chapter 3. But the dispute that clearly

came to symbolize the competing tensions between privacy advocates and

law enforcement was that of the ‘‘Clipper Chip’’—a code name for the

encryption system proposed by the Clinton administration in 1993. This

was a high profile and high-stakes debate about the future of the new

communications media. The history is long and technically complex. It

shaped the attitudes and perceptions of American privacy advocates like

no other conflict before or since.

The story really begins with the Computer Security Act of 1987, which

required the National Institute for Standards and Technology (NIST) to

develop a new standard for computer encryption. The growth and com-

plexity of online communications required a more complex algorithm

than that known as DES, which only required one key, was developed in

the 1970s for the stand-alone mainframe generation of computers, and

had been compromised many times. The U.S. government was deeply con-

cerned that new technologies were outpacing the ability of law enforce-

ment to perform the same legal surveillance of e-mail communications as

they had enjoyed with respect to telephones. They feared that authorized

wiretaps would be rendered meaningless if communications could be

encoded with an unbreakable encryption technique. In collaboration

with the National Security Agency (NSA), NIST developed an escrowed

encryption standard (EES), which could be encoded within a tamper-

resistant integrated circuit (the Clipper Chip), using a far stronger encryp-

tion algorithm (known as Skipjack), which could then be inserted into
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various communications devices. This new federal standard was an-

nounced in April 1993.

The central feature of this new standard was ‘‘key escrow.’’ The new

standard required the use of two encryption keys, one to encrypt and the

other to decrypt the message. Each key was to be held by two di¤erent

government agencies, to ensure that both could only be obtained with

proper court authorization. In theory, therefore, messages would be more

di‰cult to intercept, because decryption could only take place when both

keys were used together. But the Clipper proposal embodied a ‘‘back

door’’ that would have allowed the government to decrypt the tra‰c for

law enforcement and national security purposes through a ‘‘Law Enforce-

ment Access Field.’’ The e¤ect was likened to a little keyhole in the back

of the combination locks used on the lockers of school children. The chil-

dren open the locks with the combinations, which are supposed to keep

the other children out, but the teachers can always look in the lockers by

using the key.11 Others used the analogy of leaving one’s front door key

at the police station (Levy 2001, 251).

The Clinton administration was adamant that cryptography needed to

be controlled in order to prevent criminals and terrorists from using it to

hide their activities. They believed it a balanced proposal. Further it was

initially proposed as a voluntary standard. It only a‰rmed that the fed-

eral government itself would buy the clipper devices from the manufac-

turer (AT&T) for installation in its own communication devices. Further,

it was argued that the key-escrow feature would only be triggered under

the same conditions for wiretapping that had been developed under the

standards of the Fourth Amendment. It was billed as an attempt to bring

U.S. encryption policy into the digital age (Levy 2001, 248–249).

There were many di¤erent arguments advanced against Clipper

(Froomkin 1995). There were technical concerns raised about the vulner-

ability of the Skipjack algorithm. There were questions about human vul-

nerability in the key-escrow system; if one could bribe o‰cials within the

two government agencies, then one could also tap into any link for which

they hold the keys. Further, the system was constructed in such a way

that once the keys were revealed, then they would be known for ever.

The fact that the system was designed in secret also raised suspicions

that the various vulnerabilities had not been adequately subjected to the

critical evaluation of the scientific community.

At a policy level, critics pointed out that his radical change in policy

was being proposed without a statute and a proper process of public

comment. The 1987 Computer Security Act actually bars the NSA from
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working on systems designed for public use. Opponents were also not

persuaded by assurances that encryption keys could only be accessed by

law enforcement under a court-ordered warrant, when such warrants are

rarely refused. Clipper also compromised privacy in advance of due pro-

cess. The American system, it was argued, prevents anticipatory inter-

ference in free speech unless there is a demonstrable evidence of wrong

doing. At root, there was a logical problem. If Clipper remained a volun-

tary standard, then the key-escrow feature relied on the theory that the

people worth catching would be smart enough to use cryptography but

stupid enough to use a government-designed system with backdoor access

for law enforcement. This led to suspicions that Clipper was being de-

signed as a de facto mandatory standard, and that the purchasing power

of government would ultimately force all computer and telecommunica-

tions manufacturers to install Clipper-enabled devices. The implications

of this proposal were also not lost on foreign governments, whose secret

diplomatic communications might also be compromised.12

In retrospect it is quite remarkable that the Clipper proposal produced

the storm of protest that it did. These are complex technical and policy

questions. The opposition was hardly coordinated, but it was fierce and

broad-based. It stemmed from the civil liberties community, including

the newly formed EFF and EPIC as well as the ACLU. It also came

from an organization called the Digital Privacy and Security Working

Group (DPSWG), a coalition of over fifty communications and computer

companies and associations, and consumer and privacy advocates. It

came from major software corporations such as Microsoft and Lotus,

who calculated that a key-escrow encryption standard would hinder their

ability to export to foreign markets. The opposition even came from anti-

Clinton commentators such as Rush Limbaugh (Grossman 1997, 56).

The Clipper proposal was initially staunchly defended by the adminis-

tration. It was then relaxed in 1996 to allow users a choice of escrow

agencies, and inevitably dubbed ‘‘Clipper II.’’ Clipper III soon followed,

allowing companies to export un-escrowed cryptographic products, in ex-

change for building escrow into future products. To all intents and pur-

poses, the Clipper Chip idea was dead, although interpretations have

di¤ered as to what killed it.

In some accounts, this was a victory for a new grassroots form of Net

activism. Like the Lotus Marketplace case, but a couple of years on and

with the assistance of quicker and more extensive Usenet newsgroups as

well as file transfer protocol (FTP) sites for the posting of relevant docu-

ments, a network of young, technologically informed, and largely male
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activists coalesced and mobilized. The most visible and novel manifesta-

tion of this opposition was the petition drive organized by CPSR. To par-

ticipate, individuals had to send a message to clipper.petition@cpsr.org

with the message ‘‘I oppose Clipper.’’ They received a return message

confirming their vote, and were encouraged to distribute the announce-

ment to others. CPSR collected over fifty thousand signatures and passed

the petition along to the White House. This strategy was e¤ective because

it was innovative. The grassroots activism also extended to a boycott:

‘‘Don’t buy anything with a Clipper Chip in it. Don’t buy any product

from a company that manufactures devices with Big Brother inside. It is

likely that the government will ask you to use Clipper for communica-

tions with the IRS or when doing business with federal agencies. They

cannot, as yet, require you to do so. Just say no.’’13

The importance of these activities should not be exaggerated, because

there was also a good deal of more traditional lobbying. Congressional

hearings served to reinforce opposition from some key legislators, and es-

pecially Senator Leahy and Congresswoman Cantwell. Particular e¤orts

were directed toward lifting the embargo on cryptography exports, which

for the administration was an essential mechanism to manipulate the

marketplace to favor clipper enabled products. The strong support for

Cantwell’s bill (H.R. 3627) forced the administration eventually to com-

promise on the key-escrow provisions of Clipper (Levy 2001, 267–268).

Advocates also pressed the issue of legal authority. Clipper, as proposed,

represented a significant policy change without congressional legislation

or financial authorization.

Other accounts have stressed the importance of lining up business

opposition. In this respect the work of the Digital Privacy and Security

Working Group (DPSWG) deserves mention. It was described as a ‘‘di-

verse forum of over 50 computer, communications, and public interest

organizations working to develop and implement policies that protect

personal privacy and network security on the expanding and rapidly

changing global information infrastructure.’’14 This coalition was origi-

nally founded in 1986 at the time of the passage of the Electronic Com-

munications Privacy Act (ECPA). It since played a critical role in the

1994 debates over the Communications Assistance for Law Enforcement

Act (CALEA), and was therefore well positioned to coordinate a re-

sponse to Clipper. There were several important reasons why the high-

tech industry was opposed to Clipper. There were severe implications for

American competitiveness in this rapidly developing market. There were

implications for the secrecy of companies’ negotiations with government
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agencies. There were also concerns about the potential for industrial espi-

onage, and so on. For these reasons, the Clipper Chip was never likely to

become an industry standard when opposed by some of the biggest com-

puter and telecommunications companies. Thus, when the OECD issued

its cryptography guidelines in 1997, despite heavy American pressure in

favor of key escrow, it advised that the ‘‘development and provision of

cryptographic methods should be determined by the market in an open

and competitive environment’’ (OECD 1997).

Perhaps the final nail in the co‰n was the research conducted my Matt

Blaze of the AT&T’s Bell Labs research facility. Through a series of un-

likely events, Blaze was hired as an outside evaluator of the Clipper tech-

nology. In a relatively short period, he discovered a way to hack into a

section of the Law Enforcement Access Field (LEAF). To his surprise,

he encountered no objections to publishing his results from either the

NSA or AT&T. Further to his surprise, the story was considered worthy

of the front page of the New York Times.15 The flaw, discovered by

Blaze, was not insurmountable, but it did serve to undermine the trust in

Clipper and in the engineers and consultants of the NSA. According to

Wendy Grossman, ‘‘the plan pretty much died there’’ (Grossman 1997, 60).

The story of public-key cryptography then proceeds along a compli-

cated series of parallel and overlapping tracks. As the Internet progressed

into an essentially decentralized and privatized medium, so it became in-

creasingly di‰cult for governments to impose centralized cryptography

policies. Public-key infrastructures (PKI) using trusted third parties

(TTPs) emerged as the standard method for governments and corpora-

tions to guarantee levels of security and authentication in the rapidly

evolving era of e-government and e-commerce. The Clipper controversy

is also important for the impact that it had on privacy advocacy. It ener-

gized a fledgling Internet community, and it taught privacy advocates

the importance of forging coalitions with elements within the corporate

sector, and indeed with companies that turned out to be on the opposite

side of later controversies.

Web Conflicts

The Clipper controversy was about the privacy of communication. As

the Internet was transformed into a medium for electronic commerce

in the mid to late 1990s, so the attention shifted to the circumstances

under which corporations and governments could discover an individual’s

browsing behavior. One normally has the freedom to walk anonymously
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along a high street or through a shopping mall. Should not the same stan-

dards apply on the World Wide Web? Why should the provision of online

commerce or electronic government also bring with it an expectation that

the vendors or service providers might now the identity of those people

visiting their Web sites? Again the very character of this new medium

was as stake. Three major disputes deserve discussion, relating to chip

processor identification (Intel), online advertising (DoubleClick), and

identification management (Microsoft).

Chip Identification: The Intel Processor Serial Number

The first dispute concerned Intel. In February 1999, the company

announced that its new processor (the Pentium III) would contain a

unique identifier called the Processor Serial Number (PSN) to facilitate

inventory control especially in large organizations where the same

machines may be used by several people. A PSN could also be of consid-

erable value in tracking stolen processor chips and hence preventing chip

theft. It would also allow owners the benefit of an extra layer of authenti-

cation to protect them from fraud. In any electronic transaction, users

would also be able to specify, in addition to name and password, that ac-

cess would only be authorized on a PC with their own PSN. Further,

Intel proposed that access to the PSN on Pentium III-based PCs should

be controlled in one of two alternative ways: by a software control utility

that was loaded and run when the Windows operating system is started,

or through the PC’s BIOS setting.16 If the latter, then Intel recommended

that the default setting should enable PSN access.

At one level, the debate centered on highly technical analysis about the

real e¤ectiveness of these controls, and whether or not the Windows oper-

ating system, or indeed any installed software could access the PSN re-

gardless of the owner’s wishes. It was soon clear that the potential for

the surveillance of identifiable individuals was dependent on a complex

set of conditions relating to the relationship among the PSN, the other

hardware configurations of di¤erent manufacturers, the settings on the

Windows operating system, and so on. Security experts weighed in, point-

ing out the vulnerabilities of the PSN to hackers, virus and worm writers,

and unethical software suppliers. As with Clipper, the larger issue about

the potential for access by law enforcement and intelligence agencies was

also raised.17 The technical analysis swiftly was swamped by fears that

the PSN would create a kind of de facto comprehensive identification sys-

tem for the Internet. The reactions were swift, widespread, and directed to

a number of di¤erent audiences.
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Four days after Intel announced the PSN feature, EPIC and Junk-

busters called for a consumer boycott of the company. Various actions

were recommended: writing to PC makers like Compaq, Dell, Gateway,

Hewlett-Packard (HP), and IBM refusing to buy a product with ‘‘Big

Brother Inside’’; adding a line to the bottom of e-mails and usenet

postings—Protect privacy, boycott Intel: http://www.bigbrotherinside

.org; adding similar banner ads to Web sites; and distributing a ‘‘No

Way Out’’ flyer.18 Advocates also targeted other companies. On Febru-

ary 16, CDT wrote to the CEOs of nine major equipment manufacturers

asking them to specify their corporate policies on the Pentium III chips.19

A similar letter followed on February 22 from EPIC, Junkbusters, and PI

to the CEOs of Dell, Gateway, HP, IBM, and Compaq. They followed

this up with a stronger call for these companies to suspend all company

products that incorporated the chip in the light of a report that the serial

number could be read through software, regardless of whether it had been

turned o¤. On February 28, they also called upon the managers of

socially responsible mutual funds ‘‘to bring economic pressure to bear

on Intel to permanently disable this dangerous feature.’’20

At the governmental level, the advocacy groups made a complaint to

the FTC arguing: ‘‘(a) The PSN will become a de facto standard Global

User Identifier (GUID); (b) The GUID will be used by companies in in-

formation practices that are unfair; (c) Such practices will become known

to consumers, some of whom will avoid participation in e-commerce be-

cause they apprehend that their privacy is at risk by doing so.’’ They also

charged that Intel had engaged in false claims and deceptive trade prac-

tices contrary to Section 5 of the Federal Trade Commission Act. In re-

sponse to the initial publicity, Intel stated that they would change the

chip’s identifier from ‘‘normally on’’ to ‘‘normally o¤.’’ The advocates

contended, however, that they had not changed the chip at all, merely

their recommendations to PC manufacturers on how the chip is config-

ured by software. In addition, EPIC filed FOIA requests to fifteen federal

agencies, including the NSA and the FBI, to determine their level of in-

volvement in the creation of the PSN. Such involvement would not have

been unprecedented given the collaboration between the government and

AT&T over the Clipper Chip. No agency ever acknowledged any involve-

ment. The FTC never pronounced on the complaint.

Intel responded by releasing a software program to disable the number,

and then a BIOS modification. Most PC manufacturers chose also to turn

o¤ the feature. That is essentially where the issue stood for over a year. In
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April 2000, Intel quietly let it be known that it would not be including the

PSN in its next generation Willamette Chip. ‘‘The gains that it could give

us for the proposed line of security features were not su‰cient to over-

come the bad rep it would give us,’’ an anonymous source was quoted.21

None of the subsequent generation of Intel processors has been produced

with any similar feature.

Coming on the heels of the abandonment of the Clipper Chip, this

about turn in policy by the world’s leading chip manufacturer was seen

as a significant success for the privacy advocacy network (Leizerov

2000). The company was clearly caught o¤-guard by the speed and

breadth of the opposition, though the privacy advocacy coalition was not

as large as that assembled to fight later battles. There also seemed to be

two somewhat separate centers of gravity, CDT on the one hand and

Junkbusters/EPIC on the other, with scant mutual referencing on the re-

spective Web sites, and little overlap in terms of supporting signatures on

letters. For instance, there were two separate complaints to the FTC in

February 1999. One was authored by CDT and supported by Consumer

Action, Privacy Rights Clearinghouse, and Private Citizen, Inc. The oth-

er, coordinated by Junkbusters, was supported by EPIC, PI, the Center

for Media Education, Private Citizen, Inc., Privacy Rights Clearinghouse,

and Privacy Times. CDT pointedly did not join the boycott, contending

that it would be ine¤ective against a company with Intel’s market posi-

tion. These divisions have persisted in subsequent campaigns.

Online Advertising and DoubleClick

The first, and still probably most important, dispute over online advertis-

ing involved the practices of DoubleClick, in 1999 the Internet’s leading

advertising company. It delivered banner ads to over fifteen hundred

client Web sites and had technology that tracked Internet users as they

moved from one client’s site to another. DoubleClick watched the sites

that people visited, the terms they typed into search boxes, and the ads

they clicked. All of this was achieved through cookies, the small text files

that are logged in the cache of the user’s computer. Some cookies are

designed to expire once the browser is closed. Others are persistent, and

may be used to identify a user when he or she returns to that site. Double-

Click observes these cookies to make inferences about individual inter-

ests, and to deliver specially targeted banner ads through a proprietary

technology known as Dynamic Advertising Reporting and Targeting

(DART). However, there was no real reason for privacy advocates and
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regulators to be concerned about these practices, so long as there was no

chance that DoubleClick could identify individual users. Both Double-

Click, and its clients, had posted privacy policies indicating that this

‘‘clickstream data’’ was indeed anonymized.

That changed when DoubleClick acquired a little-known company,

Abacus Direct, in June 1999. Abacus Direct compiled o¿ine data on con-

sumer purchasing habits, primarily through agreements with catalog re-

tailers and other direct marketing companies. Abacus Direct’s repository

reportedly held data on over eighty-eight million U.S. households. The

combination of the Abacus database with DoubleClick’s profiles of click-

stream data provided the companies with the ability to identify positively

someone browsing the Web with personal information and to deliver

targeted online advertisements. As the press release boasted, these com-

bined resources would provide their clients with ‘‘comprehensive, full ser-

vice marketing and advertising solutions.’’ Chairman and CEO Kevin

O’Connor claimed that this merger ‘‘further enhances our ability to de-

liver the right advertising message, to the right consumer, at the right

time.’’22

Despite company promises that consumers would always be able to

opt out from the databases, the proposal was immediately attacked by a

coalition of privacy advocates, including Junkbusters, EPIC, Privacy Inter-

national, the U.S. Public Interest Research Group, and the Privacy

Rights Clearinghouse. The media campaign was initially triggered by an

open letter sent on June 21, 1999, to O’Connor and copied to key mem-

bers of Congress. In this letter they announced that the campaign would

include: an appeal to shareholders of both companies, a call to the FTC

to disapprove the merger, a request for socially responsible mutual funds

to divest holdings in these companies, a public education campaign, and a

call for congressional oversight.23

Particularly innovative was the appeal to stockholders. In June 1999,

the coalition addressed an open letter to the stockholders of Abacus Di-

rect, calling upon them to disapprove the merger, and alleging that they

had been misled about the privacy risks inherent in the proposal. The

same coalition later addressed a letter to the managers of socially respon-

sible mutual funds. They called upon the socially responsible investors to

divest their holdings in DoubleClick and Abacus as soon as possible, and

add these companies to the screening lists of companies excluded from in-

vestment based on human rights criteria. CDT also organized an e-mail

campaign not only to DoubleClick but also to sixty of its advertising

clients.
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The approach to the Federal Trade Commission initially contended

that the merger was itself illegal under a piece of legislation called the

Hart Scott Rodino Act, a 1976 law mandating a thirty-day waiting period

during which regulatory agencies might assess whether the proposed

transaction violates antitrust laws. The coalition also relied on the fact

that DoubleClick had registered its compliance with the Safe Harbor pro-

gram, the agreement with the European Union under which U.S. com-

panies declare their commitment to basic privacy principles to facilitate

international data transfers from the European Union. Any breach of

those principles renders the company open to challenge for ‘‘unfair and

deceptive’’ practices under the Federal Trade legislation. The proposed

merger, and the intended uses of personal information, appeared directly

to contradict DoubleClick’s privacy policy.

By March 2000, although shareholders had approved the merger with

Abacus, DoubleClick’s stock price had dropped 20 percent, largely on

concerns related to privacy issues. The FTC opened a formal Double-

Click investigation. States attorneys general were also becoming involved

through its National Association of Attorneys General. In addition, there

were a mounting number of lawsuits on the basis of a number of state

and federal privacy statutes, as well as on common law grounds. The re-

sponse of other Internet advertising companies, clearly threatened by

DoubleClick’s dominance, was to negotiate a Network Advertising Initia-

tive (NAI) that subscribed to the fair information practices developed by

another industry group, the Online Privacy Alliance.

DoubleClick was soon isolated and, despite initial periods of denial

and resistance, backed down. O’Connor was quoted in a New York Times

article in the spring of 2000: ‘‘I made a big mistake. It was wrong to try to

match that information in the absence of government or industry stan-

dards, so until there is an agreement on it, we will not.’’ He continued,

‘‘It became clear that the overwhelming point of contention was under

what circumstances a name could be associated with anonymous Web

activity. Now we’re just happy to get this behind us and move on.’’24

The FTC dropped its investigation in January 2001. DoubleClick settled

federal and state class action lawsuits addressing online privacy for $1.8

million in April 2002. In August 2002, in a settlement reached with ten

states, DoubleClick agreed to pay a further $450,000 for consumer educa-

tion. The company also agreed to be more transparent about tracking of

Web users’ online activities, to develop more explicit data retention poli-

cies for o¿ine data, and to o¤er Web users access to their own marketing

profiles. It also undertook to provide users with the ability to opt in to an
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e-mail notification system that will alert the user to any changes within

DoubleClick’s privacy statement, and to not share user data collected on

behalf of one of its clients with any person other than that client or as

directed by that client. DoubleClick was also to retain an independent

firm to review compliance of the terms of the settlement. It also appointed

a new chief privacy o‰cer and established a consumer privacy board to

oversee its activities.

The DoubleClick campaign was a success for the international privacy

advocacy network, in part because of the initial intransigence of the com-

pany, but also because the proposed merger was relatively easy for the av-

erage citizen and investor to grasp. Advocates were able to provide the

relevant information to the public and to regulators, to appeal to relevant

symbols, to force the company to be accountable, and, in particular, to

exert some leverage through the shareholders and investors.

The economic value of being able to identify who is browsing where

and when was simply too enormous for other companies to ignore. Advo-

cates therefore needed to be extremely vigilant of other e¤orts to link

clickstream data with personal identifiers. At the time of writing, Double-

Click is again in the news as a result of the proposed takeover of the com-

pany by Google. On April 20, 2007, EPIC, CDD, and US PIRG filed a

complaint with the FTC, requesting the commission to investigate the

proposed acquisition; in December 2007 the FTC approved the proposed

merger. Similar complaints have been made in Europe and in Canada.

Advocates are deeply concerned about the enhanced ability of Google to

record, analyze, track, and profile the activities of Internet users. Com-

panies including Microsoft and AT&T have also complained that the

merger would limit competition in the online advertising market.

Online Identity Management: Microsoft Passport

Web advertising companies, like DoubleClick, try to collect information

on people behind the scenes through hidden cookie technology so that

they can send targeted ads. But this approach for sharing information

only works for advertisements. Microsoft, however, developed a di¤erent

strategy by providing a proprietary online identification and authentica-

tion service known as Passport. This was an online service that made

it possible for users to sign in to any Passport-participating Web site or

service, using a single e-mail address and a password. Once customers

signed into Microsoft services, they became a part of the Microsoft Pass-

port Network, which meant that the same credentials could be used to

access many di¤erent Microsoft sites and services, as well as services pro-
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vided by their a‰liates. For those who are privacy conscious, a 64–bit

encrypted unique ID number could be assigned to one’s credentials, and

sent to the di¤erent sites or services. Passport was to store user data in

a central database. The supposed benefit to consumers was that it would

allow them to use one login and password to access all the Passport

web sites, and thus avoid password fatigue. The benefit to the Web sites

was much greater, because of the potential to pool and share that

information.

In March 2001, this system was revamped into a product called Hail-

storm. Microsoft planned to create services that included MyAddress,

MyProfile, MyContacts, MyNotifications, MyInbox, MyCalendar, My-

Documents, MyApplicationSettings, MyWallet, MyUsage, and MyLoca-

tion. A wide range of consumer information would have been collected

and subsequently disclosed by means of HailStorm, including a person’s

telephone and fax number, home/business address, location; a person’s

name, nickname, birth date, anniversary, other special dates, and per-

sonal photograph; a complete list of all names/contact data of all con-

tacts contained in an electronic date book. Microsoft revised its privacy

policy, and declared its intention to join the Safe Harbor regime.25

For the company, Passport, Hailstorm, and the other related services

were entirely consensual. Others were not so sure given the dominant

place of the Microsoft Internet browser and the consequent likelihood

that the standard for Internet authentication was being developed. Ques-

tions were raised about the automatic registration with Passport when

one opens a Hotmail account, the fact that failure to enroll in Passport

could result in exclusion from certain Web sites, the di‰culty of deleting

a Passport account, the vulnerability to hacking, the fact that individuals

using public computer terminals may inadvertently pass on their informa-

tion to the next user, and the question of law enforcement access to per-

sonal information within the Passport system. It was clear to outsiders

that Microsoft was attempting to build a massive database on online con-

sumer behavior. Indeed, the company admitted as much. The business

plan used in the unrelated antitrust suit revealed that the company’s goal

of the Passport online identification and authentication system was to

‘‘create the largest and most leveragable database of profiles on the plan-

et’’ and a ‘‘subscription relationship with every user on the Internet.’’26

In July 2001, the campaign against Microsoft began in earnest. EPIC

and a coalition of consumer advocacy groups filed complaints with the

FTC detailing the privacy risks associated with Passport, especially when

used through the new XP operating system. The complaint was premised
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upon the claim that Microsoft was engaging in unfair and deceptive trade

practices intended to profile, track, and monitor millions of Internet

users. The coalition ordered the commission to investigate these practices

and to instruct Microsoft not to violate Section 5 of the Federal Trade

Commission Act. Later that year, the same coalition further called on

the FTC to investigate the information collection practices of Microsoft

through Passport and to order them to revise the XP registration proce-

dures, block the sharing of personal information among Microsoft areas,

incorporate techniques for anonymity and pseudo-anonymity that would

allow users to gain access to Microsoft Web sites without disclosing their

identity, and incorporate techniques that would enable users to integrate

services provided by other online companies. They also requested that the

commission conduct an investigation to determine whether Passport com-

plied with the requirements of the Children’s Online Privacy Protection

Act.27 When the FTC showed reluctance to act, the coalition began

pressing key congressional committees as well as the state attorneys

general.28

The Europeans also got involved. Early in 2002, Dutch European

Commission member Erik Meijer submitted a series of questions about

the legality of Passport under European data protection law to the Euro-

pean Commission. Frits Bolkestein, then commissioner for the internal

market, assured Meijer that the commission ‘‘is looking to this as a mat-

ter of priority, in connection with national data protection authorities, as

regards the system’s compatibility (or not) with EU data protection law.’’

Bolkestein summarized the requirements for building a database of per-

sonal information consistent with EU data protection law. These included

a requirement that Microsoft have a specific, legitimate purpose for col-

lection of the data; a right of access to the information collected; the

requirement that consent be freely given when required; and notice to na-

tional data protection authorities.29 In July of that year, the EU Internet

Task Force began an investigation of Microsoft’s Passport system to see

if it complied with European data protection laws. At issue was whether

Passport users were aware that their data was transferred to a party other

than Microsoft.

In August 2002, Microsoft agreed to settle FTC charges regarding the

privacy and security of personal information collected from consumers

through its Passport web services. As part of the settlement, Microsoft

agreed to implement a comprehensive information security program to

protect the privacy and confidentiality of consumers’ personal informa-

tion collected through its Passport and Passport Wallet services, including
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credit card numbers and billing information stored in Passport Wallet;

to provide consumers with identical security at those sites regardless of

whether they used Passport Wallet to complete their transactions; and

provided parents control over what information participating Web sites

could collect from their children.30 In September 2002, EPIC wrote a

letter to the FTC, urging the commission to closely monitor and resolve

Microsoft’s future security breaches.31 In February 2003, the European

Commission (EC) announced that Microsoft Corporation was going to

‘‘substantially modify’’ its Passport service to conform to EU privacy

laws.32

The central position of Microsoft, however, has meant and will mean

that it will continue to be scrutinized very closely. It has, for example,

made great strides in developing more privacy-friendly identity manage-

ment systems. In the fall of 2006, it launched a new global identity man-

agement system based on seven Laws of Identity, and won praise from

some privacy advocates, as a more reasonable e¤ort to base the technol-

ogy on some central privacy laws.33 In November 2005, the company

called upon Congress to enact a federal privacy protection law citing:

‘‘the increasingly complex patchwork of state, federal, and even inter-

national laws related to data privacy and security; the potential for con-

sumer fears about identity theft and other online dangers to dampen

online commerce; and the increasing consumer desire for more control

over the collection and use of online and o¿ine personal information.’’34

The move won praise from many privacy advocates.35

Data Spills

In each of the previous cases, powerful interests on the other side of the

debate have sought to defend the particular scheme or program for per-

sonal data processing. Various public interests were, and are, articulated

in favor of census surveys, national identification programs, and key-

escrow cryptography. In the private-sector cases, a variety of arguments

for letting the ‘‘market decide’’ were advanced: if consumers did not like

these products, they could opt out or choose others. Regardless of the co-

gency of these various arguments, the point is that organizations felt able

to defend their intentions and their practices. There was a debate about

rights and wrongs.

The final, and most recent, category of conflicts concerns practices that

are essentially indefensible. The privacy news of the first years of the

twenty-first century has been dominated by cases of data breaches. The
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stakes are high for consumers, because one tape missing, one laptop

stolen, or one unshredded pile of forms in a garbage dump can compro-

mise the privacy rights of millions of individuals. The cost to the reputa-

tions of companies, in terms of lower consumer trust, is also high. Since

2005, the Privacy Rights Clearinghouse has been documenting the extent

and frequency of data breaches, and has estimated that, as of January

2008, around 218 million records of American citizens have been compro-

mised by a staggering variety of state, federal, and local agencies, and pri-

vate corporations.36 Similar stories have arisen in every advanced

industrial state, to the extent that larger questions about legal obliga-

tions for organizations to notify consumers about data breaches have be-

come one of the most di‰cult, and hotly debated, topics among privacy

experts (Schwartz and Janger 2007). Data breaches can occur through

willful attempts at identify theft, or through sheer sloppiness. One highly

publicized example of each will highlight the role that advocates have

played.

There is no doubt that the contemporary attention to data breaches is

partially attributable to the most high-profile case of its kind, involving

ChoicePoint. Few had heard of this giant commercial data brokerage

firm before the scandal erupted in 2004, although it did receive a Big

Brother Award in 2001. EPIC and others had been pursuing the practices

of the company through FOIA requests, and on the basis of the informa-

tion contained therein, wrote to the FTC in December 2004. Among

other things, EPIC argued that some of ChoicePoint’s data constituted

‘‘consumer reports,’’ thus subjecting both the information seller and the

buyer to regulation under the Fair Credit Reporting Act. Later in Decem-

ber 2004, ChoicePoint answered the EPIC letter, disputed the allegations

and called for a national debate on their practices.

That debate occurred both in the online and o¿ine media, and

revealed that the company had sold personal information on at least

145,000 Americans to a criminal ring engaged in identity theft.37 Crimi-

nals essentially tricked the company by posing as legitimate businesses

and thus gained access to various ChoicePoint databases. They obtained

names, addresses, social security numbers, credit reports, and other infor-

mation. As a result, a number of suspicious accounts were opened in the

name of nonexistent debt collectors, insurance agencies and other compa-

nies. At that time, California was the only state that required disclosure

of data breaches, and so the firm sent around 3,500 letters to California

residents telling them their personal data may have been stolen by crimi-

nals who set up fake companies and downloaded information from
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ChoicePoint. The company initially suggested the theft of information

might be limited to that state. On meeting with law enforcement o‰cials,

they decided to mail an additional 110,000 letters to the other victims.

This revelation led to an FTC investigation, to legislative hearings, and

to a final settlement. The FTC charged that ChoicePoint violated the

Fair Credit Reporting Act (FCRA) by furnishing credit histories to sub-

scribers who did not have a permissible purpose to obtain them, and by

failing to maintain reasonable procedures to verify both their identities

and how they intended to use the information. The agency also charged

that the company violated the FTC Act by making false and misleading

statements about its privacy policies. The settlement obliged ChoicePoint

to pay $10 million in civil penalties and $5 million in consumer redress to

settle these charges. It was also obliged to implement new procedures

to ensure that it provides consumer reports only to legitimate businesses

for lawful purposes, to establish and maintain a comprehensive informa-

tion security program, and to obtain audits by an independent third-party

security professional every other year until 2026. ChoicePoint’s name

became synonymous with identity theft. The Web site Consumerist.com

named it the second worst company in America. It received a ‘‘Lifetime

Menace Award’’ from Privacy International. The company was ‘‘named

and shamed.’’

The ChoicePoint case really was not a ‘‘breach’’ or a ‘‘spill’’ at all be-

cause it was the company’s corporate policy to sell these data. The second

illustration stemmed from sheer corporate sloppiness. In the spring of

2000, Eli Lilly and Company launched Medi-messenger, an e-mail service

associated with the company’s Prozac Web site. Interested subscribers

enrolled in the program at Prozac.com, and thus signed up for their

own personalized e-mail reminder to take their medication. At the time

of enrollment, subscribers were invited to view the Prozac.com privacy

statement, which said that the privacy and confidentiality of the per-

sonal information subscribers provided would be protected. In 2001, the

company decided to discontinue the Medi-messenger program. An Eli

Lilly employee created an e-mail message using the Medi-messenger

enrollment information and sent a single message addressed to all 669

subscribers, stating that the service was being terminated. The problem

was that all e-mail addresses were apparent.

The ACLU then complained to the FTC, arguing that the company

had been negligent, and that its privacy notice was misleading in claiming

that appropriate security measures were taken. The FTC agreed. By mak-

ing visible the e-mail addresses of all its Medi-messenger subscribers in a
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single message, Eli Lilly’s claims of protecting subscribers’ privacy consti-

tuted unfair or deceptive acts or practices because inadequate measures

were implemented to train employees and to protect Medi-messenger

users’ private information. Although Eli Lilly unintentionally disclosed

private information, it did not admit to violating any laws, and no fines

were imposed; yet it agreed to provide more internal security measures

to protect end user privacy, and to publish yearly written reviews by qual-

ified persons of its security measures.38 The FTC has since conducted

several enforcement actions against companies in which no compromise

of security has occurred. In those cases, the FTC reviewed the business’

security practices and found that they did not fulfill assurances about

security made in the companies’ privacy policies.

In countries with comprehensive privacy protection statutes, such

breaches are typically investigated by the respective data protection

authorities. In Canada, for example, there have been several such investi-

gations, the most notable being the inquiry into the Canadian Imperial

Bank of Commerce (CIBC) in 2004. In this case, faxes containing the

personal information of CIBC customers were misdirected by various

branches of the bank to a company in the United States and another in

Dorval, Quebec. The only action taken by the bank was to request that

the faxes be shredded. The bank took no further action, and did not

notify the customers concerned. The commissioner concluded that ‘‘the

bank’s privacy practices were seriously tested by these incidents, and

they failed. These incidents are a wake-up call not only to CIBC but to

every organization in Canada that collects, uses, or discloses personal in-

formation in the course of its commercial activities.’’39

The frequency and variety of data breaches have brought the impor-

tance of appropriate privacy and security measures to the attention of

the general public in a remarkable way. The various problems are typi-

cally framed and conflated in the media as ‘‘identity theft’’ even though

most data breaches do not necessarily result in severe and fraudulent

activity.40 Public interest organizations have grown up specifically to ed-

ucate consumers, help victims, and lobby for better laws.41 Ordinary indi-

viduals are a¤ected not only by media reports but more especially by the

process of direct notification that they might be a victim and by the con-

siderable inconvenience when credit cards have to be changed, with impli-

cations for online banking and for automatic bill payments. Furthermore

the apparent risks can be invoked to some e¤ect when broader identifica-

tion schemes are being debated. At the same time, they are indefensible.

162 Chapter 5



For the most part, they do not require systematic campaigns to sensitize

individuals and organizations of the harm. The public conversation can

focus on the remedies rather than the inherent rights and wrongs.

Conditions for Success

Each of the cases described in this chapter reached high levels of public

and political attention. Each involved the collection and processing of

personal data on millions of people. For the most part, we have been

talking about grand schemes with huge implications. Each resulted in

abandonment or substantial changes in the schemes initially proposed.

The early census protests meant that no further national censuses oc-

curred in Germany and the Netherlands. The Australia Card proposal

was defeated, with the result that the public regarded the contemporary

scheme for an Access Card with greater skepticism. Lotus Marketplace

never happened. Centralized key-escrow encryption schemes are a thing

of the past. Intel never implemented its Processor Serial Number. Double-

Click did not get to merge clickstream data with o¿ine databases. Micro-

soft was chastened by its initial scheme for online authentication. And

public and private organizations cannot adopt a cavalier attitude toward

information security given the loss of reputation and consumer trust that

can arise from data breaches.

To be sure, these ‘‘success stories’’ might have been temporary and they

may be exceptional. Moreover, we can never determine whether it was

the appeal to privacy that stopped or altered these schemes, or whether

they would have collapsed anyway, as a result of other and more power-

ful forces. But in a rhetorical climate that contends that societies are drift-

ing inexorably toward a surveillance society, it is relevant to pose the

question: why, in these cases, were the interests of powerful governmental

and corporate players thwarted? What conditions prevailed in these

cases? The answer can be stated forthrightly in terms of a wider theory

of political action. In each case, privacy advocates employed an appropri-

ate blend of information, symbolic, accountability and leverage politics.

In each there was a relatively coordinated information strategy targeted

at both the general public and political and business elites. Further, in

each there was serious research, sophisticated analysis, and technical

and legal expertise marshaled and presented. In each the privacy advo-

cacy network had to be taken seriously because it made a credible e¤ort

to get its facts straight. They were then providing a valuable resource
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for public and political debate. These cases are all characterized by the

fact that the network was contributing value-added to the debate, by

advancing facts—and not just speculation and hypothesis. On the Austra-

lia Card campaign, Roger Clarke emphasizes the importance of a ‘‘com-

bination of a highly accurate understanding of technological, legal, and

social systems coupled with media savvy.’’42

The costs of getting the facts wrong should not be underestimated,

especially where advocates have little access to the industry and have to

rely, to some extent, on questionable media reporting. As Chris Hoof-

nagle, formerly of EPIC, explains: ‘‘Sometimes that leads to error. And

the problem with making errors is that the denial industry begins. If you

make an error, they will crucify you on it. They will harp on about it.

It does not matter what they have done.’’43 Yet in most of these cases,

the preponderance of suspicion about who was shielding, eliding, or even

misrepresenting the facts in the end tends to rest with the other side.

Davies recognizes that ‘‘the most powerful booster in the promotion of

privacy is the word ‘deception.’ You usually find that a privacy violation

in combination with secrecy or deception ends up creating quite a stir . . .

People are prepared to say the government or the company has the bene-

fit of the doubt as long as they are open. But when they find out there’s

secrecy and deception people say the deal is o¤. It’s very powerful to be

able to say that this has happened behind your back. That’s the most

powerful imagery or message you could couple with the privacy issue.’’44

At important moments in each of these disputes, the public agency or

business lost the confidence of the public because of disingenuous state-

ments, or strategic errors of communication. Privacy advocates rarely

catch an organization in an obvious lie. But overtime they can question

the consistency between public statements and the empirical realities of a

technology, service, or program. The ‘‘how can X and Y both be true’’

questions persisted in these debates and over time reduced the credibility

of the organization. For example, how can the Clipper chip be promoted

as a voluntary standard, when the last people who would use such tech-

nology are those whom law enforcement hopes to catch? How can the

new Access Card in Australia not be an identity card, when its features

closely parallel those of the old Australia card? How can it be true that

the German census information would only be used for statistical, rather

than administrative, purposes? And so on.

In each of these cases, the debate about the facts was also accompanied

by skilful uses of symbols that appealed to the wider populace. Davies
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reflects on the lessons learned from ID card conflicts: ‘‘Most public oppo-

sition to administration strategies such as numbering systems, identity

cards or the census are structured around an organized campaign of neg-

ative imagery (Big Brother) and a more systematic process of public edu-

cation. In the Netherlands and German anticensus movements, and in the

campaign against the Australia Card, hostile imagery sat comfortably

alongside a strong intellectual foundation of opposition.’’45

But Big Brother has become a cliché, so the task is to spice up the more

objective and analytical information in original ways that appeal to the

media. Roger Clarke’s favored spice is ‘‘pepper’’: ‘‘When the time is right

there’s got to be pepper. But the pepper has got to be measured. We do

have to say things that are reasonably peppery otherwise the media won’t

cover it but also because it won’t get noticed even if the media does cover

it. It must sting the organizations that are behaving inappropriately. But

it must not be such that everybody can just brush aside the advocates be-

cause they are obviously just a bunch of rag-bags, saying ‘look how

they talk?’ ’’46 In each of the cases discussed here, there was plenty of po-

tential to add the right amount of pepper to the media commentary. The

opportunities were partly provided by the extraordinary scale and ambi-

tion of the surveillance programs being resisted. Each in their own way

involved the potential for the building of massive databases of personal

information, which were easy to caste in the over-reaching, omniscient,

intrusive symbolism of Big Brother. Clearly some commentators went

too far and became discredited. Others obviously used the right amount

of ‘‘pepper.’’

As I argued in chapter 4, symbols have to resonate within a culture, es-

pecially when there is an existing level of mistrust with the organizations

concerned. This is a striking feature of the cases described here. They

either involved programs introduced by governments whose standing in

public opinion was at the time relatively low. Or they related to organiza-

tions (e.g., Microsoft and Intel) whose market dominance had pro-

voked mistrust for other reasons. Or they concerned companies (such as

DoubleClick and ChoicePoint) about whom the majority of people had

never heard. Privacy advocates were able to employ their symbols against

large organizations whose standing in public opinion was already fragile.

Their arguments against surveillance resonated, and reinforced images of

remote and uncaring organizations.

In each of these cases, the privacy advocacy network engaged in e¤orts

of what we have termed accountability politics. In the German census
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dispute, complaints were lodged with the federal and state data protection

commissioners. In the Australia Card case, there were complaints to the

federal privacy commissioner. In JukiNet, there were a series of cases

brought before local courts. The Clipper chip proposals and the Intel

PSN were subjected to a series of FOIA requests. DoubleClick, Micro-

soft, Intel, and ChoicePoint were the subjects of FTC complaints. Micro-

soft was investigated by European data protection commissioners. Over

time, it appears that the privacy advocacy network has become more ex-

pert in seeking opportunities to use di¤erent o‰cial avenues of redress.

The network should also remember that any commitment to privacy pro-

tection by a government agency or a business provides an opportunity to

demand accountability, however weak and qualified that commitment

might be.

In few of these cases, however, did a resulting judgment precipitate the

downfall of the proposal in question. O‰cial complaints might provide

an initial ‘‘media moment,’’ but the investigative processes always take

time. Any impact is often felt after the fact. O‰cial complaints can also

be a two-edged sword. They may result in a clarification of law that was

not consistent with the expectations of advocates. They do serve, how-

ever, as mechanisms to get at the facts, and on occasion to force the orga-

nization to reach a settlement. As we have noted, the threat of complaint

can also be used as leverage. No private corporation wants it known that

it is the subject of a complaint to a regulatory body, nor do its share-

holders and customers. In each of these cases, there were attempts to

leverage results through the power of negative publicity.

Any contemporary privacy campaign ideally needs, therefore, a combi-

nation of information, accountability, leverage, and symbolic politics:

clear presentation of facts and analysis, ideally backed up by research; a

media strategy that presents those facts with symbols that resonate with

the wider culture; the use of o‰cial avenues of redress, both domestically

and internationally; and the judicious use of opportunities to name and

shame that a¤ect reputation and image.

It is probable, therefore, that this combination of strategies cannot be

e¤ectively pursued without a coalition. This is one further trend. In the

early years, privacy advocacy groups did tend to go it alone. Now, there

are explicit attempts to make common cause and to use the expertise

in other advocacy groups to bring the full range of political resources

to bear. In each of these cases, campaigns were waged by a number of

groups, brought together on an ad hoc basis to fight the case in question.

In some of these cases—Clipper, for example—the coalition building
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went beyond the privacy advocacy network to embrace sympathetic cor-

porations. There is therefore a growing recognition of the importance of

finding a consonance between privacy and other political agendas. How

have these e¤orts a¤ected the privacy advocacy network? What other

groups and interests have been marshaled to the cause? What is the

‘‘glue’’ that binds them, and how does the Internet provide this ‘‘glue’’?

These questions will be addressed in chapter 6.
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6 The Networks

A funny collection of people.

—former Australian Prime Minister Bob Hawke on the Australian Privacy

Foundation

Judean People’s Front! We’re the People’s Front of Judea! Judean People’s Front!

Cuh! The only people we hate more than the Romans are the f ***ing Judean Peo-

ple’s Front!

—Monty Python, The Life of Brian

More than one of my respondents for this project referred to the above

passage from Monty Python’s Life of Brian in depicting the privacy advo-

cacy scene today. There is disagreement over strategic direction as well as

perennial competitions for funding. There is a good deal of suspicion by

those on the ‘‘outside’’ of the deals made by those on the ‘‘inside.’’ Some

actors have been around for a long time. Historical legacies can create

personality conflicts that endure and can be detrimental. Here is Gus

Hosein of PI: ‘‘There’s this trend in the NGO community to call it ‘‘civil

society.’’ This is an oxymoron, because we are not civil and we are not a

society. We fight over funding. We fight over issues. We fight over atten-

tion. A lot of us don’t even like each other.’’1

Yet internal competition and conflict within a network are not peculiar

to privacy protection. Every social movement exhibits internal struggles,

which sometime spill over into personal tensions. More important than

the personalities is the nature and strength of the network itself. This

chapter concerns the connections within the privacy advocacy network,

and between that network and other organizations. I have used the con-

cept of the privacy advocacy network to describe the very loose set

of organizations and individuals in civil society who have engaged with

the privacy issue over the years. In chapter 2, I concluded that there were

privacy-centric, privacy-explicit, and privacy-marginal groups. Beyond



that there is an almost limitless universe of potential groups who might

in the future have to engage with the issue. In chapter 3, I depicted the

network at the individual level, concluding that there is a loose collection

of privacy/activists, privacy/researchers, privacy/consultants, privacy/

technologists, privacy/journalists, and privacy/artists—all of whom have

to negotiate di¤erent and overlapping roles and obligations in their

work. But to what extent and in what ways do these individuals and

groups ‘‘network’’?

Network analysis can be conducted at di¤erent levels of abstraction.

According to Manual Castells, ‘‘networks are open structures, able to ex-

pand without limits, integrating new nodes as long as they are able to

communicate within the network, namely as long as they share the same

communication codes. . . . A network-based social structure is a highly dy-

namic, open system, susceptible to innovating without threatening its bal-

ance’’ (1996, 470). While social networks have existed at other times, new

information technology provides the basis for their pervasive expansion

throughout the entire social structure. Castells contends that networks

constitute the new logic of modern societies, and are substantially altering

all social, political, economic, and cultural processes. The power of net-

works and the flows of information they facilitate are thus more impor-

tant than specific interests: ‘‘the power of flows takes precedence over the

flows of power’’ (Ibid.). The ‘‘network society’’ is exactly the kind of

social organization within which new social movements can be expected

to challenge hierarchies and existing discourses. It is exactly the kind of

decentralized and open form of social structure that would allow resis-

tance to the centralized concentration and accumulation of personal in-

formation. According to Castells, it should permit an antisurveillance

politics of the kind documented in previous chapters. We will return to

these larger themes in the concluding chapter.

For Castells, the notion of the network has become a way to label con-

temporary advanced industrial ‘‘information’’ societies. It is then elevated

to the status of an all-encompassing general theory with its own set of

norms and discourses (Barney 2004, 179). At a less lofty level of analysis,

there is a new science of network analysis that has gained increasing pop-

ularity among academics of di¤erent disciplines concerned with trying to

understand the complexity of social organizations in the context of glob-

alization and advances in information technology. There is, of course,

nothing new about loose, leaderless, and amorphous networks; the

student movements of the 1960s are a prominent example. The Internet,

however, has provided a kind of laboratory of human behavior through
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which political and social organization can be studied and compared with

equivalent processes in the o¿ine world.

At this level, networks mean something very particular with some clear

empirical referents: nodes, ties and flows. A node is a distinct point in the

network (e.g., an individual, a firm, a computer, an NGO). Ties connect

one node to another (e.g., mail, e-mail, contracts). Flows (e.g., speech,

data, money) pass along these ties between the nodes. As Darin Barney

explains: ‘‘Attached to each of these three elements is a number of

variables which, taken together, condition the character of any given net-

work. Nodes can be powerful or powerless, active or dormant, stationary

or mobile, permanent or temporary, net sources or net recipients of vari-

ous kinds of flows. Ties . . . can be strong or weak, private or public,

singular or multiple, unique or redundant, sparse or dense, parallel or

intersecting. Flows . . . can be copious or minimal, constant or intermit-

tent, one-way or reciprocal, uni-or multidirectional, balanced or imbal-

anced, meaningful or meaningless’’ (2004, 26). The various permutations

of these variables thus determine the degree of centralization, hierarchy,

openness, accessibility, inclusiveness, intensity and interactivity of the

network.

The ultimate purpose of this chapter is to advance our understanding

of the characteristics of the privacy advocacy network. We know some-

thing of the ‘‘nodes’’ from chapters 3 and 4. But what are the ‘‘ties’’ that

connect the actors and organizations together, and that determine the

‘‘flows’’ of information. Four are important to discuss at some length—

conferences, campaigns, coalitions, and more generally the impact of

‘‘net activism.’’

Privacy Conferences

The policy community associated with privacy attends, and has always

attended, an enormous number of conferences, workshops, symposia,

forums, and other events. These more traditional forms of networking

have historically been the principal means by which privacy advocates

have connected and shared information. There is no evidence that the

scope and frequency of conferencing has decreased as online methods of

networking have proliferated. Conferences may be organized by govern-

mental agencies, by the private sector, by academic institutions, or by a

combination. Privacy advocacy groups have played significant roles in all.

Robert Ellis Smith has an interesting take on privacy conferences: ‘‘I

think also the interdisciplinary aspect of this issue has something to do
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with it. You don’t find that in any of the other movements. Here I think it

is quite unique where you get academics, activists and business people all

in the same room. No privacy conference can function with only one of

those segments.’’2 Not only is this view a reflection of the overlapping na-

ture of the privacy issue, embracing government, the private sector, and

civil society. It also reveals an interesting dynamic about these di¤erent

communities. It suggests that there are few occasions when advocates or

activists can convene in order set priorities and plot strategy. Indeed, one

of the only conferences of privacy advocates/activists in the last decade

was organized by Privacy Journal itself, discussed in chapter 3. Even

then, this conference of ‘‘privacy activists’’ still involved participants

with governmental and business a‰liations.

Civil society advocates do not have much money. They depend on gov-

ernmental, academic, or private-sector sponsorship to get together. This

produces interesting dynamics and occasional conflicts. It is quite com-

monplace for speeches and presentations to be given critical of the very

organizations that are paying for the hall rental, the microphones, and

the refreshments. Many of the more vocal privacy advocates see no con-

flict, but there must be limits. However much advocates wish to see the

issue in terms of ‘‘us’’ and ‘‘them,’’ the practicalities of privacy confer-

ences mean that the civil society groups are not necessarily seen as distinct

from governmental, academic, and industry participants. They are an

essential part of one larger network, certainly playing di¤erent roles, but

also in constant engagement on formal and informal levels with represen-

tatives from organizations who may be responsible for the very surveil-

lance they are challenging.

Indeed, there has probably only been one regularly scheduled confer-

ence that has had the reputation of providing a forum for privacy advo-

cates to speak their minds, regardless of who was in the audience, or who

was paying for the co¤ee. The annual Computers, Freedom and Privacy

(CFP) conference has been mentioned before. It began in 1991 primarily

in an e¤ort to bring together the law enforcement and hacker commu-

nities in the United States to improve mutual understanding. Its original

raison d’être was to provide a forum where those in government and busi-

ness could start to understand the Internet and its subculture at a time

when tensions were running high. The first few years saw a fascinating in-

teraction between di¤erent communities with di¤erent assumptions about

how this new communication space should evolve, with di¤erent dis-

courses, and di¤erent modes of behavior. As Wendy Grossman put it:

‘‘In this period, the raw meat thrown to the conference lions tended to
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be hapless government o‰cials who had no idea anyone cared—until

they had to face a room full of 500 heavy-metal crypto heads quivering

with passion and outrage.’’3 Hotels with vulnerable security systems

were sometimes victims of some high-tech pranks by the assembled hack-

ing community. In 1994, one of the visiting FBI agents actually arrested a

conference bystander under the impression that he was the hacker, Kevin

Mitnick.

More important, the CFP conference became institutionalized and

developed its own culture. Discussions extended well into the night in

‘‘Birds of a Feather’’ (BOF) sessions. It gained a reputation as the confer-

ence to attend if you wanted to keep up with the many social and political

implications of evolving technologies. In the words of Roger Clarke,

‘‘The program and delegates’ list is such a ‘who’s who’ that you keep an

eye on the name-badges around you, in case you get the chance to finally

meet the meat behind a long-known cyberspace persona. And that you

do. Everyone’s accessible, and interested in sampling the views of anyone

who’s interested enough to turn up.’’4 The participants, the discussions,

and the culture mirrored the fascinating evolution of the global networks

and the World Wide Web. Over the last ten years, CFP has not had the

same flavor. Despite e¤orts by successive conference chairs to return

the conference to its more controversial roots, it is less confrontational,

and therefore less well attended. By 1996, as Lorrie Faith Cranor noted,

the ‘‘old cyberspace as electronic frontier—occupied by early settlers,

the techno-elite—was giving way to the new cyberspace as electronic

suburbia.’’5

Beginning in the mid-1990s, the annual meeting of the international

privacy and data commissioners began to involve outsiders to a greater

extent. Civil society groups were invited, initially as observers, and subse-

quently as participants on relevant panels. This conference is now a major

international event, with significant sponsorship. It is typically used by

the host to gain media and political attention to the issue within his or

her respective country. In 2006, for instance, Richard Thomas, the U.K.

information commissioner, used the opportunity to launch a major inter-

national study on the surveillance society (Surveillance Studies Network

2006). Individual privacy advocates can play important supporting roles

at this conference. Some civil society groups also use the opportunity to

organize their own one-day workshop in advance of the main event,

such as that organized by the International Civil Liberties Monitoring

Group in advance of the Montreal Commissioners’ conference in 2007.

But the international privacy and data commissioners conference is
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primarily designed for the data protection authorities themselves. It

allows them to draw lessons from their counterparts overseas, and occa-

sionally to declare common statements on issues of common interest.6

A further conference we should note is the World Summit on the Infor-

mation Society, which occurred in Geneva in 2003 and Tunis in 2005.

These were high-level events, endorsed by the UN General Assembly

and involving thousands of participants from most countries of the world.

Each summit also required much preparatory work through an elaborate

Working Group structure. The final declarations from the Geneva and

Tunis summits refer to the importance of privacy. The former, for in-

stance, declares that ‘‘within this global culture of cyber-security, it is

important to enhance security and to ensure the protection of data and

privacy, while enhancing access and trade.’’7 The Tunis Declaration

called upon all stakeholders to ‘‘ensure respect for privacy and the protec-

tion of personal information and data, whether via adoption of legisla-

tion, the implementation of collaborative frameworks, best practices and

self-regulatory and technological measures by business and users.’’8

However, both references are buried in these respective documents,

indicating that privacy was never going to be a prominent issue for

the large numbers of developing societies concerned about economic

infrastructure questions, and the more authoritarian regimes fixated on

national security issues. Ralf Bendrath, one of the co-coordinators of the

Privacy and Security Working Group of WSIS has documented the di‰-

culty of injecting privacy and civil liberties language into these documents

in the face of strong security agendas. He and his colleagues lobbied tire-

lessly to improve the language from a privacy perspective, and thereby

inject the issue into the broader debate about the information society.

But the results were disappointing, and civil society groups eventually dis-

associated themselves from the o‰cial summit documents, and distrib-

uted their own set of commitments. More important than the results of

WSIS were the networking opportunities. Bendrath’s conclusions are

instructive:

As the WSIS example has shown, privacy advocacy groups are much more suc-

cessful if they work toward roughly the same goals as the private sector, even if

coming from di¤erent angles. This has repeatedly been the case in the past, e.g.,

in the U.S. ‘‘crypto wars’’ against the Clinton administration’s plan to install a

backdoor in encryption systems . . . However, as those past privacy lobbying

e¤orts which were lost have also shown, the notion of privacy still has to struggle

with the ‘‘security’’ agenda. Privacy also has still some way to go before it be-

comes a value that is supported and taken serious by a broad majority of players.
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To the majority of WSIS governmental delegates, or even civil society groups, pri-

vacy remained a marginal issue, abstract in content, and much harder to grasp

and advocate than, for instance, freedom of expression.9

Privacy Campaigns

For much of the 1990s, and beyond, the privacy advocacy network has

engaged in campaigns against specific measures or programs. There is, of

course, no common understanding about what does, and does not, con-

stitute a ‘‘campaign.’’ It is probably the case that most advocates would

regard campaigns as relatively broad based and involving a number of

di¤erent actors. Campaigns generally also imply some duration, or at

least more than an ephemeral interest in a topic. Beyond that, there is

considerable variation across four dimensions—the nature of the launch,

the breadth, the duration, and whether they are uni- or multi-centered.

We can analyze these variations with reference to some of the cases dis-

cussed in chapter 5.

With some campaigns, and particularly those that predated the Inter-

net, there is an o‰cial ‘‘launch.’’ The Australia Card campaign, for in-

stance, was formerly initiated on August 31, 1987, at the Sebel Town

House in Kings Cross, Sydney. The media attended in large numbers,

and the campaign led the evening news across Australia. APF was inaug-

urated at the same time and the campaign gained momentum from that

time on. Another example is the Global Internet Liberty Campaign

(GILC), unveiled by EPIC and the ACLU at the 1996 meeting of the

Internet Society, and funded by the Open Society Institute’s Internet Pro-

gram. This campaign brought together a diverse group of new, and estab-

lished, human rights and civil liberties organizations from five continents.

However, it lacked institutional and policy focus and its activities waned

by the end of the decade.10

Typically, however, it has not been common to launch a campaign

with a public event at one defined moment. The campaign against Lotus

Marketplace emerged spontaneously, initially within the mainstream

media, and then through electronic bulletin boards. There was little or-

chestration of these online protests. The campaign against Clipper also

emerged quickly and spontaneously within a number of newsgroups, al-

though there was more orchestration by the EFF and CPSR. The former

convened the Digital Privacy and Security Working Group (DPSWG).

The latter coordinated the electronic petition that had its origins in a let-

ter sent to President Clinton by CPSR, and signed by a number of famous
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cryptographers. Marc Rotenberg explains: ‘‘Soon the letter became a

petition. And then researchers, students, and company CEOs put their

names to the statement. In all, more than forty-seven thousand people

on the Internet said ‘‘I oppose Clipper’’ and supported our e¤ort to send

a clear message to the White House that it was not for the government to

prevent citizens from using good tools for privacy protection. The Clipper

campaign was probably the most successful petition drive ever organized

on the Internet.’’11 However, it is very di‰cult to pinpoint a specific date

at which a ‘‘campaign’’ against Clipper was o‰cially launched.

This pattern of spontaneous and unpredictable action from a multitude

of ‘‘netizens,’’ combined with a certain prompting and orchestration from

those within the privacy advocacy network, characterizes the other major

privacy campaigns of the 1990s. The campaigns against DoubleClick,

against Intel, against MS Passport, and later against Google’s Gmail

product were all a blend of spontaneous protest and more centralized

orchestration. These campaigns were not ‘‘launched.’’ They didn’t need

to be. They evolved organically through a steady accumulation of dis-

persed actions, which occasionally came together in a concerted manner,

and more often did not.

The breadth of campaign support is also an important variable to con-

sider. The typical pattern by which campaign support is mustered is for

one group to take the lead, perhaps draft a letter or a complaint, and

then circulate for support. Other groups then sign on. The strategy is a

common one within social movement politics. It is, as Lee Tien of the

EFF remarks, not di‰cult to get people to sign on, provided someone

else is doing the work:

The strategy of coalition building and the strategy of getting other people to do

work tend to converge. It helps that we are [the] EFF because we have a pretty

high profile and people will pay attention to us. If I suggest to a number of people

that a certain issue is important and we ought to do something on it, we then get

the usual suspects to sign on. We do the initial heavy-lifting and then they will

come in. That often will work. . . . A lot of time we’ll just do it and see if anybody

picks up on it. It depends on how much time we have, and how well we know this

issue.12

There is also an assumption that the longer and more diverse the list

of groups endorsing a particular campaign, the greater the chance of

success. When we examine the history, both in the United States and else-

where, the connection between the size and diversity of campaign support

and the ultimate success is far from clear. There have been some very

widely coordinated campaigns that have achieved next to nothing. For
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example, in the wake of the publication of the Patriot Act after 9/11, a

broad-based coalition was formed in opposition called the ‘‘In Defense

of Freedom Coalition.’’ It involved around 150 organizations, 300 law

professors, and 40 computer scientists, from di¤erent countries, all of

whom subscribed to a ten-point statement about the attacks of 9/11. But

the coalition was not established to support or oppose specific legislation,

and has had very little impact on, for example, the Patriot Act, or on its

later reauthorization under the sunset provisions. The coalition has been

dormant since 2004.13

It is also worth examining the successive campaigns against Google,

which since its startup in 1998 has been gradually and systematically try-

ing to ‘‘organize the world’s information and make it universally acces-

sible and useful.’’ Its foundation is, of course, the search engine, which

depends on a Web crawler that accesses indexes and caches web content.

It also applies a precedence algorithm that sorts the pages that match any

given search-string into a sequence that is designed to be helpful for the

particular user. Google now provides many services that are increasingly

interlinked and interleveraged. Some have been developed internally.

Others have been acquired through takeover.

Privacy concerns first arose in a major way in April 1, 2004, when

Google launched its free e-mail program, Gmail. The program automati-

cally stores, processes, and maintains e-mails, contact lists, and other data,

to relieve the user of having to manage or delete e-mail messages. Gmail

is supported by advertisers who buy keywords, and uses ‘‘content extrac-

tion’’ on all incoming and outgoing e-mail in order to target the advertis-

ing to the user. For example, if the user is having an e-mail conversation

about arranging a game of golf, Gmail might present the user with ads

about golf vacations, golf products, alternative courses, and so on.

The privacy advocacy network soon sprung into action, and the cam-

paign was broad and transnational. On April 6, thirty-one privacy and

civil liberties groups signed an open letter, coauthored by the World

Privacy Forum and the Privacy Rights Clearinghouse, asking the co-

founders of Google Inc., Sergey Brin and Larry Page, to suspend scan-

ning of e-mail text for ad placement, set clear data retention and deletion

dates, and establish detailed written privacy policies about data sharing

among its business partners. Of particular concern was the privacy rights

of nonsubscribers who had not consented, and indeed may not even be

aware that their communications were being analyzed or that profiles

were being compiled. On April 9, the EFF announced that it was engag-

ing in talks with Google about this service. On April 19, 2004, PI filed a
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complaint asking the privacy and data protection commissioners of many

of the EU countries to investigate the privacy implications of Google’s

Gmail service. On April 23, APF wrote a letter to the Australian Federal

Privacy Commissioner expressing concerns regarding Google’s violation

of the Privacy Act of 1988.14

Particular attention focused on legislative developments in California.

In February 2004, State Senator Liz Fitgueroa had introduced Bill SB

1822 in an attempt to address privacy concerns with regards to the sale

of social security numbers. In April, the bill was amended heavily to pro-

hibit a provider of an electronic mail or instant messaging service from

knowingly divulging or deriving personally identifiable information, user

characteristics, or content of an electronic mail or instant message while

the electronic mail or instant message is being electronically stored by

the provider. With this legislation, scanning was only allowed with the

consent of all parties. In May, EPIC, the World Privacy Forum, and the

Privacy Rights Clearinghouse also sent a letter to California Attorney

General Bill Lockyer calling for an investigation of the Gmail service for

possible violations of state eavesdropping and wiretapping laws. The

letter pointed out that California law requires the consent of all of the

parties involved. If Google were found to be in violation of California’s

Penal Code 631, Gmail users could face possible civil and criminal penal-

ties.15 A separate letter was also sent out on this day to Google cofound-

ers Sergey Brin and Larry Page, notifying them of Google and Gmail

users’ possible liability.

Google’s response was to defend itself strenuously. They lobbied

against the California bill and secured the removal of the major consent

provisions; the Online Privacy Protection Act went into e¤ect in June

2004. Even though Google changed its main privacy policy as a result of

this legislation, nothing in the law prevented the Gmail service from being

implemented as planned. Google also convinced the California attorney

general that there was no potential exposure of Gmail users to the provi-

sions of California’s penal code. European data protection authorities

were also powerless, because there was no way to prove that Google

were in any way dishonest about their intentions, nor planning to profile

personally identifiable information.

Google also quickly and e¤ectively waged its own media campaign,

especially in the computer trade press. A series of sympathetic articles

appeared. For a while, also free Gmail accounts were only available on

a very limited basis to Google employees and friends. They skillfully

manipulated the anticipation of this new service by sending out free
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e-mail packages to many journalists. For a few weeks, invitations to open

a free Gmail account were actually being sold on eBay. Google also skill-

fully used the power and centrality of its Web page to convey a very

strong message that there had been a lot of misinformation circulated

about Gmail, that e-mail content was not going to be shared with third

parties, that Gmail did not violate the privacy of nonsubscribers, and

that the provision of information by Gmail subscribers was entirely con-

sensual.16

Thus the Google campaign had a rather di¤erent outcome from those

against DoubleClick, Intel, and Microsoft. There was immediate pressure

exerted on a number of fronts, but the Gmail service was introduced, and

to this day operates basically as planned. The privacy advocacy network

was left with a lot of questions about the extent to which consumer

profiling actually takes place within Google, about the relevance of sev-

eral important patents registered in Google’s name, and with a series of

admonitions to the privacy-conscious Internet user to subscribe to other

e-mail services. Google was also clearly prepared for the protest, and

responded with a brilliantly coordinated media strategy of its own. It

had learned from previous privacy campaigns.

At time of writing, Google is also under scrutiny from the network for

the privacy implications of its StreetView application, as well as for its

proposed takeover of DoubleClick. Unlike some of the other campaigns,

therefore, this is ongoing, and perhaps open-ended. Many of the others,

such as those against Intel, DoubleClick, Microsoft, or ChoicePoint,

were defined by a relatively precise endpoint when the company backed

down, or settled a complaint, and a ‘‘victory’’ of sorts could be declared.

Because of the breadth and power of Google, however, the campaigns

against its various applications seem more multifaceted, complex, and in-

extricably tied to far larger considerations about market control.

Other campaigns have also been quite open-ended. On the face of it,

the NO2ID campaign in Britain initially lost in its attempt to derail the

U.K. identity card scheme. However, it is still very active and in so being

has continued to critique the implementation of the card scheme, the

costs, and the technical requirements. The campaign thus claims that

the credibility of the entire scheme has been seriously undermined, and

the government of Gordon Brown is reported to be far less enthusiastic

than that of Tony Blair.

Finally, with some campaigns it is possible to locate a central group

that is responsible for the coordination, and the bulk of the work. The

typical dynamic when an issue arises involves a fairly frantic set of
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conversations within the network, possible conference calls, and checking

with experts. Then somebody undertakes to do the ‘‘heavy lifting’’ and

requests others to sign on. Occasionally one group takes the lead. Some-

times, more than one centre of gravity evolves, and two or more nodes in

the network are visible. In the Clipper campaign, for instance, there was a

clear coalition clustered around CDT and its DPSWG, and another cen-

tered on the work of CPSR. Two sets of complaints, again emanating

from both CDT and EPIC, were lodged against the Intel PSN. The par-

ticular network configurations within individual campaigns sometimes

have to do with disagreements over strategy. More often they are the re-

sult of serendipity, and of who happens to have the time to drop other

things and perform the necessary work at the critical time according to a

short deadline.

The coordination of privacy campaigns takes time and e¤ort. Some

groups do not bother. They will, like PI, simply do their own thing and

invite others to join if they so wish. They will eschew attempts at coordi-

nation and compromise in favor of rapid action. Despite some consider-

able successes, the pragmatic and decentralized evolution of these privacy

campaigns convinced some in the network that more durable coalitions

needed to be forged. The period since 9/11 marks a new, and distinctive,

phase in the history of the privacy advocacy network.

Privacy Coalitions

There has been quite a long history of attempts to bring the privacy advo-

cacy network together in the form of more durable and institutionalized

coalitions. At the first CFP conference in 1991, for example, the U.S. Pri-

vacy Council was established. The purpose was to ‘‘build a consensus on

privacy needs, means, and ends, and will push to educate the industry,

legislatures, and citizens about privacy issues.’’17 It formed a newsgroup

(alt.privacy), but little else was achieved. It expired in the early 1990s.

Similar e¤orts have been attempted in Canada to link together the dispa-

rate groups and individuals within a Canadian Privacy Council.

The need for coordination in the United States is perhaps greater than

elsewhere because of the absence of an institutionalized data protection

authority. A group called the Privacy Coalition has been meeting in

Washington, D.C., since 1995. It is described as a ‘‘non-partisan coalition

of consumer, civil liberties, educational, family, library, labor and tech-

nology organizations’’ all of whom have agreed in writing to a ‘‘Privacy

Pledge’’:
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Recognizing the need to protect this essential freedom, I, (insert Member’s name),

pledge to my constituents in (State and District) and to the American people that

I will support a privacy framework to safeguard the rights of Americans in this

information age.

This framework includes

1. the Fair Information Practices: the right to notice, consent, security, access,

correction, use limitations, and redress when information is improperly used,

2. independent enforcement and oversight,

3. promotion of genuine Privacy Enhancing Technologies that limit the collection

of personal information and legal restrictions on surveillance technologies such as

those used for locational tracking, video surveillance, electronic profiling, and

workplace monitoring, and

4. a solid foundation of federal privacy safeguards that permit the private sector

and states to implement supplementary protections as needed.

The coalition formalized its organization in February 2001, and holds

monthly meetings coordinated by EPIC and an annual summit in Janu-

ary of each year.18

The breadth of this coalition is interesting. In addition to the ‘‘usual

suspects’’ it now includes a good number of more conservative groups,

such as the American Association of Christian Schools, the Eagle Forum,

the American Conservative Union, the Free Congress Foundation, the

Liberty Coalition, and the National Rifle Association. This membership

serves really as the core for a larger network of potential groups that

might come together for individual campaigns. Three major campaigns

have so far been launched. In October 2005, coalition members signed

on to a letter urging the Secretary of Defense to end the ‘‘Joint Advertis-

ing and Market Research Studies’’ Recruiting Database, which was to

include name, date of birth, gender, address, telephone, e-mail address,

social security number, ethnicity, high school, education level, college,

and intended field of study for more than thirty million Americans who

are sixteen to twenty-five years old. In 2006, the Privacy Coalition also

coordinated a campaign against the proposed exemption of several sys-

tems of records by the Department of Homeland Security.19

The most extensive campaign was the 2007 opposition to the REAL ID

initiative, the proposal requiring states to issue harmonized drivers’

licenses by May 2008. Among other strategies, the campaign encouraged

individuals to submit comments on the draft regulations for this scheme

through the federal government’s public submission portal.20 In the

sixty-day comment period, the DHS reported receiving around twelve

thousand comments. In just around ten days, a coalition of fifty groups
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was formed, as well as around eighty separate blogs. The coalition

against Real ID also includes some ‘‘strange bedfellows,’’ ranging from

the National Center for Transgender Equality to OpenCarry.org, a group

advocating the ability openly to carry firearms.

The model cannot, and does not, discriminate. Anybody willing to sign

the privacy pledge is welcome. The fact that much of this coalition build-

ing occurs in cyberspace, thus obviating the need for face-to-face meet-

ings, obviously assists the process. Further, whereas some groups can

sign on without serious internal consultation with members or boards,

others (such as Common Cause) have quite lengthy and bureaucratic pro-

cesses before public commitments to a particular campaign can be made.

The organizers of the privacy coalition clearly envisage that this model

provides a more e‰cient way to marshal support for a particular cause,

than does the more pragmatic and decentralized campaigns of the past.

However, they do exhaust a lot of time and e¤ort, possibly drawing

resources away from other initiatives.

Another group that defines itself as a ‘‘coalition’’ is the Coalition for

Patient Privacy, centered in Austin, Texas: ‘‘We are parents, patients,

doctors, lawyers, nurses, advocates, industry insiders, social workers,

caregivers and caretakers. We are people who use health care services

and citizens who want to restore our fundamental constitutional right—

the right to medical privacy.’’21 The coalition was formed in the wake of

the passage of the privacy regulations made pursuant to the 1996 Health

Insurance Portability and Accountability Act of 1996, and especially as a

result of the belief that these rules had been interpreted too loosely to per-

mit the sharing of patient medical information. The coalition runs an

electronic petition, and has been pressing Congress to strengthen patient

consent provisions in the wake of a weakening of these rules in 2003,

and wider measures to establish interoperability standards for electronic

health records. This coalition is also broad-based, and includes conserva-

tive groups such as the Christian Coalition of America, the Free Congress

Foundation, the Republican Liberty Caucus, the American Conservative

Union, and Right March.com.

The quite recent phenomenon of embracing the privacy interests of

those from all sides of the political spectrum is also evident within other

coalitions in other countries. A Canadian coalition, the International

Civil Liberties Monitoring Group (ICLMG), was formed in 2002 to

monitor the implementation of Canadian antiterrorism legislation. It

brings together over thirty NGOs representing the labor movement, envi-
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ronmental organizations, refugee and immigration advocates, humanitar-

ian and international development advocates, faith-based organizations,

as well as civil liberties and human rights representatives. Their concerns

are the broad human rights implications of counterterrorism measures,

including racism, refugee protection, and political dissent. The coalition

also includes faith-based groups, and notably the Canadian Friends

Service Committee (CFSC) of the Religious Society of Friends (the

Quakers). Deeply concerned about the implications for world peace as a

result of overreactions to the 9/11 attacks, the Quakers have been very

active in the ICLMG. As the CFSC explained to its members: ‘‘Before

December 2001, this issue was not on the agenda as an active concern

in any CFSC committee. Well, after the attacks of September 11th, our

usually quiet meetings for worship became quite noisy. Expressions of

grief and sorrow were followed by searching for nonviolent responses

and by a renewed commitment toward working for peace.’’22

In April 2005, the Quakers, through their Friends’ Committee on Na-

tional Legislation, joined the ACLU, the ICLMG, Statewatch, and Focus

on the Global South to launch an International Campaign Against Mass

Surveillance. A report entitled ‘‘The Emergence of a Global Infrastruc-

ture for Mass Registration and Surveillance’’ was published with the

launch of the campaign. The report begins: ‘‘Governments have begun

to construct, through numerous initiatives, what amounts to a global reg-

istration and surveillance infrastructure. This infrastructure would ensure

that populations around the world are registered, that travel is tracked

globally, that electronic communications and transactions can be easily

monitored, and that all the information that is collected in public and pri-

vate databases about individuals is stored, linked, data-mined, and made

available to state security agents.’’23 As of December 2006, an impressive

180 groups from all over the world had endorsed the campaign. On the

other hand, endorsement can require no more than the submission of a

very brief endorsement form with name of organization, country, contact

person, and e-mail address.

E¤orts at coalition building have also been seen recently in Europe.

The European Digital Rights Initiative (EDRI) was discussed in chapter

2. Begun in 2002, its initial rationale was to coordinate the work of Eu-

ropean civil liberties groups at the European level, as well as to counter

the U.S. dominance within the privacy advocacy network. It currently

embraces twenty-five privacy and civil rights organizations from sixteen

di¤erent countries. It has been particularly active on issues relating to
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data retention requirements, spam, telecommunications interception,

copyright and fair use restrictions, the cyber-crime treaty, rating, filtering,

and blocking of Internet content and notice-and-takedown procedures of

Web sites. It ceases to have a permanent o‰ce in Brussels, and so its main

visibility is gained through the weekly publication of the EDRI gram, a

biweekly newsletter about digital rights in Europe.

The issue of data retention in particular has provoked widespread

opposition. A Data Retention Directive, requiring ISPs and phone com-

panies to track and stockpile every user’s call, e-mail destination, and Web

access for later access by law enforcement, was passed by the European

Parliament in 2005. All member countries were supposed to pass enabling

legislation by September 2007, but few have. A campaign has been

mounting, especially in Germany, to prevent such legislation. In addition

to court challenges and legislative strategies, the issue has also sparked

street protests. The Working Group on Data Retention (Arbeitskreis

Vorratsdatenspeicherung) has been coordinating a coalition of around

fifty local and national groups.24 Three protests have so far been orga-

nized in Frankfurt, Bielefeld, and Berlin. The latter attracted around

fifteen thousand people on September 22, 2007. The campaign slogan

‘‘Freedom Instead of Fear’’ (Freiheit statt Angst) also indicated that the

coalition had adopted a more general aim to challenge the rise of the sur-

veillance state.

There is, of course, no common understanding about when a campaign

becomes a coalition, and vice versa. Campaigns tend to be more tempo-

rary, and perhaps more focused. In the language of network theory, a

coalition implies one or more relatively permanent and active nodes,

with relatively strong, multiple, dense, and intersecting ties. The flows of

information within coalitions should be constant and multi-directional. It

is also probable that coalitions should embrace groups with a genuine

and specific interest in a cause, rather than a general and undi¤erenti-

ated grievance against the government of the day. Sometimes, coalitions

against the surveillance issue of the moment can provide an easy vehicle

for groups to express more general political opposition. Coalitions can

appear, from the outside, to be broad but superficial if the only demand

for membership is the delivery of a pledge by e-mail. Nevertheless, the

period since 9/11 has been characterized by a notable e¤ort to broaden

the range of interests within the privacy advocacy network, and to estab-

lish, through groups such as the Privacy Coalition, a more permanent

and institutionalized network that perhaps can respond to surveillance

184 Chapter 6



schemes with a greater e‰ciency than occurred in the 1990s. Perhaps the

implications of the REAL ID proposals, for example, are su‰ciently

broad that it can genuinely embrace a range of very diverse groups. It

might, as Deborah Pierce of Privacy Activism believes, be a ‘‘harbinger

of things to come.’’ It might reflect the fact at last that privacy groups

have realized the need to pull together.25

Privacy coalitions are always, however, likely to shift as issues rise and

fall from political agendas. As Smith observes: ‘‘You get a bunch of peo-

ple who come into the movement because they care deeply about medical

records, and tomorrow we’re talking about wiretapping, and they say

‘what am I doing here?’ ’’26 This heterogeneity raises larger questions

about the potential for the development of a larger social movement that

will be discussed in chapter 7.

Privacy and Net Activism

The modern privacy advocacy network has been fundamentally shaped

by the Internet. We have seen that many groups have arisen principally

out of profound concern about the character of this new medium. The

conflicts with Intel, Microsoft, DoubleClick, Google, and so on, have

shaped advocates’ perceptions of their roles, their strengths and their lim-

itations. Privacy advocates were some of the first to see the potential of

this new medium to mobilize support in the challenge to surveillance

practices. The use of the Internet is not without its conundrums for pri-

vacy advocates. The near dependency of Internet users on the Microsofts,

Googles, and Intels creates dilemmas when that very technology is being

used to denounce the practices of its manufacturers. The Internet has

been both an instrument of surveillance, and a tool through which that

surveillance can be denounced.

Many privacy advocates are technologically very astute and have been

some of the first to develop online petitions, e-mail campaigns, Web sites,

and electronic newsletters and to use the potential of social networking

sites and blogs. We can therefore observe an interesting ten-year his-

tory of interaction between this network and the various technologies of

the day. The case will permit us, in conclusion, to interrogate some of the

prevailing hypotheses about the e¤ectiveness of Net activism. Is this

potentially a major example of new forms of democratic participation

that can reinforce counterhegemonic tendencies? Or is Net activism just

another ephemeral expression of ‘‘electronic panics’’ with little lasting

impact on social movement cohesion, or public policy?
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We have already mentioned several ways in which the Internet has

been used to support various expressions of information, symbolic, lever-

age and accountability politics. As new methods of online communi-

cation became available they were used—rapidly. The early online

communities, such as the Whole Earth ‘Lectronic Link (WELL), were

arenas for the discussion of privacy on the Net as early as the mid-1980s.

The privacy movement was one of the first to mobilize mass e-mail

petitions. It was one of the first to understand the potential for the pro-

fessionally designed Web site and the electronic newsletter. As the more

cumbersome electronic bulletin boards and LISTSERVS gave way to

social networking and the ‘‘blogosphere,’’ so privacy advocates also

embraced these new practices.

For many participants in the network, this embracing of online activ-

ism was a conscious choice. It demonstrated a rejection of Luddism.

Nobody could accuse an organization like EPIC of being against the

progress of technological development if, at the same time, it was using

advanced technology to communicate its message. Further, in these early

campaigns, there was a need to demonstrate that civil society groups were

as adept at using the Internet as were powerful governmental and corpo-

rate agencies. Campaigns such as those against Lotus and Clipper were

significant because of their boldness, taking both corporate interests and

governmental bureaucracy by surprise, and serving as an example to oth-

er activists. These campaigns exerted leverage because they were early.

They would not have anything like the same impact today.

The Internet has also supported the many e¤orts at accountability pol-

itics, especially through the immediate publication of a documentary rec-

ord about the various conflicts. Letters to companies and to government

agencies were immediately placed on the relevant Web sites. Responses

were also posted. A fine example is the campaign against the Intel PSN.

Deidre Mulligan was then at CDT:

With the Intel Pentium Serial Chip case, I wrote to all the OEMs [original equip-

ment manufacturers] and said ‘look I understand that you are going to use these

chips, what are you going to do to protect privacy? Is it going to be on or o¤ in

the BIOS? What are you going to do here?’ And I said ‘I’m going to put the

results to these questions up in ten days, so get back to me.’ The OEMs had

leverage over what Intel did in the future. I didn’t necessarily think that the

customers as end-users had leverage but I thought that the OEMs did, and

they didn’t want to be left holding the bag.27

This entire correspondence was, and is, available on CDT’s Web site.28

Most privacy advocates have proceeded with a presumption of publicity,
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when disputes like this arise. As a publicity tool, the Internet provides an

e¤ective and immediate instrument for accountability.

It is perhaps with respect to the more routine provision of information

about privacy that the Internet has been the most benefit. Groups like

EPIC, for example, gain a reputation through their regular provision of

useful information. The Web site is updated everyday. The EPIC News

Alert goes out to online subscribers once a week. The international survey

of Privacy and Human Rights, the 2007 edition of which runs to eleven

hundred pages, is published annually (EPIC 2007). In Europe, the EDRI

gram is published bi-weekly. These, and other sources, provide informa-

tion not just for the devotees, but for any individual or group interested

in privacy questions. They support academic research, and provide re-

sources for governmental agencies, including the many data protection

authorities. The politics of privacy is as much a battle over information

as over other resources.

Web sites are not just catalogues informing users about information

and events, but also instruments to mobilize support and pressure. The

contemporary privacy advocacy Web site will combine the provision of

information resources in multimedia format with instruments to mobilize

and connect. The recent German demonstrations against data retention

were supported by a very popular wiki.29 On CDT’s Web site, you can

‘‘Adopt your Legislator’’ and be alerted when your own members of Con-

gress are about to vote on policy issues a¤ecting online civil liberties.

Other strategies for encouraging communications with those in power in-

clude: the provision of form letters of protest; the publication of e-mail

addresses of relevant government departments and corporate CEOs; and

the circulation of online petitions. EFF’s Web site incorporates easy-to-

use e-mail and fax options for communicating with federal and state legis-

lators about relevant bills of the day, and for posting comments on

controversial proposals, such as those about Real ID. Privacy Activism

is the group within the network that has made the most e¤ective use of

social networking sites like Tribe.net, MySpace, Free Association, and

Yahoo! Each has active and expanding group discussions on privacy

issues. Occasionally, the online networking spills over into face-to-face

meetings in the co¤ee shops about privacy.30

Opinions di¤er, however, about whether this volume of online activity

is e¤ective. The campaign against the Communications Decency Act in

the United States in the late 1990s illustrated a sharp contrast between

the old-fashioned lobbying techniques of the Christian Right and the

strategies of online activists. It elicited a biting critique from Simon
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Davies: ‘‘While the politicos have been raping the Constitution, netizens

have been preaching to the choir. . . . Congress and the White House have

come to believe that the Net is useless as a political weapon—and that its

users are incapable of organized political resistance. If netizens want to

stem the hemorrhage of remaining freedoms, this passive stance must

change—and fast. Yet all that impassioned ASCII amounted to little

more than a digital wank-o¤ session, as netizens wasted time preaching

to the converted.’’31

Whereas in the 1990s, online strategies were often seen as novelty, and

something to be reported in its own right, they are now commonplace.

There is now a clear recognition that the online presence should be a

component of a sound and integrated media strategy for any advocacy

group. Online strategies should complement dealings with the traditional

media. But how has this relatively long history of online activity a¤ected

the network itself ? Do the e-mail campaigns, online petitions, blog discus-

sions, electronic newsletters, and sophisticated Web sites serve to coalesce

the privacy advocacy network? Does this activity deepen the sense of

shared commitment as well as broaden the range of individuals and

groups involved? These questions go to the heart of contemporary de-

bates about the nature and importance of ‘‘cyber-activism.’’

The Privacy Advocacy Network and Cyber-activism

There is now a significant theoretical and empirical literature on the

e¤ects of the Internet on social and political activism. For many social

activists and advocates, the Internet has transformed their work. It en-

ables them to breach barriers of geographical distance, cost, time, and,

to some extent, censorship. The Internet clearly has the potential to radi-

cally disrupt traditional assumptions about how groups do, and should

operate, and how other actors should respond to them. Some certainly

see Internet activism though grassroots networks as an exciting form of

democratic participation with significant counterhegemonic implications.

Research has demonstrated that the Internet does not make collective

action impossible just because individuals are socially and geographically

isolated one from another (Brunsting and Postmes 2002).

Others are more skeptical, pointing to the inherently isolating proper-

ties of the medium that weakens social connections, and thereby under-

mines the normative ties that bind communities together. The skeptics

point to the extreme, disruptive, and confrontational actions that tend to

be reported in the popular media. They also suggest that Internet advo-
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cacy is ephemeral and thin. It gives rise to ‘‘electronic panics’’ rather than

sustained campaigns. As Ron Diebert explains, ‘‘the fear is that rather

than a world of democracy, the future holds an increasing logistical night-

mare of thousands upon thousands of niche interest groups buzzing

around every conceivable international forum where nothing is achieved

but endless gridlock’’ (2000, 256).

The truth is obviously somewhere in between. The Internet provides

advantages and also carries risks. The task in the conclusion of this

chapter is to examine the literature on cyber-activism with a view to

understanding the conditions under which the Internet is more likely

to establish e¤ective online networks. There is no question that this form

of political participation is di¤erent. But does the di¤erence make a dif-

ference, both to the cohesion of the privacy advocacy network, and to its

e¤ectiveness in the political arena? There are clearly a number of aspects

of Internet activism, noted in the general literature, which are also exhib-

ited with respect to the privacy advocacy network.

Cyber-activism, as many have noted, grows from an environment

characterized by a multiplicity of senders and receivers. It is a plural and

flexible network, easy to join and capable of rapid restructuring as orga-

nizations arise, leave, adapt, and redefine themselves. Pressure is no lon-

ger the result of hierarchical attempts at interest aggregation, but of a

multiplicity of agents using the Internet as a medium to establish relation-

ships across diverse structures and locations. Not only is the Internet a

faster communications medium, it has ushered in a qualitatively di¤er-

ent set of political dynamics. For example, organizations that are older,

larger, and resource rich have tended to rely on Internet communications

to amplify their preexisting communication strategies and routines. New,

resource-poor organizations, on the other hand, that challenge existing

state and corporate hierarchies are defined in important ways by their

Internet presence. They are more likely to embrace the new medium and

use it in innovative ways (L. Bennett 2004, 125).

This network structure is also arguably more resilient. Large and flexi-

ble coalitions exhibit what Gerlach has termed ‘‘the strength of thin ties’’

(Gerlach 2001).32 Attacks by opponents might succeed in lopping o¤ one

or two arms of the multiheaded hydra, but they cannot fundamentally de-

stroy the network. When the costs of entry and exit are relatively low,

and there seems to be a danger of hijack, participants may leave and re-

turn with di¤erent roles and a‰liations. Movements dominated by large

hierarchical structures, on the other hand, are more vulnerable to crisis

from within, and opposition from without.
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The Internet does not cause contemporary activists to organize in non-

hierarchical, distributed, and flexible ways. But it does reinforce the exist-

ing biases of many contemporary activists, who want to get things done,

rather than worry about rules and organization. Here’s Roger Clarke on

APF: ‘‘Organizations like ours. . . . do not sit there with mission state-

ments, and nice long lists and tick things o¤ and allocate resources.

Organizations like ours get out and do things. Movers do things. Cer-

tainly from time to time, we need to put out a call ‘can anybody handle

this one?’ And more often than not, somebody manages to put their hand

up.’’33 If privacy advocates can reach their objectives without the pre-

requisites of group organization and aggregation, then that is the over-

whelming preference. The Internet clearly facilitates that preference.

A further advantage of cyber-activism is its ability to cast the spotlight

on bad corporate behavior from afar. It can promote the phenomenon of

‘‘witnessing at a distance’’ (Ribeiro 1998), thus facilitating the rapid and

widespread sharing of information and opinions about practices any-

where in the world. Research in other policy areas has demonstrated

that transnational activists can and do spotlight the behavior of firms

and the lax standards of states that facilitate that behavior. When firms

participate in a global economy, not only do they export their capital in-

vestment; they also take their reputations, brand names, and images. The

‘‘spotlight phenomenon’’ can expose questionable practices such as the

use of child labor, the hiring of workers at below minimum wages, envi-

ronmental degradation, or the e¤ects of landmines. Under pressure, mul-

tinational firms are reluctantly forced to accept responsibility for the

abuses perpetrated by foreign contractors and subsidiaries. Such pressures

have led to global codes of conduct to which companies have been forced

to adhere (Spar 1998).

The privacy advocacy network, without explicitly recognizing it, has

developed a particularly important tradition of spotlighting. Whether the

respective campaigns were successful or not, the network has been able

rapidly to expose the worse e¤ects of third-party cookies, of key-escrow

encryption, of the construction of online databases through search engine

data, and so on. These practices might not have the immediate and vis-

ceral impact of campaigns against other forms of corporate abuse, but

they have altered the debate, placed these issues on political agendas, and

served serious warnings to irresponsible corporate actors. The ‘‘spotlight

phenomenon’’ has also contributed to the raising of international privacy

standards (Bennett and Raab 2006, 274).

Cyber-activism serves the privacy advocacy network well because the

issue itself is more amenable to the capacities of the Internet, than are
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some others. Privacy is an inescapably global question. Populations

everywhere are a¤ected by the corporate policies and behaviors of the

Microsofts, Googles, and Intels. Unlike some environmental questions,

where the impacts are felt disproportionately depending on location,

with privacy there are universally felt impacts. Cyber-activism in support

of some environmental causes, for instance, will have a variable impact

on the cohesion of the network depending on whether that activism is

about clearcut forests, polluted oceans, toxic waste dumps, or whatever.

Here, the ubiquity of the resource to be protected (personal data) can in-

spire a more universal set of concerns. The Internet has provided the tools

through which a technologically sophisticated, possibly ‘‘geeky,’’ privacy

advocates network can convey those concerns to government and busi-

ness, and build a far larger network than was possible before.

At the same time, the risks and weaknesses of Net activism, docu-

mented in other studies, are observed here as well. Most computer-

mediated communication is asynchronous. Synchronous tools (like the

telephone, audio and web conferencing, instant messaging) enable real-

time communication and collaboration at a single point in time. Asyn-

chronous tools (e-mail, blogs, discussion boards) enable communication

and collaboration through a ‘‘di¤erent time-di¤erent place’’ mode, allow-

ing people to connect according to each individual’s convenience and

schedule. Asynchronous tools are useful for sustaining dialogue and col-

laboration over a period of time and for providing people, perhaps within

di¤erent time zones, with resources and information that are instantly

and continuously accessible. They are also helpful in capturing the his-

tory of the interactions of a group, and in allowing for a collective mem-

ory to be more easily formed. They permit users to manage their time

more e‰ciently, to prioritize, to avoid disruption of creative processes,

and to separate work from social life. But these advantages also reduce

the emotional and human qualities of direct communication. Asynchro-

nous communication is disembodied and unconnected. It does not permit

senders or receivers accurately to judge the motivations, emotions, and

attitudes of one another. It demands no instant feedback. In a political

context, it changes the dynamics and nature of collective action, and per-

haps militates against the building of social trust (Franklin 1999, 150–

155).

Asynchronous communication can, therefore, make it di‰cult to

achieve common idea framings. It does not permit the deeper generation

of ideological arguments of justification. The openness of the networks

invites diverse activists from diverse groups to join campaigns, but also

contributes to ideological and identity ‘‘thinning’’ (L. Bennett 2004, 134).
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Indeed, in some instances, groups might join networks and campaigns in

the expectation that there will not be the penetrating analysis of di¤erent

political perspectives. For instance, there is an unwritten rule within the

Privacy Coalition that everyone sticks strictly to the issue at hand—pri-

vacy. Any deeper penetration of the ideological reasons why groups

from both the right and left would find the issue interesting might easily

expose contradictions and conflicts, and weaken the coalition. So some

contentious issues, like abortion or gun control, just don’t get discussed,

either online or o¿ine. A condition for the formation and persistence of

the coalition is, therefore, the very absence of discussion about the deeper

ideological reasons why the group might be interested in the privacy

issue. This obviously contrasts in stark ways with the intense squabbling

over the ‘‘true’’ meaning of doctrine that has characterized and splintered

many groups on the Left and the Right.

Thus networks such as the Privacy Coalition can demonstrate a

breadth of concern and can allow groups to give voice to their various

interests, but they do not produce the collective action ‘‘frames’’ that are

normally associated with the growth of social movements over the long

term. They do not produce any kind of permanent sense of an ‘‘us’’ and

a ‘‘them.’’ It is not only that the public interest advocates can come and

go, depending on their commitment to and interest in individual issues; it

is also the case that some interests that might very well be defined as a

‘‘them’’ for one dispute can become an ‘‘us’’ for another. We have al-

ready documented the perceived value among the privacy advocacy net-

work of forging allies in the private sector. Yet some companies can be

enemies at one moment, and allies the next. Some individual actors can

be within civil society at one moment, and move through the ‘‘revolving

door’’ to work for the corporate sector or the government the next.

The degree of ideological discourse and identity-framing seems to be

inversely related to the number and diversity of groups in the network.

This very openness permits diverse groups to expand the universe of

issues and diversify organizational agendas. The logic of the open net-

work makes connections between disparate issues and groups possible,

but it also produces intellectual dilemmas. For groups like EPIC, the

hub and orchestrator of the privacy coalition, the philosophy that any

civil society actor can be a privacy advocate, and anybody can join these

campaigns, clearly broadens the potential for political e¤ectiveness. But

that breadth also incorporates a danger that the universe of privacy issues

can expand and proliferate, complicating the problem of issue framing for

a protean concept that is notoriously di‰cult to frame in the first place.
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There is also the risk that an ideologically thin network is more amena-

ble to temporary campaigns rather than long-term strategic partnerships.

‘‘Strange bedfellows’’ have been a feature of coalition politics for a long

time. Experience has suggested, however, that such coalitions dissolve

quickly as soon as a particular battle is over. The relative speed and ease

of coalition formation on the Internet is ideally suited to the kinds of

transitory campaigns waged in the name of privacy. However, it is by no

means clear that this succession of campaigns is building anything more

permanent. Neither is it clear that any one group within the privacy ad-

vocacy network has the su‰cient credibility, resources, and inclination to

do anything more. There have been some tentative e¤orts to cement link-

ages across campaigns. However, it is too early to tell whether these ini-

tiatives represent a more permanent presence that can develop the true

sense of solidarity and belonging characteristic of more established social

movements.

Research has also demonstrated that the openness of online networks

can serve to diminish group identity, and change organizational struc-

tures and processes. The Internet is not simply subordinated to the agen-

das, routines, and structures of existing hierarchical organizations. It

shapes the organizations and the relations between them. Lance Bennett

identifies a number of organizational dynamics from his case-studies of

online activism. Organizations may be transformed because of the de-

mands of network actors. They may move on to other networks to pro-

tect their roles and identities as hub organizations. They may split away

and produce successor networks (L. Bennett 2004, 136–140). Bennett’s

arguments suggest that for groups like EPIC, for instance, the hub and

orchestrator of the Privacy Coalition network, there is a danger that its

agenda can be altered by the myriad interests of the groups it is trying to

coordinate. The groups at the ‘‘hub’’ can sometimes be overwhelmed by

the procedural demands of coalition-building, rather than the substantive

value and the policy goals. The Internet is not just a communication me-

dium, it is an organizational principle.

The transitory nature of Internet campaigns risk also being interpreted

as ‘‘electronic panics.’’ The analysis of earlier campaigns, such as those

conducted in the name of the antiglobalization movement, has suggested

that the medium itself has the tendency to spread contentious politics

(Ayres 1999). The medium encourages the rapid dissemination of ‘‘facts’’

that may not be accurate. It exaggerates the level of opposition and polar-

izes the debate. It can, in some interpretations, reinforce a contempo-

rary tendency in modern politics to engage in ‘‘moral panic.’’ This term
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typically refers to the phenomenon by societies occasionally to obsess

about practices deemed deeply unsettling to established cultural norms.

Reason and perspective give way to hyperbole and hysteria. In their

more extreme forms, certain groups are held up as scapegoats, and

scorned by a majority as the cause of any manner of social problems

(Cohen 1972). More generally it is a term applied to any irrational and

exaggerated attempt to construct problems in social and political terms

and to demand any kind of collective response.

Moral panics are often at the heart of the more intrusive surveillance

systems, as individual cases of crime or deviance become constructed as

representative of a larger problem demanding a general response in

terms of video surveillance, drug testing, national identity cards, genetic

databanks, RFID tagging, or whatever. But moral panics can also be

fomented on the other side of the debate. Much of the early battle over

cryptography, for example, had such a flavor, with the proponents argu-

ing for surveillance capabilities like key escrow to ensure that the Net was

not taken over by terrorists and child pornographers, and the opponents

warning against the slide into the Orwellian state. Particularly in the early

campaigns, the novelty of online activism motivated overenthusiastic

netizens to communicate their outrage at particular practices, without

checking facts, and without the discipline imposed by organizational

membership. Folklore quickly developed, sometimes at odds with the

seriousness of the particular intrusion.

Laura Gurak has carefully documented the various instances of misin-

formation that circulated within online discussion groups about the Lotus

Marketplace product and the Clipper Chip. The speed and power of on-

line communications produced in each case an ‘‘online ethos’’ and a mis-

placed trust in the self-regulating power of the Internet to weed out false

and misleading postings. Instead, there was an exigency to respond that

produced inaccurate or exaggerated information (Gurak 1997, chap. 6).

Another illustration is the dispute in September 1996 about the Lexis-

Nexis ‘‘P-TRAK’’ personal information database. This product compiled

a variety of personal information from public sources for resale to the le-

gal community for use by general legal practitioners, litigators and public

attorneys, as well as law enforcement agencies and police departments.

The way that misinformation circulated about this product was likened

to the age-old game of ‘‘telephone,’’ where one person whispers a message

to another in a chain to the point at the end where it bears absolutely no

relationship to the original (Chick 1996). The amount of misinformation

that circulated about P-Trak, and especially about the extent to which the
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social security number was collected and shared (in possible contraven-

tion of federal law), prompted a sti¤ response from the company on the

major privacy newsgroups of the day. In the case of Privacy Forum, the

moderator even intervened by calling the company lawyer to try to estab-

lish some facts. However, disputes such as these are often more about

the protest than about the facts. They are characterized by a pattern of

claim and counterclaim, rather than the search for the truth. Like other

electronic panics, the result was the ‘‘cyber-di¤usion of contention’’ sup-

porting Je¤rey Ayres’ point that the ‘‘Internet holds the power to turn

unreliable and unverifiable information into a global electronic riot’’

(Ayres 1999, 132).

Conclusions: Usual Suspects and Strange Bedfellows

The privacy advocacy network is a very modern example of transnational

activism. Yet in many ways, its structure is not unlike that of other social

movements. According to Gerlach, the most common types of social

movement organization are characterized by three features. They are seg-

mentary: ‘‘composed of many diverse groups which grow and die, divide

and fuse, proliferate and contract.’’ They are polycentric: ‘‘having multi-

ple, often temporary, and sometimes competing leaders or centers of

influence.’’ And they are networked: ‘‘forming a loose, reticulate, inte-

grated network with multiple linkages through travelers, overlapping

membership, joint activities, common reading matter, and shared ideals

and opponents’’ (Gerlach 2001). This analysis was based mainly on the

observation of the environmental movement, but it is a relatively accurate

depiction of the network described in this chapter. The privacy advocacy

network is composed of multiple groups and individuals with varying

commitments to the central value of privacy. It is nonhierarchical in the

sense that no one group is considered more important than any other.

There is no one person who can claim to speak for the network as a

whole, any more than there is one group that is representative of the en-

tire movement. It is an open network. It has no defined limit. It expands

and contracts depending on the issue and the opponent.

What then are the ties? What makes it a network, distinguishable from

the mass of organizational and individual actors within civil society?

We have discussed the importance of conferences, campaigns, and

Net activism. There is no question that the privacy advocacy network is

now broader, larger, and more diverse than it was twenty, or even ten,

years ago. It is also clear that the Internet is largely responsible for this
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transformation not only because of its facilities as a communication and

networking tool but also because privacy is at the heart of the very

medium that the activism is trying to influence. With other issues, cyber-

activism is just an instrument to advance a cause. In the advancement

of privacy rights, cyber-activism is largely about the Internet. Cyber-

activism is deeply a¤ected if individuals cannot have assurances that their

private communications are protected. The medium and the message are

inextricably and mutually linked and implicated.

However, despite the success in embracing online tools of communi-

cation and networking, personal relationships have still endured and

remained very important. Some of the respondents interviewed for this

study have remained committed to the cause since the 1970s. A further

enduring aspect of network building is the importance of the ‘‘traveling

evangelists,’’ the individuals who carry information across the network.

They ‘‘zealously spread the ideology of any movement, promoting its

ideas, reinforcing the beliefs of participants, exhorting them to action

and helping them recruit newcomers and form groups, raise funds and

mobilize against opponents’’ (Gerlach 2001, 296–297). Many of these

evangelists do direct individual segments of the network, and are gener-

ally recognized by the media as leaders of the movement. However, they

also spread the word—giving speeches to governmental, corporate, and

civil society audiences and appearing in the traditional media. The per-

sonnel have changed over the years, but it is also instructive that some

individuals that came to this issue in the 1970s have not wanted to move

onto other pursuits.

At the same time and because this issue is endlessly fascinating, it is

continually refreshed by the intellectual challenges posed by new tech-

nologies, and by the entrance of new actors into the network—new

advocate/activists, advocate/consultants, advocate/academics, advocate/

journalists, advocate/technologists, and advocate/artists. Hosein likes it

that way: ‘‘You want a dynamic environment. You don’t want a very

well established environment with key players and so on and so forth. I

like that there are people whom I have never heard of speaking on pri-

vacy issues. Some of them talk rubbish, and some of them are incredible.

It is so dynamic.’’34

Privacy is also an issue that continues to attract younger people. There

is evidence that a newer generation of privacy advocates has built some

strong bonds of trust and a‰liation as a result of similar educational

experiences, especially within some of the major law schools. In the

United States, the Boalt Law School, University of California, Berkeley,
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the Berkman Institute for the Internet and Society at Harvard, the Stan-

ford Center for the Internet and Society, for example, have been im-

portant training grounds for students with broad interests in law and

information technology. In Canada, the same can be said of the Cana-

dian Internet Policy and Public Interest Clinic (CIPPIC) at the University

of Ottawa. These kinds of programs were generally not available to ear-

lier generations of privacy advocates. As a result of these experiences, as

well as opportunities for internships with groups such as EPIC, ties have

been forged among the more junior sta¤ members within the privacy ad-

vocacy network.

The question in conclusion is whether this network constitutes a ‘‘social

movement?’’ Is this segmentary and polycentric network something that

will endure because of the nature of the issue? Or will it cohere, coalesce,

develop, and mature in other ways? What can the scholarly literature tell

us about the possible futures for the privacy advocacy network, and thus

for the issue itself ?
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7 Movements and Futures

It is poor civic hygiene to install technologies that could someday facilitate a police

state.

—Bruce Schneier

Privacy will be to the information economy of the next century what consumer pro-

tection and environmental concerns have been to the industrial society of the 20th

century.

—Marc Rotenberg

Get a couple beers in them and [privacy advocates] will fantasize about what they

call the ‘‘Privacy Chernobyl’’—the one privacy outrage that will finally catalyze an

e¤ective social movement around the issue.

—Philip Agre

The analysis presented so far would lead to the following conclusions

about privacy advocacy. The activities of civil society actors have tended

to be marginalized in literature and by other actors in the policy commu-

nity. Yet their activities are more important than people realize—the

cases addressed in chapter 5 substantiate that point. Further, they are be-

coming more visible and more important, partly because of online activ-

ism, but also in some respects because of the need to pull together in

response to the increasing surveillance post-9/11.

However, there is no concerted worldwide privacy movement that has

anything like the scale, resources, or public recognition of organizations

in the environmental, feminist, consumer protection, and human rights

fields. In the privacy protection sector, there is a diverse, open-ended,

and fluid range of groups and individuals, stretching from traditional civil

liberties organizations, consumer associations, and groups established to

promote freedom in cyberspace to more specialized groups involved with

singles issues. When privacy conflicts arise, they tend to be waged by

loose coalitions that come together for specific causes and then disband.



So far, the analysis has tended to support David Lyon’s observation that

‘‘it is unlikely that in the case of resistance to surveillance items like data

protection and privacy would ever become political ‘hot button’ issues. . . .

It sounds as if the politics of surveillance is wishful thinking’’ (2001, 135).

But is this the way it has to be? Rotenberg’s comparison with the envi-

ronmental movement is premised on an assumption that today’s privacy

advocacy network will be transformed into a more coherent and recogniz-

able social movement with similar visibility to that of environmentalism.

An antisurveillance politics will continue to grow and challenge the bu-

reaucratic and corporate tendencies to amass and process vast quantities

of ever more refined personal information. In some interpretations, this

will be catalyzed by a major scandal—the ‘‘Privacy Chernobyl.’’ But will

it, and if so when? It should always be remembered that there was a lag

time of more than a century between the industrial revolution and the ad-

vent of an environmental politics.

The ultimate goal is to understand the conditions under which a more

coherent international and mass-based social movement for privacy

(against surveillance) might develop. Is the absence of such a movement

inevitable and explicable because of the inherent properties of this issue,

or is it something that might very well arise given the correct agents and

strategic choices? The overwhelming question is whether the patterns

exhibited within the histories of these and other social movements also

are reflected in privacy protection. Or are there some inherent di¤erences?

Are there certain properties to privacy protection that inevitably will

mean that advocacy through this loose and polycentric network is indeed

the ‘‘way it has to be’’? What insights about the future might we derive

from the literature about social movements and collective action? And,

perhaps more important, how do the advocates themselves view the issue,

the network, and the future?

Could the Privacy Advocacy Network Become a Social Movement?

The privacy advocacy network has never been regarded as a ‘‘social

movement’’ either by those within it, or by those observing from the

outside. Indeed neither has any group activity associated with the com-

munications and information revolution, whether it be broadcasting, tele-

communications regulation, freedom of information, or intellectual

property (Mueller, Page, and Kuerbis 2004). These issues tend to be seen

as within the more specialized and technocratic realms of politics and pol-

icymaking. They are not likely to excite passions and adherence.
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But what is meant by a social movement? Scholars have tended to ex-

pand the definition of a social movement in response to the kind of activ-

ism and protest they have seen around them. Clearly, the more inclusive

the definition, the more scope there is to embrace privacy advocacy with-

in its purview. The dominant school of sociological thought on social

movements in the mid-twentieth century tended to focus on collective

behavior, associating movements with phenomena such as riots, crowds,

and mass hysteria. Shaped in part by the recent memory of the fascist

movements in Germany, Italy, and Japan, the dominant e¤ort was to ex-

plain the irrational dimensions of movements, seeing them as potentially

dangerous and disruptive of stable social systems. They had their incep-

tion in conditions of dissatisfaction and unrest (Blumer 1939, 199) or rel-

ative deprivation (Gurr 1970). They were indistinguishable from ‘‘mass

movements’’ that ‘‘mobilize people who are alienated from the going sys-

tem, who do not believe in the legitimacy of the established order, and

who therefore are ready to engage in e¤orts to destroy it’’ (Kornhauser

1959, 212).

More complex and varied concepts and approaches were, however,

necessary as a result of the ‘‘new social movements’’ that emerged in the

1960s and 1970s. These movements were considered ‘‘new’’ because of a

greater emphasis on nonmaterialistic values and lifestyles, and a tendency

to emerge more from middle- than working-class constituencies (Ingle-

hart 1977). This ‘‘silent revolution’’ was presumed to motivate those who,

according to the Maslovian hierarchy of needs, have already attended to

the material necessities of clothing, food, and shelter. Many new social

movement theorists also emphasized a change from the industrial, heavy

manufacturing based ‘‘Fordist’’ economy to a ‘‘post-industrial,’’ ‘‘post-

modern,’’ or ‘‘post-Fordist’’ economy centered more on the service sector.

For Touraine, for example, the passage to a post-industrial society, the

conflicts and cleavages have been defined less by struggles between labor

and capital, and more in terms of ‘‘ways of life’’ (Touraine 1988). Social

movement development is therefore dependent upon the inherent and his-

torical properties of the politics surrounding challenges to entrenched

power (Touraine 1981; Tarrow 1998; Tilly 1984; Snow and Benford 1988).

Today’s conception of a social movement is therefore very inclusive. It

embraces those based on ascriptive identities—the women’s movement,

the civil rights movement, the gay and lesbian movement, as well as those

surrounding particular issues—the environmental movement and the labor

movement. Over time, others have been added, such as the antiglobal-

ization movement. Other scholars have stressed the more ritualistic and

Movements and Futures 201



symbolic dimensions of new social movements. Movements develop spe-

cial patterns of expression and connection that distinguish them from the

wider culture. The uniqueness of a social movement’s culture is therefore

determined by the shared values, styles, behaviors, languages, traditions,

symbols, and/or other forms of group definition. But much of a move-

ment’s culture may be unspoken, invisible, such as a sense of connection

based on shared past experiences (Lofland 1995).

For other analysts, the organizations and the structure of the conflict

are secondary, as are any successes or failures in achieving policy goals.

For some social movements, the essential role is an enabling one for the

participants who seek to understand themselves and their relations with

others. Social movements should permit self-actualization, an under-

standing of what it means to be a black in the United States, a woman,

a gay man, a lesbian, or an aboriginal person. Thus, they not only seek

to change laws and policies and focus on articulating and aggregating

demands from the state, or replacing political elites, but also attempt to

change social conditions and attitudes. They try to establish new mean-

ings about the nature of the political and challenge entrenched power

interests based on these new meanings. Contentious politics and the defi-

nition of an ‘‘us and a them’’ may be a contingency, but it is not central

to the search for a new ‘‘political space’’ (Magnusson 1996).

Most of the social movement literature tends to be directed toward

understanding and prescribing strategies of resistance for more ‘‘pro-

gressive’’ causes. Social movements are vehicles for ‘‘change,’’ normally

meaning change against the prevailing capitalist order. The literature is

then directed toward trying to understand the conditions under which

new social movements can find that new political space and change the

terms of the discourse. However, the analysis should not be implicated

by the normative preferences of the researcher. Social movements should

not be confined to those associated with ‘‘progressive’’ causes, but defined

in more objective terms. Tarrow, for instance, would prefer not to see so-

cial movements as expressions of extremism, violence, and deprivation

but as ‘‘collective challenges, based on common purposes and social sol-

idarities, in sustained interaction with elites, opponents and authorities’’

(1998, 4). This framework provides a useful analytical tool to assess the

social movement properties of the privacy advocacy network.

Tarrow insists first that there should be a collective challenge—most

often marked by ‘‘interrupting, obstructing or rendering uncertain the

activities of others’’ (Tarrow 1998, 5). These challenges are ‘‘contentious’’

because movement leaders typically lack the stable resources that power-
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ful interest groups can muster. They therefore seek to expand the scope of

conflict, to become a focal point for supporters, and to create larger con-

stituencies. There are many examples throughout this volume of instances

of contentious politics representing collective challenges to state and cor-

porate power. The key is not violence, but the disruption of ways of

thinking and behaving, be it the performances of the New York Surveil-

lance Camera Players, the campaign to flood the U.S. Department of

Homeland Security with comments on Real ID, the peaceful protests

against identification card systems in the streets of London and Tokyo,

or the marches against data retention in Berlin and Frankfurt. There is

plenty of collective challenge, plenty of attempted disruption, and an

increasing amount of contention.

Second, Tarrow insists that social movements should have a ‘‘common

purpose’’; people join movements to mount ‘‘common claims against

opponents, authorities or elites’’ (1998, 6). This attribute distinguishes

the movement from the mob, the riot, or the crowd. Movements possess

common and overlapping values or interests to animate their actions.

‘‘Privacy’’ indeed means a lot of things to a lot of people. Some advocates

prefer to resist surveillance in collective terms, rather than promote pri-

vacy in individual terms. The common purpose is indeed flexible and

vague, but any more so than environmentalism, feminism, or civil rights?

Common to all privacy advocates is a fundamental belief that this is one

of the defining issues of the modern era, and that there is a real need to

place legal and technological controls on the abilities of organizations

to capture, process, and disseminate personal information. There is a

common, if broad, purpose.

Third, social movements should exhibit ‘‘solidarity and collective iden-

tity,’’ again not in a temporary or ephemeral manner but in a sustained

way over time. Collective identity is the name given to the tendency of

many social movements to form a group self-image shaped by, but in

turn shaping the consciousness of, individual participants. Leaders can

only fashion a social movement when they ‘‘tap more deep-rooted feel-

ings of solidarity or identity. This is almost certainly why nationalism

and ethnicity or religion have been more reliable bases of movement or-

ganization than the categorical imperative of social class’’ (Tarrow 1998,

6). Thus, the common purpose does not necessarily lead to a common

identity or sense of solidarity. It does not necessarily define who the ‘‘us’’

are in relation to the ‘‘them.’’ And collective identities are not fixed, but

are in constant construction and negotiation through repeated interac-

tions among movement participants.
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Collective identity is clearly a more di‰cult criterion to observe with

respect to privacy advocacy. The glue that holds the network together is

clearly not provided by any sense of ascriptive or a‰liative identities

(Gutman 2003). Ascriptive identity groups organize around characteris-

tics that are largely beyond people’s ability to choose: race, gender,

class, physical handicap, ethnicity, sexual orientation, and age. A‰liative

identities result from choices, such as academic discipline, schools, and

employing institutions. A‰liative choices are of course limited by ascrip-

tive identities, but none of these categories helps us understand what

holds the privacy advocacy network together. Privacy advocates come

from all ascriptive backgrounds and all walks of life.

Some movements are also held together by ideology, or a common

framework of understanding about the respective roles of state, civil soci-

ety, and market, and the relations among them. But privacy goes to the

heart of those very questions, and the network has embraced groups and

individuals with fundamentally di¤erent ideological understandings. It

embraces those with a deep suspicion of the role of the state, as well as

those who would insist that law and regulation are a prerequisite for sus-

tained privacy protection. It embraces those who believe in, perhaps

revere, the free market, to those who accept the freedom of the market

but insist on its regulation, to those who would embrace an anticapitalist

and antiglobalization agenda. The ideological underpinnings of the net-

work are as di¤use as politics itself.

Neither can one identify the glue as a sense of shared grievance. Newly

articulated grievances are generally the focal points around which move-

ments are organized, and new grievances often emerge as movements

evolve. Grievances stem from a shared perception that a group of individ-

uals is being denied rights, opportunities, proper respect, safety, or some

other form of social good simply because of who they are. It is generally

true that those people whose privacy is more endangered are those from

more marginalized communities. They tend to receive higher levels of sur-

veillance, particularly from the state. After 9/11, for instance, there has

been increasing levels of grievance among Arab Americans, and an in-

creasing level of concern about discriminatory surveillance practices.1

However, the relationship between measures of social stratification and

levels of surveillance is full of contradictions. Some surveillance practices,

forms of direct marketing for instance, are explicitly targeted at those

with higher levels of income. Identity theft will tend to hurt those with

the most to lose. There are a range of tricky theoretical and empirical

questions about the distribution of privacy protection within any society
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(Bennett and Raab 2006, chap. 3). The extent to which shared grievances

will translate into collective action will then depend on context and the

specific perceptions of harm within specific contexts.

With respect to privacy, therefore, we return to the issue itself. Any

sense of solidarity must be found not within the people themselves but

within the politics. I have noted on many occasions the sense of belonging

that is fostered by a common belief in a mission to shape the nature

of new communications media. To be sure, this zeal is observed more in

relation to Internet-related privacy issues, but it does produce some sense

of solidarity, through a belief that privacy advocates are on the ‘‘elec-

tronic frontier’’ fighting back intrusive governments and corporations

and shaping the future in profound and enduring ways. Therefore, young

people became involved not only on the merits of the issue but out of

a belief that this was a new and exciting issue upon which they could

have an impact. It is ‘‘cool’’ to be involved in antisurveillance politics.2

The solidarity is, to be sure, fragile. But it is present, and it has been

sustained.

This brings us to Tarrow’s fourth and final condition, the need to ‘‘sus-

tain contentious politics’’ for it is only by ‘‘sustaining collective action

against antagonists that a contentious episode becomes a social move-

ment’’ (1998, 6). Tarrow does not specify a period in which movements

must maintain their challenge, or else evaporate, rescind, or retreat into

isolation and resentment. However, the sustenance of collective action

marks the social movement from isolated acts of resistance. Identifiable

groups that have framed their contention in terms of privacy can be dated

back at least as far as the early 1970s. They accompanied, though fol-

lowed, the emergence of the issue onto the agendas of advanced indus-

trial states. The issue and the politics arose through two conditions of

post-industrial society—information technology and complex organiza-

tions. It emerged at exactly the same time as other ‘‘post-materialistic’’

questions: environmentalism, feminism, gay and lesbian rights, civil rights,

and so on. The issue has been sustained, and it has grown—even though

it has not mobilized visible groups with broad mass memberships.

Some observers have theorized a natural life cycle to social movement

politics, or an organizational ecology that contends that groups do rise

and fall according to predictable patterns (Mueller, Page, and Kuerbis

2004). Growth takes place in the early stages as the organizational form

is legitimated. It then declines as the competition for resources intensifies.

The early stages of informality and loose relationships give way over time

to higher levels of institutionalization. In some interpretations, this

Movements and Futures 205



process might lead to a level of bureaucratic organization that loses

contact with constituent groups and sight of the true and original purpose

(Alberoni 1984).

However, it is very much an open question in an era of social network-

ing and Internet activism whether or not patterns of movement institu-

tionalization, observed in earlier eras, hold true. A more recent study of

the organizational ecology of groups within the area of communications

and information (including privacy groups), asks the explicit question

whether a broad conception of communications and information policy

can provide the basis for sustained social movement activism. Quantita-

tive data indicate that the ‘‘answer is almost certainly ‘no’ if one looks

backward, but very possibly ‘yes’ if one looks forward and extrapolates

current trends’’ (Mueller, Page, and Kuerbis 2004, 182). These authors

also see that the rise of Internet activism has been overcoming prior prob-

lems of movement segmentation.

Andrew Clement and Christie Hurrell have also contended from their

studies of groups advocating community networking, free/open source

software, and information privacy that there is potential for a broader

‘‘information/communications rights movement.’’ There is, they argue, a

conceptual and discursive equivalence between the environmental com-

mons and the information commons, between the ecosphere and the

‘‘infosphere’’ (Clement and Hurrell 2005). In a further paper, Clement

contends that the di¤erent strands of this movement are indeed becom-

ing more gradually interwoven into this ‘‘infosphere’’: ‘‘by framing the

infospehere as an embodied ecological environment, information rights

movements can more easily articulate a set of rights and responsibilities

for the citizens who operate within it, and can work together to develop

and protect an information environment that is widely accessible and

responsive to the needs and aspirations of computer users’’ (2006, 47).

Furthermore, the arguments of some social movement theorists would

seem to predict the development of movements exactly like this. Sur-

veillance is a central condition of postindustrial or postmodern society.

It is manifested in a range of new technological practices. It attacks

deep conceptions of individual, and indeed collective, identity. Challenges

to surveillance are deeply rooted in wider challenges to state power

(Fuentes and Frank 1989). There are multiple points of antagonism

around the collection, use, and disclosure of one of the ‘‘currencies’’ of

the post-industrial society—personal information. There appear to be

many similarities between the properties of this issue and those of other

‘‘post-materialistic’’ questions that have produced more coherent, visible,
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and international new social movements from highly heterogeneous

constituencies.

Perhaps, then, this can be a social movement. If we can talk in terms

of a movement surrounding such vague concepts as ‘‘antiglobalization,’’

then surely an ‘‘antisurveillance’’ politics can be embraced by the term.

Furthermore, social movement theorists have always stressed the open,

overlapping, and dynamic nature of social movement structures. They

are ‘‘moving targets’’ (van de Donk et al. 2004, 3). Definitions stretch

depending on the evidence observed. Nevertheless there is still a puzzle.

There has been an enormous amount of policy activity: law, codes of

practice, international agreements, privacy-enhancing technologies, and

so on. There has been an international ‘‘trading-up’’ of international reg-

ulation (Bennett and Raab 2006). But little of this has occurred as a result

of concerted grassroots pressure. To date, notwithstanding recent success-

ful campaigns against specific practices, nobody would contend that the

greater salience of the issue is attributable to the rise of a broader ‘‘pro-

privacy’’ or ‘‘antisurveillance’’ politics. It is still generally an elitist issue

within government, business, and civil society. Why this has been the

case, is perhaps the more relevant question than whether this privacy ad-

vocacy network fits some amorphous definition of what a social move-

ment is, or should be.

There are two explanations. First, the issue is conducive to a broader

political development, but the participants themselves have not mobilized

their resources in a su‰ciently skilful manner. Or, there is something in-

herent in the issue, the properties of which can never elevate privacy and/

or surveillance to a higher level of mass consciousness and political mobi-

lization. Does the explanation lie in agency or in structure—or both?

Resource Mobilization

Much social movement literature tends to emerge from a European tradi-

tion, which is interested in locating the structural conditions for conflict,

grievance, and contention. A di¤erent emphasis, of course, comes from

that literature that would claim that the mere existence or framing of

grievance or discontent, does not explain why particular movements arise

in particular times and places. More a ‘‘strategy-oriented’’ paradigm, this

literature focuses more on ‘‘resource mobilization’’ by entrepreneurial

agents. Whether a movement develops or does not, succeeds or fails, is

then more dependent on whether or not the group has its ‘‘act together.’’

More precisely, success is contingent on how tangible and intangible
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resources might be marshaled in such a way as to resolve the familiar free

rider dilemma within collective action theory; how to mobilize support

when it makes little sense for any one individual to incur the costs of par-

ticipation when he or she will receive the benefits of success from others

(Olsen 1971).

Thus social movements do not just spread as a result of contagion.

They are not a result of class conflict, or of relative deprivation. There is

nothing inherent in the structural strains and cleavages of particular soci-

eties that will produce social movement politics. They arise because of

rational and instrumental action on the part of social movement ‘‘entre-

preneurs’’ who fashion social movement organizations (SMOs) and mobi-

lize resources to the cause. The resource mobilization approach takes

more seriously the strategies, tactics, and dilemmas that face the activists

themselves. It claims to add a more realistic dimension to the macrosocio-

logical literature and, without prescribing recipes or handbooks for social

change, allows those activists to see their tactical and instrumental

choices in larger terms (Zald and McCarthy 1979, 1). This school is also

interested in the direct and measurable impacts of movements on political

issues, and less concerned with their more expressive identity-shaping and

consciousness-raising dimensions, seeking to understand how the avail-

ability of resources and opportunities dovetails with the use of those

symbolic meanings and with the creation of new social identities. The

resource mobilization approach coexists with analyses of the political

conditions under which movements arise, but focuses more on the oppor-

tunity structures. Collective action is therefore not seen as a symptom of

abnormal and irrational politics, but as the response of actors taking

advantage of new institutional and social conditions to push an agenda

from the outside at the right time.

The term ‘‘resource’’ is conceived broadly. It embraces tangible re-

sources such as finance, sta¤ resources, and membership. It is presumed

that there is a kind of competitive marketplace for these resources in

any one country—and especially for money when conflicts of interest

preclude financing from government or corporations. But groups also

compete for committed and knowledgeable sta¤ and often have trouble

maintaining their allegiance against more attractive and lucrative career

options in other sectors. Resource mobilization also refers, however, to

more intangible factors such as knowledge, expertise, and communica-

tions skills. These factors in turn determine how social movements inter-

act with external reference groups—their allies and opponents, state

authorities, and the mass media. The political opportunity structures are
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not, then, stable arenas, like a kind of fixed playing-field upon which

groups battle for influence. These structures can also be shaped by a skil-

ful and resourceful group. The conflict is not only over the outcomes but

also over the size and nature of the playing field itself.

What resources are possessed by the privacy advocacy network? Have

they used them to their best advantage? In terms of financial support,

the network has to make do with a pittance. There are, indeed, very few

organizations within the entire network of privacy-centric or privacy-

explicit groups that have enough resources to a¤ord a permanent sta¤,

and these are almost entirely United States–based. Further, and with the

exception of the ACLU, the funding is always fragile and contingent on

constant e¤ort. In direct consequence, few organizations bother with a

membership because they cannot a¤ord the time and sta¤ to solicit con-

tributions, maintain a membership list, and remind people of renewals

and so on. Some organizations would not want such a structure, even if

they could, because constant referral to a membership inhibits their activ-

ist style. Conversely, the absence of a membership opens up the organiza-

tion to the question of who exactly is being represented. There is indeed

a further dilemma, of particular relevance to the privacy advocates. As

Beth Givens reminds us: ‘‘It’s very di‰cult to call yourself a privacy orga-

nization and solicit memberships because you have to go out and buy

mailing lists. There’s kind of an irony there. And that’s one of the reasons

I think there isn’t really a large constituency around privacy advocacy.

It’s a real problem.’’3

So the resources of the privacy advocacy network are almost entirely

intangible and chiefly related to expert knowledge—technical, legal, pol-

icy, and organizational. This expertise is marshaled in a variety of ways.

It supports campaigns. It provides the raw material for research both

within and outside the organization. It attracts the media. And it can

be traded for access to relevant policymaking arenas, such as legislative

hearings, governmental advisory committees, corporate advisory boards,

and so on. The strategic and tactical dilemmas therefore rest on how to

strike at the most opportune time, and in the most e¤ective way.

No doubt individual tactical decisions can be critiqued. No doubt

opportunities have been lost. But it would be extremely unfair to place

the blame on organizational and strategic failures for the fact that the pri-

vacy advocacy network has not become more politically visible. Argu-

ments do get advanced, suggesting that opportunities have been lost, and

major scandals could, and should, have been constructed as the long-

awaited ‘‘Privacy Chernobyl,’’ that one enormous privacy disaster that
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raises the issue to a new level of mass consciousness and political mobili-

zation. In reality, and in comparison with its resources, the privacy advo-

cacy network has used its opportunities and has achieved successes. If a

Privacy Chernobyl has been missed by poor judgments on the part of the

network, it is di‰cult to determine what that crisis was, when it occurred,

and what could have been done. The argument that the absence of a

broad-based social movement is attributable to strategic error on the

part of overworked and underfinanced privacy advocates simply cannot

be sustained.

The Properties of Privacy

There is a strong current of opinion in the privacy advocacy network that

this issue is ‘‘di¤erent.’’ However framed, it entails some peculiar proper-

ties that are never going to promote a broader political activism. This

issue is di¤erent, but di¤erent from what, and should the di¤erences

make a di¤erence? A number of arguments have circulated around the

network. It is now worth subjecting them to a more rigorous analysis.

The first objection is that privacy always has to be ‘balanced’ against a

countervailing public interest that is typically more powerful. With few

exceptions, there is always a justification for the capture and processing

of personal information. National security arguments are invoked to jus-

tify the interception of communications. Safety is invoked to justify video

surveillance. Equity is invoked to justify the collection of personal infor-

mation for government services. The e‰cient conduct of marketing—

‘‘making sure the right people get targeted with the right ads’’—is

invoked to justify the collection and profiling of consumer data. The

speedy and e‰cient access to Web sites is invoked to justify the log-

ging of cookie technology on personal hard drives. The protection from

fraud is invoked to justify the entire consumer credit industry. A desire

for a productive and safe workplace is invoked to justify schemes for

workplace monitoring. And even environmentalism can be invoked on

occasion, for example, for the remote monitoring of home energy con-

sumption or for the surveillance of vehicles as part of congestion charging

schemes.

Privacy advocates have certainly had to struggle with a discourse that

is often framed in terms of false dichotomies. They have also had to resist

the very metaphor about ‘‘balancing’’ insisting that privacy protection is

not incompatible with collective interests like security, e‰ciency, consum-

er satisfaction, and so on. Nevertheless, there is nothing inherent in this
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problem that is not also manifested within other areas. Environmental-

ism, for example, faces arguments about the need to reconcile conserva-

tion against powerful arguments concerning the protection of productive

capacity in economic sectors, be it logging, fishing, automobile manufac-

ture, or the use of open space for governmental projects. Just because

there is a battle over language and interest between advocates and power-

ful interests should not mean that a broader political activism is not

possible.

A further argument, which also tends to be advanced in comparison

with environmentalism, concerns the visibility of harm. Whereas it is pos-

sible to observe and measure the direct results of much environmental

pollution, arguments against excessive levels of surveillance often have

to be pitched in terms of abstract rights and fears of hypothetical con-

sequences. To be sure, many horror stories about the inappropriate

collection and use of personal information can be marshaled to the

cause (Smith 1993). However, as Philip Agre puts it: ‘‘With environmen-

tal pollution you can at least see the smoke and oily seabirds, but

with invasions of privacy the information flows silently, out of sight, and

then you can’t figure out how they got your name, much less which

opportunities never knocked because of the bad information in your

file.’’4 It is true that much of the harm from privacy invasions is latent.

Most individuals will therefore see the intrusive direct-marketing call, the

denial of a loan, the refusal of insurance, the subjection to extra security

screening at the airport, or the inaccurate tax return, and will not view

these problems as privacy problems. Yet each could have been directly,

or indirectly, caused by the collection and processing of inaccurate, obso-

lete, or incomplete personal data. The cause and e¤ect are often hidden

and circuitous.

That is not to say, however, that other social movements do not have

to grapple with similar dilemmas. The contemporary argument about

global warming is exactly about making a link in the public mind be-

tween the burning of fossil fuels and the melting of the polar ice caps,

and about interpreting complex science in ways that can change attitudes

and behavior. Further, there are increasingly direct and visible manifes-

tations of surveillance technology—video surveillance, identity cards,

biometric scanning—which provide a direct moment of personal infor-

mation capture. The increasingly frequent instances of data breaches

can also be regarded as the privacy equivalent of the dumping of toxic

waste. Indeed, the use of the term ‘‘data spills’’ deliberately invites this

comparison.
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A third argument concerns the highly subjective nature of privacy. The

appropriate level of privacy protection is only something that can be de-

cided at an individual level, and according to the highly variable instincts

about what is, and is not, intrusive or sensitive. As was argued in chapter

1, the appropriate level of privacy that a society might legislate can never

be based on an a priori determination of what is, and is not, sensitive.

Context determines the level of risk. Public policy, in terms of laws and

codes, is thus generally framed in procedural terms permitting individuals

to exercise their privacy rights if they so wish, and against the practices

they, as individuals, find most intrusive. The highly contextual and sub-

jective nature of the issue makes it hard to measure levels of risk and dif-

ficult to produce collective action. As Caspar Bowden puts it: ‘‘If you

want to say ‘Hey chaps, let’s go and storm the barricades for privacy so

we can all be private together’—that doesn’t make sense as a political

proposition.’’5

It is di‰cult to deny that there are constraints imposed by the variable,

subjective and contextual nature of the issue. On the other hand, there

has been a historic convergence around the information privacy princi-

ples, and advocates can and do make judgments about privacy invasive-

ness using these yardsticks. Thus, Privacy International published in June

2007 an assessment of the privacy practices of the major Internet com-

panies, ranking them according to ten variables of privacy friendliness

and providing a color-coded score on a scale from ‘‘privacy-friendly and

privacy-enhancing’’ to ‘‘comprehensive surveillance and entrenched hos-

tility to privacy.’’ The results achieved some media attention and sti¤

responses from Google, the only company given the lowest, and blackest,

mark.6 Over time, advocates have been able to frame the issue in more

collective, and therefore measurable, terms.

A fourth argument relates to the kind of people who get interested in

privacy. Bowden o¤ers the following hypothesis: ‘‘It’s because the people

who value privacy by nature are perhaps more reticent than the average

person, but also they are less ‘groupie.’ So to make privacy resonate as a

political issue has so far been pretty insoluble. It may be that the charac-

ter of society and surveillance has to become so oppressive and repugnant

to a mass sensibility for spontaneous resistance to arise on a large scale.’’7

Expressed in terms of privacy protection, the issue is likely to attract

those people who are by nature less social, more individualistic, and less

likely to wish to engage in collective action. Smith agrees: ‘‘I think per-

haps the people who are attracted to this issue are not joiners.’’8
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The argument is di‰cult to evaluate, one way or the other. Certainly

the issue has attracted a high number of individual characters who may

not be sympathetic to the demands and strictures of social movement

organizations. Furthermore, many have not had experience of social

organizing. Bowden again: ‘‘And so whereas in other social movements I

think you have traditions flowing that provide models of social organi-

zation; so one thinks of the overlap of green politics and left politics for

example. You don’t have that in privacy because essentially people can

approach the privacy issue from any point of the Left-Right political

axis, and still be concerned with it. But there isn’t anything like a ready

model to sort of fit into.’’

A fifth argument concerns the di¤useness and multidimensionality of

the issue. Valerie Steeves puts the problem like this:

I guess privacy is on the ascendancy but one of the problems with it from an or-

ganizational point view is that it pops up in so many di¤erent contexts. . . . So a

part of the problem is that it is simply so decentralized and pervasive. Environ-

mental issues tend to bundle around strip mining and air pollution; they bundle

better but I think that reflects the fact that privacy is this social and democratic

value. The environment is where we all live, whereas privacy is embedded in our

social relations, it’s embedded with how we interact with our kids, it’s embedded

in our workplace, it’s embedded in our relationships with the government. Be-

cause of that I think our reaction to privacy invasions will be episodic by nature.9

Privacy is perhaps one of those issues that is a mile wide and an inch

thick. In its di¤useness, it cannot attract deep and abiding commitments.

It is always an issue, but never the top issue. It is at the heart of civil

rights, civil liberties, health care policy, law enforcement, national secu-

rity, employment law, and so on. But it is never su‰ciently prominent

to garner in-depth interest commitment. Smith has observed that pri-

vacy is always in ‘‘the top ten of American issues, but never in the top

three. There are other priorities that they have. Everybody tells me how

concerned they are about the issue, but will they put up $50 to join an

organization . . . I wonder?’’10

This argument suggests nothing more than that privacy is another dif-

fuse public interest issue that has the potential to attract a limitless num-

ber of supporters, were it not for the free-rider dilemma. In situations

where the benefits of collective action accrue to members of the associa-

tion, and only to those members, the material incentives for belonging

are far stronger. Like other public interest groups, within the environmen-

tal, consumer, civil liberties, or human rights arenas, privacy advocacy
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groups need other nonmaterial incentives to get individuals to donate

time and resources. This is a problem, but it is not one that is unfamiliar

to other public interest organizations who advocate for issues of similar

di¤useness and multidimensionality. Further, it can also be contended

that this weakness is its strength. Privacy may be hidden in all political

issues, and rarely asserted as a separate policy problem in its own right,

but this suggests that the potential for coalition building is enormous.

Finally, there is the strong possibility that ‘‘political space’’ for privacy

advocacy has been crowded out by the o‰cial (government-sponsored)

agencies—the privacy and data protection commissioners performing

their various investigative, auditing, complaints resolution, analytical,

and enforcement responsibilities in various countries. These agencies,

and the statutes that empower them, for the most part predated the emer-

gence of privacy advocacy organizations. Thus, in countries like Canada,

the network of federal and provincial privacy commissioners is seen by

the media and the general public as the obvious spokespeople for the

privacy issue. Steeves sees this very relationship from a Canadian perspec-

tive: ‘‘So as privacy has become more institutionalized as an issue, I think

that in many ways it’s made it more di‰cult to organize a civil society

movement around privacy.’’11 The same is the case in many European

countries. In the United States, on the other hand, the absence of a fed-

eral privacy agency allows a multiplicity of groups to flourish.

The ‘‘crowding-out’’ hypothesis is again di‰cult to evaluate. The test

would occur if privacy advocacy groups atrophied in the United States

if ever Congress enacted legislation establishing such an agency, a step

it has occasionally contemplated. On the other hand, the multiplicity of

privacy advocacy groups in the United States is just as easily explained

by the pluralistic political culture and constitutional environment that

encourages freedom of association. It is doubtful that these advocacy

groups would die if a governmental privacy protection agency were cre-

ated. The existence of an Environmental Protection Agency or a Federal

Trade Commission has not rendered environmental or consumer groups

redundant. It is just as likely that privacy advocacy groups will continue

and will develop the same kind of tense relationship that we see in Europe

between the advocacy network and the o‰cial ‘‘data protectors.’’ In some

countries, that tension can be used to positive advantage by a strategic

commissioner; it allows them to point to the extreme positions articulated

by the outsiders and to accentuate the ‘‘reasonableness’’ of their recom-

mendations and positions. Not all data protection authorities see the rela-

tionship in those terms, however.
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Each of these arguments has some merit, but none is peculiar to the

privacy question. There is a tendency within the network to argue that

privacy is ‘‘di¤erent.’’ This analysis suggests, however, that any di¤er-

ences should not necessarily make a ‘‘di¤erence.’’ Everything in this ac-

count suggests that this issue is on an upward trajectory in advanced

industrial states. It might not reach the same importance as environmen-

tal or consumer protection, as Rotenberg suggests at the outset of this

chapter. And it should be remembered that it took more than a century

after the advent of industrialism, for an environmental politics to emerge.

Nor may we see the great ‘‘privacy Chernobyl’’ that will produce a

broader, and mass-based, social movement. But the issue is here to stay,

and it will probably enjoy a growth in public and political consciousness

and interest.

What this study has described and evaluated is not a social movement,

but a transnational advocacy network, which has striking parallels in

other sectors (Keck and Sikkink 1998). The network might become more

cohesive and institutionalized over time, with less pragmatic and ad hoc

methods for setting priorities and engaging in campaigns. It will undoubt-

edly grow through more horizontal connections. But it might never be-

come a social movement—not because of anything inherent in privacy

protection, but because the advocacy network is becoming the dominant

mode of organization in international relations. Perhaps a mass-based so-

cial movement will not develop, precisely because there is a transnational

advocacy network (Keck and Sikkink 1998, 204). Hence the standard for

comparison has changed, and the comparisons to 1960s social movements

are perhaps misplaced. How can we become like ‘‘environmentalism’’ or

‘‘civil rights’’ or ‘‘feminism’’ are not the questions to ask. If the privacy

advocacy network does not transform into a social movement, with sig-

nificant mass mobilization, then perhaps it does not matter. The network

society has changed the meaning of what a social movement is and has

a¤ected the standards of evaluation.

These descriptions of the privacy advocacy network, whilst admittedly

an incomplete snapshot, are strikingly consistent with conclusions about

transnational advocacy from other studies of other international political

issues. Keck and Sikkink’s case studies, for example, reveal that ‘‘net-

works are di‰cult to organize transnationally, and have emerged around

a particular set of issues with high value content and transcultural reso-

nance. But the agility and fluidity of networked forms of organization

make them particularly appropriate to historical periods characterized

by rapid shifts in problem definition’’ (Keck and Sikkink 1998, 200).
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They note how activists may ‘‘shop around the entire global scene for the

best venues to present their issues, and seek points of leverage at which to

apply pressure’’ (Ibid.). The successful activists, as we have noted, apply

the correct blend of information, symbolic, leverage, and accountability

politics. They predict that the role of networks in international politics

will grow, posing some severe conceptual and theoretical questions for

those who still conceive of the global order and international system as

one characterized by sovereign states.

Keck and Sikkink’s observations about network structure also resonate

with the findings here. They note how the notion of the network as a

structure infuses much of what individual actors do and say: ‘‘However

much an individual or representative of a particular organization may

speak and act in the name of a network without necessarily consulting

its other members regularly, the synergy of networking nonetheless trans-

forms the timbre of his or her voice. The ‘‘voice’’ of the network is not the

sum of the network component voices, but the product of an interaction

of voices’’ (Keck and Sikkink 1998, 207). Thus, the agents are consulted

not as individuals, but as ‘‘privacy advocates.’’ Whether or not these

actors have formerly consulted the network matters little. The existence

of the network, and the relations among the network participants, gives

the agents a voice and often allows them to ‘‘punch beyond their weight.’’

Further, power and resource imbalances matter less within network

structures. This is not to say that stronger and more powerful groups do

not have a greater voice. But the more powerful actors are often trans-

formed by their participation in the network. The increasingly close rela-

tionship between the ACLU and Privacy International, two groups that

superficially have little in common from a structural point of view, is sup-

port for this proposition. On privacy and surveillance issues, the ACLU

is a network member. It brings resources, membership, and organization

to the network. It is in turn transformed by its relations with smaller

groups. The relations are often lopsided and asymmetrical, but they are

not hierarchical.

Consequently, and here there are lessons for privacy advocates, Keck

and Sikkink conclude that ‘‘networks are more e¤ective when they are

strong and dense. Network strength and density involves the total num-

ber and size of organizations in the network, and the regularity of their

exchanges’’ (1998, 206). The question of the development of a larger and

integrative SMO, with a mass membership and so on, is less important

than whether the existing network can continue to collaborate, share its

resources, and extend and solidify its contacts and exchanges, in a com-
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plementary, reciprocal, and ‘‘networked’’ fashion. Those linkages must

also obviously be global. The continued growth of the privacy advocacy

network is also deeply contingent on involving more actors from di¤erent

countries within the network, and broadening the hitherto European/

North American emphasis and flavor of its work.

Conclusions from Privacy Advocates

Academic research and social activism are not separate and discrete activ-

ities. The business of trying to change the way the world is run, is inher-

ently ‘‘theoretical.’’ Even though activists insist on their practical and

down to earth approaches, they are always theorizing because they are al-

ways thinking about the underlying causes behind visible problems. They

develop models of how the world works in order to change it. And they

reflect deeply and consistently on how to build the kinds of organization

that can make that change possible. By the same token, much of what

academia treats as theoretical has been put on the agenda by social move-

ments. There is a critical and a reflexive relationship between scholarship

about and the actions of social movements. Privacy is no di¤erent, and

the advocates interviewed for this project are testament to the fact that

practice and scholarship are, and should be, inseparably intertwined.

At the same time, there is also an improvisational quality to contempo-

rary activism. This book has also been testament to the unavoidable ten-

dency among privacy advocates to ‘‘make things up as they go along.’’

Some of the more traditional groups surely have more established modus

operandi that produce some decision rules for campaigning. Most do not.

The improvisational quality of contemporary privacy advocacy therefore

means unpredictability, both for supporters and opponents. These obser-

vations echo other generalizations about social movement politics: ‘‘Since

social movements, like street theater, write their own scripts, if any, as

they go along, any prescription of agendas or strategies, let alone tactics,

by outsiders—not to mention intellectuals—is likely to be irrelevant at

best and counterproductive at worst (Fuentes and Frank 1989, 179).

Hence, the critical concluding question is not what scholarly literature

from other domains might say about the future of this network and this

issue. The crucial issue is how those within the movement view the future,

and what interpretations they o¤er about the larger questions raised in

this chapter. These advocates are not just ‘‘subjects’’ whose views are

waiting to be unearthed and presented for academic consumption. They

also read the same literature and reflect on its meaning. They develop

Movements and Futures 217



assumptions and understandings about the causes and consequences of

surveillance, about the meanings of privacy and about the most e¤ective

ways to e¤ect change. So what lessons do we learn from the advocates

themselves? There is a great deal of deep and considered reflection, but

there is little consensus.

There is one body of opinion that tends to hold that the status quo is as

good as it has ever been. The privacy advocacy network is broader and

more e¤ective than at any time since the issue arose to the agenda. Simon

Davies of PI holds such a view:

We have a vibrant, active, diverse field at the moment that is guerilla-like. It’s re-

sponsive, it’s e‰cient. . . . I’m talking about the whole universe of privacy activists

and advocates. Remember that the di¤erence between now and twenty years ago

is that then, privacy advocates were privacy advocates. Now there’s a bit of a pri-

vacy advocate in an awful lot of people for di¤erent circumstances and under

di¤erent conditions. And what is wonderful about the vibrant nature of modern

activism is that you don’t know where it’s going to spring from. It can happen

spontaneously. The links can just spark and in that way, it’s remarkably e‰cient

because it’s honed by everybody. We have a vibrant, active, diverse field at the

moment that is guerilla-like. It’s responsive, it’s e‰cient.12

Davies has observed this movement for over twenty years. He does not

want these individual groups to coalesce and institutionalize. They would

become turgid and unresponsive.

Others are skeptical that such a cohesive group would do any good

in the absence of a reframing of the issue. Deidre Mulligan of the UC

Berkeley School of Law contends: ‘‘I think that Pris Regan’s book Legis-

lating Privacy is very helpful in understanding that privacy viewed as an

individual right in and of itself, rather than something that we have a col-

lective interest in or as something that is an enabler of other things that

we care about in society, tends to not have a lot of traction . . . At the leg-

islative level it’s still unclear whether or not, even if you had a more co-

hesive group, whether or not single issue advocacy around privacy is

going to be the way to best utilize that organized group. Privacy may still

be in service of other issues, and in combination with people who are

working on other issues.’’13

Others believe that a greater level of coordination is absolutely neces-

sary. Beth Givens of Privacy Rights Clearinghouse would like to see ‘‘an

ACLU of informational privacy—a large membership group that has

hundreds of thousands, if not millions of members who pay dues and get

newsletters and alerts.’’14 Others see it as inevitable given their observa-

tions of the dynamics of other social movements. Ari Schwartz of CDT,
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for instance: ‘‘I see the potential for a larger movement . . . because I think

it is similar to how the environmental movement grew up, in which there

were some medium sized organizations, and it was not until the 60s and

70s until those organizations became much bigger . . .With privacy you

can look back and say that we are at the point where the environmental

movement was in the 1960s, and expand from there.’’15

Yet others, such as Roger Clarke of APF, think it will, and should,

happen but not for a long time: ‘‘Now a formal peak body of public in-

terest organizations that could be decades away. I might be a dead man

before that ever arises. But we have much better communications across

the twenty or so major players, and we have much better coordination

across them. But it’s emergent and we’ve been working on it for some-

time. . . . Yes, I think it will emerge.16 Others think it should happen, but

probably won’t. Here’s Barry Steinhardt of the ACLU: ‘‘The question is

what is preventing the creation of a privacy equivalent to Amnesty Inter-

national, for example. Is that going to happen eventually? Maybe. Or are

we going to slip quietly into the surveillance society without a large-scale

revolt? I don’t know the answer to that question and I fear that we will go

quietly into that dark night. We’ll just keep slipping further and further

into the surveillance society and then we’ll just wake up in the middle of

it.’’ Whereas some sco¤ at Scott McNeally’s famous remark that ‘‘you

have zero privacy anyway, get over it,’’ Steinhardt takes it very seriously.

The ACLU Web site now displays a ticking clock with predictions left

about the short amount of time before the United States slips into a state

of total surveillance.17

Others do see the answer, not in a formal peak association, but in a

continual broadening of the coalition. Lillie Coney of EPIC, a quite re-

cent addition to the privacy community and the main organizer of the

Privacy Coalition, draws parallels with the civil rights movement and

sees a pressing need to draw lessons from that experience and to draw

upon its resources and expertise.18 There are, however, costs, as Jim

Dempsey explains: ‘‘From my perspective, the privacy community

and the civil rights or antidiscrimination community have not worked

together not for a lack of mutual respect, but just we’re busy and

they’re busy. To get them involved in our work would mean that they

would have to drop something they’re doing, and for us to get involved

in their work means we would have to drop something that we are

doing.’’19

Many countries, of course, do not have a civil rights tradition. That is

why, according to Pam Dixon of World Privacy Forum:
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It’s crucial that we frame our ideas of privacy in a global manner. When you talk

to people from other countries, particularly developing countries and particularly

countries that don’t have the same culture that you happen to have grown up in,

they may have di¤erent cultural norms of what privacy is. India is an excellent ex-

ample. Russia is an extraordinary example. . . . In Russia, privacy is not getting a

knock on your door in the dead of night. How can we develop an idea of privacy

that encompasses all these viewpoints, which are very deeply embedded within

each culture . . .Where are the commonalities?

Then there is the local perspective, o¤ered by Rich Neumeister from

Minnesota: ‘‘before we start thinking internationally, we’ve got to get our

shit together nationally.’’20

There is a widespread recognition that the privacy advocates will not

be successful unless privacy resonates more e¤ectively with the mass pub-

lic. Opinion polls indicating high levels of concern in the abstract are not

su‰cient. Shifts in attitudes must a¤ect behavior to the extent that the

refusal to provide personal information on demand is not regarded as

odd or suspicious, but a quite commonplace and understandable response

to a reasonable request. Just as employees in restaurants have developed

sensibilities to the needs of certain people to refuse certain foods, because

of religious a‰liation or because of allergic reactions, so a shift in con-

sciousness is needed such that other employees ‘‘get it’’ when someone

refuses to provide an address, a social security number, or some other

identifier.21

If education is the sine qua non of progress, then perhaps the answer

lies in sensitizing young people to the privacy issue from the earliest

ages. Here is Mulligan:

We took a long time to get to the point where environmental considerations were

something that was on the mind of every kindergartener. . . . If you look at the ex-

perience of students growing up today with MySpace and Gmail, and cell phones,

and FLICKR, they’re experiencing the ways in which technology can track them,

monitor them and expose them, but also the power that it allows them to proj-

ect images of themselves and to build communities. So they are experiencing the

intense power in both positive and negative ways. So I think they are going to

have a better understanding of the relationship between technological design and

privacy.22

Perhaps this is true. By the same token, there are just as many people who

despair at the cavalier way that young people display personal informa-

tion about themselves on social-networking Web sites.

It is unsurprising that hardworking advocates have not developed a

consensus on these intractable questions. There is no agreement on

whether a more cohesive movement is desirable, no agreement on what
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it should look like, no agreement on whether it is going to happen, no

agreement on what it would do, and no agreement on the appropriate

frame. No advocate has a comprehensive picture either of the issue or of

the actors and groups involved. That is the nature of an open and hori-

zontal network. No one participant has the overview. Thus, the reflec-

tions, while deep, considered, and grounded in ‘‘theory,’’ are always

shaped by personal lessons and perspectives. It is indeed striking how

many advocates respond to larger questions about the network, the issue,

and the movement in terms of the behaviors and characters of specific

personalities.

There is also a tendency for advocates to define their positions in terms

of optimism or pessimism about ‘‘the future.’’ There are some who be-

lieve that the privacy argument will win out over those organizations

who believe that they should be allowed to do whatever they wish with

peoples’ personal information. Chris Hoofnagle is optimistic, because of

this: ‘‘I think one luxury for privacy advocates is that if you look at the

issues, if you look at the facts, the privacy advocates have compelling

arguments. I don’t think advocates need to spin the situation. Ultimately,

the privacy side is going to be more convincing.’’23 The optimists point to

the greater number of privacy protection laws, the expanding policy com-

munity, the increasing fear of negative publicity that can arise from being

labeled hostile to the issue, and the visible successes such as those docu-

mented in chapter 5. The ‘‘pessimists’’ point to the relentless set of forces,

bureaucratic, corporate, political, and technological, which are increas-

ingly aligned to produce more creative, extensive, and intrusive methods

of surveillance. They despair at the cavalier way in which individuals, and

especially young people, surrender their personal data without a second’s

thought.

I contend, however, the question of who is an optimist and who a pes-

simist is largely irrelevant, because there is no one trajectory by which we

can measure the progress or regress of privacy protection at any one time.

The variety of issues, the multiple ways in which the problem is framed,

and the bewildering variety of organizational and national contexts in

which it arises mean that it is misleading to derive simplified conclusions

about the state of the issue. As we have concluded elsewhere, ‘‘the gover-

nance of privacy in the global economy through such multiple modes of

regulation and coordination means that it is thoroughly misleading to try

to observe a balance between privacy and surveillance on a global scale’’

(Bennett and Raab 2006, 295). It is this pluralism of issues, institutions,

contexts, and actors that explain why di¤erent advocates can observe
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progress and regress at the same time. They can disagree not only on the

question of whether the ACLU’s ‘‘Surveillance Clock’’ is telling the cor-

rect time but also on the question of what exactly is supposed to happen

at midnight.

The Future of Privacy Advocacy

The network of civil society actors described here is, of course, part of

a larger policy community engaged with the development and implemen-

tation of policy on privacy and data protection. There is a complex and

dynamic regime of participants that include regulatory bodies, data con-

trollers, data subjects, technology developers and providers, government

policymakers, the media, and, of course, privacy advocacy groups (Ben-

nett and Raab 2006, 220). There are a lot of people with a stake in the

issue. The e¤ectiveness of the system of privacy protection, both nation-

ally and internationally, will depend on the attitudes and behavior of all

of these participants, all engaged in what we have called the ‘‘governance

of privacy.’’ The advancement of this value requires a strong, comprehen-

sive, and unambiguous law; an active and assertive regulatory authority;

a strong commitment to privacy by data controllers; a set of market

incentives that drive companies to be pro-privacy and to adopt strong

self-regulatory mechanisms; a vigilant, concerned, and activist citizenry;

and the understanding and application, at the outset of system develop-

ment, of privacy-enhancing technologies.

What is also clear is that a strong and vibrant privacy advocacy net-

work rooted in civil society is indispensable. An alert and informed

network must coexist with the o‰cial data protection agencies and the

institutionalized chief privacy o‰cers within corporations. It is not simply

that the civil society advocates have more freedom to express the more

fundamental privacy argument, unencumbered by the pragmatic needs

to reconcile that position with social, political, and corporate interests. It

is not only that the articulation of a more radical position from the out-

side permits the institutionalized privacy advocates within government

and business to advance the cause, even if in a more compromising way.

It is also the case, supported by the preceding analysis, that the non-

governmental and noncorporate actors can also push the limits of the dis-

course and bring new issues to the domestic and international agendas.

They also, of course, contribute to shifts in policy and in changes in the

behavior of target actors. More crucially, they exist on the cutting edge,
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seeing the trends, warning of the dangers, pushing and cajoling in pub-

lic arenas and private negotiation. However, the ability of the privacy ad-

vocacy network to grow is contingent on a number of conditions. This

analysis suggests six, which should be read not as prescriptions but as

observations of promising trends.

First, there must always be in any network and any campaign an ap-

propriate blend of information, symbolic, leverage, and accountability

politics. The stories described in chapter 5 did not result in successes

solely, or even primarily, because of the work of privacy advocates. In

each, there was a coincidence of political and economic factors that per-

mitted the privacy advocates’ e¤orts to make a di¤erence. In each as well,

privacy advocates marshaled information to the debates, linked the issues

to symbolic events that resonated within the political culture, applied le-

verage where possible, and in particular forced organizations to live up to

their own rules and those of the jurisdictions in which they were operat-

ing. There are many legal and nonlegal rules about privacy protection.

Some are strong, and others are weak. Any public statement or commit-

ment to privacy protection, however weak and qualified, provides an op-

portunity to test whether words are supported by actions and practices.

No doubt privacy advocates could do more to use the rights and obliga-

tions stated in privacy policies to force higher levels of compliance.24

A second lesson relates to the operation of the network itself. Keck

and Sikkink (1998) contend that networks are more successful when they

exhibit strength and density. By this, they point to the regularity and fre-

quency of interactions within the network. There have been serious e¤orts

in recent years to bring some of the privacy-centric and privacy-explicit

groups together to discuss strategy and priorities. The advent of a newer

generation of privacy advocates has facilitated these interactions. Never-

theless, there is still a culture of improvisation. The priorities are never

established in any coherent way. They emerge because one or two actors

decide to do something and ask around for support.

A third lesson relates to the value of broadening the coalition. The

e¤orts to expand the network to privacy-marginal and privacy-potential

groups have accelerated in recent years. There is now a broader recogni-

tion that an awful lot of interests can be attracted to particular causes,

and thus make the network appear far wider and politically significant

than in the past. The extension of the network is often temporary, how-

ever. New groups may stay for one campaign, and leave for the next. If

these groups embrace a privacy protection campaign one month, they
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often have to drop something else. Broad campaigns, such as that against

data retention, take enormous time and e¤ort. They cannot be regular

occurrences. Nevertheless, slow adjustment to the realities of the issue,

and the potential of the Internet, has produced a broad realization that

such broad-based campaigns are beneficial for the network and the issue.

Common cause should continue to be made with privacy marginal and

privacy potential groups—those actors for whom the issue is rarely, if

ever, prominent.

Fourth, many social movements su¤er from what is often called

‘‘Founders’ Syndrome,’’ the inability of the group to project an image

and mission beyond that of the personality who created it. Sometimes

this syndrome is manifested in conflict between founders and newcomers.

Sometimes it causes groups to atrophy after their original creators have

moved from the scene. Many groups within the privacy advocacy net-

work are closely associated with the image of their creators. Many are

only one person shops. To survive, however, organizations (and especially

nonprofits) continue to evolve through their life-cycle change. They must

often experience a shift from the improvisational and entrepreneurial to

more planned and managed development. There is evidence that some of

the groups established in the early 1990s have survived initial conflicts

and disruptions in personnel. Many have successfully brought a younger

generation of advocates into the community. The strength of the network

stems, as noted in the last chapter, from the horizontal and ‘‘thin ties.’’

There is also an encouraging pattern of bringing younger people into

these groups to enliven and refresh the debate and the mission.

Fifth, there is evidence that the network is beginning to reach out to

countries beyond the advanced industrial world. Surveillance is not a

national phenomenon; and neither is privacy protection. While the em-

phasis of this study has been located within the industrialized states of

North America, Western Europe, and Australia, privacy advocacy does

exist elsewhere, as chapter 2 demonstrated. These advocates are often

embedded within larger human rights organizations and frequently have

far more immediate priorities. Many of them are unknown to the more

established actors in the advanced industrialized world. The globalization

of the network has not occurred to the extent that privacy advocates had

originally hoped. Experience from other issues, however, suggests that the

broader the network, the easier it is to ‘‘shop around’’ for opportunities

to challenge surveillance practices. For example, if a law in one country

does not o¤er an opportunity to challenge the practices of a multinational

company, then the network might use actors located in another. The

224 Chapter 7



globalization of network activity not only permits mutual understanding

and lesson drawing but also broadens the opportunities for accountability

and leverage politics.

Finally, the question of how the issue should be ‘‘framed’’ will never be

resolved, nor should it. Certainly no scholarly analysis, however persua-

sive, can settle ultimately the meaning of privacy and provide, once and

for all, the precise conceptual formula for political and legal success. It is

probable, however, that the ability of advocates to advance the cause will

depend on being able to frame the question more in collective than in in-

dividual terms, and to encourage wider debate, nationally and interna-

tionally, about the kind of society in which we want to live. Advocacy

tends to be more persuasive when individual cases are projected to soci-

etal trends and common experience.

This study has held a mirror up to the individuals and groups, who in

the face of enormous social and technological pressures, have tried to ad-

vance a complex argument about the erosion of a fundamental human

right. Given their lack of resources, the fact that any successes have been

achieved is indeed remarkable. This study does not support the proposi-

tion that ‘‘you have zero privacy anyway; get over it.’’ It does not support

the contention that there is an irreversible slide into the ‘‘surveillance so-

ciety.’’ Even though privacy advocates may feel that they are engaging in

a continual game of ‘‘whack a mole,’’ hitting down one challenge only to

find others immediately cropping up,25 there is much to be celebrated

from this history. But the future of this network lies not in emulating

other social movements, nor in waiting for the great privacy Armaged-

don. It lies in the persistent, relentless, and informed articulation of the

very simple proposition that individuals have a right to control the infor-

mation that relates to them. Few would deny this right. Everybody wants

it for themselves. The cause is a just one. The issue is not going to dis-

appear, and neither will the men and women who advocate it.
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Appendix 1: List of Interviewees

Name Organization Date
Place of
interview

Albrecht, Katherine Consumers Against
Supermarket Privacy
Invasion and Numbering
(CASPIAN)

May 4, 2006
June 28, 2007

Washington,
D.C., USA,
and telephone

Bittmer, Peter Forum Informatikerinnen für
Frieden and gesellshaftliche
Verandtwortung (FIFF)

June 24, 2006 Berlin,
Germany

Bowden, Caspar Former director of
Foundation for Information
Policy Research (FIPR)

May 18, 2007 telephone

Bruch, Christoph
Kant, Martina

Die Humanistische Union
(HU)

June 22, 2006 Berlin,
Germany

Clarke, Roger Australian Privacy
Foundation (APF)

March 28,
2007

telephone

Coney, Lillie Electronic Privacy
Information Center (EPIC)
and Privacy Coalition

June 12, 2007 telephone

Davies, Simon Privacy International (PI) May 3, 2007 Montreal,
Q.C., Canada

Dempsey, Jim Center for Democracy and
Technology (CDT)

February 15,
2007

Berkeley,
Calif., USA

Dixon, Pam World Privacy Forum
(WPF)

March 7,
2007

Carlsbad,
Calif., USA

Gellman, Bob Independent consultant June 20, 2007 telephone

Givens, Beth Privacy Rights Clearinghouse
(PRC)

March 8,
2007

San Diego,
Calif., USA

Greenleaf, Graham Australian Privacy
Foundation (APF)

August 16,
2007

Victoria, B.C.,
Canada

Guerra, Robert Privaterra March 27,
2006

Toronto, ON,
Canada

Hoofnagle, Chris Samuelson Law, Technology
& Public Policy Clinic, U. of
California, Berkeley

February 5,
2007

Berkeley,
Calif., USA



Name Organization Date
Place of
interview

Holvast, Jan Holvast and Associates June 29, 2006 Amsterdam,
Netherlands

Hosein, Gus Privacy International (PI) June 17, 2006 Toronto, ON,
Canada

Lawford, John Public Interest Advocacy
Centre (PIAC)

March 31,
2006

Ottawa, ON,
Canada

Lawson, Philippa Canadian Internet Policy and
Public Interest Clinic
(CIPPIC)

September
27, 2006

Ottawa, ON,
Canada

Mulligan, Deidre Samuelson Law, Technology
& Public Policy Clinic,
Berkeley Center for Law and
Technology at the University
of California, Berkeley

April 17,
2007

Berkeley,
Calif., USA

Neumeister, Rich Private Citizen, Inc. May 25, 2006 St. Paul,
Minn., USA

New York
Surveillance Camera
Players

August 27,
2006

New York,
N.Y., USA

Pierce, Deborah Privacy Activism May 17, 2007 San Francisco,
Calif., USA

Rotenberg, Marc Electronic Privacy
Information Center (EPIC)

May 3, 2006 Washington,
D.C., USA

Smith, Robert Ellis Privacy Journal August 29,
2006

Providence,
R.I., USA

Steeves, Val University of Ottawa September
28, 2006

Ottawa, ON,
Canada

Steinhardt, Barry American Civil Liberties
Union (ACLU)

June 1, 2007 telephone

Schwartz, Ari Center for Democracy and
Technology (CDT)

May 5, 2006 Washington,
D.C., USA

Tangens, Rena FoeBuD June 27 2006 Bielefeld,
Germany

Tien, Lee Electronic Frontier
Foundation (EFF)

February 26,
2007

Berkeley,
Calif., USA

van Amersfoort,
Rick

Buro Jansen and Janssen June 28, 2006 Amsterdam,
Netherlands

Wessling, Maurice
van Hoboken, Joris

Bits of Freedom (BoF) June 28, 2006 Amsterdam,
Netherlands
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Appendix 2: Standard Interview Questions

Background

What is your background and expertise?
Tell me how you first became involved with the privacy issue.

Privacy Advocacy

Do you regard yourself as a privacy advocate?
If so, what do you mean by that term?
How do you distinguish between your role in this community and that of others?
Privacy is a notoriously broad and vague concept; how do you define it?
How do you know a privacy breach when you encounter one?
What principle or principles guide your advocacy?

Organization

What is the stated mission of your organization?
How broad/large is it? In what countries do you operate?
Do you have a membership?
From where do you obtain resources?

Techniques and Tactics

First there are a set of activities related to o‰cial government bodies:

� Consultation and commentary on government proposals

� Lobbying

� FOI requests

� Expert witnesses

� Complaints to information and privacy commissioners

� Litigation

Second, media relations:

� O¿ine: op-eds, letters, books

� Online: weblogs, lists, electronic petitions, etc.



Third, advice and education:

� Advice on development of personal information systems

� Advice on internal policies/codes

� Training of employees

� Working on behalf of members of the public

Fourth, resistance strategies:

� Transparency

� Outing

� Boycotts

� Clogging the system activism (e.g., junk faxes)

� Art and symbols

Is there anything else?
What strategies are the most successful for you?

The Issue and the Network

What sorts of privacy issues do you become involved with?
What sorts of privacy issues do you avoid?
What are the boundaries of the privacy issue for you?
How does this issue conflict with access/freedom of speech issues?
How do you prioritize the issues that you take on?
How do you keep up with what is going on?
What are the major constraints in advocating this issue?
Do you join with other groups both within and outside the privacy movement to make
common cause?
Do you think there is the potential for a broader international movement to support the
privacy issue?
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1 Framing the Problem

1. Articles 25 and 26 of the EU Data Protection Directive stipulate that personal data on
Europeans should only flow outside the boundaries of the EU to countries that can guaran-
tee an ‘‘adequate level of protection.’’ (European Union 1995).

2. The Concise Oxford Dictionary, for example: ‘‘supervision, close observation, invigila-
tion, esp. of suspected person.’’

3. See, for example, the work of Susan Sibley on the role of law and inspection of laborato-
ries: ‘‘Governing Green Laboratories: Trust and Surveillance in the Cultures of Science,’’
paper presented to the Center for the Study of Law and Society, University of California,
Berkeley, January 16, 2007.

4. Steve Mann, ‘‘Sousveillance,’’ 2002, http://wearcam.org/sousveillance.htm. See also the
blog on sousveillance, ‘‘On the Identity Trail,’’ May 8, 2007, http://idtrail.org/.

5. Rate my Professors, http://www.ratemyprofessor.com.

6. Steve Mann, ‘‘Sousveillance,’’ 2002, http://wearcam.org/sousveillance.htm.

7. See the examples at ‘‘Sousveillance,’’ Wikipedia, http://en.wikipedia.org/wiki/
Sousveillance.

8. Not Bored!, http://www.notbored.org. The activities of the Surveillance Camera Players
are discussed in chapter 3.

9. ‘‘Report TIPS Informants,’’ Operation TIPS—Tips, http://www.all-the-other-names-
were-taken.com/tipstips.html.

10. ‘‘Interim Report to Members 1990–1991,’’ Privacy International, November 25, 1991,
http://www.privacyinternational.org/article.shtml?cmd[347]=x-347-145834.

11. ‘‘Definitions,’’ BC Freedom of Information and Privacy Association (FIPPA), http://
fipa.bc.ca/rights/.

12. Center for Digital Democracy, http://www.democraticmedia.org.

13. Global Internet Liberty Campaign, http://www.gilc.org.

14. Electronic Privacy Information Center, http://www.epic.org.

15. The Privacy Coalition, http://www.privacycoalition.org.

16. Australian Privacy Foundation, http://www.privacy.org.au/About/Background.html.

17. Center for Democracy and Technology, http://www.cdt.org.

18. Electronic Frontier Foundation, http://www.e¤.org.

19. Center for Digital Democracy, http://www.democraticmedia.org.

20. Health Privacy Project, http://www.healthprivacy.org.
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21. ‘‘Privacy and Technology’’ Web page, American Civil Liberties Union, http://www
.aclu.org/privacy/index.html.

22. Bits of Freedom, http://www.bof.nl/index_uk.html.

23. Not Bored!, http://www.notbored.org.

24. International Campaign Against Mass Surveillance (ICAMS), http://www.i-cams.org.

2 The Groups

1. The London School of Economics and Political Science, ‘‘What Is Civil Society?,’’ http://
www.lse.ac.uk/collections/CCS/what_is_civil_society.htm.

2. In the United States, for instance, many groups are classified as nonprofit, tax-exempt
educational foundations under Section 501(c) 3 of the Internal Revenue Code.

3. Personal interview, Graham Greenleaf, Victoria, B.C., August 16, 2007. Greenleaf had to
arrange a small conference associated with the 1992 International Privacy Commissioners
conference in Sydney to help pay o¤ these expenses.

4. Privacy International, ‘‘Interim Report to Members,’’ November 25, 1991, http://www
.privacyinternational.org/article.shtml?cmd[347]=x-347-145834.

5. Ibid.

6. Personal interview, Gus Hosein, June 16, 2006.

7. Personal interview, Simon Davies, May 7, 2007.

8. Personal interview, Gus Hosein, June 16, 2006.

9. ‘‘Background,’’ Australian Privacy Foundation, http://www.privacy.org.au/About/
Background.html.

10. CPSR was established in June 1982, and up until the mid-1980s, it focused on the dan-
gers posed by the massive increase in the use of computing technology in military appli-
cations. Since then, however, CPSR’s program has broadened considerably. In 1986, the
Privacy and Civil Liberties Project began really in response to requests for research support
from Washington-based organizations that lacked CPSR’s computing expertise. This work
then made it possible for CPSR to open a Washington-based privacy o‰ce in 1988. Marc
Rotenberg was named the director of that o‰ce, which grew rapidly and in June 1994 spun
o¤ into EPIC.

11. Personal interview, Marc Rotenberg, May 3, 2006.

12. Cy pres is derived from the French ‘‘Cy près comme possible,’’ meaning ‘‘as near as pos-
sible.’’ These monies result from successful class action lawsuits where it is impossible to
distribute all the funds directly to the injured parties. The court may then order that the
funds be used for grants to benefit the class members indirectly or ‘‘as nearly as possible’’
in order to compensate for the harm to the class members indirectly. The settlement or judg-
ment will often specify the ‘‘next best use’’ that the funds should be used for. See http://www
.cypresfunds.net.

13. ‘‘Privacy,’’ Electronic Privacy Information Center, http://www.epic.org/privacy/. See
‘‘Privacy by Topic: The A to Z’s of Privacy.’’

14. Privacy Rights Clearinghouse, http://www.privacyrights.org.

15. Personal interview, Beth Givens, March 8, 2007.
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18. Privacy Activism, http://www.privacyactivism.org.

19. World Privacy Forum, http://www.worldprivacyforum.org.
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5. Telephone interview, Caspar Bowden, May 19, 2007.

6. See Privacy International, ‘‘A Race to the Bottom: Privacy Ranking of Internet Service
Companies, A Consultation Report,’’ June 9, 2007, http://www.privacyinternational.org/
article.shtml?cmd[347]=x-347-553961.

7. Telephone interview, Caspar Bowden, May 19, 2007.

8. Personal interview, Robert Ellis Smith, August 29, 2006.

9. Personal interview, Valerie Steeves, September 28, 2006.

10. Personal interview, Robert Ellis Smith, August 29, 2006.

11. Personal interview, Valerie Steeves, September 28, 2006.

12. Personal interview, Simon Davies, May 3, 2007.

13. Personal interview, Deidre Mulligan, April 17, 2007.

14. Personal interview, Beth Givens, March 8, 2007.

15. Personal interview, Ari Schwartz, May 5, 2006.

16. Personal interview, Roger Clarke, March 28, 2007.

17. ‘‘Surveillance Society Clock,’’ American Civil Liberties Union, http://www.aclu.org/
privacy/spying/surveillancesocietyclock.html.

18. Telephone interview, Lillie Coney, June 12, 2007.

19. Personal interview, Jim Dempsey, February 15, 2007.

20. Personal interview, Rich Neumeister, May 25, 2006.

21. An analogy suggested by Katherine Albrecht. Telephone interview, June 28, 2007.

22. Personal interview, Deidre Mulligan, April 17, 2007.

23. Personal interview, Chris Hoofnagle, February 5, 2007.

24. For example, not enough attention is paid to the exercise of access rights. Most privacy
policies assert that individuals have a right to access their own personal information, and to
correct or amend it if necessary. Most organizations state this commitment because they
know that it will rarely, if ever, be tested.

25. This analogy has been used by Bruce Schneier, among others: ‘‘Sometimes being a pri-
vacy advocate is like playing whack-a-mole, you knock one down and four more pop up.’’
Dylan Tweney, ‘‘Words of Wisdom from the Electronic Frontier Foundation Pioneer
Awards,’’ Wired Magazine, March 27, 2007, http://blog.wired.com/business/2007/03/words
_of_wisdom.html.
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