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Introduction: The Financial Fragility
Hypothesis: the offspring of ‘Induced
Investment and Business Cycles’

Dimitri B. Papadimitriou

For more than four decades Hyman Minsky had painstakingly worked in
the areas of economics and finance and in his many writings tried with
vision and clarity to find a rational way to link the two. His research
program has provided a definitive analysis of the linkage. As most students
of his work would argue, he began with Keynes’ concern with the volatility
of investments, and then recognized how serious the uncertainty of cash
flows from investments was since it could lead to serious repercussions on
the balance sheets of firms. This, in turn, requires the government to inter-
vene to reduce the systemic risks this process engenders by changing its
fiscal and/or monetary stance to prevent a debt deflation. [T]o Minsky a
sequence of booms, government intervention to prevent debt contraction,
and new booms entails a progressive build-up of new debt, eventually
leaving the economy much more fragile financially’ (Kaufman 1992, p. vii).

‘Cash flow’ to a firm, the buzzword in almost all his writings — but
nowhere to be found in the neoclassical paradigm, was nevertheless crucially
important in performing many functions including (1) signaling whether
investments undertaken were based on sound decisions, (2) providing the
funds needed by the firm to fulfill payments when due and (3) assisting in the
decision-making process for future investment financial conditions (Minsky
1982, p. xvii). An analysis of cash flows documents a firm’s performance by
providing a connection between its ability to make payments on its debts
with its cash revenues from operations. When this connection is taken in
the aggregate for all business units, it determines the economic system’s
performance, that is ‘the course of investment and thus employment,
output, and profits’ (Minsky 1982, p. xvii). Minsky was able to show that the
observed behavior of a capitalist economy provided ample evidence that
there exists an inherent instability (financial fragility) which is the result of
two intervening factors: the complexity of market relations and the balance
sheet adventuring of business firms. Thus investment decisions — aside from
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Keynes’ concern for volatility — involve complex financial relations between
liability structures, committing cash flows that are (must be) generated from
production and distribution of output.

It has been suggested that Minsky’s development of the financial fragility
hypothesis is a direct descendant of the ideas he has put forward in his
doctoral thesis (Delli Gatti and Gallegati 1997). ‘Induced Investment and
Business Cycles’ is Hyman Minsky’s doctoral thesis which was supposed to
be supervised by Schumpeter, but because of Schumpeter’s untimely death,
was completed under the supervision of Wassily Leontief. The original
topic of his thesis was to explore the relations of market structure, banking,
the determinants of aggregate demand, and business cycle performance
(Papadimitriou 1992). The topic was set to be a macroeconomic inquiry
entailing the workings of macro forces of markets and aggregate demand
and how the volatility of demand leads to economic fluctuations. The
dissertation that makes up this book is instead a microeconomic analysis
of firm behavior encompassing the various decision-making processes
regarding entry, market structure, expansion, vulnerability and survival.
A firm’s financing relations affecting each and every stage of the firm’s
development are dependent on its capacity to honor obligations in meeting
commitments made today with cash flows received in the future which in
their turn are dependent on the impact the business cycle has on the firm.
Thus, the linkage of business investment with finance is developed in the
microeconomic sphere, extending the conventional neoclassical theory of
the firm. Minsky considered his approach in the dissertation to be the
microfoundation for determining macro performance.

It should be understood that Harvard, where Minsky undertook gradu-
ate study, had not been as much of an influence on him as his undergraduate
years at the University of Chicago. His recollections were of disappointment
as topics discussed were treated in rather a mechanistic manner and also in
amost unstructured fashion. ‘[Alvin] Hansen, the leading disciple of Keynes
in America, interpreted Keynes. . . . [by] virtually ignoring the significance of
money and finance. Furthermore, uncertainty, which was fundamental
in Keynes’ understanding of the capitalist economy, was left out’
(Papadimitriou 1992, p. 18). These are very important issues for Minsky and
are discussed extensively in the dissertation and his subsequent research
writings that span more than four decades.

Minsky describes the objective of his dissertation as the formulation of
a model of particular product markets that will establish the foundation of
aggregate analysis, enabling him to consider a number of public policies
that are relevant to crafting an effective business cycle theory (p. 1). In so
doing, he proceeds to review in the most significant detail the contributions
of Paul Samuelson (1939), J.R. Hicks (1950), Wesley Mitchell (1950) and
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Richard Goodwin (1951), at the time, the prevailing versions of the
multiplier-accelerator model of business cycle analysis. To Hyman Minsky
a satisfactory business cycle theory ‘has to analyze both the interrelations
among a few broad aggregates’ (relating to monetary theory) and ‘the
behavior of individual economic units and of particular markets’ (p. 1).
Exogenous variables are not adequately explained in the basic structure of
the linear versions (Samuelson and Hicks interpretations) of the multiplier-
accelerator model and are of no real use in analysing decision-making
processes that involve individual units. Minsky rejects the validity of these
models and also critiques Hicks’ non-linear version of ‘floors and ceilings’
since its parameters of ‘the ceiling of full employment’ and the floor at the
‘level of income consistent with the maximum rate of capital consumption’
(p. 8) are non-economically determined. “What link is there between the
interrelations among the variables of the model and the parameters in
the Hicks floors and ceilings?’ (p. 9). Minsky insists on the notion that the
‘dominant factor in economic life is the interdependence of economic units
and agents’ (p. 12). Thus, because of its structure, the Hicksian model
cannot determine the relevant factors influencing the behavior of its
coefficients. The a priori determined coefficients « and B yield a particular
level of national income and not the time path of national income the non-
predetermined «, B coefficients would do (p. 17).

Furthermore, the Hicks version assumes away the effects of financial
relations of non-homogeneous agents and the implications they have for
investment that when taken into account would generate a model of non-
linear structure closer (yet far from being adequate) to that described by
Goodwin. What would be valuable, therefore, is to analyse the determin-
ants of the value of the accelerator coefficient and thus, complete the
Hicks and Goodwin models that in their present form do not explain the
systematic variation of the accelerator (p. 41). These ‘revised’ non-linear
models would posit that the value of the accelerator coefficient B be
dependent on money market conditions and the balance sheets of firms,
and that these factors, in their turn, be dependent on the relation between
the level and the rate of change of income and the behavior of the mon-
etary system (Minsky 1982, p. 233). Then such models could be capable
of being instruments for (1) accurately describing the track of the
American economy and (2) for providing alternate fiscal policy evalua-
tions other than either ‘secular stagnation’ or ‘continuing inflation’ (p. 77).
At the level of a firm, it would mean determining the ‘generating relation’
of its investment function that results from changes in income and ‘the
structure of [its] balance sheet [that] will reflect the psychological attitude
toward risk taking’ (p. 162). This is the Minskyan interpretation of
Keynes’ concept of ‘induced’ investment demand. In Minsky’s own words,
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it is ‘all investment which occurs because the variables which enter the
investment decision function are altered by market changes associated
with changes in income’ (p. 135), and by extension, any changes of invest-
ment would be the cause of business cycles. Market changes include
both changes in market structure and the incipient interaction of non-
homogeneous firms that lead to altering investment. To Minsky, therefore,
the distribution between autonomous and induced investment may be
brought into question since it ‘may be meaningless’ and that ‘all invest-
ment is induced’ (pp. 135-6).

The Minskyan model of the business cycle establishes the accelerator
coefficient to be pro-cyclical. It reflects ‘the relation between the value of
the accelerator coefficient and the structure of the markets, and the rela-
tion between the value of the accelerator coefficient and the behavior of
financial markets’ (p. 136). The firm’s cost structure — Minsky represents
it by meticulously drawn cost curves in many places in the book — is
affected by both conditions (1) and (2) operating through wages as these
change from fluctuations in employment and the degree of investment
activity. The firm’s cost curves are met by those representing demand. As
market conditions vary, market structure determines individual product
demand curves that shift reflecting ‘(1) the relation between the particular
demand curve confronting the firm and the market demand curve, and
(2) the way in which a firm behaves toward its particular demand curve’
(p. 137). This follows more in the realm of Chamberlin’s The Theory of
Monopolistic Competition (1933) rather than Robinson’s Theory of
Imperfect Competition (1933) since Chamberlin includes the demand
confronting the firm operating in non-competitive markets. Minsky’s
representative firm can fulfill the Schumpeterian characterization (Delli
Gatti and Gallegati 1997, p. 529), in which if it possesses market power
and has substantial capacity to produce with the existing plant, it will not
destroy old technology unless internal and external competition encour-
age a ‘creative destruction’. However, Minsky is careful to note that posi-
tions of previously created capital must be financed; non-depreciated
capital values involve liabilities that must be absorbed and losses incurred.
The willingness and ability of a firm to absorb such losses depend on
current and future cash flows and balance sheets positions that are a func-
tion of past, present and future demand. As market structure changes
through time, so do the financing conditions of a firm dictated by its
particular balance sheet structure that determines the degree of its vul-
nerability and ultimately its survival. Investible funds can be obtained
from three sources: retained earnings, credit and equity capital which,
along with their uses, describe the structure of the firm’s balance sheet
(Tsiang 1951, pp. 332-3).
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The firm’s capacity to overcome adverse market changes derived from
the stream of income flows establishes its vulnerability and survival con-
straints (pp. 157-8). This problem ‘the usual economic theory ignores . . .
and assumes a unique behavior principle for all firms [that is] profit maxi-
mization’ (p. 143). However, exceeding the survival constraint will bankrupt
the firm that exits the market while another firm enters, both events being
sources of non-linearity affecting the value of the accelerator coefficient
during the business cycle. In the case of entry of a new firm the condition
that satisfies it is ‘when it possesses some advantages of market position
which results in the rate of return . . . greater than the rate of return
generally available in the economy’ (p. 254). What distinguishes Minsky’s
treatment of the business cycle from the traditional theory is the deter-
mination of the investment accelerator coefficient by not only the stylized
facts of the income-demand interaction, but also the effects of a firm’s
financing conditions that inform its behavior and the behavior of money
markets. This distinction is undoubtedly the origin of Minsky’s financial
fragility hypothesis for which most of his lifetime intellectual endeavors
were devoted.

The world of efficient markets operates under the conditions of compe-
tition, perfect information and no financing constraints. Indeed, the well-
known Modigliani-Miller theorem that reigns supreme in neoclassical
economics insists that markets behave in such manner. In Minsky’s world,
however, starting with this book, markets are inefficient since agents are not
operating in a competitive environment and most relevant information is
private. Balance sheets reflect information of non-homogeneous firms and
changes in them pose new constraints that take place over time and are
directly related to business fluctuations.

Minsky identifies the following financial constraints to firms that engage
in investment activity especially during an economic expansion: ‘a) the
difficulty of new firms . . . to achieve a sufficient equity base; b) the impact
upon a firm of a greater tightening of financing terms, due to the imperfect
elasticity of the supply of credit; c) that the rate of expansion of capital
implied by the accelerator model may imply that the firm’s financing con-
dition must deteriorate’ (p. 118). All three constraints listed explicitly state
that balance sheet positions matter. Moreover, if firms during the course of
the business cycle use their retained earnings to expand capacity (build a
new plant), then this leads to a higher equity and lowered debt position, an
improvement in the balance sheets positions affecting the accelerator
coefficient positively. If, on the other hand, firms use their earnings to pay
down their debt, this decreases their equity position and may ultimately
increase debt, deteriorating the balance sheet positions and affecting the
accelerator coefficient negatively (Delli Gatti and Gallegati 1997, p. 531).
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Both positive and negative affects on the accelerator coefficient become
pro-cyclical and may lead to the deterioration of credit terms for new loans
should financial relations change thus, exacerbating the turning points of
the business cycle.

Asinvestment decisions are a function of financial conditions reflected in
balance sheet structure and projections of cash flows, a firm’s survival con-
straint becomes a serious matter. ‘If we begin at any date we have that at
each and every future date, in order to survive, the firm must satisfy the con-
dition that the initial cash plus receipts minus the costs payable to that date
are greater than zero’ (p. 158). To avoid bankruptcy, the firm’s cash flows
from the sale of output must be greater than production costs and debt
service commitments. ‘The debts of a firm reflect the conditions that existed
in the relevant financial markets at the date the debts were assumed. The sur-
vival conditions therefore are measures of the effects that financial and
money market conditions have upon the behavior of firms’ (p. 202). In this
respect, the constraints of survival can be viewed as those of liquidity and
solvency. Liquidity is the ability to meet cash commitments (it is hindered
when financial conditions are altered and current or expected profit flows
decline so that the liquid capital of the firm’s proximate owners or produ-
cers is used up (Minsky 1982, p. 72)). Solvency is the ability to maintain
some level of net worth (to avoid bankruptcy and exit the market). The
firm’s entry into and exit from the market are processes that are connected
with liquidity and solvency and the risk of surviving is differentiated by the
balance sheet position (p. 202). Firms can be classified then on the basis of
vulnerability and survival into the following categories: ‘wholly owned’
firms and firms with ‘a large volume of debt’ reflecting large differences in
liability structures (p. 159). The financial profiles of firms that are
differentiated by their respective relations between contractual payment
commitments due to their liabilities and cash flows defined as hedge, specu-
lative and ‘Ponzi’, distinctions developed much later in Minsky, find their
roots here.

Minsky concludes that ‘the financing of a firm’s expansion may result in
a deterioration of its survival conditions. Therefore the liquidity crises of
the downswing can be imputed to the development of the expansion.
Business cycles are both monetary and real phenomena’ (p. 345).

This in a nutshell is Minsky’s version of a business cycle theory. When
the cycle is moving toward its peak firms become more vulnerable and
their balance sheet positions deteriorate, decreasing their net worth. This
may result in a number of firms not surviving and thus leaving the market.
Profit and income fall cumulatively until a lower point of the cycle is
reached. The lower point gives the opportunity for monopoly power to rise
because there are fewer firms remaining in the market with a lesser degree
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of vulnerability. Concurrently, individual demands shift, culminating in
higher profits and improving balance sheet positions. A cumulative expan-
sion begins engendering cyclical fluctuations.!

Reading Minsky’s thesis in the pages that follow, a case can be made for
the connections that it draws from the works of Henry Simons (1936) — the
notion of the importance of the state of industrial organization; from
Michal Kalecki (1937) — the linkage of profit flows to investment, in that
profits become both the lure for new investment and the result of realized
investment; from Schumpeter (1939) — the importance of market structure
and its effects on innovative investment; and most absolutely from John
Maynard Keynes.

Minsky’s financial fragility hypothesis — whose relevance to the post
World War II economic downturns is unquestioned — was first conceived in
his dissertation and developed more fully in later years. It is a theory of
business cycles connecting financial conditions of firms and markets to
investment and in which coordination failures exist. Years later, Minsky
(1975, 1982, 1986) articulates a theory of investment combining finance
and income determination. The carefully developed ‘financial fragility’
inherent in advanced capitalism is based on a two price system. One is the
price level of current output, and the other, the price level of financial and
real assets. These two prices are determined from different relations and
variables. The price of current output is the device through which produc-
tion and distribution occur and costs are recovered. The price of capital
and financial assets reflects uncertainty and is dependent on yields. Since
yields represent streams of income over time, their current prices must
reflect the current valuations of incomes that will be realized over time.
An increasing divergence of the two price levels in the macroeconomy
engenders instability and ultimately a business cycle ensues (Papadimitriou
1992). Market imperfections played an important role in the dissertation
(chapters 4 and 7 especially), but they were not much discussed in later
writings.

The Minskyan analysis of the business cycle is a new but fundamentally
Keynesian species that links economics and finance. Although quite
different from the standard theory, it still lies within the mainstream eco-
nomic paradigm. Minsky’s dissertation is an important contribution to the
literature on business cycles and a reminder that efforts grown in the tradi-
tion of non-standard theory do not always remain unappreciated.

NOTE

1. This paragraph is to some extent a restatement of Delli Gatti and Gallegati (1997), 531-2.
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1. The analysis of business cycles: the
problem and the approach

Paraphrasing Voltaire, we can assert that if business cycles did not exist, the
economic theorist would have invented them. For if we look at the problem
of business cycles, without any doctrinaire bias, it seems obvious that in this
branch of economics a natural connection occurs between the often too
separate compartments of economic analysis: between the ‘monetary’ and
the so-called real phenomena. Therefore, a theory of business cycles, to be
consistent with the observable material and the inherited doctrines, should
be a blend of the analytical material which deals with the interrelations
among a few broad aggregates — which traditionally has been the approach
of monetary theory — and the analytical material which deals with the
behavior of individual economic units and of particular markets — which
has been the sphere of price and distribution theory. This thesis can be
interpreted as an attempt to construct such an eclectic business cycle theory
by utilizing a number of elements drawn from inherited economic analysis.
To be complete such an attempt would have to explore such purely theor-
etical material as the relation between macro and micro analysis, between
partial and general equilibrium analysis and between monetary and real
phenomena, as all of these separate pieces of economic theory have to be
used in an analysis of business cycles. That task is both too big and
too general. What will be attempted here is to try to develop a technique
of business cycle analysis which does draw upon the various portions of
inherited doctrine.

In spite of the complexity of the phenomena which are observed during
business cycles, and the seemingly obvious need for cycle theory to inter-
pret the phenomena which occur during a business cycle, individual
authors have tended to specialize in their emphasis on particular phenom-
ena as the essential components of business cycles. To a student it is the field
of business cycle theory, more than any other part of economics, which
consists of a study of alternative explanations.!

An explanation of the continued existence of alternative theories of
the business cycle is perhaps most readily made in terms of the economic
policy problem which the existence of business cycles poses. The alter-
native theories of the business cycle are consistent with somewhat

1
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different approaches to economic policy, and business cycle theory has
historically had a strong prescriptive bias. No claim is being advanced
that this work differs from the others in this respect — the only claim made
is that the more eclectic approach outlined in this chapter indicates that
a wide variety of public policies are relevant to an effective business
cycle policy.

We can distinguish two varieties of business cycle analysis, based upon
the method of analysis used. One type directs its attention at a few macro-
economic variables, and studies the interrelations among these aggregates.
The other variety maintains that business cycle analysis must attempt to
deal with the behavior of individual economic units, and that what aggre-
gate relations are derived are of the nature of an average. Two recent
volumes in business cycle theory — that published by JR. Hicks? and
the posthumously published volume by Mitchell? are illustrative of this
methodological division in business cycle analysis. The Hicks volume deals
with the interrelations among a few broad aggregates — the Mitchell volume
essentially denies the validity of such aggregative analysis and emphasizes
the connection between the multiplicity of markets which make up eco-
nomic life. In the Hicks volume, if market processes are discussed, they are
taken up as asides from the main course of the volume. The core of
Mitchell’s theoretical apparatus is a concern with market processes. It is the
contention of this volume that any reasoned perspective upon the problem
of business cycles leads to the conclusion that each approach is in some
measure incomplete without the other.

The theoretical framework employed by Hicks is based upon a limited
number of presumably measurable economic aggregates: consumption,
investment, income, and so on. The movements over time of these aggre-
gates are interpreted as the essential characteristic of the business cycle of
experience. Models are built in which interrelations among these few vari-
ables are set out. The results obtained depend upon the specification of the
functional relations among the variables and upon the values assigned to
the parameters of these functional relations. Such models are dynamic, con-
necting variables of different dates, and once such a model is constructed,
its operation is ‘mechanical’.

‘Between the variables relevant to economic fluctuations there is, in the
opinion of the theorists, a network of causal connections. Given move-
ments in the data therefore cause movements in the endogenous variables,
and it is the task of business cycle theory to show that the characteristics of
observed movements in endogenous variables may be explained either by
the given movement in the data or by the properties of the causal network.™*
The essential characteristics of the Hicks model relate to the properties
of the causal network — the series of lags and the nature of the functional



The analysis of business cycles 3

relations among the endogenous variables. In addition various non-linear
elements are introduced into the Hicks model. These are essentially exogen-
ous, unexplained elements, which it can be claimed are included solely
because they make the model work in the desired manner. The introduction
of such non-linear elements may be necessary for the construction of a
useful theory of the business cycle. However, no special valued element or
assumption has a place in a theory of the business cycle unless the processes
which generate the special element can be described, or the actual observed
value of the special element is known. The elements of the Hicks model fail
to meet such standards. It will be shown in Chapter 2 that economic argu-
ments can be advanced for non-linear formulations which are alternatives
to that of Professor Hicks, and the material on the theory of the firm
(Chapter 4 through Chapter 8) and on the financial relations (Chapter 9)
which follows constitutes an attempt to see whether the implications for
investment of market phenomena generate any particular non-linear form
of the accelerator coefficient.

The approach of Hicks leads to a business cycle theory which is straight-
forward in its exposition and which does not have so many variables that
the mind is incapable of comprehending the interrelations among the
variables. In its origin it is beholden to the Keynesian® analysis of income
determination — and has many of the virtues and also the faults of its sire.
The beauty of a simple set of interrelations is manifest — the emptiness
which is induced by the elimination of market processes is also obvious.
An attempt to repair these deficiencies is in order.

‘One way out of these difficulties seems to be to construct a model con-
sisting of an inner circle of relations between the most important macro-
economic variables and a series of supplementary relations meant to specify
and analyze the inner-circle relations. The inner-circle relations might be
relations using only such broad concepts as total national income, total
expenditures, total imports, total exports or the general price level. . . .
Corresponding to this inner-circle relation there could be supplementary
relations explaining the demand for separate groups of commodities and
services, for instance, for consumer goods or for investment goods.”® This
solution to the problem of the reconciliation of the simple and the complex
theories is by way of the disaggregation of the functional relations of the
simple theory. ‘Each inner-circle relation could in this way be illustrated and
tested, and possible deviations between observed and calculated values of
the macroeconomic variables “localized”, i.e. it could be found out whether
deviations in total imports are to be attributed to imports of raw materials
or of finished products, etc.’”

The approach to the problem of reconciling the complexity of business
cycle observations to the simplicity of macroeconomic business cycle
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theory suggested by Tinbergen is not the one which we are exploring in this
volume. Tinbergen’s suggested series of supplementary relations which
aggregate to the macroeconomic relations can be interpreted as meaning
that, in some sense, the complete analysis is really the analysis of the inter-
relations among the supplementary relations. The increase in the compre-
hensibility is apparent rather than real. At each step the obvious thing is to
explore the interrelations in the various supplementary sets of relations.
In order that these supplementary sets of relations be independent of the
behavior of the aggregates, it is necessary that the aggregates themselves
not be interrelated. Essentially the Tinbergen suggestion means that we go
along with a complete, complex and detailed model, and we add to it a set
of aggregation rules which leads to a single set of interrelated aggregates
that constitutes the core model. Disaggregation involves limitations upon
the nature of the functional relations which can enter both the aggregate
and the particular models.® The idea implicit in the approach suggested
by Tinbergen seems to be a fruitful suggestion to solve the dilemma of
discordant theories. However, the definition of supplementary relations as
formal mathematical disaggregates of the inner-circle relations is unneces-
sarily restrictive.

Consistent with the notion of a set of inner-circle relations, which deter-
mine overall movements of the system, and the need for supplementary
relations, which lead to cyclical behavior consistent with observations, is
the emphasis upon the need for special turning point analysis in business
cycle theory. ‘The change from prosperity to depression, from upswing to
downswing, is the most crucial problem of the cycle. I still believe that we
need a special theory, or rather alternative explorations of the turning
points. The cumulative process is always essentially the same, but we cannot
be sure that the turning point is always brought about by the same factors
(even apart from possible disturbances from outside the economic system)
or that the same system of difference equations will satisfactorily describe
the upswing as well as the upper turning point.” Both the inner-circle and
supplementary relations approach suggested by Tinbergen and Professor
Haberler’s emphasis upon the necessity for a special theory of the turning
points emphasize the separability of economic phenomena into compart-
ments. Like the authors who divide time series into trend and cyclical
components, they neglect the fact that the same economic phenomena
which breed behavior of the inner-circle relations and the cumulative
process also determine the behavior of the supplementary relations and the
turning points. What is needed is a technique of analysis which correctly
emphasizes the interrelations among economic phenomena and which
nevertheless permits the separation of economic data into sectors which
can be conveniently handled.
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The addition of floors and ceilings to the accelerator-multiplier type
analysis by Hicks is essentially an attempt to include special turning point
material in the analysis of the business cycle. The virtue that has been
imputed to the accelerator-multiplier models — that they eliminated the
need for specific turning point analysis — has disappeared in these later
versions. However, the floors and ceilings have a non-economic cast to
them. The ceiling is usually full employment, which is used by Hicks as a
technological concept. The floor is that level of income consistent with the
maximum rate of capital consumption possible under the existing tech-
nique of production. It also is determined from outside the economy. The
use of such ceilings and floors is equivalent to the introduction of mechan-
ical constraints from outside the system in order to have it behave properly.

‘Constants’ occur in theories which are successful in their application to
the world. This is especially true in the physical sciences. In all such cases
the ‘constants’ are unchanging in value only for a determinate set of prob-
lems. For other problems, the phenomena represented by these symbols
have to be considered as variables, and their values at any moment of time,
or under a set of conditions, has to be determined within the model. In
particular, in economics, any ceiling such as the full employment ceiling,
used by Hicks, has to be considered as an economic variable which is to be
determined in a more general model. The assertion that ‘full employment’
is a non-economically determined phenomenon, and therefore not subject
to an economist’s analysis, is on the surface suspect; it asserts too much.
Such arbitrary floors and ceilings should be replaced by endogenously
determined parameters which are generated by the processes of economic
life. The problem can be stated as: what link is there between the inter-
relations among the variables in a formal business cycle model and the
parameters which in the Hicks type models are the floors and ceilings?

All of these recent developments (such as, models containing non-linear
elements, containing arbitrary determinants of the turning points, con-
taining inner-circle and supplementary relations) represent a dissatisfac-
tion with those business cycle models which depend upon a set of linear
relationships. Those models which depended upon the structure of pro-
duction and sales, as expressed by a small number of functional relations
and lagged variables, are in their analytical tools and intellectual deriv-
ations essentially Keynesian. ‘After Keynes’ General Theory was published,
these limiting factors — bottlenecks, limits to bank expansion, etc. — lost
much of their importance as explanations of the turning points of the cycle.
As soon as the consumption function was introduced as a central feature
of economic models, it was immediately recognized that a cumulative
process of expansion may not be self-reinforcing but instead may inevitably
lead to a crisis and a period of contraction even before the physical or
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financial limits to expansion have been reached.’!? The reconsideration of
such fully aggregated models may be due to the failure of the early Post
World War II predictions. The dissatisfaction with too aggregative analysis
can either take the form of disaggregation which leads to mathematical
complexity, or of a retreat to empiricism. The simplest linear process
models, which exhibited cyclical behavior, resulted in a number of possible
types of behavior for the endogenous variables, and these types of behav-
ior depended upon the values of parameters. No matter what values these
parameters were assigned, the resulting model exhibited unsatisfactory
behavior. This has led Mr Hicks to the reintroduction of floors and ceilings
(turning point analysis) into a model which is essentially Keynesian in its
derivation.

Rather than attack the problem posed by the unsatisfactory nature of the
accelerator-multiplier type models by means of the mechanism which
generates the floors and ceilings, we can take up the more general problem
of what determines the parameters of an aggregative business cycle model.
The parameters of the functions which are included in the aggregative
model can be interpreted as shorthand symbols for the processes of
economic life which are not included in the simple model; and they are
therefore in turn determined by market processes. The variables of a macro-
economic model are such that the values which are generated by the model
imply changes in the determinants of equilibrium in different particular
markets. For example a change in national income affects product demand
curves. This results in a change in the equilibrium conditions in particular
markets which cannot be separated from the processes which determine
the variables in the macroeconomic model. If we are to use such macro-
economic models, we have to integrate the relation between the particular
market developments and the developments which are represented in the
aggregate model. The effects of changes in the variables of the macroeco-
nomic model upon the equilibrium conditions in particular markets
are going to be interpreted as determining the parameters in the macro-
economic model. By adopting this combination, we retain the simplicity
of a dated analysis in income flows and still emphasize the significance of
particular market analysis. In addition this approach emphasizes that the
parameters in macroeconomic models are elements whose values are to be
determined by economic processes.

Adopting the language of Tinbergen, what we propose is that the inner-
circle relations in the business cycle model be essentially of a Keynesian
derivative type: for example a simple accelerator-multiplier type model. The
supplementary relations are relations that determine the parameters in this
model. In these supplementary relations the variables of the macro-
economic model appear as parameters. The changes thus indirectly induced
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in the parameters of the macroeconomic model by the different values of
the variables of the macroeconomic model will affect the time path of the
variables of the macroeconomic model. The inner-circle relation remains a
straightforward few variable analysis. The supplementary relations, which
determine the value of the parameters, will be complex, multivariable
relations, where the entire apparatus of economic theory is brought to bear
upon the analysis of economic activity. The inner-circle model retains
its simplicity. As the need for floors and ceilings as such is removed, the
inner-circle model can be even simpler than Hicks’ model. The difficult
parts — the complicated series of springs, cogs and gears that drive the
clock — are removed from sight; all that remains visible is the simple two
hands circling an austere dial face.!!

The distinction that is made between the variables and the parameters of
the macroeconomic model is for convenience in analysis. The dominant
factor in economic life is the interdependence of elementary economic
units. The aggregate variables are constants, designed for simplicity and
convenience. The variables of the macroeconomic model are either sums or
index numbers of measurable attributes of individual economic units. The
parameters of the macroeconomic model are aggregates of individual
behavior or reaction coefficients. As such they are not easily measurable
and not readily aggregated. In the analysis of the particular firm’s invest-
ment decision which follows, we will attempt to determine what factors are
relevant in determining the behavior coefficient of individual economic
units. As the behavior of the macroeconomic model depends upon the
values of the parameters of the model, this will enable us to isolate those
variables which lead to alternative behaviors of the economic system as
a whole.

The utilization of the variables, income and change in income, to deter-
mine the value of the accelerator coefficient in the accelerator-multiplier
models, leads to a non-linear theory, of the type studied by Goodwin.!2
However, rather than have the non-linearity as an economically unmotiv-
ated, or crudely motivated, relation we center our attention on the
determination of the non-linearity.

In order to illustrate the approach which is adopted, it may be appropri-
ate at this stage to indulge in a digression. Let us take the best known of the
mechanical interrelation models — in its original form — and see how it can
be modified in the light of the above perspective. The result is but a slight
modification in the original model; but as a result the significance, the
conceptual role of the model, is changed markedly. The change will make
the accelerator-multiplier mechanism the core of the analysis, a frame-
work upon which the more complete analysis can be hung, rather than an
attempt to use it as it stands as a model of the business cycle.
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The best known of the mechanical business cycle models is the Hansen-
Samuelson model presented in its ‘mathematical form’ by Paul A.
Samuelson.!? The lines of the development of this model which will be
undertaken here are foreshadowed in the final paragraph of this article
when Samuelson asserts:

The limitations inherent in so simplified a picture as that presented here should
not be overlooked. In particular, it assumes that the marginal propensity to
consume and the relation are constants; actually these will change with the level
of income, so that this representation is strictly a marginal analysis to be applied
to the study of small oscillations.!*

This familiar Hansen-Samuelson model is based upon the following
assumptions:!® that National Income at any time is a sum of three
components — government expenditures, consumption expenditures and
private investment expenditures. Consumption expenditures are a fraction
a of income at a unit of time earlier, and investment expenditures which are
induced by the change in consumption are 8 times the change in con-
sumption. This leads to the familiar difference equation in which income at
any period of time is determined by income of two previous periods: for
example

Y,=1+a[l+B]Y,_,—aBY,,

where Y, Y, ,, Y,_, are dated incomes, o = marginal propensity to
consume and B = the accelerator relation. The 1 in the equation is due to
the existence of government expenditures which, from outside the model,
set the process to work. The behavior of this model, once the linear form
and the lag pattern are determined, depends upon the values assigned to «
and B. Four different types of behavior are possible for the variable Y,.

1. Y, may asymptotically approach the level of income given by 1/[1 — «],
the pure multiplier level of income (region A in Figure 1.1);

2. Y, may take on a damped cyclical path, approaching the income level

1/[1 — o] (region B in Figure 1.1);

Y, may take on an explosive cyclical path (region C in Figure 1.1); and

4. Y, may take on an explosive path (region D in Figure 1.1).

hed

Under the assumptions that the relation £ is a fixed technical coefficient
relating output and capital stock, and that the marginal propensity to
consume is a constant determined by a fundamental attribute of the
society, one of the four above types of behavior is possible, aside from the
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Figure 1.1 Samuelson’s State Diagram

behavior which characterized the boundary conditions between two of the
stages, for example if a8 = 1, the systems would oscillate with a constant
amplitude. The assumption that a3 = 1 seemed to be, even to this model’s
strongest advocates, an unnecessarily rigid one, so the above model was
recognized as a useful expository tool, but inadequate in itself to explain
the cycles of experience. Both the explosive character of the development
in regions C and D, and the damped character of the development in
regions A and B are inconsistent with gross observations about the behav-
ior of the economic system.

A hypothesis to be advanced here is that an accelerator-multiplier type
model in which o and B are variables over the cycle can lead to a movement
in time of the dependent variable of the model which is consistent with the
observed values of this variable.!® As interpreted here, the accelerator-
multiplier model is meaningless without an analysis of the economic
processes which generate the values of a and B. In order to be meaningful
a specification of the manner in which « and B vary over the business cycle
has to be advanced. The hypothesis that the business cycle of experience
can be interpreted as an accelerator-multiplier model with variable
coefficients, and that the coefficients of the model vary in a systematic way
over the business cycle, is advanced in this chapter.

As a result of this interpretation of the accelerator-multiplier model,
the business cycle analysis problem is transformed into the problem of what
generates the realized values of « and B. In particular we may ask how this
generation process is systematically affected by the variations in National
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Income (or Employment, or generally speaking, whatever the variable whose
time path is determined by the accelerator-multiplier model). The necessity
for systematic variation is due to the need to have the « and B coefficients
change in such a manner as to result in a sequence of values of the endogen-
ous variables which can be considered to be consistent with observations.

This chapter focuses on theory. The analysis is directed at the construc-
tion of generating processes for these coefficients out of material drawn
from the generally accepted body of economic theory. Because of these limi-
tations, no empirical testing is undertaken here. It is obvious that the valid-
ity of the model developed depends upon its consistency with observations.

A theory which asserts that the « and B of the model vary in such a way as
to generate a time path of national income which is consistent with obser-
vationisnot, as stated, meaningful. For by adding « and 8 as “‘undetermined’
variables we can generate any time path of national income which can con-
ceivably be observed. In order to make the theory meaningful it is necessary
to add that the values of o and 3 are generated by economic processes, and
that the generating process leads to such a restricted set of values of « and B
that a refutable statement results.

If we ask what determines the value of the accelerator or multiplier
coefficient at any time, and carry on an analysis in terms of the behavior of
the households and firms, we have done more than transform a linear
difference equation into a non-linear difference equation. For by turning
our attention to the behavior of households and firms, we can investigate
the effects upon the cyclical behavior of an economy of variation in the
structure of markets and financing conditions.!” As a result, the functional
relation between the different incomes which is the core of the accelerator-
multiplier model becomes dependent upon elements other than past period
income and ‘non-economic constants’. Once we recognize that the relations
which determine the accelerator and multiplier coefficients are complex, an
analysis of their determination requires more than the specification of a
functional relation between these coefficients and the level of income.

The major task of this chapter, therefore, is to develop an analysis of
the processes which generate the values of the coefficients in such non-
economic models. Prior to undertaking this task, it seems desirable to
exhibit a modified Hansen-Samuelson model which does not behave in a
manner consistent with observations to show that this hypothesis is not, on
the face of it, implausible.

In Table 1.1 we can see that when the marginal propensity to consume,
a, is very large (0.9 or 0.95) a value of B a little greater than 1 (1.05 for
explosive oscillatory, 1.6 for explosive) is sufficient to lead to an explosive
development in the economy; whereas when the marginal propensity to
consume is 0.7 an accelerator coefficient of the same order of magnitude
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Table 1.1

Values of « Values of B Boundary Values Between Regions
A&B B&C C&D

0.95 0.64 1.05 1.6

0.9 0.61 1.1 1.8

0.8 0.38 1.25 2.6

0.7 0.29 1.4 3.4

Table 1.2 A Hansen-Samuelson Sequence: With Variable o and 3

Period a B G ay, ) IC,~C,_) Y
1 0.9 2 1 00 00 1
2 0.9 2 1 0.9 1.8 3.7
3 0.9 2 1 33 438 9.1
4 0.9 1.5 1 8.2 7.4 16.6
5 0.8 1.4 1 13.3 7.1 21.4
6 0.8 1.2 1 17.1 4.6 227
7 0.8 2 1 18.2 2.6 22,0
8 0.8 0 1 17.6 - 18.6
9 0.8 2 1 14.9 ~54 10.5
10 0.9 1.0 1 9.5 ~54 5.1
11 0.9 1.0 1 4.6 -39 1.7
12 0.9 1.0 1 1.5 -3.1 ~0.6
13 0.9 1.0 1 ~0.5 ~2.0 ~1.5
14 0.9 1.0 1 ~14 ~0.9 -1.5
15 0.9 1.0 1 ~14 0 ~0.4
16 0.9 0 1 ~0.4 0 0.6
17 0.9 1.0 1 0.5 0.9 2.4
18 0.9 2.0 1 22 3.4 6.6
19 0.9 2.0 1 5.9 7.4 14.3
20 0.9 2.0 1 12.9 14.0 27.9

(B < 1.4) will lead to a damped oscillatory development. It follows that an
explosive development can be turned into a damped cyclical development
by relatively small changes in the value of the relevant coefficients.

This can be illustrated by taking a Hansen-Samuelson sequence
and exhibiting the time series it generates with the coefficients taken as
cyclical variables. The example given in Table 1.2 is strictly for expository
purposes: no claim is being made that the values assumed for the
coefficients represent what actually happens.
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Figure 1.2 Times Series: Generated by Hansen-Samuelson Model with
Variable o and 3

The time series shown in Figure 1.2 exhibits the precipitous fall in income
after the peak of the cycle. The periods at the top and at the bottom of the
cycle are consistent with the behavior of firms endangered by a high degree
of uncertainty as to future developments. It is obvious that by varying «
and B the rise from the cyclical trough can be made as fast or as slow as
desired. The model sequence exhibited in the table can be related to the
Samuelson state figure (1.1). We began with values of a and B which placed
the ‘economy’ in region D of the state diagram: the explosive state. The fall
during period 4, which is taken to occur when the economy reaches a very
high level of income, results in a shift to region C in the state diagram.
Region C s also an explosive region; however it is explosive oscillatory. The
change in a during period 5 still keeps the economy in region C, but the
further fall in B during the sixth period shifts the economy to region B.
Region B is the state in which the cyclical behavior is damped oscillatory.
This changing value of the accelerator coefficient results in a downturn in
income and the ‘explosive’ behavior which we assumed in the beginning has
been replaced by a damped cyclical behavior.

The fall in the consumption coefficient at very high levels of income is
taken to be due to the ‘high propensity to save’ at high incomes. The fall in
B at high incomes will be ‘tested’ by the investment models which will be
taken up later. The erratic behavior of B during periods 7, 8 and 9 is
assumed because the definition of  includes both long term and short term
investment. The stabilization of income at a high level during periods 5, 6,
7 and 8 is assumed to result in an increase of long term investment at the
end of the boom. The zero accelerator coefficient during period 8§ is taken
to be composed of a tendency to continue long term investment and to
decrease inventories; the value 2 accelerator coefficient during period 9 is
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taken to be determined by the ‘inventory’ clearance which accompanies the
fall in income of period 8. The high propensity to consume during period
9 through 20 is taken to be determined by the desire to maintain consump-
tion standards, whereas the low accelerator is taken to be determined by the
inability to disinvest rapidly during a depression. Models of investment
behavior can be developed so that the accelerator coefficient on the down-
swing can achieve a zero value even with falling income or with ‘excess
capacity’. In period 18 the accelerator coefficient is increased to allow for
both short term and long term investment. The economy from period 18
on is in an explosive upward movement which, according to our hypothe-
sis, will be choked off by means of a fall in the accelerator coefficient and a
fall in the propensity to consume as the incomes reach high levels. The
economy, therefore, switches from region D, the explosive state, to region
C, which is explosive oscillatory, and then to region B which is damped
oscillatory. The high value of the multiplier and the impossibility of disin-
vesting very rapidly keeps the economy in region B during the downswing.
However, if the economy swings from region B to region A, which it does
when the accelerator is assumed to be zero, the movement for that time is a
movement toward the level of income determined by autonomous invest-
ment (in the example shown, the level of income determined by government
expenditures). Rather than assume that the economy is naturally in one
state, we assume that the state of the economy changes through changes in
the values of the coefficients.!8

In the model exhibited, the major characteristic to be analysed is the
variability of B, especially the assumption that  turns down at very high
levels of income. Unless this is to be taken as an ad hominem argument, a
rationale from general price theory must be offered for this development.
This means that a model of investment behavior must be developed which
generates a relation between changes in income and induced investment,
such that the relation B varies in a systematic way over the business cycle.

As used here, the B coefficient includes investment in fixed and in
working capital. A fall in income can induce a large fall in working capital
even though the fall in fixed capital is limited by the inability to disinvest
rapidly. The result is that the B coefficient is large during the early stage of
a depression, when inventories are stabilized. The inability to disinvest fixed
capital rapidly does not determine a floor to the level of income, as Hicks
assumes. If we work with a simple enough model, the fall in the amount of
induced disinvestment when inventory disinvestment stops will lead to a
rise in income. This will, under appropriate conditions, be sufficient to
result in an upward movement of income.

At the same time as we varied the accelerator coefficient we varied the
marginal propensity to consume. This was done in order to shift the model
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from one state to another without requiring large variations in the acceler-
ator coeflicient. The assumption which we made in varying the consump-
tion coefficient is that incremental consumption falls when income is very
high and that the marginal propensity to consume is low when income is
decreasing. Because the propensity to consume coefficient in the Hansen-
Samuelson model is related to the level of income above the equilibrium
level, it is really an average coefficient over the range of incomes which
the model covers. Therefore, the low marginal propensity to consume in the
downturn results in a high ‘average propensity to consume’ out of the
income variation from the base. When income turns up again we assume a
high marginal propensity to consume out of incremental income until
income becomes very high, when the marginal propensity to consume
decreases. Such assumptions are, at this stage, just blanket assertions. To be
complete, the model of household behavior which generates such a cyclical
pattern of the marginal propensity to consume must be exhibited. In con-
trast to the investment-income relation, where there are no inherent empir-
ical or theoretical studies of its behavior over the business cycle, the
savings-income relation is supported by an extensive literature on the behav-
ior of savings over the business cycle.!® These results can be incorporated
into our models. We can therefore expect to be on firmer ground when we
vary a than when we vary B —in the sense of using inherited studies.

Because of the existence of much fine work in the cyclical behavior of
savings, there is no need to concern ourselves further with this problem.
Therefore, the rest of this study is directed at the generation of the acceler-
ator coefficient, although a more complete study would also include the
generation process for the marginal propensity to consume.

THE ANALYSIS OF BUSINESS CYCLES:
AN ASIDE ON METHODOLOGY

If we are to analyse the processes of economic life, it is necessary to order
the chaotic multiplicity of economic phenomena. This establishment of
order in the observations of a particular science is a work of ‘art, of
imagination or intuition; it involves the imposition of a set of constructions
of the scientist upon the raw data. The Marshallian industry is such a con-
struction. As a construction it is logically equivalent to lines sometimes
drawn in the proof of a theorem in geometry: there is nothing in the
hypothesis or in the conclusion that indicates such a construction is in
order; yet once the construction is made, the proof is simple — without it,
complicated or impossible. If, therefore, our view of the aim of economic
analysis is that it is an ‘engine for the discovery of concrete truth’,2° we do
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not look upon the analytical set-ups as pictures or images of realities.
We do not even require that the processes which can be equated to the oper-
ations of the model take place: we require that the use of the tools enable
us to solve problems of experience that we could not solve without the tools.
‘Like other scientific concepts, ours (the business cycle) is a manmade
entity, created by pulling apart items of experience that can be observed
directly; then putting like parts together into a new whole that cannot be
seen by the eye or touched by the fingers. Such synthetic products of the
mind have often turned out to be useless or worse, in that they led to logical
contradictions, conflicts with factual evidence, or futile practice. Most of
the useful ones have to be reconstructed from time to time in the light of
fresh discoveries that they have helped men to achieve.”?! The interaction
between the accelerator and multiplier as we use it is such a manmade
entity. The standard to be applied to test its validity is not whether it pre-
sents an accurate image of what takes place in the economy, but whether
this construct is a useful device by which the processes of economic life
which lead to the generation of business cycles can be studied. The purpose
of the core model, therefore, is to provide an orderly framework for analy-
sis. The test of the specifications made in the accelerator-multiplier model
is not the ability to measure invariant functional relations between the vari-
ables, but the ability of an analysis based upon these assumptions to lead
to meaningful statements about the nature of the world. A meaningful
statement about the nature of the world is here defined as a statement which
is capable of being refuted by a set of observations which can be made.
The use of a formal model which simplifies and idealizes economic
reality as a framework upon which an analysis of the processes of economic
life can be organized is not new. The fundamental proposition in such an
approach is that the values of the variables which are determined within a
model, under one set of conditions, imply some changes in the markets
dealing with other economic variables.?? The satisfaction of the new equi-
librium conditions in the other markets will in turn alter the set of condi-
tions which determine the values of the variables in the original market. In
our case, the variable determined within the model is the level of income.
The conditions which determine the level of income are the accelerator
coefficient, the marginal propensities to consume and the appropriate past
incomes. The past incomes, being history, cannot be affected by the devel-
opments, excepting as what is present income necessarily becomes past
income with the passage of time. The present value of income, divided, in
the manner given by present values of the propensity to consume and the
accelerator coefficient, among the various activities in the economic world,
leads to certain conditions in the market for consumption and investment
goods. These conditions, in turn, generate the value of the accelerator and
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multiplier. This means that the manner in which present and past incomes
operate to determine future income, for example, the equilibrium value at
the next date within our model, will be changed from what it would have
been if present income had no effect upon the markets which generate these
propensities and relations.

Much of inherited economic doctrine can be conveniently placed in such
a methodological framework, and the typical method of handling these
aspects of economic life is consistent with this framework. As an example,
let us take a Marshallian industry consisting of N firms: the industry is
competitive. The market price is determined within the model by the inter-
section of the demand curve with the horizontal sum of the marginal cost
curve. If this price is greater than average total cost, this implies that the
firms in the industry are typically earning a higher rate of return than is
generally available elsewhere in the community. This is generally taken to
imply that investment will take place in this industry, that is, either an
increase in the capital stock of the community or a reallocation of a given
stock of capital among the different industries in the community will occur.
The short term equilibrium in the industry under analysis implies the exist-
ence of a disequilibrium in the capital market. The development within the
capital market in response to the disequilibrium, however, implies either an
increase in the number of firms or in the size of the firms within the indus-
try. That is, investment takes place in the industry. This will shift the sum
of the marginal cost curves (the competitive supply curve) to the right and
result in time in the achievement of long run equilibrium in the particular
market. The essential point here is not the eventual achievement of long
run equilibrium, but that the analytic process is the reciprocal relations
between the elements in our ‘isolated’ market and the equilibrium deter-
mining conditions in the capital (other) market.

Aside from its application to the Marshallian industry analysis, this
perspective may be applied to some Keynesian models. Let us take a simple
income equation of the form Y = C + I + G where [ is a function of the
interest rate, C is a function of income and G is the government deficit.
The government deficit is financed either by the creation of money or the
sale of government bonds. In either case the effect is felt in a portfolio
composition-interest rate relation: the money market phenomena encom-
passed under the term Liquidity Preference in the Keynesian analysis.
These money market phenomena may affect the interest rate, thereby
having an effect upon investment.

In addition, the investment or government deficit which is taking place
does mean an increase in wealth, either in the form of government bonds
or of real capital in the community. The question as to whether such an
increase in wealth will affect the position of the consumption function has
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been raised by Pigou and others.2? The upward shift of the consumption
function as wealth is accumulated has been offered as an explanation of the
constant average propensity to consume over long periods of time, even
though the short run marginal propensity to consume is smaller than the
long run average for some levels of income. This again is an example of the
effects of the development within a model having implications for the equi-
librium of another market which, in turn, as the values in this other market
change, affects the equilibrium conditions within the first model.

Another example of the effects of developments within one market upon
other markets was utilized by Domar?* when he emphasized the dual role
of investment, as a determinant of income in a Keynesian framework and
as a change in total capital and therefore as a change in productive capacity.
This duality was integrated in his theory of economic growth; however, his
use of a constant average equal to marginal propensity to consume could
be interpreted as an implicit acceptance of the shifting consumption func-
tion associated with the effect of investment as a change in net worth. The
pattern of economic development growth analysed by Domar depends
upon the duality between an equilibrium level of income and an equilib-
rium rate of growth. Analysis of how equilibrium in one set of markets may
affect other markets is a development of the growth relations that could
lead to greater relevance of the analysis.

The general perspective of this work is that we deal with a number of
different sets of markets, each market developing, under given conditions,
in the direction of some equilibrium value, and the values of economic vari-
ables which are generated by this market movement act upon other
markets, so as to affect the equilibrium values in these other markets.
We will organize our analysis of business cycle relations around the
accelerator-multiplier interrelation using developments in other markets to
affect the values of the parameters in the accelerator-multiplier model. This
method of partial elimination of variables in order to solve a complicated
moving equilibrium problem is more readily justified in business cycle
theory than in price and distribution theory. The selection of the sequence
in which the various markets are to be ‘solved’ is in reality an assumption
as to the manner in which a business cycle is propagated. Such a complex
propagative approach to business cycles leads naturally to the type of
model which is presented below.

Methodologically this volume also emphasizes the need to relate
aggregate analysis to the behavior of economic units. In particular, the
relation between investment and the behavior of individual firms is investi-
gated. This is done by using a modification of the traditional graphical
analysis of the behavior of firms. As a result, the main body of this
volume (Chapters 4 through 8) is characterized by an avoidance of
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mathematical formulations and by an abundance of graphical analysis. On
the other hand, the most convenient formulation of the problems dealt
with in Chapter 2 (‘Some accelerator-multiplier models’) and Chapter 9
(‘Monetary behavior and induced investment’) is symbolic. I have tried
to avoid mathematical complications by using simple difference equations.
To the extent that the approach oversimplifies the problem, the results are
vitiated. However, the difference equation approach does fit into the schema
by naturally leading to the questions of the implications of the dated
changes in the aggregate model for the equilibrium conditions in the par-
ticular markets, and the reciprocal question of the implications of changes
in the equilibrium in particular markets for the behavior of the aggregate
model.

NOTES
1. Haberler (1941) can be considered the definitive volume on such alternative theories.
2. See Hicks (1950).
3. See Mitchell (1950).
4. See Tinbergen (1951), p. 132.
5. See Keynes (1936).
6. See Tinbergen (1951), p. 140.
7. See Tinbergen (1951), p. 140.
8. See Leontief (1947).
9. See Haberler (1941), p. 380.
10.  See Metzler (1948), p. 440.
11.  See Edgeworth (1925), p. 32: ‘a movement along a supply and demand curve of inter-

national trade should be considered as attended with rearrangements of internal trade,
as the movements of the hands of a clock correspond to considerable unseen movements
of the machinery.” Similarly the cyclical movements of the variables in the core model
are attended with rearrangements of particular markets: and in turn the rearrangements
in the particular markets are significant elements in determining the values of the vari-
ables in the core model.

12.  See Goodwin (1951).

13.  See Samuelson (1944).

14.  See Samuelson (1944), p. 269.

15.  See Samuelson (1944), p. 215.

16. See Tsiang (1951), p. 326. ‘The assumption of a constant propensity to consume in a
normal and not too long period may be justified to some extent by statistical investiga-
tions of the income consumption function, but the assumption of a constant accelerator
dependent solely upon exogenous factors and independent of endogenous processes of
the system is without any statistical foundations.’

17.  See Duesenberry (1948), p. 60. ‘This suggests that in testing hypotheses we ought to
operate on the following principles. First, every hypothesis ought to be stated in terms
of the behavior of individual firms or households, even when we are only interested in
aggregate results. This does not, of course, prevent us from considering interactions
among individuals, any more than the use of the theory of the firm in the analysis of
monopolistic competition prevents us from dealing with interactions among firms.
Second, in so far as it is possible, we ought to test our hypotheses against data which indi-
cate the behavior of individual households or firms.’
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This analysis is carried further in Chapter 2.

See Duesenberry (1948, 1949) and Modigliani (1949).

See Marshall (1925), p. 159.

See Mitchell (1950), p. 29.

See Friedman (1949), p. 470.‘In demand analysis the price of closely related commodi-
ties are the variables in Group A (variables that are expected both to be materially
affected by the variable under study and in turn to affect it). They are put individually
into the pound of ceteris paribus to pave the way for further analysis. Holding their price
constant is a provisional step. They must inevitably be affected by anything that affects
the commodity in question; and this indirect effect can be analysed most conveniently by
first isolating the direct effect, systematically tracing the repercussions of the direct effect
on each closely related commodity and then tracing the subsequent reflex influences on
the commodity in question. Indeed, in many ways, the role of the demand curve itself is
as much to provide an orderly means of analysing these indirect effects as to isolate the
direct effect on the commodity in question.’

See Haberler (1941), Pigou (1943), and Patinkin (1948).

See Domar (1947, 1946).



2. Some accelerator-multiplier models

1. INTRODUCTION

In spite of the inability of statistical studies to establish that a measur-
able accelerator coefficient exists, many models of the business cycle have
appeared in which the accelerator coefficient is an institutional or engin-
eering constant. In addition to such constant valued accelerator models,
models of the business cycle have appeared in which the value of the accel-
erator coefficient varies over the business cycle. In general the mechanism
by which the change in the value of the accelerator coefficient is brought
about is not explicitly stated. Assumptions as to the existence of a floor or
a ceiling to investment due to the technological limitations upon disinvest-
ment and to the existence of a full employment ceiling (total or sectoral)
are made. In addition, a third variety of accelerator business cycle model
may be distinguished, one in which the model is subject to random shocks.
In this chapter models from each of these classes will be taken up. Variants
of such models will be constructed. We will see whether or not these models
are consistent with the hypothesis that the business cycle of experience can
be best analysed by assuming that the value of the accelerator coefficient
varies in a systematic manner over the business cycle, and that the system-
atic variation in the value of the accelerator coefficient can be imputed to
the economic phenomena associated with the different levels and rates of
changes in income.

In this chapter we are primarily interested in the formal characteristics of
accelerator models, that is in the properties of the mathematical forms used.
As such, we will not emphasize the content of the accelerator coefficient,
leaving that to the next chapter where we will take up the process by which
the accelerator coefficient is determined. Nevertheless it is necessary at this
stage to recognize that three quite distinct concepts of the accelerator can
be identified. The accelerator can be conceived of as:

1. astructural parameter;
2. a coefficient of induced investment;
3. a coeflicient of realized investment.

20
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The accelerator interpreted as a structural parameter depends upon the
assertion that there exist fixed proportions between capital and output.
Such an aggregate capital-output relation leads to a constant accelerator
coefficient. If the production function for output as a whole is such that the
proportions between the factors can vary, then the value of the accelerator
coefficient depends upon the actual relation between capital and output in
the economy. The actual value of the accelerator depends upon those prices
which determine the best production technique. Therefore, an accelerator
coefficient derived from such a production function is a variable which
depends upon prices. As long as the variables which determine the accel-
erator coefficient are restricted to the determinants of the behavior of
firms on the basis of a set of given prices, the accelerator is a coefficient of
induced investment.

Both the accelerator as a coefficient of induced investment and as a struc-
tural parameter are statements of the demand for investment goods. If we
consider the effects of the supply conditions of capital goods as a determin-
ant of the value of the accelerator coefficient, then it becomes a coefficient
of realized investment. The distinction between the accelerator as a coeffi-
cient of induced investment and the accelerator as a coefficient of realized
investment is analogous to the distinction between a ceteris paribus and a
mutatis mutandis demand curve.

Obviously the production function attributes of the economy underlie all
three concepts of the accelerator coefficient. If we make rigid proportion-
ality and behavior assumptions, then the structural parameter and induced
investment accelerators are the same. If we assume that the supply of capital
goods is infinitely elastic at given prices, then the realized investment and
induced investment accelerators are the same. In this chapter we will have
occasion to point out how different authors have shifted their concept of the
accelerator coefficient as they went along.

The accelerator coefficient has also been used in the literature on growth,
which is not our particular concern. Even though the approach used by
Harrod and Domar on the equilibrium rate of growth differs, they can for
our purposes be considered as equivalent in their perspective.! The analy-
sis of the conditions under which steady growth is possible is more limited
than accelerator and multiplier business cycle theory. The problem which is
set out in the growth models is to investigate the special conditions under
which Robertsonian type ‘saving’is equal to ‘investment’, and to determine
the rate of growth of income (productive capacity in Domar) which is
implicit in such an equality. In terms of the models under consideration,
such an analysis of growth is a special case of the more general cycle model.
In the terminology to be used below, the steady growth state is an explosive
state of the economy, where the rate at which income grows is a constant.



22 Induced investment and business cycles

The additional factor in these models is that the explosion is taking place
at a rate which is consistent with definite limitational factors, although
neither Domar nor Harrod are clear or complete in their analysis of these
limitational factors.2 The floors and ceilings version of the accelerator and
multiplier models (the Hicks version in particular) of the business cycle can
be interpreted as models in which the short run rate of growth of income
is not consistent with limitational factors.

2. LINEAR MODELS
2.1 The Hansen-Samuelson Model

Rather than begin the analysis of the accelerator-multiplier type models
with the original version — which seems to be the model presented by
Harrod,? the first accelerator model that used the Keynesian consump-
tion function — it seems best to begin with the exposition presented by
Samuelson.*

The definition of income in this model is Keynesian, Y,= C,+ I,, but
the consumption function is a dated Robertsonian relation, C,=aY,_,.
Investment is determined by the change in consumption and is defined
as: [;=B(C,— G-y =B(aY,. —aY, ).

The behavior of the system over time depends upon the solution of the
second order difference equation: Y, = (a +aB)Y,_; —aBY,_,).

For such second order difference equations four different types of behav-
ior over time are possible,® and the behavior over time depends upon the
values of the a and B coefficients. The four types of behavior are determined
by the combination of two attributes: the time path may be either damped
or explosive and either monotonic or oscillatory. Damped behavior implies
that in time the value of Y, approaches some fixed value. Explosive behav-
ior implies that in time the value of Y, becomes larger (smaller) than any pre-
assigned value. Monotonic behavior means that forany Y, Y,_,and Y,_,
the sign of Y, — Y,_, is the same as the sign of Y,_; — Y,_,. Oscillatory
behavior means that for any Y, there existsa Y,_,, and a Y,_ , such that
the sign of Y, — Y,_,, is different from the signof Y,_ , — Y,_ .. We there-
fore have that the value of Y, can behave in four different ways:

damped-monotonic;
damped-oscillatory;
explosive-oscillatory;
explosive-monotonic.

oowp
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Figure 2.1 Hansen-Samuelson State Diagram

We will call these states of the economy, and the state that the economy
is in will depend upon the values of a and B. For given values of o and B
the economy is uniquely in one or the other state. For the Hansen-
Samuelson model, the relation between the values of « and B and the above
four states is shown in Figure 2.1.

The state of the economy depends upon two attributes of the second
order difference equation:

1. If ap <1 the economy is ‘damped’, if a3 > 1 the economy is explosive.
2. If (a4 af)?>—4ap >0 the economy is monotonic, if (a + af)? —
4aB <0 the economy is oscillatory.

The equation a3 =1 is the border between the damped and explosive
behavior. The equation (a + af)? — 4ap = 0 is the border between mono-
tonic and oscillatory behavior. In Figure 2.1, for values of o and B in
Region A the behavior of the system is damped monotonic, in Region B
the behavior of the system is damped oscillatory, in Region C it is explosive
oscillatory and in Region D it is monotonic explosive. For a given value of
a, the behavior of the model depends solely upon the value of B. It is true
for this form that whether or not the model is explosive or damped, for
values of 8> 1, depends upon the value of .

Each of the four states defined by the values of « and B for this model is
unsatisfactory from the point of view of business cycle analysis. State A
and State D are not cyclical. In State A the level of income, Y,, approaches
the multiplier level of income as determined by the marginal propensity
to consume. In State D the level of income explodes: either up or down
depending upon the starting direction.
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Regions B and C of the Hansen-Samuelson state figure (Figure 2.1) do
lead to cyclical movements. However, the nature of the cycles is unsatisfac-
tory. In Region B the cycles are damped; in Region C they are explosive.
If the values of a and B were such that the economy was in State B, the cycle
would, without outside influences, disappear. If the values of a and B were
such that the economy was in State C, the amplitude of the cycles would
become progressively greater. The boundary between C and B, which is
defined by o = 1, yields a cycle of constant amplitude. This is unsatisfac-
tory, except perhaps as a classroom expository device, because of the coin-
cidence of values required and because the regularity of the business cycle
of experience is not consistent with this result.

As all the states of the economy which the Hansen-Samuelson model
yields are unsatisfactory, business cycle models based upon the interaction
of the accelerator and multiplier must make some additional specifications.
The specifications which have been put forward can be classified as follows:

1. specifications that there exist floors and ceilings;

2. specifications that there exists an outside energy source which main-
tains an otherwise damped cycle;

3. specifications that the accelerator coefficient varies in a systematic
manner.

If floors and ceilings are used, the assumption in regard to 8 that is made
is that the normal value of the accelerator coefficient is such as to place the
economy in the ‘explosive state’ and the hitting of the ceiling or floor causes
the ‘turning point’. This type of business cycle theory can be considered as
analogous to the Wicksellian cumulative process engendered by the dis-
parity between the bank rate and the real rate of interest. A few models
have been constructed which are based upon a systematic variation in the
accelerator coeflicient. These models do not explain how the systematic
variation in the accelerator is generated. These models are incomplete. The
aim of this volume is to analyse the determinants of the value of the accel-
erator, and therefore to complete such models.

Models which depend upon an outside energy source are models which
normally assume values of the accelerator and multiplier that put the
economy in State B. The Frisch ‘Propagation Problems and Impulse
Problems’® paper presented a model of this type, and the Schumpeterian
innovation hypothesis can be considered as a case of a Region B accelerator-
multiplier model with the innovations as the outside energy source.
Certainly Schumpeter’s outlook upon the business cycle considered the
business cycle as essentially the result of secondary waves which followed
upon the impulse due to the innovation.” Another type of accelerator and
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multiplier model which places the economy in Region B is one that uses a
‘stochastic’ energy source.

2.2 The Hicks Type of Linear Model

In the Hansen-Samuelson model investment is a function of the change
in consumption: I,=B(C,— C,_;) which becomes I,=aB(Y,_; — Y,_,).
Hicks, in his volume on the Trade Cycle, writes the accelerator-multiplier
model in the form:8

Y,=C +1,
C=aY,
I=B*(Y,_1—Y,_,)

This yields the second order difference equation:
Y =aY,  +B*(Y,-1— Y, )

Again four different types of behavior of Y, are possible depending
upon the values of the « and B* coefficients. If the accelerator coefficient
B* <1, the solution is damped; if B*>1, the solution is explosive.
If (o + B*)2—4p* >0, the solution is monotonic; if (a + B*)? —4p* <0,
the solution is oscillatory. The equation 3* =1 is the border between the
damped and explosive behavior; the equation (a + p*)?>—4p* =0 is the
border between oscillatory and monotonic behavior. The states of Regions

A, B, Cand D are the same as in the Hansen-Samuelson model:

Region A: monotonic-damped state
Region B: oscillatory-damped state
Region C: oscillatory-explosive state
Region D: monotonic-explosive state

This Hicks version of the Accelerator-Multiplier model has one signifi-
cant difference compared with the Hansen-Samuelson version. Whether or
not the economy is in an explosive or damped state depends upon the
value of the marginal propensity to consume in the Hansen-Samuelson
model, whereas in the Hicks version it is independent of the value of «. In
the Hicks model the only influence which the value of « has is in deter-
mining whether or not the economy is oscillatory or monotonic. Inasmuch
as the formal difference between the two models can be reconciled, by
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Figure 2.2 Hicks Variant of the Accelerator-Multiplier State Diagram

setting a3 = B*, it seems more straightforward to recognize the role of the
propensity to consume as a possible destabilizer or stabilizer. In addition,
the Hansen-Samuelson model can be interpreted so that both the acceler-
ator coefficient and the propensity to consume are cyclical variables.
However, as the Hicks version is somewhat simpler mathematically, it will
be more convenient to use the Hicks form of the linear model in most of
what follows.

An analysis of the Hicks form, ¥,= (o« +B)Y,_; —BY,_,, will enable us
to derive the state diagrams and will throw further light on the charac-
teristics of accelerator-multiplier models. The characteristic equation of a
second order difference equation is f(x) = x> — (o + B)x + B. The behavior
of income over time depends upon the roots of the characteristic equation.
That is, ¥, = K;(r)' + K,(r,)" where K, and K, depend upon the initial
conditions and r|, r, are the roots of the equation f{x) = 0.

If both o and B are greater than zero, then either both roots are real
and positive or the roots are a pair of conjugate complex numbers. If a
real root is greater than one, the effect of that root is explosive; if it is less
than one the effect of that root is to damp the movement of income.
Complex roots lead to oscillatory states. The resulting time series of
income is explosive if the modulus |r| is greater than one, and damped if
the modulus |r| is less than one. In the Hicks form the modulus is equal
to B.

The derivative of the characteristic equation is: f'(x) =2x — (a + B). If
x <[a + B]/2, the derivative is negative; if x>[a + B]/2, the derivative is
positive. Hence f(x), the characteristic equation, is decreasing in the range

— o <x<[a+B])/2, and increasing in the range [a + B]/2 <<x <. The
minimum point of f(x) is ([a + B]/2). We also have the following tables of
values for f(x):
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If f{[« + B)/2) >0, then there are no real roots.” If /([ + B]/2) <0, then
there are two distinct real roots, both of which are either in the range
0<x<lorl<x<a+B.If the roots are less than one, then the behavior
is damped and if the roots are greater than one, the behavior is explosive. If
Sf(Ja + B]/2) = 0, then there are two identical real roots, r; = r, = [« + B]/2.19
In this case Y, = (K, + K>)([a + B]/2)", so that if [a + B]/2>1, we have a
constant rate of growth, and if [a + B]/2 <1, we have a constant rate of
decline of income.

If B<1—asothata + B <1, then the two roots if real are less than one.
If a + B =1, the two roots if real are less than one. If § = 1 and o >0 then
f([a+B)/2) =1 — (o + B)%4 > 0; the system is oscillatory, and as 8 is the
modulus, the result is a constant amplitude oscillation. This is the border
between Regions B and C.

If f(x) is such that there are two distinct real roots greater than one, then
Y, = K{ + K,ri. Assume r,>r,. Y, is a weighted average of r and r;. In
time 5/ will dominate the relation between Y, and Y,_,. The rate of growth
of income will increase and will approach r, as a limit. If the solution to the
characteristic equation yields two distinct positive real roots greater than
one, the rate of growth of income increases in time. This is the way in which
income behaves in Region D of the state diagram (Figure 2.2). The Harrod-
Domar case of steady growth is where r;, =r, > 1 so that Y, = (K, + K;)'
and Y,/Y, | =r a constant. The Harrod-Domar case is suspect because of
the peculiar coincidence of values necessary to achieve its result.!!

3. NON-LINEAR MODELS
3.1 The Goodwin Model

Both the Hansen-Samuelson version and the Hicks linear version of the
accelerator and multiplier models are unsatisfactory from the point of view
of business cycle theory because of the nature of the possible states in which
the economy may be. ‘By dropping the highly restrictive assumption of lin-
earity we neatly escape the rather embarrassing special conclusions which
follow (in linear theory). Thus, whether we are dealing with differences or
differential equations, so long as they are linear, they either explode or die
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away with the consequent disappearance of the cycle or the society.’!2 The
suggestions that non-linear relations be used as a substitute for the linear
form of the simplest theory has appeared in two forms: one a ‘formal expos-
ition’ by Goodwin and the second a longer informal exposition by Hicks. In
what follows we shall follow Goodwin’s formal exposition through the
essentials of his first three models. The essential difference between the
Hicks and the Goodwin non-linear models is that in Goodwin the acceler-
ator coefficient’s non-linearity is determined in the first instance by the rela-
tion between actual and desired capital whereas in Hicks the non-linearity
arises due to a ‘full employment’ ceiling to output, which results, once full
employment is reached, in making Y, of the order of Y,_,. This results in
but little induced investment even though the accelerator coefficient is
unchanged. Hicks’ non-linearity depends upon a full employment ceiling
to income whereas Goodwin’s non-linearity, at least in his third model,
depends upon the ‘generating relation for the accelerator coefficient’. As
such, nothing in Goodwin’s third model is inconsistent with this thesis.!?

‘The central difficulty with the acceleration principle is that it assumes
that actual realized capital stock is maintained at the desired relation with
output. We know in reality this is seldom so, there being now too much and
now too little capital stock.’!4 The significant relation to Goodwin is the
relation between the actual capital stock k and the capital stock desired for
a given output Y. Inasmuch as Y is being produced, and it is possible to
produce Y without having the desired capital stock, the production function
for output as a whole which Goodwin uses is one that involves alternative
combinations of factors capable of producing a given output: Goodwin’s
production function for output as a whole involves substitution among
factors. This is in and of itself an improvement upon most accelerator doc-
trines. The investment decision depends upon the relation between existing
capital and the desired capital for a given realized output: we can assume
therefore that the investment decision is based upon the difference between
the ‘present plant’ and the ‘plant which can produce today’s output at the
least cost’. But the ‘plant which can produce today’s output at the least cost’
is dependent, in a production function with substitution, upon the relative
prices of the factors of production. If investment costs are ‘high’, the
amount of investment induced by a given output greater than the ‘best’
output for a given plant will be smaller than if investment costs are ‘low’.
The amount of investment necessary to bring a realized capital stock into
the desired relation with output depends upon the rate of interest, among
other determinants of the best way to produce a given output.

The reason given by Goodwin for the divergence between the actual
quantity of capital and the desired stock of capital during the period in
which there is too little capital stock is that ‘the rate of investment is limited
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by the capacity of the investment goods industries’.!> This is, of course, a
judgement about the nature of the world as one could construct a model in
which the limited capacity of the capital goods producing industries is just
sufficient to satisfy the demand derived from the difference between the
desired and the existing capital stock. Also, if the desired increase in capital
stock is greater than the limited productive capacity of the capital goods
industries, the price of capital goods can be expected to change. However,
Goodwin ignores these possibilities, so we have that the maximum amount
of investment possible is a constant, k*, per period, and if the desired
capital is &, the actual capital is k, maximum investment will take place for
[€ — k)/k* periods. An additional gratuitous observation by Goodwin that
‘entrepreneurial expectations are such that, even if it were possible to
expand plant in the boom, there would be great resistance to it” is made.!¢
Aside from being a casual empiric assertion about entrepreneurial behav-
ior, it would also, if taken seriously, make any investment theory of the
business cycle impossible — for during the boom entrepreneurs resist invest-
ment, therefore no investment takes place at high incomes. This flies in the
face of any casual observation of business cycle behavior.

The reason for the divergence between the actual quantity of capital and
the desired quantity of capital during the period in which there is too much
capital is that ‘Machines, once made, cannot be unmade, so that negative
investment is limited to attrition from wear, from time, and from innov-
ation’.17 This ignores, as is typical in such models, disinvestment in working
capital which is not limited to wear, time or innovation, but is limited to the
level of consumption and investment purchases or by the level of such stocks
(for example, if output drops to zero, and all sales are out of stocks). This
observation also applies to investment: the maximum amount of investment
possible is not equal to the ‘capacity of investment goods industries’, but is
equal to the production of all commodities which can be stored. Continuing
to follow Goodwin, we can define a negative investment rate k** per period,
and if the desired capitalis &, and the actual capital k, we have that maximum
disinvestment will take place for [k — E/k** periods. (k> & for disinvest-
ment.) We can also define a situation in which k = &, which implies zero net
investment. Because of these limitations we have that ‘capital stock cannot
be increased fast enough in the upswing, nor decreased fast enough on the
downswing, so that at one time we have shortages and rationing of orders
and at the other excess capacity with idle plants and machines’.!8

The problem remains of defining the desired capital stock. Goodwin
defines £ = KY; & = desired capital stock, ¥ = income, K a constant. This
is a linear relationship between desired capital stock and output. We there-
fore have a production function in which there is substitution in the short
run: for Y can be produced with a capital stock not equal to &, but the long
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run production function has fixed proportions.!® Once the substitution is
admitted, there seems to be no reason why it should not also be allowed in
the long run, writing K = K(P;, Py), the accelerator coefficient K becoming
a function of the relative price of labor and capital for example. We there-
fore would have that &= K(P,,Pg)Y. If the price ratios of the factors
change so that capital becomes relatively more expensive, the quantity of
capital desired to produce a given income decreases, whereas if capital
becomes relatively cheaper, the desired capital stock increases. Such a
relation between the accelerator coefficient and the relative prices of the
factors could be utilized to integrate money market phenomena with the
accelerator-multiplier type model. For example, if the amount of financing
ability in a community is inelastic, so that when induced investment is high
the price of financing rises relatively faster than the price of labor, the accel-
erator coefficient will decrease. Conversely, if the price of financing falls
more rapidly than the price of labor, the result may be a high desired rela-
tion between capital stock and output. This would tend to shorten the
period [k — £)/k** during which income is falling.20
Combining the above relations, Goodwin obtains his simplest model:

£=KY (desired capital = constant X income)
C=aY+ o, (alinear consumption function)
Y= C+k (the definition of income: k = dk/dr)

the time rate of change of capital, hence investment. We therefore have
y=ay/[1 —a] + k/[1 —a]. Goodwin assumes ‘that the economy seeks the
perfect adjustment of capital to output and that it does so in either of two
extreme ways, capacity output of investment goods or zero gross invest-
ment’.2! Using the relation between desired investment and income we
have &€= (K/[1 — a])k + Kay/[1 — o], and as k= k* 0, or k** as Esk we
would have that & = £*, &, or £**. We therefore have three possible levels of
income, investment and desired capital. The set of values of y = ay/[1 — ],
k = 0, and &= §&, =k are equilibrium values. ‘It is, however, an unstable
equilibrium, since a small displacement in the phase plane leads to a large
displacement from which it never returns. For example, if to &, we add Ag,
then k changes from zero to k* and & becomes £*.”22 The model operates
in the following manner: for [£* — k]/k* periods the level of income is
Y=qay/[1 —a] + k*/[1 —a]. At the end of this time, £* = k, therefore k = 0.
However we have that the desired capital for Y= a/[1 — o] is equal to &,
which is less than the desired capital £* for Y= ay/[l —a] +k*/[1 —a].
Therefore, investment falls to k** which leads to anincome ¥ = ay/[1 — o] +
k**/[1 —a] with a desired capital stock &**. This income lasts for
[£* — £%*]/k** periods (k = £* when the change in income occurs) at which
time k = &**. This leads to Y=0y/[1 —a]> Y= ay/[1 —a] + k**/[1 — «]
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which implies k* investment, Y = oy/[1 —a] + k*/ [1 — o] which implies &*
as desired capital. This income continues for [£* — £**]/k* periods (k =
&** when the change in income occurs). Inasmuch as k** is assumed to be
less than £*, the time spent in the low income state is greater than the time
spent in the high income state.

This crude model does illustrate the general characteristics of non-linear
models:

A. The final result is independent of the initial conditions.

B. The oscillation maintains itself without any need of outside ‘factors’
to help in the explanation. In this sense, it is a complete self-contained
theory.

C. The equilibrium is unstable and therefore the mechanism starts itself
given even the smallest disturbance. Yet in spite of this instability it is
a usable theory because the mechanism does not explode or break
down but is kept within bounds by the non-linearity.

D. No questionable lags are introduced. The mechanism operates by its
own structure.??

The deficiencies of this model are obvious, ‘such a crude model cannot claim
to be a representation of actual cycles’.2* In particular income has only two
levels, and the investment which takes place during the upswing does not
increase productive capacity. As an expository device this Goodwin model
may suffice, but as a framework for business cycle analysis it is even cruder
than the original linear Hansen-Samuelson model.

Goodwin’s second model makes allowance for technological progress.
‘To make a crude allowance for technological progress, we may assume a
steady growth in the desired amount of capital.”>> We therefore write
£=da'+ kY, £ = a (the time rate of change of &). In this model, ‘no equilib-
rium exists since k =0 means that k is constant and hence that £ would
become greater than k and hence k& would cease to be zero’.26

The rate of growth of desired capital £ = a, and Goodwin again assumes
that the rate of change of capital k has two values. ‘If « is greater than k*,
the economy can never catch up with its capital needs. Excluding this
unrealistic case . . .”.27 The unrealistic case unfortunately may not be so
casually excluded during at least a portion of the business cycle. The possi-
bility that during a strong boom the rate of desired growth of capital may
outstrip the possible rate of growth of capital cannot be ignored. An infla-
tionary period may be viewed as one in which the supply of resources for
capital expansion is less than the demand of resources for capital expan-
sion. An inflationary period may be interpreted as a time during which
the financing of investment by sources outside of voluntary real savings
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are ineffective in yielding as high a rate of investment as entrepreneurs
desire. The history of economies which have had long periods of open or
suppressed inflation can be interpreted as a ‘donkey-carrot’ arrangement
between actual and desired capital equipment. This may be particularly
true in an economy that is beginning its industrial revolution and in an
economy which has had a portion of its capital equipment destroyed during
a war. .

However, by assuming that k*>a, Goodwin achieves a cycle with
growth. As k* >aintimet, k = €, so that desired capital falls from £* = o' +
K(B/[1 —a] + k*/[1 — a]) to £ = a' + K(B/[1 — o] + k**/[1 — a]). At this
stage k is being decreased. However £** increases due to ‘technological
change’ so that in time &£* = k, which raises income to 3/[1 — «]. This makes
desired capital greater than actual capital and leads to investment at a rate
k*. This model therefore operates in essentially the same manner as the sim-
plest model, but it does succeed in reducing the relative length of the low
level of income. Even though ‘technological change’ is taking place, the
high level of income Y = B/[l —a]+ k*/[1 — a] does not rise. Net invest-
ment is taking place without any change in attainable income.

Goodwin expands the above models in three directions. He introduces a
dynamical multiplier, an investment lag, and he generalizes his non-linear
accelerator. Only the third need concerns us — his generalization of the
non-linear accelerator. ‘“The investment, &, consists of an autonomous part,
€(1), and an induced part ¢. About induced investment we may make the
less crude (than the previous one) assumption that the acceleration prin-
ciple £ = KY holds over some middle range but passes to complete inflex-
ibility at either end as is shown in (Goodwin’s) Figure 4. The upper limit is
the k* of the previous models and the lower limit the k**[do(y)/d(y)] is

K -
/ / Ky
/ .
ey
/

ey

Figure 2.3 Goodwin's Figure 4
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equal to the acceleration coefficient, k, in its middle range and zero (or
some quite small value) at either extremity.”® The function ¢(3) interests
us; the function g(p) (his lagged consumption as a function of the change
in income) need not concern us.

Goodwin’s k= ¢(p) is a function relating the change in capital to the
change in income. The largest quantity of investment possible is £*, and
when the rise in income is large enough so that kpy = k* no further
increase of investment can take place. Therefore, the ‘effective’ accelerator
coeflicient falls to k/p. The argument for the effects of a fall in income is the
same. No argument is advanced for the assumption that there exists an
invariant fixed ceiling to the amount of investment that can take place,
either on the upswing or on the downswing. As far as the technical mathe-
matical exposition we can accept all his results. The interesting economics,
however, is involved in the relation between investment and the change in
income.

In order to compare Goodwin’s non-linear accelerator with our previous
material, let us first change his model into one in terms of difference rather
than differential equations, so that investment depends upon the differences
between today’s income and yesterday’s income and secondly, let us define
a realized accelerator coefficient B as the relation between the change in
income and investment. If we graph the realized accelerator coefficient B
against the change in income, we derive from Goodwin’s assumptions that
the graph of the value of the accelerator coefficient can be broken into three
segments.

1. The central part, where [k**/K] <Y,— Y, < [ic*/x], has B = kand k is
the technological constant relating desired capital to output. In this
range the accelerator (3 is a structural parameter.

2. Theleft-hand portion, where [k**/k] < Y, — Y, _;, B is a variable, deter-
mined by the equation B(Y, — Y,_;) = k** <0. k** is a technological

B

B(Y,— ¥, ) = K** BY,— ¥, ) = K*

Figure 2.4  Relation between 3 and AY
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constant, the ceiling rate of disinvestment. B in this range is
a coeflicient of realized investment, where the ceiling on disinvestment
determines the effect of the stimuli given by the change in income.

3. The right-hand portion, where k*/k > Y, — Y,-1, B is again a variable,
determined by the equation B(Y,— Y,_;) = k* k* is a technological
constant, a ceiling rate of investment. B again is a coefficient of real-
ized investment.

Note that in these definitions of the realized accelerator coefficient, the
desired amount of capital & which played such a large role in the first two
models of Goodwin’s has disappeared. Instead of having the mechanism
of the accelerator depend upon the relation between desired and actual
capital, and having the limited investment and disinvestment rates deter-
mine the time spent in bringing the actual capital into equality with the
desired capital, the non-linearity of the B coefficient depends upon the
ceilings to investment and disinvestment. Rather than being purely a tech-
nical concept, B becomes a technical concept and a coefficient of realized
investment.

If we combine the relation between the change in income and the value of
the realized accelerator coefficient with the state diagrams of the Hansen-
Samuelson model, we get that, for a fixed value of «, as the value of B
changes, the economy moves from one state to another. If we assume that
the value of « is such as to place the economy in the monotonic explosive
state, State D, then as Y,— Y,_, increases the value of 3 falls sufficiently
to place the economy into States A, B or C. However, in these states
the amount of induced investment which takes place is, according to
Goodwin’s Hypothesis, a constant equal to k*. Income therefore is
Y, =ay/[1 — o] — k*/[1 — o], and as when 3 = k total induced investment is
less than k*, Y,,, will be greater than Y,. If Y,,, — Y, is sufficiently great

B
B=K
B(Yt - Yt—l) = K** / 8\ B(Y[_ Yt—l) = K*
B
A
Y,-Y,_ =AY

Figure 2.5 Hansen-Samuelson States and the Relation between B and AY
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to leave the economy in the region determined by Y,,; — Y, > k*/k, then
investment remains at k*,sothat ¥,_, = Y,_,. Thisresultsinafallof ¥,_, —
Y,_, to zero; therefore, zero investment is induced which leads to a fall in
income. If the behavior of the economy when income falls is symmetric with
its behavior when income rises, then we have a cycle which is essentially like
the cycle sketched in the first chapter which was based upon a cyclically vari-
able accelerator.

If B =« is sufficiently large to lead to a monotonic explosion, the eco-
nomy will in time reach the state where K(Y,=Y,_;) > k*, so that invest-
ment will become equal to k*. Nevertheless Y, ,>Y . If Y,_, — ¥, is small
enough so that B again equals K. We know that Y,_, will be smaller than
Y,_, for

Y _ Qg o k*
- 1-a
Y = ol _K(Yt—l_Yt)
2 —a l—a

and
K(Y,_,— Y)<k*

This leads to a downward movement of income which continues until the
disinvestment ceiling k** is reached. That the economy enters such a cycle
independently of the initial conditions is obvious. This mechanical model
with B variable over the cycle can be modified in a number of directions. It
is obvious that the downturn in income that takes place in the model is inde-
pendent of whether or not the actual capital stock becomes equal to the
desired capital stock.

Goodwin’s model can be modified in a number of ways, not all of which
lead to satisfactory models of the business cycle. In particular the assump-
tion that K, the ‘technological accelerator coefficient’, is large enough so that
the economy is in the explosive (monotonic or cyclical) state when =K
has to be made.?® If, when B = K, the economy is in either of the damped
states (States A or B), the model will be equivalent to the linear accelerator-
multiplier models with the need for an external energy source if the cycle is
not to die out. ]

If we modify the model by allowing k* to increase with time, this will
mean that the peak of income will rise. However, as the peak capital
stock also increases, the rate of depreciation of capital £**, which can be
taken as a function of the volume of capital, will also increase. This non-
linear business cycle model will therefore have a result that the amplitude



36 Induced investment and business cycles

of the cycle (which is [k* — ic**]/ [1 —a]) will increase in time. The
Goodwin type model, with this modification, will behave in a similar way
to a linear accelerator model if it is in State C. This implication of the
model is not satisfactory, and the assumption which is most vulnerable,
as far as the empirical evidence is concerned, is whether £** remains a
constant proportion of peak capital equipment. If business cycles are a
part of business experience, one would expect arbitrage behavior to result
in a fall of k** during later stages of the cycle: that the maximum fall in
capital will decrease, for the expectation of a rise in income will make it
profitable, at some stage, to maintain capital or even begin to expand
capital in spite of the present downward movement of income. The entire
assumption that capital decreases, that there is net disinvestment during
a cyclical downswing, is of course suspect. What data there are on
national income indicate that net investment in fixed capital is rarely, if
ever, less than zero.

Goodwin’s assumption, that the realized value of the accelerator
coefficient 3 is at a maximum when Y, — Y,_, is small, is also suspect. That
small changes in income, upward or downward, would induce large
amounts of investment, whereas large changes in income will not, seems
contrary to both theory and evidence. Small changes in income can be con-
sidered as ineffective in inducing investment, whereas large changes may be
efficient. If we wished to incorporate this into Goodwin’s model of the busi-
ness cycle, which is based upon the existence of an investment ceiling, we
have to consider that the accelerator coefficient is an increasing function of
the rate of change of income (both for positive and negative changes in
income) until it reaches the rectangular hyperbola segments of the relation
between a change in income and the accelerator coefficient. Figure 2.6 indi-
cates how B varies with changes in income in this case. Such a variable
accelerator coefficient business cycle model, unless the ‘peaks’ in State D

B
B=uw,T(¥,~ Y, ) B=u t(¥,~ ¥, )

2\ D

B(YI_YH):K** C B(Yt_Yt—l)=K*
B
A

Y,-Y,_ =AY

t t

Figure 2.6  Hansen-Samuelson States and the Relation between B and AY
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are large, would have a strong tendency to settle down into the damped
states. Such a model is taken up in the next section.

The above comments on the non-linear accelerator models of Goodwin
are sufficient to show the following:

A. The assumption of a non-linear accelerator coefficient is insufficient
by itself to yield a satisfactory cycle model.

B.  Once we make the assumption that the accelerator coefficient is not a
constant over the cycle, the possibilities of the nature of the non-
linearity which can occur are legion.

C. The assumptions as to the foundations of the non-linearity of the
accelerator coeflicient which Goodwin made are not the only assump-
tions which can be made.

D. Goodwin changes his assumptions as to the basis of the non-linearity
of the accelerator coefficient during the course of his argument. At
one stage his non-linearity is based upon a difference between the
desired and the existing capital stock; at another it is based upon a
ceiling rate of change of capital stock.

E. If non-linear accelerator models are to serve any useful purpose aside
from exhibiting the mathematical virtuosity of theirauthors, itis neces-
sary to base the non-linearity of the accelerator coefficient upon a
foundation of household and firm behavior.

Therefore, as non-linear accelerator-multiplier models can, but do not
necessarily, yield an appropriate cyclical model, it is necessary if we are to
use such models in business cycle theory, to have a theory of the determin-
ation of the value of the accelerator coefficient. This theory should be
designed to enable us to select, from the multiplicity of the possible accel-
erator generating functions, a particular set of accelerator determining
relations as being consistent with the known behavior of elementary eco-
nomic units, in particular, the behavior of business firms.

3.2 Alternative Non-Linear Models

An interesting formulation of the accelerator principle, alternative to
Goodwin’s, which yields a non-linear accelerator, and which is based upon
an analysis of the behavior of particular firms, can be derived from a sug-
gestion by Tinbergen:

During a period of increasing production, not all firms and not all branches
attain at the same moment the point of full capacity. Suppose that for individ-
ual firms the principle acts only, and then of course in its rigorous form, when
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full capacity is reached; then to a given increase in the total production for
all firms a smaller percentage increase in the total stock of capital goods may
correspond . . .30

The proportion of firms that attain full capacity production during any
period of time can be related to the level of income in comparison with the
‘previous peak’ level of income which is used as a measure of the economy’s
productive capacity, and to the size of the change in the level of income.
The reason for using the above is that the value of the accelerator coefficient
can be considered as a function of the proportion of firms that attain full
production during any period and therefore as a function of the level of
income, and previous peak income. The size of the change in income will
be a measure of the impact of rising incomes upon firms, and therefore can
be expected to affect the inducement to investment.

The relation between the value of the accelerator coefficient and the level
of income can be made more precise if we examine the relation between
present income Y, and the highest previous income that the economy has
achieved Y If Y is taken during a period of rising income Y,>Y,
then Y, = Y. If Y < Y then historically the economy has ‘excess capac-
ity’; although if we allow for ‘capital consumption’ during the time for
which Y, has been smaller than Y, the productive capacity at time ¢ may
not be greater than that necessary to produce Y,. If Y=Y then the
econom;/ is operating at its ‘historical’ full capacity. If ¥, > Y then either
Y =YorY, < Y. If Y, = Y then we would expect a ‘larger’ propor-
tlon of the ﬁrms to have reached the point of full capacity than if Y, < Y
or if Y,> Y but Y, < Y We would then have a lower accelerator
coefficient if present income is not the ‘peak income’ than we would have if
present income were the peak income; and if present income is the peak
income, we would expect a lower accelerator coefficient if the previous
period’s income were not the peak income to date than if the previous
period’s income were Y. We could write that if

Y,~ Y, >0andif ¥,<Y thenp =,
Y=Y thenB=B1
Y>YandY, l<Y then g = B,
Y>YandYt1 Y then 3 = B,

and have B, < 8, < B, < B, . This relation between the value of the accel-
erator coefficient and the relation between the present income, the previous
period’s income and the highest income to date is similar to the relation
between the value of the marginal propensity to consume and income in
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previous periods that has been used to explain the secular upward drift of
the consumption function.3!

The second factor that can influence the value of the accelerator coeffi-
cient is the size of the change in income. If Y,—Y,_, is ‘large’ a greater
number of firms will approach full capacity than if small, and therefore the
accelerator coefficient will vary directly with Y, — Y,_,.

As a first step in constructing a relation between the accelerator
coefficient, the level of income and the change in income, we shall focus our
attention upon the relation between the accelerator coefficient and the
change in income, Y,_; — Y,_,. Let us assume that the aggregate acceler-
ator coefficient 8, for a time period ¢, a period of increasing production, is
the ‘sum’ of the acceleration coefficients of particular firms. The acceler-
ator coeflicient for a particular firm is a function of the shift in the demand
curve confronting the industry. If we define Q,(z — 2) as the amount taken
of a product at the market price in period ¢ — 2, and Q,(¢ — 1) as the amount
that would be taken during period 7 — 1 at the price that ruled in the market
during period ¢ — 2, O,(t — 1) — O, (¢t — 2) can be taken to measure the shift
in the demand curve of the product. If we define vy,, as the amount of
investment that the pth firm in the A industry will make as a result of a shift
in the industry demand curve Q,(¢ — 2) — O,(¢ — 1) we have that aggregate
induced investment /, will be

=22y, [0\t~ 1) = Q\(1=2)]
and as the accelerator relation is of the form
B(Y, .1 — Y, =1,

we have that

22, [0 = 1) = (1~ 2)]
B = Y1 =Y

Now if for each firm in each industry vy, = 0 when
O\(t—=1) =0\ —-2)<§

and if the size of the shifts in demand curves is a function of the size of
the change in income |Y,_, — Y,_,|, we have as |Y,_, — Y,_,| increases,
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the number of industries for which Q,(t—1) — Q,(t—2) = &, incre-
ases. Therefore the value of the accelerator coefficient is of the form

=e(Y o =Y, 5,8 and if ¥, =Y, 2>§&, dB/[d(Y,— Y, )]>0, B,
increases when the change in income increases.

This may also be formulated as a ‘sampling problem’, a formulation
which will be discussed in greater detail in the following section. Let us con-
sider the set of all firms Ap. The value of the accelerator coefficient is deter-
mined by the number of firms ‘activated’ or ‘drawn’ by means of a change in
income Y,_, — Y,_,. When production is increasing and Y,_; — Y,_, > §,
(Y,_,— Y,_, is large) the entire population of firms is drawn in the sample
and the value of B, is large. When Y, | —Y,_,<§&, (Y,_,—7Y,_, is
small) no firm’s investment is activated by the change in income, the
sample size is zero, and the value of B, is zero. That is, the size of the sample
is zero when Y,— Y,_,<<§,, the sample is equal to the population when
Y —Y,_,=&,andif § < Y,_, — Y,_, <&, thesize of the sample of firms
affected by the change in income is an increasing function of the change in
income. Therefore, the value of the aggregate accelerator is zero when
income is changing slowly, and large when income is changing rapidly and,
as the relation between the change in income and the accelerator is assumed
to be continuous, there will exist a change in income Y,_,— Y,_,=§&,
[£0 <&, <§;] which will yield an aggregate accelerator coefficient B, equal
to any number between 3, = 0 and 3, large. The large 8, is assumed to place
the economy in State D, monotonic explosive.

These relations between the accelerator coefficient’s value and the
change in income can be graphed. Figure 2.7 assumes that there exists a
meaningful accelerator coefficient in the downswing. It will be shown that
if Y,_,—Y,_,isin the region & — £;, then the B coefficient will change in

B=K B=K

B=1(Y, ,~¥,, &) B=r0v,,

-Y =2 é())

& ) & &

Figure 2.7
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value so that B, will reach its stable states A or D, implying a stable income
movement.

Let us consider an accelerator multiplier model of the form Y, =a Y,_; +
B,(Y,_;—Y,_,). Let us assume « is a constant. We have that if Y,—
Y,_;>¥&,, so that B, is large, the economy will be in a monotonic explosive
state. Therefore, ¥,— Y,_,>Y,_, — Y,_,>§, and B,,, will also be large.
By recursion we can see that the economy will remain in the monotonic
explosive state.

If Y,_,— Y,_, <&, so that no — or only a few — firms will be induced to
invest, then (B, = 0) the economy is in a monotonic damped state. Therefore
Y,=aY,_;whichmeansthat ¥, <Y,_;sothat|Y,— Y,_||<|Y,_,— Y,_,| <
&,. Therefore B,,; = 0. By recursion, we have that the economy will remain
in the monotonic damped state.

Therefore we have that once the value of B, is such that the economy is in
the monotonic-explosive or in the monotonic-damped state, the economy
will, unless ‘disturbed’ from outside, tend to remain in that state. We can call
States A and D of the Samuelson State Diagram stable.

If, for a given value of «, the value of B is such that the economy would
be in States B or C, the economy will not remain in that state. States B and
C are not stable. In order to show this we assume that 3, is a monotonic
function of Y,_; — Y,_, — &,. For example B, is a function of the difference
between the change in income and the accelerator threshold change in
income. We therefore have

B;=7(Y, 1 =Y, »,—&)
Substituting in the difference equation
Yi=aY, +B(Y, 1= Y )
we get
Yi=aY,  +7(Y, = Y, , =&)Y, — Y, »)
If Y,is toequal Y,_, so that I, = S,_, then
(Y~ Y =&)Y~ Y )=(l-a)Y,

If Y,=Y,_, then

Bio1=7(Y, 1 =Y, 1—§&) =0
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So we have that

(Y, =Y, =&)Y, Y, »)>(-a)Y,,

is a necessary condition for B,,.; >0, for then Y,>Y,_,. However as
Brr1=7(Y,— Y1 —§) sothatif ¥,—Y, <Y, =Y, , then B, <B,
and Y,,,—Y,<Y,—Y,., which through recursion will result in
(K+n =Y 1 ‘EO) = 0 so that Bn = 0.

Ifr(Y,-1— Y, go)(Yz 1— Y, 2)>(1~a)Y,sothat ¥,> Y, | but
Y=Y =Y =Y, then By =7(Y,— Y, — &) will be equal to B,.
Then

Y=o, +B,(Y,— Y, ))
Y=o, +B(Y,—1—Y,5)

and
Yo~ Y =a(Y, =Y, )<Y, Y .

Therefore B,+2 <B,+; and through recursion will result in B,=0. If
(Y, =Y, _,—&)Y,_,—Y,_,)>(1—-a)Y,_;sothat ¥,> Y,_ landifitis
sufficiently greaterfor ¥, — Y, > Y,_; — Y,_,thenB,, , = (Y, — l,l —&)
will be greater than 3,. Then Y,,, — Y,> Y, — Y,_, which by recursion will
continue until Y,,, — Y,,,_; > & so that B,,,, is large, with the resultant
stable monotonic explosive state.

The operations of this model can be illustrated by numerical examples
assuming that t(Y,_,— Y,_,—&) is a linear function.

Table 2.1 Initial Conditions: Y,_, =5, Y,_, =10;7=1/2;§, =2

t=2 t
a=0.28
Time Income Consumption Accelerator Coefficient Investment
V2Y,_,—Y,_,—2)

t—2 5 - - -
t—1 10 - - -

t 15.5 8 1.5 7.5
t+1 22.0 12.4 1.75 9.6
t+2 32.2 17.6 2.25 14.6
t+3 66.6 25.8 4.1 40.8

Note: An accelerator of 4 is assumed to be large.
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Table 2.2 Initial Conditions: Y,_, =5.2; Y, ;= 10;7 = 1/2;§, = 2;

a=0.8
Time Income Consumption Accelerator Coefficient Investment
2(Y,  — Y, ,—2)

t—2 5.2 - - —
t—1 10 - - -

t 14.7 8.0 1.4 6.7
t+1 18.1 11.8 1.35 6.3
t+2 17.9 14.5 0.7 2.4
t+3 14.3 14.3 —-0.0 0

Numerical example 1 begins with initial conditions o = 0.8, B = 1.5
which puts it in Region C —explosive cyclical. By the third time period it had
moved into Region D where, by the nature of the accelerator generating
relation, it will remain. Numerical example 2 begins with initial conditions
a = 0.8, B = 1.4 which also puts it in Region C — explosive cyclical. How-
ever, this does not generate a large enough change in income (in numerical
example 1 (Y,— Y, =5.5) > (Y,_, — Y,_,=5.0), whereas in numerical
example 2 (Y,— Y,_,=4.7) < (Y,_, — Y,_,=4.8)) so that the movement
of the economy is toward the stable State A — monotonic-damped.

This model is in some ways the inverse of the models which Goodwin
constructed. He constructed non-linear models in which the stable state
was a steady cycle. That non-linear models can result in stable states which
are non-cyclical, damped or explosive has been shown. The economic inter-
pretation of the model is also, I believe, meaningful.

Consider an economy in which the rate of increase of income is small
relative to its existing level of income. In such an economy firms can, without
much straining of their productive capacity, satisfy market demand. What-
ever increases in capacity occur will take place as a result of the improve-
ment in capital equipment that takes place in a technically progressive
economy whenever replacement takes place. Net induced investment is
small or zero. If the economy is displaced from this state, by, for example,
government deficit expenditure, and the displacement is not large, induced
investment will be small, the accelerator will operate only fitfully and uncer-
tainly and the economy will ‘stagnate’.

If this same economy is displaced from a low income state again by
deficit financing, but the displacement is large, induced investment will be
large and the accelerator will operate strongly and the economy will begin
to explode. If we remove all “financial’ constraints and consider our income
to be money income, so that the change in income can be maintained by a
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change in the price level, then the ‘explosive’ state can continue indefinitely
as a ‘full-employment-inflation economy’. If the full-employment-inflation
state is broken, then the economy sinks into the low accelerator stagnant
state. Such an economy will therefore be mainly in these two states: either
in a state of secular stagnation or a full-employment-inflation state. Full
employment at a constant price level is unstable if the rise in real income
that occurs is such as to lead to a fall in the accelerator coefficient which
will return the economy to its stagnant state.

This model can be used to interpret cyclical behavior in the United States
since the end of World War 1. The 1920s can be characterized by a ‘high
accelerator-high employment’ explosive stable state. The financial crisis can
be interpreted as the ‘shock’ operating through the financial positions of
investors which displaced the economy toward its ‘stagnant state’. The
1930s, the period of secular stagnation, can be characterized as a low
accelerator-low employment monotonic damped state. World War II can
be interpreted as the ‘shock’ which displaced the economy to its ‘explo-
sive’ state. The last six years can be characterized as a high accelerator-
high employment-explosive state. In contrasting the 1920s with the post
World War II period, we would have to say that the ‘explosion’ in the 1920s
was at a rate consistent with a fairly stable price level whereas the explosion
of the past six years has been at a rate inconsistent with a stable price level.

This non-cyclical business cycle model is in some ways similar to the
Hicks’ Trade Cycle Model. However, it is different to the extent that there
is no endogenous element which leads to a break in the cumulative process
or in the stagnant state. Also it differs from Hicks’ model (and the Goodwin
article in part) in that the function which generates the non-linearity is an
accelerator coefficient generating function which can be explicitly related to
the behavior of business firms.

The formal model which we considered was composed of two parts:

1. the accelerator generating relation: B=7(Y,_;, — Y,_, — &)
2. the linear accelerator-multiplier model: Y, =aY, ;| +B,(Y,_;1— Y, ).

We now wish to consider the effect upon the value of the accelerator
coeflicient B, of the relation between Y,_; and Y, the previous peak income,
which we discussed earlier. We had wrltten* thatif ¥,_, < Y the accelerator
coeflicient would be lower than if ¥;—1=Y, and the accelerator coeflicient
would be at its maximum if Y, ;> Y and Y, ,= — Y. We could, of course,
construct a model based §olely upon this relatlon. If the high accelerator
coeflicient (when Y, ;>Y and Y, ,=Y) is sufficiently great to place the
economy in Region D, and if the low accelerator when (Y,_; < Y) places
the economy in Region A or even B, the economy would either stagnate or
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explode. (Region C is unstable for, in the upward part of the explosive cycle,
either Y,,, >7Y and Y, , >7Y resulting in a value of the accelerator
coefficient sufficiently large to continue the upward explosion or we get that
the explosive cycle turns down when Y,_, < Y making the accelerator, as a
result of the downturn, sufficiently low to place the economy in State A
or B.) This model, which is similar in its behavior to the previous model, is
essentially a trivial model, although it is consistent with the existence of
‘strong booms’ requiring breaking.

However we can combine the two factors which we have distinguished as
determinants of B and write the B generating function

Bi=e(Y, o1 — Y, 5 &,7Y).

_1» Y,_, and Y, which we
used to determine our B coefficients. We can deﬁne W as ‘the coefficient of
activation of the accelerator coefficient’ which is dependent upon the rela-
tion between Y,_,, Y,_, and Y, specifically:

We have distinguished four relations between Y,_,, Y.

IfY,_,—Y_,>0and Y,_; < I*/ then p = po
Ify,,—Y,._ 2>OandYt 1= Y thenp L
IfY,_,—Y,_,>0and Y,_ 1>Ybut Y, 2<Y then p =,
IfY_,—Y,_,>0and Y,_, > Ybut Y,_,= Y then p = p;

and w < p; <p, < p3. Then for a given change in income Y, — Y,_,, the
value of the accelerator coefficient generated depends upon the coeffi-
cient of activation which is defined by the relation between Y,, Y,_, and
Y. For our equation for B,B,=7(Y,_;,— Y,_.»— &), we Would write
B,=wr(Y,_;— Y,_, — &) where w takes on one of the four values given
by the set of equations.

In such a model, the efficiency of a large change in income in activat-
ing a large accelerator coeflicient depends upon whether or not the large
change in income resulted in an income equal to or greater than the pre-
vious peak income. A large change in income may be sufficient, even if it
does not result in a level of income greater than, or equal to, the previ-
ous peak income, to generate an accelerator coefficient large enough to
place the economy in an explosive state. However, this change in income
would have to be larger than if the productive capacity of the economy
were smaller. The existence of a previous peak income larger than
present income, that is the existence of idle capacity, acts as an inhibiter
or damper to the accelerator generating process and therefore would tend
to increase the size of the shock necessary to shift the economy out of
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the stagnant state. This effect would tend to increase the run of low
income.

For example, the numerical example 1, utilized earlier, entered the explo-
sive state at #+3. The development of that model would have to be revised
depending upon the relation between the income at r—1 and 7—2 with pre-
vious peak income. If the income at z—2 had been the previous peak income
then the model would have developed as it did, u,=1. If the previous peak
income had been greater than income at 7r—2, then the accelerator
coefficient would have been lower than the 1.5 which is given in the table. If
the previous peak income had been greater than Y,_,, then the accelerator
coefficient would have been still lower. This effect of the previous peak
income upon the time path of the level of income therefore is to make the
accelerator coefficient, for a given change of income, higher or lower
depending upon the relation of present income to peak income. When the
economy is in the ‘stagnant state’, State A, with a previous income Y larger
than the present income, the change in income which is necessary to induce
a large amount of investment is larger than when the economy is in a state
where present income is the peak income.

When the present income is the peak income, all or almost all firms are
operating at capacity. In such an economy, any increase in income will
result in all or almost all firms believing that an expanded plant will be prof-
itable. On the other hand if present income is below the peak income, all or
almost all firms will have excess capacity. Any increase in income will result
in only a ‘fraction’ of the firms believing that an ‘expanded plant’ will be
profitable. A given arithmetical change in income will induce less invest-
ment with excess capacity than with full employment.

The effect of the existence of such a threshold to the operations of the
accelerator is to introduce a strong discontinuity in the behavior of the
economy. If the economy is in the stagnant State A, a rise in income which
does not raise income above the previous peak income will not induce much
investment, particularly if it takes place over a number of years so that the
rate of change of income is small. However a ‘rapid’ rate of change of
income, which carries present income above the peak past income and
keeps it increasing for a number of time periods, can be efficient in induc-
ing private investment. This may serve as an ‘abstract’ rationalization of the
inefficiency of deficit financing during the 1930s and the efficiency of the
World War II deficits in stimulating an explosion.

If these models can be identified with the American economy, the
alternatives available to policy makers are ‘secular stagnation’ or ‘continuing
inflation’. The only hope of something like full employment with a stable price
level is a slow enough rise in income so that the accelerator never becomes
large. This implies that there exists a sufficient volume of non-accelerator
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investment either autonomous (due to changes in production functions) or
honorary (due to a government deficit) to maintain such a rate of growth of
income. If the rate of growth of income becomes larger than some critical
value, an inflationary explosion takes place. If government deficits that have
been maintaining stable growth stop, secular stagnation results.

4. STOCHASTIC MODELS
4.1 The Error Approach

So far we have taken up two varieties of accelerator-multiplier models, the
linear and the non-linear variety. We have examined each type, and have
shown that they each cannot stand alone as business cycle models. We have
constructed a ‘new’ model which exhibits secular stagnation and explosion
as alternative ‘stable’ states. We have isolated as the significant problem for
study the way in which the behavior of firms generates the accelerator
coefficient. We still have to take up the stochastic variety of accelerator and
multiplier models.

Let us consider a Hicks type (induced investment is a function of the
change in income) accelerator-multiplier model in which the accelerator
coefficient B < 1. The time path of income will be damped. If we assume that
the value of « is sufficiently small for the given B coefficient, the economy
will be in State B: damped oscillatory. This state implies that the cycle will
die out and therefore unless it is modified it is unsatisfactory for business
cycle analysis. It can be rendered satisfactory by imposing upon the damped
cycle an outside energy source. The Schumpeterian hypothesis can be con-
sidered as such an outside energy source,32 as can the suggestion by Frisch33
in regard to the use of erratic shocks. A model of the Frisch type was taken
up recently by G.H. Fisher,3* and we can begin by following his exposition.

Consider a consumption function and an investment function subject to
random errors; thatis C,=aY,_; + w,and I,=B(Y,_; — Y,_,) +v,. The p,
and v, are random errors. We therefore have

Y=(@+B)Y,_+BY, | +o

where w, = p, +v,. Fisher assumes that o, is normally distributed with a
mean of zero and a variance o2. Fisher also assumed that o =0.7 and
B = 0.5 which places the economy in State B, the damped oscillatory state.
In order to indicate how a model subject to random shocks would behave
over time, Fisher computed Y, for 100 periods. », was estimated by using
random selections from a simulated normal population of the w,. These o,
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were the ‘energy source’ that maintained the cycle. The time series which
resulted did not exhibit the highly damped characteristics that the non-
stochastic model exhibits with the values of a and B which were assumed.
The random shocks served as an energy source which counteracted the
damping influence of the assumed values of « and .

Such a result is inconsistent with Hicks’ conclusion that ‘the theory of
damped fluctuations and erratic shocks prove unacceptable’.3> Hicks’ rejec-
tion of the erratic shock-damped oscillation hypothesis is based upon the
conclusion that ‘the correlation between corresponding terms of successive
cyclesis quite small’.3¢Ttis true that the correlation between these correspon-
ding terms of successive cycles as determined by the accelerator-multiplier
mechanism in the erratic shock cycle is small. In order to use this as the basis
of the rejection of the erratic shocks model it is necessary to assume that the
period of the cycle which results when such random shocks are added to the
damped oscillations of the accelerator model is fundamentally the period of
the cycle generated by the accelerator-multiplier mechanism.

The random shocks can be considered as elements of a sample drawn
from a given universe. In such drawings of a sample you expect, with a prob-
ability distribution which is dependent upon the nature of the universe, to
have runs of similar valued shocks of various lengths. Such runs tend to
‘build up’ the amplitude of a deviation from the equilibrium level of income.
Such large deviations lead to the persistence of the oscillatory movement.
The resulting time series would tend to have a small correlation between
corresponding terms of successive cycles as determined by the accelerator-
multiplier mechanism. Nevertheless the overall time series would exhibit a
cyclical movement with varying amplitudes to the individual cycles. In
many ways the hypothesis that there exist random stochastic elements in the
mechanism which generates the business cycle seems worthy of serious con-
sideration. The ‘error’ or shock approach adopted by Fisher seems to be an
unmotivated theory of the cycle, for if the damping is large, the systematic
mechanism does not explain enough. ‘A quite moderate reduction in
the investment coefficient leaves us with fluctuations which are mainly
random — with fluctuations, that is, which remain unexplained.”3” The value
of the accelerator coefficient which Fisher uses (B =0.5) does lead to a
highly damped cycle, so that the cycle he exhibits can be said to be due, for
the main part, to the random shocks.38

The approach to stochastic processes in economic life which Fisher used,
and, as far as I could recognize, Hicks criticized, is the approach which
assumes that a random shock is attached or added on to a systematic
generating function. This approach in its modern dress can be imputed to
Haavelmo.3° The admirable work which has followed upon the publication of
Haavelmo’s essay is not in question; the validity of his approach to the
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problem he attacked is not being doubted. The question raised is whether, in
effect, a giant has been harnessed and used in an ineffective manner. The ideol-
ogy of Haavelmo’s approach is best expressed by the following quotations:

What we want are theories that, without involving us in direct logical contra-
diction, state that the observations will as a rule cluster in a limited subset of the
set of all conceivable observations, while it is still consistent with the theory that
an observation falls outside this subset now and then . . . 40,

and

The question is not whether probabilities exist or not but whether — if we proceed
as if they existed we are able to make statements about real phenomena that are
correct for practical purposes.*!

The approach embodied in these two quotations can be derived from two
sources: (1) the residual variations in correlation analysis after the system-
atic effect of the ‘variables’ has been eliminated, and (2) errors of observa-
tion where the fallibility of humans and of the measuring instruments
combine to yield observations which do not, in detail, conform to the real
world values. The Haavelmo approach leads to the formulation of economic
problems in the light of statistical testing techniques. This is an appropriate
transformation of economic models where the problem is to apply such tests
to economic data. However, it is not the appropriate approach to the con-
struction of a ‘stochastic model’.#2

4.2 Stochastic Variables

As an alternative to the Haavelmo errors of observation and unexplained
residuals approach to the use of stochastic variables in economics, we can
contrast a truly stochastic formulation of an accelerator-multiplier model.
Such a model postulates that the economy and its processes contain
elements which are in their very nature random variables. This postulate will
be embodied in statements which assert that the values of certain attributes
of the elementary economic units, firms or households, after allowing for
the constraints of market conditions, technological production or utility
relations, and specified behavior principles, may still take on any of a set of
values. These attributes will be characterized by a probability distribution.
Therefore, in any model in which such an attribute enters as a parameter, the
values of the elements determined by the model are not strictly determinate.
What may be true is that the time process involved in the generation of these
attributes may yield a strictly determinate asymptotic distribution of the
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values of the parameters and therefore of the variables. “To characterize the
economic process with the aid of a random process implies that certain
parameters, for example, the output of a firm, its profitability during a given
period, its investment decisions are regarded as variables that with given
probabilities assume given values; i.e. they are considered random variables.
The probability distribution of a random variable or of a combination of
such random variables at a certain moment is determined by the past of the
economic process.’3

In attempting to set up models for investment behavior economists have
to rely upon expected values to achieve a meaningful statement. Expectation
relations are inherently of the nature where for the different economic units
different expectations can coexist; and the ‘distribution of expectations’
becomes an element in the aggregate investment relation. The investment
relation — the amount of investment forthcoming during any period of
time — is one that is not strictly determined by the observable and measur-
able variables of the economic system.

If we attempt to apply the random process approach as defined by
Lundberg to an accelerator-multiplier model of income determination, we
have, naturally, to assume that the ‘as’ and the ‘Bs’ are the random variables.
For the observable and measurable determinants of income in these models
are the previous period’s income. Present income is not strictly determined
by these historic variables, assuming that the a and B parameters of the
income generating model are random variables.

It is easy to set up a model of the economy which yields an accelerator
coefficient that naturally is of the nature of a probability distribution. Let
us assume that each firm is an element in a Marshallian industry, that it is
a unit in a set of firms producing a homogeneous product. The firms in the
industry are different in a manner which is consistent with the doctrine of
the representative firm: differences in their cost structure, production func-
tion, and in the nature (perhaps spread) of their reaction to changes. The
economy consists of many such industries, and in each industry we assume
that the behavior of the firms is determined by the industry parameters and
not by the situation in other industries.

A change in income implies that the set of demand curves for the prod-
ucts of the particular industries shifts. However, firms are the investing
units. What is needed for each industry is a transformation of the shift in
the industry demand curve into a change in a parameter upon which the
firms in an industry base their investment decisions.** The impact upon a
firm of a shift in the industry demand curve depends upon the market
structure of the industry. In a competitive industry a shift in demand
affects firms by means of a change in the market price of the product. This
change in price implies that at the old price a quantity different from the
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quantity actually taken would now be taken. Let us assume that the invest-
ment decision of firms is based upon the firms’ estimate of the change in
the quantity that the market will take at the price that ruled prior to the
shift in demand. Each firm will estimate the quantity of the product which
it would be profitable for it to produce by allowing its plant size to vary.
The investment by a particular firm which is induced by a change in
income will be the change in fixed capital necessary to alter its plant size
plus whatever change in working capital is needed to produce the new
optimum output. Such induced investment in a competitive industry may
take place by means of a change in the number of firms in the industry
rather than by means of an alteration in the size of the plants of existing
firms.
We therefore have a particular firm investment relation of the form:

ho(1) =Y(Qy (1= 1) = O\(1=2))

where i = investment by a particular firm; A = industry index; p = firm index;
v = coeflicient of induced investment for a particular firm; Q,,(z — 1): esti-
mate by the p firm of the quantity demanded at the price of # —2 during the
period 1 —1; Q,\(¢ — 2): quantity actually taken at the price of ¢ —2 during
the period 7 —2; 0,,(¢ — 1) — O\(¢ — 2): the firm’s estimate of the industry
demand curve shift.

The amount of investment that takes place in an industry will be given by:

(1) = Ei)\p(t) = E%\p(pr(f —1) = O\(t—2)).

Heroically assuming that estimates of Q,,(z — 1) by all firms in the N indus-
try are the same* we have

W) =(O\(t—1)—O\(t— 2))2%\;;-

The amount of investment induced in the economy is the sum of the
investment of the different industries:

I,= gl}\(t) = 2 (O\(t=1)=O\(t— 2))E'Yxp .
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However, by the aggregate accelerator relation we also have that
1,=B,(Y,_,— Y,_,). Therefore we have that

B(Y—1— Y, )= g[(Qx(t_ D—O\— 2))2%1

gl(Qx(l %\ 2))2%1

Y- Y,

B, =

If the set of shifts in industry demand curves which is implied by a change
in income is determinate, and if the impact of these shifts in industry
demand curves upon particular firms investment is determinate, then 3, the
coefficient of induced investment, will be determinate. For the aggregate
coefficient of induced investment to be a constant we have to assume that
each v,, is independent of the size and direction of the shift in its par-
ticular industry demand curve and that the shift in each demand curve
O\(t—1) — O\(t—2)isafixedratioto Y,_, — ¥,_,. Then we would have that

EA‘, Q=)= O (t=2) D v
erl - Yt72

B, =

where 2, y,, = 7, aconstant; vy, is the ‘industry’ coefficient of induced invest-
ment; O\(t— 1) — O\ (¢t —2)/[Y,_, — Y,_,] =&, = constant: as p,(t —2) is
used to estimate O, (¢ — 1); &, is equivalent to the marginal propensity to
consume a particular good; B, = =,&,y, = constant.

If the set of shifts in industry demand curves which is associated with a
change in income is determined by a process which can be considered as
analogous to sampling, then at any time the shift in a particular industry’s
demand curve, which is the immediate cause of inducing investment, can be
considered as a sample drawn from a universe. Alternatively, the amount of
investment which a given shift in an industry demand curve will induce can
be interpreted as depending upon the reactions of the affected firms, and the
firms’ reactions to particular stimuli may have a probability distribution.®
Inboth circumstances the 8, coeflicient for the economy isa random variable.

Combining the two, we have that the probability distribution of ,
depends upon: (a) the probability distribution of particular shifts in indus-
try demand curves given a particular change in income Y,_; — Y,_,; (b) the
probability that a particular set of firms w from the set of all firms ()

being affected by a particular change in income Y, |, — Y,_,. If the above
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probability relations apply in the determination of 8, we would no longer
expect a fixed relation to exist between a change in income and a change in
investment. The main body of this thesis emphasizes the systematic rela-
tions between the value of the accelerator coefficient and the changes in
income. In the main body we are interested in a ‘generating relation’ of par-
ticular firm investment as the result of change in income. We therefore
derive, for particular industry structures, conditions under which the invest-
ment is not strictly determinate. As a result, the main body of this thesis is
consistent with a formulation of the accelerator coefficient as a ‘random
variable’. However, the characteristics (mean, variance, and so on) of the
distribution of random variables are determined by the systematic relation.

In order to contrast a true stochastic process with the error process which
is Haavelmo’s approach, we assume that B is a random variable whose value
at any moment of time is drawn from a probability distribution which
depends upon (a) the structure of demand curve shifts which result from a
given change in income; (b) the set of firms for which the resultant demand
curve shifts imply investment; (c) the relation between output and capital
stock for each firm. As B is a function of a subset of firms drawn from the
set of all firms, it is a true random variable.

If we assume that the structure of demand curve shifts which result from
a given change in income is independent of the level of income or of the
change in income (that the marginal propensity to consume particular
goods is constant), and if we assume that the magnitude of the individual
firm’s accelerator coefficient is independent of the magnitude of the shift in
the industry demand curves, then we have that the aggregate accelerator
probability distribution is independent of the level or change in income.
The probability distribution of B will be independent of the time path of
income. Such a stochastic model of the accelerator process states that,
given the value of «, the realized value of B will be in the interval which
results in the economy being in States A, B, C or D a certain percentage of
the time. Such a proposition is truly stochastic, as it is based upon a fre-
quency distribution of the Bs from which the observed values are drawn.
For example, let us assume an accelerator-multiplier model of the type
Y,=(a+B)Y,_;, —B(Y,_,). In this model, Table 2.1 gives the range of
values of B which, for given as, place the economy in each state.

The probability of the economy being in any state depends upon the
probability of B having the value appropriate to that state. For example,
with a =0.9 the probability of the economy being in explosive cyclical
depends upon the probability of B having a value of between 1 and 1.73.
As we are using a Hicks type model, the probability of the economy being
damped (States A or B) or being explosive (States B or C) depends solely
upon the value of the B coefficient.
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Table 2.3
Values of « Values of B
States of the economy
A B C D

0.9 0-0.47 0.47-1 1-1.73 1.73-
0.8 0-0.30 0.30-1 1-2.10 2.10-
0.7 0-0.20 0.20-1 1-2.40 2.40—
0.6 0-0.14 0.14-1 1-2.66 2.66—-
0.5 0-0.08 0.08-1 1-2.92 2.92-

In an attempt to illustrate how such a purely random 8 would affect the
operations of the accelerator and multiplier model, two test runs were
made using the values of the constant A, of the marginal propensity to
consume o, and of Y,_, and Y,_, that Fisher used in his ‘random variable’
model. In the first run B was assumed to have a rectangular distribution,
with the values of B = 0, 8 = 0.25, 8 = 0.50, 8 = 0.75, 3 = 1.0, B = 1.5,
B =2.0,B = 3.0, = 4.0, all being equally probable. The resultant series
exhibited a great amplitude of fluctuation in the first half of the series.
Then because of a run of values of B coefficients which lead to a highly
damped movement of income, the series exhibited a very damped cycle. Of
course in such a series if Y,_; = Y,_, =\/[l — a], the cycle would die out.
The damping of the series was so great that in the latter part of the sample
the cycle wellnigh disappeared.

A second test of 3 as a random variable was made using a triangular fre-
quency distribution of B which deviated from the rectangular distribution
in that the extreme values of B had a lower probability of occurring than
values of B in the neighborhood of 1. The frequency distribution from
which the sample of B values were drawn was:

B Relative Frequency

25
50
75
1.00
1.50
2.00
3.00
4.00

— N WA AR WND—
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The time series which resulted does not exhibit the extreme fluctuations
that the time series derived from a rectangular distribution of B exhibited.
The 50 period time series also did not show the ‘damping’ of the cycle
that the rectangular distribution exhibited. The reason is obvious: with the
probability distribution in the second case, the changes of a ‘run’ of values
of the B coefficient which leads to a highly explosive or a highly damped
movement is much lower than in the rectangular distribution. As a result
the extreme fluctuations and the extreme damping associated with the rect-
angular distribution do not occur.

We could continue to analyse the implications of B being a probability
distribution independent of the level of income, or the path of income, by
constructing additional frequency distributions of B, taking samples with
replacements from these frequency distributions and observing, for speci-
fied values of «, the resultant time series. However, the assumptions that
were made — that the structure of demand curve shifts which result from a
given change in income is independent of the level of income or of the
change in income and that the magnitude of the individual firm’s acceler-
ator coefficient is independent of the magnitude of the shift in the industry
demand curve (in order to derive the probability distribution of B inde-
pendently of the level or the change in income) — are strong. Let us weaken
our assumptions by assuming that the expected value (mean) of the fre-
quency distribution of B depends upon the change in income and the differ-
ence between last period’s income and the previous peak income:

Bi=@(Y,_1,Y,»,Y,,—Y)

where B, is the mean of the frequency distribution of B. If we adopt the

conventions we used earlier, that Y,_, — Y determines a coefficient of acti-
vation of the accelerator coefficient whereas Y,_, — Y,_, enters into the
generating function of B,=1(Y,_, — Y,_, — &), we derive a relation that

determines the mean value of the accelerator coefficient in the same
manner in which the value of the accelerator coefficient was determined
earlier. Let us assume that the value of the variance of the frequency dis-
tribution of { is independent of the value of §,, and that the mean and the
variance are the only relevant moments of the frequency distribution of 8,.
We can now write the income generating function as:

Y=N+a(Y,) "’&Ez + o) (Y, — Y,))
=Nta(Y, ) +B(Y, - Y, )+ MO'B,( Y 1—=Y, )

where the actual value of the accelerator coefficient at time ¢ is B,=
B, + nog,. Depending upon the relation between o and B, and upon the
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frequency distribution of B,, we have that we can assign a probability to B,
falling within any range, for example P[B,> 8, and B, = B,]. This can be
written as:

B
Py =" i(B:. oy )dB.
Bo

For each value of o we can define the values of B, and 3, which put the
economy in any of the four states, and the given values of Y, ; and Y,_,
determine the mean value of ,. Therefore we can determine the probabil-
ity that the economy will be in State A, B, C or D. For example, the prob-
ability of State A, for a = 0.8 is

3

P, = J ‘Pl(Eza UB,)dBt
0

where

Bi=e(Y,. 1 =Y, 5Y, = Y).

As the probability distribution of B, is a function of the time path of
income, we have that the probability of B, being such as to place the
economy in each of its four stages is a function of the path of income. If
the variance of the probability distribution is small, we have that the prob-
ability of the economy remaining in State D, where the value of B, is high,
is greater than the probability of the economy remaining in State A, where
the value of B, is small.

If the variance of the probability distribution of B is large with respect
to the mean, and the mean is small, and the distribution is symmetric, we
have to interpret the meaning of a negative B coefficient. A negative B
coefficient means that a rise in income results in disinvestment and a fall
in income results in investment. Although inconsistent with the special-
ized accelerator coefficient of the mathematical models, in our accelerator
generation relation a small expected value of the accelerator coefficient
is generated by a small change in income. If for example the economy
had been exploding upward, and a small value of the coefficient B, is
generated, then the value of the realized accelerator Y, — Y,_, is small.
This generates a small expected value of the accelerator. It is not incon-
sistent with what happens during business cycles for decreases in the
rate of expansion to lead to disinvestment. For the disinvestment to be
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consistent with the use of an accelerator-multiplier model, the value of
the accelerator coefficient will have to be negative. This can occur with a
probability given by the frequency distribution of B, under our stochastic
assumption.

If the economy is in State A and is approaching the ‘equilibrium’ level of
income from above [Y, > Y,_,] then a series of decreasing arithmetic falls
in the level of income occurs. It is not inconsistent with what happens
during business cycles for positive investment to occur during period ¢ + 1
even though Y, < Y,_,. For such a ‘reversal’ to be consistent with the use
of an accelerator-multlpher model, the value of the accelerator coefficient
will have to be negative.

On the other hand, it is inconsistent with what happens during business
cycles for a period in which there is a large change in income, either positive
or negative, to be followed by reversal in aggregate investment: for example,
if ¥,>Y,_,and Y,— Y,_,islarge, I, ., < 0isnot observed. Therefore, for
changes inincome Wthh generate large Values of the accelerator coefficient,
we would expect P(B < 0) to be zero; that is f @(B,, 0p)dB, = 0if B,is large;
I @By 0g)dB,>0if B, is small.

We have assumed that the effect of the rate of change of income is to shift
the mean value of the frequency distribution of the accelerator coefficient,
leaving the variance of the frequency distribution of the accelerator
coefficient unchanged. We have also assumed that this variance of the fre-
quency distribution of the accelerator coefficient is small in respect to the
‘explosive’ values of the accelerator coefficient and relatively large with
respect to the damped values of the accelerator coefficient. We therefore
have a model in which the probability that random variation will lead to a
change in the direction of the movement of income is high when income is
changing slowly, but the random process has a small probability of
affecting the value of the accelerator coefficient sufficiently to change the
state of the model when income is changing rapidly.

A succession of high values of the accelerator coefficient in relation to the
expected value of the accelerator coefficient may, if the economy is in a
damped state, lead to an explosive movement. A succession of small values
of the accelerator coefficient in relation to the expected value of the accel-
erator coefficient may, by decreasing the rate of growth of income, lower the
expected value of the accelerator coefficient through a number of time
periods so that if the economy has been in an explosive state, it enters a
damped state. This stochastic formulation of the accelerator generation
process can be combined with the model of the accelerator generating rela-
tion which leads to either explosive or stagnant states as stable states. This
inflation-stagnation model did not contain a satisfactory mechanism which
would result in a change of the economy from State A to State D and vice



58 Induced investment and business cycles

versa. A combination of the random element and the systematic element
makes it unnecessary to posit ‘shocks’ or ‘crises’ of the magnitude of the
stock market crash of 1929 or of World War II in order to have the economy
shift from one of its stable states to another of its stable states. Although not
a determinate relation, the allowance for the variance of the accelerator
coefficient is an endogenous economic phenomenon, for it is simply a state-
ment to the effect that the investment reaction of a particular economic unit
to a given economic change (a change in income) is, to some extent, inde-
terminate. As a result, overall economic behavior which is due to the
coefficients of macroeconomic models, such as the accelerator coefficient, is,
to some extent, indeterminate.

In some ways the stochastic element in macroeconomic relations can be
likened to the inability of economists to predict ‘fashions’, and also the
inability to predict the time rate at which an innovation will catch on. For
example, introduction and dispersion of television in the United States
during the post-war period can be imputed to the high level of consumer
income. But the rate, the dating, and even its wide acceptance can be
considered as ‘random’ processes. As an example of the problem of fore-
casting the acceptance of innovations, we can take the case of air condi-
tioning. Room air conditioning units first won wide acceptance during the
summer of 1952. Is it sufficient to assume high incomes during the period
1953-56, to be able to assert that by 1956 room air conditioning units will
be as widespread as television was by 1952? The acceptance of an innov-
ation by households is inherently a random process. The reaction of firms
to the impact that a change in income has upon them also has an inherent
random element. Therefore, the aggregate accelerator coefficient is not
strictly determinate. However, the change in income, the level of income,
and the other elements which systematically determine the value of the
accelerator coefficient dominate the behavior of the economy.

Such a combination of systematic determining relations for the acceler-
ator coefficient, and inherent random elements which imply that the sys-
tematic determining relation is not complete, seems to be a meaningful
hypothesis to use in business cycle analysis. It is essentially a combination
of non-linear and stochastic process assumptions. It has previously been
assumed that the stochastic process was essentially an energy source which
maintained an otherwise damped cycle. This model can assume that the
stable states of the economy are two such distinct states as monotonic
damped and monotonic explosive. The stochastic process serves to ‘desta-
bilize’ these otherwise stable states. We also have that if the indeterminacy
of the accelerator generating process is large, such destabilizing would
occur relatively often as compared to a world in which the indeterminacy
is relatively small.
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Another conclusion which follows from the stochastic assumption, when
combined with a non-linear theory, is that the non-linearity no longer has
to be such that it will generate the business cycle. In Goodwin’s non-linear
model, his assumption of a ceiling rate of disinvestment and investment was
shown to be equivalent to an assumption that the value of the accelerator
coefficient falls when the change of income is great. This yields the type of
cyclical behavior desired, but as is obvious unless the special assumptions as
to the nature of the accelerator are rationalized by observations or by eco-
nomic theory, this is a post hoc ergo propter hoc argument. That is, the model
generates a time series which superficially resembles the time series of busi-
ness cycle observations; therefore the model is a business cycle theory. We
have shown that a wide variety of accelerator models can be constructed
which yield time series consistent with the nature of the data. It follows that
such superficial agreement with gross observations cannot be considered
sufficient ground for acceptance of a model. A useful model of business
cycle has to result in more than a time series which is similar to the time series
of business cycles. A business cycle model to be useful must yield an appar-
atus that enables prediction and perhaps control of the business cycles.

A number of desirable results follow from the combination of the sto-
chastic and non-linear assumptions. One is that the inability to measure the
value of the accelerator coefficient is no longer an argument against using
this relation in cycle theory. This is true of the non-linear assumption as
Goodwin pointed out.

Another advantage (of non-linear theory) lies in the possible treatment of the
acceleration principle. Because statistical studies (for example, Tinbergen’s
‘Statistical Evidence on the Acceleration Principle’) have shown that it does not
correspond to the facts, many economists favor dropping it entirely. Yet this
would be mistaken since it is merely the statement of a simple consequence of the
one omnipresent, inconvertible dynamic fact in economics — the necessity to have
both stocks and flows of goods. In any case, it is worthwhile to try assumptions
which take account of this fact but do not require any rigid proportionality.
In doing this we may avoid another shortcoming of linear theory — the require-
ment that the upswing be essentially the same thing as the downswing . . .47

The ‘nature’ of the upswing and the ‘nature’ of the downswing may differ
more markedly if stochastic processes are allowed as elements in the cyc-
lical process than if the non-linearity is the sole cycle generator.

Another result of the combination of stochastic and non-linear assump-
tions as to the nature of the accelerator is that the smoothness of the time
series which is generated by the model is not greater than the smoothness
of the time series of experience; and also instead of having one cycle essen-
tially the same as another cycle, the impact of the random element may lead
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to successive cycles which differ in their duration and in their amplitude.
Instead of the smooth periodic movements of income, the result is a move-
ment of income in which the amplitude and duration of the cycles varies.

The deficiency of such cycle theory is that it can be made so complicated,
with so many alternatives being consistent with the theory, that disproof is
impossible. The key parameter, the value of the accelerator coefficient, can
no longer be measured from time series data, for it is not a constant. The
problem therefore is to restrict the assumptions so that the theory can be
used for prediction purposes. This means that we need a specification of the
model so that not anything that could conceivably occur is consistent with
the theory. In order to do this the nature of the accelerator generating rela-
tion has to be estimated. What I intend to do is to examine (a) whether or
not the theory of the firm throws some light upon the nature of the acceler-
ator generating relation; and (b) what the effect of alternative assumptions
about the behavior of financial institutions throws upon the nature of the
accelerator generating process. Therefore, the essential problem of this
thesis is to investigate the systematic portion of the accelerator generating
process by using inherited material from economic theory.

5. CONCLUSION

In this chapter a number of different accelerator and multiplier models of
the business cycle were taken up. They were two varieties of the original
linear model, the Goodwin non-linear model (which in many ways is equiva-
lent to Hicks’ model), an alternative non-linear model, a stochastic error
model and a stochastic coefficient model. The conclusion, if any, is that a
stochastic coefficient-non-linear accelerator model is consistent with the
observed irregularity and non-symmetry of business cycle experience.
Therefore, it seems to be a worthy hypothesis for further examination. But
the assumption of non-linearity requires specifications, and an effort must
be made to see whether the theory of the firm and a theory of financial or
monetary behavior will lead to a selection of the nature of the non-linearity
of the accelerator generating relation.

NOTES

1. See Harrod (1939, 1948); Domar (1947, 1946) and Pilvin (1952). The Harrod version of
the growth model is phrased in terms of the familiar accelerator-multiplier interaction.
The Domar version substitutes a capital coefficient (a ratio between capital stock and
output, a fixed capital coefficient production function for output as a whole) for
the accelerator coefficient. This makes the Domar accelerator a structural parameter
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whereas the Harrod accelerator could be a coefficient of induced or realized investment
as well as a structural parameter.

In this atomic age, the Harrod-Domar steady growth models may be likened to the
atomic pile which would be used in an atomic power plant, whereas the explosive move-
ment in the Hicks’ business cycle model may be likened to an atomic bomb. The limita-
tional factor which is ignored in both the Harrod and the Domar models is that if the
rate of growth is to be steady, and if their production functions are of the fixed propor-
tions type, a rate of growth of the labor force consistent with the rate of growth of capital
equipment must take place. If the growth is to be the result of deepening rather than the
widening of capital, their models need revision.

See Harrod (1936).

See Samuelson (1944). I am simplifying the model.

The border between the states is ignored for now.

See Frisch (1933).

See Goodwin (1946).

See Hicks (1950), appendix to chapter 6. I am changing symbols and ignoring his
‘lagged’ relations. For the formal Hicks’ ‘Accelerator-Multiplier’ model, see pp. 184-93.
o +B]/2) = ([a+ B)/2)*— (a+ B)([a+B]/2) + B>0; (« + B)? — 4B < 0. This is
Regions B and C in the state diagram. Reversing the inequality yields Regions A and D.
f[a+B)/2) = (Ja+ B)/2)> = ([a + B)/2)(a+ B) + B=0; (o + B)> — 4B = 0. This is the
equation of the line which separates Regions A and D from Regions B and C.

See Alexander (1949). Alexander discusses the Harrod-Domar case as a case of two
different positive roots greater than one. His error lies in not recognizing that the border
between the explosive oscillatory state and the monotonic state is a state of steady growth.
See Goodwin (1951).

As will be shown later, even though Goodwin’s argument as to the accelerator’s mech-
anism takes the form of a relation between actual and desired capital, in his third model
he assumes that there exists a ceiling to the productive capacity of the investment goods
industries, and the non-linearity occurs when this ceiling in investment goods produc-
tive capacity is reached, independently of whether or not ‘actual’ capital is equal to
‘desired’ capital. Therefore, even though the formal Goodwin relations are consistent
with the hypothesis of this thesis, the interpretation of the relations has to be somewhat
different.

See Goodwin (1951), p. 4.

See ibid., p. 4.

See ibid., p. 4.

See ibid., p. 4.

See ibid., p. 4.

If we draw the isoquants for a fixed proportion production function (graph 1), there is
no possibility of producing O, by adding short run factors L to a fixed amount of capital
K. However, a production function of the sort given in graph 2 would allow for both
phenomena: § = KY as the long run production function which uses fixed proportions

(D (2)

Lo, ; )
0, 0,
0, 0,
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of the factors in spite of wide variations in their relative prices. Nevertheless, short run
substitution in production is consistent with the production function. A specification of
the production function as in graph 2 is necessary for Goodwin’s model.

Goodwin allows a level of income to be produced with a capital equipment less than the
amount appropriate or desired for that level of income. This must mean that this level of
income is being produced by the use of more labor than will be used to produce the same
level of income when capital has increased to the desired level. Therefore unemployment
increases during the period in which investment is high. As the relative factor prices can
be assumed constant in his model, it also follows that all investment is designed to reduce
costs, not to expand productive capacity. That is, investment is desired to lower the cost
at which a fixed output is being produced.

See Goodwin (1951), p. 5.

See ibid., p. 5.

See ibid., p. 6.

See ibid., p. 6.

See ibid., p. 7.

See ibid., p. 7.

See ibid., p. 7.

See ibid., p. 9.

The operation of the model when K = B places the economy in State C (cyclical explo-
sive) is essentially the same as when K = B places the economy in State D. The difference
is that the economy may go through some ‘free’ cycles as Hicks calls them before having
a change in income Y, — Y,_, so great that the investment ceiling is reached.

See Tinbergen (1938), p. 166.

See Duesenberry (1949) and Modigliani (1949).

See Goodwin (1946). The Schumpeterian shock is systematic, and as such can be con-
sidered as a particular non-linearity: for example, that , =7(Y,_, — Y,_,, &) + V" where
V is large. Thus ‘innovational investment’ will push the economy rapidly forward after
the lower turning point.

See Frisch (1933).

See Fisher (1952).

See Hicks (1950), p. 91.

See ibid., p. 195.

See ibid., p. 91.

See Fisher (1952). Fisher assumed that the variance of the random shock (a2) is 5 billion
dollars. His stochastic income generating equation is ¥,=17+1.2Y,_;—0.5Y,_, + o,.
The equilibrium level of income is 57 billion dollars. A positive shock equal to or greater
than one standard deviation will occur 16% of the time. In Fisher’s simulated normal dis-
tribution they occur 19.5% of the time. If we assume that Y, = Y, 1= Y,_, =57 billion
and that two successive shocks of +5 will occur we get Y, ;| = 62 billion, ¥, , = 68
billion. In Fisher’s simulated normal population the mean value of the shocks =5is 7.7.
If we use this mean value we get: Y, , = 65, Y, , = 74. If we look at the time series of
Fisher (1952, pp. 532-33) and estimate by observations the value of income, we get that
an income = 68 billion occurred six times; = 74 billion occurred three times. Using the
values in Fisher’s simulated normal distribution we would get an income = 68 billion by
means of two successive positive shocks of 5 billion or more four times out of 100. If we
take into account the possibility of achieving an income of 68 or more by means of a suc-
cession of smaller positive shocks (if ¥, =57, Y, , = 65, for Y,_, = 68 it is sufficient that
®,,, = 1.5 which in Fisher’s simulated populatlon will occur . 38% of the time), we con-
clude that the series which Fisher derived is essentlally the result of the ‘random shocks’.
The effect of the accelerator-multiplier mechanism is to make each period’s income a
weighted average of the two previous incomes plus or minus the shock. We could derive
essentially the same type of time series by writing ¥, = 1/2 Y,_, + 1/2 Y,_, + w,. This
Fisher model therefore is vulnerable to the contention of Hicks that it leads to a cycle
which is essentially due to the random shocks.
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See Haavelmo (1944).

See ibid., p. 40.

See ibid.

The tendency in such ‘testing’ stochastic models to assume that the random term is dis-
tributed normally, with a zero mean, is carrying the assumption made in errors of meas-
urement analysis into their theory, and this is consistent with the origin of this approach.
Certainly in economic analysis we should expect to find that the probability distribution
of the random variables which are generated by economic processes may deviate from
the ‘normal’ probability distribution. We should expect the processes of economic life
would often lead to ‘equally likely’ alternatives (a rectangular distribution) and to
distributions in which ‘almost all’ events would have the same value: ‘Poisson’ type
distributions.

Paraphrase of a statement of Lundberg, (1940, p. 3).

This is essentially the problem taken up in Chapters 4 through 8.

That is, every firm in the \ industry has the same estimate of the elasticity of demand for
the product.

If an industry consists of a large number of firms, and if the probability distribution of
reactions by firms is the same, then aggregate investment will be a summation of the reac-
tions of a large number of firms. By ‘laws of large numbers’ the summation will tend to
be stable. If an industry consists of a small number of firms, the summation of random
variables which is the aggregate investment relation will tend to be unstable. This can be
interpreted as implying that for competitive industries the stochastic element in the
determination of B is relatively unimportant, whereas for oligopolistic industries the sto-
chastic element will tend to be more significant.

See Goodwin (1951), pp. 3, 4.



3. The generation of the accelerator
coefficient

Even though the accelerator coefficient has been used in a considerable
number of business cycle models, there has been relatively little in the litera-
ture on the mechanism by which its value is determined. In this chapter
I wish to do the following: (a) examine statements by a number of authors
as to the mechanism by which the value of the accelerator is determined, and
(b) set out the relevant factors which enter into the determination of the
value of the accelerator coefficient. These relevant factors will form the basis
for the theoretical analysis of the behavior of business firms which follows.
The examination of the statements of the mechanism which determines the
value of the accelerator will not be comprehensive; rather it will be limited
to the remarks of a few authors.

As was mentioned earlier, at least three different concepts as to the nature
of the accelerator coefficient can be identified. These are:

1. The accelerator as a structural parameter.
2. The accelerator as a coefficient of induced investment.
3. The accelerator as a coeflicient of realized investment.

Prior to taking up the rationalizations for the use of the accelerator
which have been put forward, it is necessary to clarify these differing
concepts.

If the aggregate accelerator coefficient is interpreted to be a structural
parameter, then it is derived from the production function. Typically in
such models the production function states that output is a constant times
the capital stock, for example Y =vK, where v is the capital coefficient.
Hence dy/dr = v [dk/dz]; I = dk/dt = 1/ [dy/df] and therefore, in this case,
B (the accelerator coefficient), is the reciprocal of v, the capital coefficient.
For this form of the accelerator coefficient to be accepted there can be no
possibility of substitution among factors in production. In addition either
the production function for every sector of the economy must have the
same capital coefficient or the distribution of a change in income among
the various sectors (the income elasticities of demand for the various
outputs) must always be the same. If the distribution of a change in income
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among different outputs is always the same, then the aggregate accelera-
tor coeflicient is a weighted sum of the particular sectoral accelerator
coefficients with constant weights.

Perhaps we should do well to get into the habit of thinking not of one acceler-
ator coeflicient, relating total output to total investment, but rather — as a more
tenable approximation — of a series of such coefficients operating in each of the
major industries. The task of summation will then present itself more clearly to
our minds as a further complication of some importance which must be dealt
with before the behavior of total investment and total output can be adequately
explained. Or to make the point in a different way, the aggregate accelerator is
the weighted average of the accelerator coefficients in each sector of the
economy: not only are these component coefficients liable to vary themselves,
but their respective weights in the national average will not be even approxi-
mately constant over the cycle.!

This implies that even if sectoral production functions can be written in a
form which yields the accelerator as a structural parameter, the aggregate
inducement to invest can vary.

‘Suppose that within each firm the accelerator principle is working smoothly:
I =v[do/dz]. Even in this highly simplified case care must be exercised in moving
from the firms investment to aggregate business investment, there are likely to be
wide variations in the capital coefficients between different branches of produc-
tion, and if the income elasticities of demand are also markedly different with
the result that output expands more in some lines than in others, the aggregate
capital coefficients which relate total output to total investment will be altered
accordingly. That is to say, constancy in the accelerator coefficient within each
firm does not necessarily imply constancy in the aggregate accelerator
coefficient.”

Wilson’s comments show the difficulties involved in taking the aggregate
accelerator coefficient to be a constant even if the assumption of constant
structural coefficients in the various sectors is made. If we assume that the
production function of the particular firms is such that their investment
coefficient can vary, then the derivation of the accelerator coefficient
becomes even more complicated. In order to derive the sectoral accelerator
coeflicients it is necessary to assume that investment is taking place on the
basis of ‘given’ conditions. These conditions include the relative prices of
the different factors of production. Assume that firm plans are made on the
basis of such a set of given conditions. Then the effective capital coefficient
in each sector is determined. This, together with the weights of each sector,
derived from the income elasticities of demand, is sufficient to yield a quan-
titative inducement to invest. But the sectoral coefficients’ values depend
upon relative prices — that is, upon the existing equilibria in the relevant
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markets. All the inducement to invest represents the quantity of investment
goods demanded under given conditions. This is the second concept of the
accelerator coefficient: that of a demand for investment goods.

To sharpen the issue let us suppose that for technical reasons v is not merely the
ideal relationship between capital and output, but the only possible one, so that
no change in capital intensity can be made by an individual concern. Sales are
rising and are expected to rise for some time, but the funds needed for expansion
are everywhere becoming more difficult to obtain. The expansion will then be
retarded, but it will be retarded to a greater extent in the more capitalistic than
in the less capitalistic lines of production. Thus the composition of output will
change in such a way that the ratio of total capital to total output tends to
decline: the aggregate ratio may then fall as Professor Hayek said it would, and
its fall may weaken the stimulus for continued widening.3

The terms under which the funds needed for expansion can be obtained
are part of the supply conditions of capital. We could also include the reper-
cussions of a limited productive capacity of capital goods industries upon
the price of capital goods as a determinant of the effect of a given change in
income upon realized investment. This clearly leads to a third concept of the
relation between a change in income and investment, one in which the effects
of the inducement to invest upon the other markets is taken into account. In
this concept the resultant investment depends upon the effects of the
induced investment upon the equilibria in the relevant markets. An acceler-
ator coeflicient defined in such a way is a coefficient of realized investment.

It is obvious that the time path of income depends upon realized
investment: not in the sense that realized investment determines productive
capacity, but in the sense that realized investment is a portion of income.
Accelerator models in which the accelerator is a coefficient of realized
investment are not vulnerable to the criticism that they are solely a demand
theory of the business cycle. However, with such an accelerator the
simplicity of the accelerator model vanishes. The most that the formal accel-
erator model can be in this case is a framework for analysis: the content of
the model for purposes of prediction and control depends upon the deter-
minants of the coefficient of realized investment.

Accelerator models based upon these three alternative formulations
investigate different problems. In the first type, where the accelerator is
a structural parameter, the implications of assuming a constant ratio
between capital and output are explored. In the second type the parameters
other than income and the change in income which affect investment by a
particular firm are assumed to be constant. Induced investment (aggregate)
can vary due to the effects of changes in the structure of demand and in the
level and rate of change of income. Such a model investigates the effects
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upon national income of the allowed changes, and investigates the effects
of allowing the accelerator to vary. Both the first and the second types
of model assume that income depends upon aggregate demand. Slight
modifications of both the first and the second types of model which depend
upon exogenously determined ceilings and floors have been produced. The
time series that such a modified accelerator generates is altered, even
though the content of the accelerator has not been changed.

In the third version of the accelerator, the supply conditions of capital
are taken into account. The accelerator coefficient represents the relation
between a change in output and investment, allowing these parameters of
the individual firm’s investment functions which are affected by the reper-
cussions of the inducement to invest to vary. The third type is the broadest
accelerator concept and such an accelerator does not result in the simple
models to which the accelerator concepts lead.

Typically, the accelerator is introduced into a model by means of a simple
assertion that the accelerator exists. “There is a well-established relation,
vouched for by experience and the laws of arithmetic, between the demand
for consumable goods and the demand for durable goods, the essence of
which is that the absolute amount of the latter depends primarily on the
rate of increase of the former.” The experience to which Harrod referred
boils down to the well-known greater relative amplitude of fluctuations in
investment as compared with the fluctuations of consumption in the trade
cycle. The laws of arithmetic are examples of stock and flow relations such
as the textbook example of shoe and shoe machinery demand. The statis-
tical foundations for the use of a fixed value accelerator coefficient are
flimsy. Harrod’s volume on the trade cycle contains no statement on the
necessary conditions to be imposed upon the behavior of business firms for
the relation between the change in income and investment which the accel-
erator implies to be valid.

An analysis of the conditions necessary for the accelerator to operate
was set out by J. Tinbergen in 1938:

In this simplest form the (acceleration) principle states that percentage changes
in the production of consumers goods are equal to percentage changes in the
stock of capital goods. As the latter is usually considerably larger than the annual
production of capital goods, the corresponding percentage changes in the latter
are much larger than the percentage change in the production of consumer
goods. The principle has two aspects between which it is useful to distinguish:
a) the correlation aspect: there must be correlation between new invest-
ment in durable capital goods and the rate of increase in consumer goods
production;

b) the regression aspect: the percentage fluctuations in consumer goods produc-
tion are equal to the percentage fluctuation in the stock of capital goods.’
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Tinbergen asserted that:

In its more rigorous form, the acceleration principle can only be true if the
following conditions are fulfilled:

a) Very strong decreases in consumer goods production must not occur. If the
principle were right, they would lead to a corresponding disinvestment, and this
can only take place to the extent of replacement.

b) There should be no abrupt change in technique leading to a sudden increase
in the amount of capital goods necessary to the production of one unit of con-
sumer goods.6

The limitations to the value of induced disinvestment pointed out by
Tinbergen has been incorporated in most of the later models. The accept-
ance of such a ceiling to disinvestment tends to ‘draw out’ the length of the
depression phase of the resulting business cycle which leads to difficulties
for cycle analysis. The assumption of ‘strict complementarily’ among the
factors of production has usually been made, so that the capital coefficient
is constant which in turn implies a constant accelerator, for example the
accelerator is a structural parameter. This implies an assumption that what-
ever technological changes occur are, on the average, neither capital saving
nor capital consuming. ‘In its more rigorous form, the principle is equiva-
lent to saying that a constant part of productive capacity is idle and that
enterprises never increase production of consumer goods before having
increased correspondingly their capacity. In the case of the constant part
being zero —i.e. full occupation of capacity at any moment — that is, at least
for increases a necessity, in all other cases this policy would have to be
followed deliberately, and there are hardly enough reasons to suppose this
occursin reality.”” The possibility of output increasing without inducing any
investment has been accepted by some authors who use such accelerator
models, and Chenery in Econometrica has analysed the operation of the
accelerator coefficient under conditions where ‘excess capacity’ exists.®

Tinbergen modified the accelerator coefficient to allow for the above
shortcomings, and in so doing he indicated a mechanism of firm behavior
which had to operate.

The acceleration principle may, however, be given a less rigorous form. Instead
of equality of percentage changes in consumers goods production and capital
goods stock there may be assumed to be only proportionality or even only a
linear relationship . . . . Two reasons exist for giving the principle its less rigor-
ous form:

a) During a period of increasing production, not all firms and not all branches
attain at the same moment, the point of full capacity. Suppose that for the indi-
vidual firms the principle acts only — and of course in its rigorous form — when
full capacity is reached, then to a given increase in total production for all firms
a smaller percentage increase in total stock of capital goods may correspond.



The generation of the accelerator coefficient 69

b) A second reason for the less rigorous form of the acceleration principle might
be that even with idle capacity a firm would expand its plant proportionately
to the rate of increase in consumer goods production, but not by an equal
percentage. This means that there would not be an immediate necessity for
investment but that the willingness to invest would depend chiefly on the rate of
increase in consumer goods production.’

These two factors which Tinbergen identified: that not all firms would
reach ‘full capacity’ at the same moment of time and that a firm may, with
idle capacity, ‘anticipate’ full capacity production and therefore ‘expand its
plant proportionately to the rate of increase in consumer goods produc-
tion’ lead naturally to a variable accelerator coefficient. The accelerator
coefficient’s value would be a function of the level of income and the rate
of change of the level of income. The recognition that with less than full
capacity production induced investment depends upon ‘anticipations’
would lead to a stochastic formulation of the accelerator coefficient. This
concept of the accelerator is as a coefficient of induced investment.

Tinbergen offers as a substitute for the accelerator investment relation
that ‘an explanation of investment fluctuations by profit fluctuations is more
natural’.1% The use of profits in the investment function, rather than the
change in income, is not, in and of itself, inconsistent with an accelerator for-
mulation. If we recognize that profits are a function of income, and perhaps
the change in income, and have an investment-profits relation we get:

I=f(p)
P=¢(Y,AY)
I= fle(Y,AY))=U(Y,AY)

which is the accelerator formulation of induced investment. However,
profit is a variable that directly impinges upon a firm’s behavior; as is the
relation between its capacity output and its present output. These factors
therefore can be considered as the immediate determinants of investment
behavior. If the change in profits, the level of profits, and the relation
between output and capacity for individual firms are functions of income
then, within our framework, the income investment relation belongs in the
core of the model and the relation between profits and capacity and firms’
investment decisions belongs in the supplementary relations. As such, the
profit-income and capacity-income relations are appropriate places in
which the mechanism which generates the accelerator coefficient allows for
a variable accelerator coefficient.

An article by Sho-Chieh Tsiang contains a critique of the use of a con-
stant accelerator coefficient over the business cycle. In his paper Tsiang



70 Induced investment and business cycles

recognizes the need to relate the value of the accelerator coefficient to the
behavior of particular firms and realizes that the behavior of firms depends
upon the structure of the market within which they are working.!!

Tsiang emphasizes the inability to measure the accelerator coefficient,
the dependence of the value of the accelerator coefficient upon industrial
structure and the relation between the value of the accelerator coefficient
and the supply of ‘finance’ to a particular firm. He uses these elements to
advocate the use of a profit-income relation in the analysis of investment.
The elements which he presents, and their similarity to the doctrine to be
put forward here, is recognized. However, the use to which they are put
seems unduly restricted. At this point I wish to take up his analysis of two
phenomena: the relation between the value of the accelerator coefficient
and industrial structure and the relation between the value of accelerator
coefficient and the supply conditions of finance.

Tsiang’s analysis of the manner in which investment is induced in a
competitive industry by means of a change in income is, in its essentials, the
same as the one to be presented later in this volume.

For the increase in aggregate effective demand that is registered in the minds of the
individual entrepreneurs may add up to a sum quite different from the real increase
in aggregate output. This is particularly obvious for a competitive industry. There
an increase in aggregate demand would generally lead first to a rise in the price of
the product, although the tendency to rise in price might be held in check some-
what by speculators. It is the rise in the market price of this product that would be
registered in the mind of an individual entrepreneur; but he would have no idea of
the magnitude of the increase in aggregate demand, let alone his share of the
increase. If he assumes that the increase in demand, that is to say the price of his
product, is permanent, the increase in output and the requisite optimum invest-
ment to produce it, which he would plan in response, would be that which would
make his own long-run marginal cost curve equal to the new price. It is evident
that there is no guarantee that the planned increase in the output of all the entre-
preneurs concerned would add up exactly to the original increase in demand, had
there been no increase in price. It is therefore quite unlikely that the induced invest-
ment would bear any rigid relation to the original increase in demand.!2

The importance of the impact effect upon firms of a rise in aggregate
demand, the rise in the market price of a competitively produced product,
and the significance of the reaction of the entrepreneurs to this impact
(including the importance of the entrepreneur’s price expectations) is
correctly emphasized. That, in time, the long run equilibrium of the indus-
try is consistent with a long run normal profit situation for a representative
firm in the industry is overlooked by Tsiang when he questions whether or
not the change in output will ‘add up exactly to the original increase in
demand’. As is well known, the long run supply curve of the industry will
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result in an equilibrium output equal to, less than or greater than the output
‘had there been no increase in price’, depending upon the existence of exter-
nal economies or diseconomies. If such long run equilibrium consider-
ations are to be relevant to business cycle analysis, the problem of the
relevance of long run adjustments to cyclical phenomena has to be
analysed. The assumption that ceteris paribus, the development within the
industry would be in the direction consistent with long run equilibrium
must be modified in business cycle analysis on two grounds.

(a) Inherent in the nature of the business cycle is the statement that the
relevant parameters for the firm’s behavior do not remain the same
over the cycle.

(b) The relation between the time periods of the business cycle and the
time necessary for long run adjustments to work themselves out must
be considered.

We therefore are left with the problem of how to actually use the theory
of the firm in order to generate the accelerator coefficient, which Tsiang
does not adequately handle.

A problem recognized by Tsiang is that the short run change in output is
not the same as the long run change in output for a given shift in the
demand curve for a product. Therefore the accelerator coefficient relating
investment to a short run change in output would be different from the
accelerator coefficient relating investment to a long run change in output.
However, the short run change in output and the long run change in output
can be the same if ‘the demand curve is kinked because of the firm’s
asymmetric expectation with respect to other competitors’ reaction to its
own price changes, or if a firm simply adheres to a conventional price’.!13
Figure 3.1 represents the discontinuous oligopoly demand curve analysis as
given by Tsiang. If the demand curve as visualized by the firm shifts to D,
from D, the marginal revenue curve shifts from MR, to MR,. The short
run marginal cost curve (SRMC) and the long run marginal cost curve
(LRMC) both pass through the kink in the marginal revenue curve. Output
therefore increases from O, to O,, and the induced investment which takes
place is designed to produce a fixed output O, at a lower cost. Induced
investment, therefore, is designed to reduce the cost for a particular output,
rather than to expand output. The Tsiang critique of the use of output in
the accelerator relation indicates that it may be preferable to use a change
in expenditures upon the product, that is to use money income rather than
real income in accelerator business cycle analysis. In fact such a use of
money income rather than real income in the accelerator relation can make
the cycle models which use the accelerator relation consistent with the
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Figure 3.1 Discontinuous Oligopoly Demand Curve

changes in the price level and the changes in the money and financial rela-
tions that occur in the business cycle of experience.

On the relation between the accelerator coefficient and the financing of
investment Tsiang again identifies some of the relevant variables. The supply
of capital (finance) to a firm is limited because ‘lenders will rely primarily
upon the net value of the business of a going concern for their security, and
will be unwilling to lend to any firm more than a given proportion of its
equity capital’.!4 Therefore, ‘as the firm’s demand for capital approaches the
limit set by the security provided by the firm’s own capital and its net value
is a going concern, the curves must rise steeply into a vertical wall, as
Hawtrey puts it, regardless of the fact that the rates of interest prevailing in
the market may be constant all the time’.!3 The conclusion that follows is that
‘f a firm starts from a position where it has already reached the inelastic
section of its supply curve of capital, which is not an unreasonable assump-
tion to make for the upswing, further supply of investible capital funds will
become available only through retained profits and savings of the investing
class, plus the additional credit accommodation which it may secure at rea-
sonable subjective and objective costs in its expanded equity basis; that is
through the shift to the right of its previous supply curve of capital. This fact
would certainly impose a great limitation upon the acceleration principle in
the mechanical sense, which takes the constant accelerator and the changes
in output as the sole determinants of the actual rate of induced investment.
For if the demand of a firm for new investment generated by the increase in
effective demand for its product in accordance with the accelerator, sup-
posed to be constant is in excess of the supply of investible funds available
to the firm, all the demand simply cannot become effective.’!6
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It is true that for a particular firm, the rate at which it can invest, during
any period, is limited by its ability to finance investment. It is true that the
ability to finance net investment for a firm is determined by retained earn-
ings, increase of equity through security sales, the ability to borrow and
whatever ‘excess’ liquidity it possesses. The assumption that at the upswing
a firm has already reached the inelastic section of its supply of investible
capital funds and that therefore all firms have done so is unwarranted. In
an expanding industry, it is conceivable that the expansion of particular
firms is discontinuous even though the expansion of the industry is con-
tinuous. Firms which expand to the limit of their financial resources at the
beginning of an upswing will have repaid at least a part of their loans, and
increased their equity base during the upswing. Firms which did not
expand at the beginning of the upswing will earn high profits and will gen-
erally have a favorable balance sheet position during the upswing. Both of
these classes of firms will have an adequate capital base to finance expan-
sion toward the latter part of the upswing. The profit record that firms
would make in an industry which has not expanded capacity during an
upswing is such that these firms would have little difficulty in financing
investment at ‘market’ rather than ‘infinite’ rates. The financing problems
of firms during an expansion arises from three factors: (a) the difficulty of
new firms, without an adequate profit record, to achieve a sufficient equity
base; (b) the impact upon a firm of a general tightening of financing terms,
due to the imperfect elasticity of the supply of credit; (c) that the rate of
expansion of capital implied by the accelerator model may imply that firm’s
financing conditions must deteriorate.

The retention of profits by a firm during an upswing depends upon the
use that the firm can make of such retained funds. The impact effect upon
an industry of the accelerator mechanism works through the profitability
of the firms in the industry. This means that in industries where there are
investment opportunities in the accelerator sense, the profits of the firms
will be good. The rate of growth of the firms which can be financed without
any deterioration of credit conditions is equal to such retained earnings
times a borrowing factor. If such retained earnings times a borrowing factor
are insufficient to finance the requisite expansion, then two factors would
still operate to enable the industry to expand at the accelerator rate: (a) the
flow of new equity funds to the industry: the organization of new firms
being one aspect of this; (b) the increase in the willingness to lend and the
willingness to borrow due to the improvement in the profit position of the
firms in the industry.

If we look at the economy as a whole, and recall the Robertsonian
definition of savings which is the basis of the difference equations of the
accelerator and multiplier model, we recognize that the volume of savings
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during an upswing is not sufficient to finance all of the induced invest-
ment. The amount of savings is equal to the difference between last
periods’s income and consumption, which is last period’s investment. As
income is assumed to be rising due to the accelerator effect, the present
period’s investment can be greater than the previous period’s investment.
Symbolically:

L, =S.,=Y,-C_ =Y _,—aY,,
L=B(Y =Y, )

We can assume that the present period’s investment is to be financed by
S,_,. As I,>1,_,, by hypothesis, the financing of a quantity of investment
equal to I, — S,_,, it requires a ‘monetary’ expansion. The rate of growth
of real income has been of the order of magnitude of 3 per cent to 4 per
cent a year. If the accelerator coefficient is a constant, we would have that
1, is approximately 3 per cent to 4 per cent greater than §,. The problem as
to whether the financing of an expansion can be accomplished without a
deterioration of financing terms depends upon whether (a) the money
supply is infinitely elastic and (b) the proportion of S, that is available for
equity financing is consistent with the existing balance sheet structures. Of
course, to the extent that the price level changes, the amount to be financed
by monetary expansion is changed.

For example, if balance sheet structures, on the average, involve an equal
amount of equity and debt financing, and if 7, is 4 per cent greater than
I, then 52 per cent of S, must be available for equity financing either
through retained earnings or through net equity investments on the part of
households.!” The danger involved in firms’ retained earnings arises from
the second purpose for which firms may retain earnings. Firms may retain
earnings either to expand capacity or to improve their balance sheets by
means of repaying debt. If at one stage of the business cycle a larger per-
centage of firms retains earnings in order to repay debt (such savings are
assumed not to be available for equity financing), whereas if at another
stage of the business cycle a large percentage of firms retains earnings in
order to expand capacity, then during the stage of the cycle in which firms
are repaying debt, the proportion of total savings available for increases of
equity is low. This implies that a larger percentage of the accelerator
induced investment (if income is rising) has to be financed by debt instru-
ments. This increase in the proportion of the expansion of capital
equipment that is financed by debt involves a deterioration of the credit
terms available to the expanding firms. This may result in a decrease in the
realized accelerator coefficient. The problem of the relation between
the realized accelerator coefficient and the terms upon which investment
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can be financed, broached by Tsiang, will be analysed further later in this
volume.

As has been emphasized, much of contemporary business cycle analysis
takes the value of the accelerator coefficient as a given: a non-economic
‘constant” which relates the volume of capital in a community to the
volume of output.!® The demand for capital, for example investment, is a
function of the change in output in such models, and the cycle is generated
by assuming that this quantity of capital goods demanded is forthcoming
without any analysis of intervening market processes. In our analysis a
change in total output (real or monetary) will affect the demand conditions
for investment, but that the quantity of investment forthcoming, as the
result of a particular change in output, depends upon the behavior of the
pertinent intervening markets.!® In order to be able to analyse the effects of
changes in real or money income upon the level of investment, it is neces-
sary to see how such changes in income may generate demand for invest-
ment goods; and how the effect of a change in income upon the volume of
investment which takes place may vary with the nature of the affected
intervening markets. For our hypothesis to be meaningful, this relation
between the quantity of realized induced investment and the change in
income must vary in a systematic manner with the level of income and the
rate of change in income. Random variation in the accelerator coefficient
due to the nature of the market processes by which changes in income
affect the volume of investment may be an element in an economic model
of the business cycle: but the analysis of such an inherently random process
is a peripheral element in our central model. It is sufficient at this time to
say that if the processes which generate the accelerator coefficient are
inherently random with a sufficiently large variance, an interesting alter-
native model of the generation of business cycles of experience results.
Models based upon such random processes have been considered earlier.
We are primarily interested in the market processes which generate sys-
tematic variation in the accelerator coefficient. Nevertheless to the extent
that the market phenomena do not completely determine the value of the
accelerator coefficient, it is of the nature of a random variable. The argu-
ment of this work is that the systematic variation in the accelerator
coefficient is sufficient to explain most of the significant elements of the
business cycles.

In contrast to the mechanical pendulum business cycle models (includ-
ing the non-linear theories) a theory of the business cycle which considers
the generation of the values of the coefficients in such accelerator models
as the meaningful economic problem must investigate the relevant market
processes. “We cannot expect any activity to respond regularly to business
cycles unless it is subject to man’s control within the periods occupied by
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cyclical phases, and unless this control is waged, consciously or not, by
short period economic considerations.”?? In order to transform a change in
income into a change in investment it is necessary to investigate the effect
of a change in income upon the variables that enter into a firm’s investment
decision function. Realized investment not only depends upon demand
conditions, but also depends upon the supply conditions for the investment
good: so the accelerator determination problem does evolve into an analy-
sis of supply and demand conditions in a set of markets.

A number of steps are necessary for the accelerator to operate. The first
step in the detailed analysis of the process by which the accelerator is gen-
erated is that the rise in income implies an upward shift in the demand
curves for particular products.2! This is inherent in the value of the mar-
ginal propensity to consume being greater than zero. We can use a concept
of the marginal propensity to consume particular goods. The marginal
propensities to consume particular goods add up to the marginal propen-
sity to consume, and it states the change in expenditure upon the particu-
lar goods that will occur when income rises.22 There is no need for the
marginal propensity to consume a particular good being between zero and
one in value. The marginal propensity to consume a particular good may
be negative or it may be greater than one. The only constraints upon the
marginal propensity to consume particular goods is that their sum must be
equal to the aggregate marginal propensity to consume. As each rise in
income must be transformed into a rise in particular product demand
curves, the constant valued accelerator models have to assume that the
effect upon demand curves of equal changes in income is independent of
the level of income, or that the relation between change in consumer
expenditures and the demand for investment goods is independent of the
goods demanded for consumption. The first assumption is that the mar-
ginal propensities to consume particular goods are independent of the level
of income. There is no inherent reason to believe that the marginal propen-
sity to consume particular goods is stable; rather the experience of the post
World War II period would indicate that the aggregate marginal propensity
to consume is more stable than the particular goods propensity to
consume.?3 A theory would have to cover the case where increments in
consumption are distributed differently among the varying products in a
market. In particular, for consumer durable goods, we can expect that with
stable income the percentage of consumer income being spent on each such
good will vary due to the stock and flow of services relations.

To a certain extent, the secular rise in real income in different economies
may enable us to predict the distribution of increments of real income
among different commodities for all but the ‘most advanced’ economy, by
neglecting cultural differences: a truly heroic abstraction. However, if we
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assume that an economy has sufficient cultural independence that such
arguments by analogy with other economies are invalid, we have no reason
to expect that successive increments of real incomes will result in equiva-
lent shifts of demand curves.

Any economy may be divided into a group of non-competing consump-
tion classes. Duesenberry has shown that to posit the existence of such con-
sumption classes is a meaningful hypothesis.2* Among these non-competing
consumption classes he has shown that the existence of a hierarchical
pattern of consumption relations is a meaningful hypothesis. A step — logic-
ally prior to the distribution of income increments among products —is the
distribution of the incremental income among these consumption classes.
It is obvious that a rise in real income may lead to different distributions of
increments of real income to the varying Duesenberry consumption classes
and that the distributions of these increments of income within the con-
sumption class may occur.

A rise in income implies a rise in consumption. This means that the
upward shift in particular commodity demand curves outweighs the down-
ward shift in the demand curves for ‘inferior products’. The upward shift
of particular demand curves depends upon the distribution of the income
increment within the population and the manner in which each consump-
tion class distributes its increment of income among the particular prod-
ucts. How an increment of consumption will be divided among the different
commodities is to a great extent a random phenomenon. In particular there
is no reason to assume that equal increments of consumption expenditures
will lead to the same distribution of shifts among the different demand
curves. Therefore at the stage in the accelerator generating process where
incremental income is distributed as expenditures upon the different com-
modities, elements of variability and of randomness enter into the acceler-
ator coefficient.

Another step in the accelerator generating process is the transformation
of the rise in the demand curves for products into a change in the demand
curves which confront particular firms. At this stage the distribution of
industries among the different varieties of industrial organization becomes
a significant element in the accelerator generating process. For the sake of
conceptual simplicity we can differentiate two extreme?? cases of industrial
organization: competition and monopoly, and recognize that most firms
are neither elements in a competitive industry nor monopolists. The analy-
sis of the region between competition and monopoly, however labeled, is
an unsatisfactory portion of economic theory. We will have to handle the
effect of income changes upon the individual firm demand curve, and upon
the individual firm’s behavior in this region between competition and
monopoly. A hypothesis at which our analysis will be directed is that the
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weight, in an economy, of these different market structures affects the
aggregate accelerator coefficient. Hence, the business cycle experienced by
an economy depends upon the structure of markets in the economy.

Two patterns of transformation of market demand curves into the
demand curves confronting firms are well worked out in economic theory:
the pattern of competition and that of monopoly. The competitive trans-
formation is that the demand curve for the particular firm is a horizontal
line at a price given by the intersection of the product demand curve and
the sum of the marginal cost curves. The monopoly transformation is, of
course, that the market demand curve is identical with the firm demand
curve.

The region between competition and monopoly, whether it be labeled
monopolistic or imperfect competition, or oligopoly, does not lead, by the
definition of the market situation, to any such clear cut transformation of
the product demand curve into the demand curves for the particular firms.
The economics of this type of market structure is uncertain, for the inher-
ent instability of such not large groups leads inevitably to the formation of
quasi-cartels. In such a situation, it is the rule by which the demand curve
for the product is transformed into the demand curves for the particular
firm which is determinate rather than the particular demand curves. These
rules require a lengthy analysis. In this introduction to the problem we can
select a few examples to indicate the nature of the problem that arises:
leaving a more complete analysis for later.

The quasi-cartel, into which an industry is organized, may have as its rule
a principle by which the market is shared. Price competition is ruled out
unless the market shares are infringed upon: at such times the rule by neces-
sity breaks down. This market share rule is not inconsistent with price lead-
ership, although price leadership alone may be the rule of a quasi-cartel.
These industries may be characterized by large or small numbers. As the
group becomes larger, the solution approximates the large group solution
of Chamberlin. However, the market share-quasi-cartel approach may also
be utilized for the analysis of small groups if we assume that a market
sharing rule is adopted by the firms in the industry.

The rule in a quasi-cartel may be cost plus pricing. In this case a rule
relating unit cost of production of the product to its price is established,
and the division of the market demand curve into firm demand curves
depends upon non-price competition. All of these market organizations
between competition and monopoly leave a certain vagueness to the indi-
vidual demand curves. This vagueness is not the same as the indefiniteness
of a particular firm’s position within a competitive Marshallian industry.
The existence of firms of different size and profitability in a Marshallian
industry is a function of the efficiency of those factors of production which
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are uniquely associated with the particular firm. The range and distribution
of size of firms in the Marshallian industry is associated with variations
in the equity and entrepreneurial skill of firms which allows variation
within the industry to exist. In quasi-cartels the vagueness of the particu-
lar demand curve is due to the inability of the market constraints to com-
pletely determine the demand curves confronting firms. The demand curves
for the output of the firms in imperfectly competitive industries are derived
in different ways, depending upon the industry rule.2® These alternative
ways of transforming an industry demand curve into a firm demand curve
will lead to different changes in the demand curve confronting a firm for a
given shift in the product demand curves.

So far in this chapter we have identified three steps which have to take
place for a rise in income to induce investment. These steps are:

1. The rise in income occurs as a rise in the income among the various
consumption classes. At this step, those factors which relate National
Income to Disposable Income are of importance.

2. Each such consumption class in turn distributes the rise in its dispos-
able income among the various ‘products’in the economy, and between
savings and consumption. As each product is identified with a demand
curve, step 2 implies that in general, as a result of the rise in income,
the product demand curves have shifted to the right.?’

3. The rise in industry demand curves results in shifting the demand
curves confronting particular firms upward.

The analysis has taken us as far as the impact of the rise in income upon
the particular firms. We have to carry it through to the reaction of the firms
to this impact, that is, we have to analyse what takes place within the firm.
For the firm, we must have that its reaction to the change in its demand
curve, which is the third step stated above, must be such that investment is
induced, if the accelerator is to be a meaningful concept.?8 That is, the rise
in the demand curve for the output of a firm must affect the firms so that
they are willing to expand the capital equipment which they use; or the con-
ditions of each firm within an industry must now be such that new firms —
which implies a net increase in capital in the industry — will enter.

If we retreat, for the time being, from the recognition that all is not com-
petition in the real world, and take the competitive case as our model, an
upward shift in the demand curve for the product of a competitive industry
results in the short run in an upward movement of the infinitely elastic
demand curve which confronts each firm in the industry. If we assume that
the cost of the factors which enter into variable costs are not affected
by the upward shift in the demand curve, this upward shift increases the
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profitability of the industry. This profitability increase is presumably the
trigger for investment to increase, at least in the pure model of a competi-
tive industry. For the increase in profitability to imply investment we need
the following: (1) that the price of capital goods and/or the price of non-
capital factors of production do not rise sufficiently to absorb the increase
in profitability; (2) that financing is available for an expansion of capital in
the industry. The assumption of financing being available means that the
money market supply conditions are not changed so as to erase the increase
in the profitability of the industry.??

This last step, that the rise in income results in an increase in the prof-
itability of the firms in an industry and that this rise in profitability (at least
in a competitive industry) is the relevant change in the economic situation
of the firms in an industry so that investment is induced, leads us to an
investment decision relation derived from the accelerator analysis that for-
mally is similar to the relation in a typical analysis of an investment deci-
sion independent of the accelerator relation. The typical analysis of an
investment decision in a competitive situation, under the assumptions of
the absence of risk and uncertainty, involves a comparison of the marginal
internal rate of return on investment and a market rate of interest. The
marginal internal rate of return on investment is that rate which equates a
future stream of returns with the present cost of the investment good. The
investment decision is positive when this marginal rate passes some thresh-
old which is determined by a given to the firm, usually taken to be some
function of the market rate of interest. If the rise in profitability of a firm,
which is a measure of the marginal internal rate of return being earned by
an existing firm in the industry, is to imply investment, it means that the
investment decision is based upon some extrapolation of the present situ-
ation, for example, that in a market situation, where risk and uncertainty
exists, the estimates of future returns are based upon present and immedi-
ate past experience.30

In the literature which has grown up around the general theory of
Keynes, the major attention has been centered around the money-interest
rate relation and the consumption-income relation — while the relation
between the interest rate and investment has been little discussed. The
acceptance by Keynes of the prevailing inherited notions in relation to
investment, in particular the acceptance of the work of Irving Fisher, made
this seem natural.3! However, for the use of a Keynesian type consumption
relation and money-interest rate relation in an analysis of the business
cycle, we have to see to what extent the interest-investment relation is to be
accepted. It is obvious that if the Keynesian interest-investment relation is
to be accepted as the determinant of investment, the role of the accelerator
is to ‘shift’ this function. The aggregate interest-investment relation is then
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the horizontal summation of the interest-investment relations, which are
sensitive to change in the level of income, and of interest-investment rela-
tions, which are insensitive to changes in the level of income.

Investment which occurs independently of changes in income is called
autonomous investment by Hicks in his volume on the trade cycle. An
autonomous investment decision must differ from the induced investment
decision by what changes in order to make the investment take place.
However, if both the autonomous investment decision and the induced
investment decision are based upon a comparison of the relation between
a schedule of internal rate of interest and an external rate of interest, they
would both as a quantity be sensitive to changes in the external rate of
interest. Therefore, they must differ in the element that affects the internal
rate of return.

In the induced investment case the change in the values which enter
into the investment decision function is due to the rise in demand for the
product. In the autonomous investment case it must be due to the changes
in the conditions under which the output may be produced. Let us take as
the difference between autonomous and induced investment whether the
rise in the internal rate of return over cost is due to a rise in the demand
situation or to a change in the supply of the product situation. This,
however, can lead us into difficulties if the industry is one which normally
operates under short run increasing costs (consistent with our, for the time
being, competitive assumption). The immediate effect of the rise in demand
for a product is that the costs of production (marginal) have increased. This
means that the rise in demand has affected the supply price as well as the
demand conditions. Any investment which results from such a situation
must be considered as induced.

There is one further situation which must be considered. Assuming that
production functions are such that substitution among factors is possible,
changes in the relative cost of capital goods and of non-capital factors may
induce investment. Situations in which capital goods are relatively cheaper
than labor would be favorable for investment. If such situations are associ-
ated with changes in income, should such investment be included in the cat-
egory of autonomous or induced? In such a condition we may even have to
allow for negative accelerator coefficients. If the world is such that a fall in
income results in a sharp fall in the price of capital goods and no fall in the
price of labor, then an increase in the capital used per unit of output may be
desirable for a sufficiently large segment of the economy so that the fall in
income induces positive investment. This means that for such industries the
demand curve for investment goods shifts upward when income falls — a neg-
ative accelerator coeflicient. The possibility of such a phenomenon cannot
be ruled out on any « priori grounds. It may be found that such relative price
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sensitive stabilizing accelerator behavior exists under some set of condi-
tions. If so, of course, the immediate policy prescription follows — establish
the conditions so that for a significant portion of the economy the acceler-
ator is negative,32 and the reaction of this segment of the economy will be
stabilizing. In fact a negative accelerator or a zero accelerator coefficient
could also be a stabilizing element at the peak of a cyclical movement.

The similarity between induced and autonomous investment is that they
are both based upon an internal-external rate of return calculation. A
definition of induced investment which we can use, is that all investment
which occurs because the variables which enter the investment decision
function are altered by market changes which are associated with the
change in income is called induced. This means that not only the investment
due to the change in profitability which arises from the upward shifts of
particular demand curves is induced but all investment which is the result
of changes in relative prices of factors of production — if the change in the
relative prices of the factors of production is due to income changes —
is induced. Autonomous investment is thereby reduced to innovational
investment — and if the investment decision function of innovators is
affected by phenomena associated with changes in the level of income, the
autonomy of innovators’ investment may be brought into question.

We are left with the result that the distribution between induced and
autonomous investment may be meaningless. We reduced induced invest-
ment to a rate of return over cost schedule — which made it equivalent to
autonomous investment. And then we showed how the rate of return over
cost schedule for all investment may be affected by income changes — so we
made all investment induced. At this stage we are ready to turn to a more
intensive analysis of the problems raised by this chapter. In particular we
will focus our attention upon two points: the relation between the value of
the accelerator coefficient and the structure of markets, and the relation
between the value of the accelerator coefficient and the behavior of finan-
cial markets. We will see whether these two relations generate a value of the
accelerator coefficient which varies in a systematic manner over the busi-
ness cycle.
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See ibid., p. 333.

See ibid., p. 334. The independence of Hicks’ autonomous investment from Hicks’
induced investment is also questioned by Mr Tsiang. ‘Furthermore, once it is realized
that the rate of supply of finance may be a limiting factor of the rate of investment, in
so far as it is carried out by private firms, autonomous investment cannot be taking place
at a constant rate of growth independent of induced investment. For these two types of
investment would compete with each other for a limited supply of capital funds . . .".
This assumes that all monetary expansion takes place by means of lending by banking
institutions.

See Hicks (1950), pp. 39-40. ‘Now, suppose that there is an increase in output (we need
not inquire for what reason) and that the increase is expected to be permanent — the new
level is to be maintained indefinitely. For the production of the new output the existing
capital stock will no longer be appropriate. In the short period, the enlarged output can
be produced, but only by using the capital equipment at more than its optimum inten-
sity, and therefore (in all probability) increasing its effective rate of depreciation, this pro-
vides a motive for increasing the stock of equipment. Thus the increase in output induces
investment; investment occurs as part of the process of moving from one equilibrium to
another.’

And see Tsiang (1951), p. 326. ‘Most of these models (accelerator and multiplier busi-
ness cycle models) have one characteristic in common in assuming that there is a con-
stant accelerator, given exogenously by the prevailing technique of production, which
determines the rate of investment in proportion to the rate of change in income or
output, except when full capacity of production is reached, when redundant capacity
prevails and when the change in income is negative.’

See Tsiang (1951), p. 327. ‘Just as the old fashioned quantity theory of money is vitiated
by the discovery that the velocity of circulation is not exogenous but is a pliable endoge-
nous variable of the economic system, so may the theory of the business cycle, which is
based on the mechanical interaction between a constant accelerator and a constant mul-
tiplier, be vitiated by the fact that the accelerator is probably not an exogenous constant
but is rather a pliable endogenous variable.’

See Mitchell (1950), p. 95.

See Tinbergen (1938), p. 168. ‘Dr. Staehle, in a private discussion, suggested that the cor-
relation would exist between new investment activity and the shift in the demand curve
for consumer goods instead of in the increase in the actual quantity demanded or pro-
duced. This seems indeed more natural especially in the following situation: suppose that
with full capacity used, demand increases, but as productive capacity cannot be
expanded immediately, the quantities produced cannot rise correspondingly. Prices will
rise instead. Nevertheless it is natural to assume that there will be new investment. Dr.
Staehle’s hypothesis can be given an especially convenient form if the elasticity of
demand is unity (which approximately, will be the case for “all consumption”): then the
shift in the demand curve is simply equal to the change in the money value of con-
sumption or consumption outlay. Therefore, his device would simply be equivalent to
saying that new investment is correlated with the rate of increase in consumption outlay.”
Note that it is ‘natural’ to assume that a shift in the demand curve will lead to new
investment. Also to say that new investment is correlated with the shifting consump-
tion outlays implies that it is irrelevant to the investment process which commodity
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demand curves are shifted; that is the investment-output relation is independent of the
product demanded.

If « = the marginal propensity to consume and there are m goods in the com-
munity we define «; as the ratio of the increment of expenditures upon good i to
the change in income. We therefore have that So; = . If we write ,=(C,— C,_)) =

B(Za;Y,.; — Z,;Y,_,) for the induced investment relation, we can also break down
investment into the m industries: I;(1) = B,(«,; Y, — ;Y,_,) and have that I,= ZI(¢).
This is essentially the process we are engaged in: the focusing of attention upon the
investment induced in a particular industry.

See Klein (1946), p. 298. It is one thing to say that there is a stable peacetime relation-
ship between total consumption and income, and something else again to say that there
is a stable relationship between each of the several categories of expenditure and
income.’

See Duesenberry (1949).

Competition and monopoly are extremes in terms of the number of firms that share a
market. In terms of the stability of the firms’ demand curve with respect to the behavior
of other firms, and in terms of the applicability of unconstrained profit maximization
by a firm with respect to its demand curve, competition and monopoly are more alike
than either one of them is with those markets characterized by oligopoly or conditional
monopoly.

The particular rule of behavior adopted by the firms in an oligopolistic industry depends
upon the history of the industry. Given a generally similar market situation — competi-
tion among a few firms — it is necessary to have an industry rule in order to have stable
(or predictable) demand curves confronting each firm. The various rules adopted by such
industries are economically equivalent, but the particular pattern adopted by an indus-
try depends upon the accidents of history. That is, given an oligopolistic market situa-
tion we can predict that there will exist a rule and we can indicate what the rule
accomplishes, but we cannot from the known economic data predict the particular
content of the rule.

No analysis of what happens to the elasticity of demand for particular products as the
income shift in demand curve occurs is offered. The only element in step 2 that is rele-
vant is the ‘in general’ upward shift of demand curves confronting particular firms.

See Tsiang (1951), p. 327. ‘In a capitalistic economy, the increase in aggregate effective
demand which is supposed to bring the accelerator into operation must first be registered
in the minds of individual entrepreneurs and then affect their investment decisions
through their expectations.’

See Tsiang (1951), p. 331. ‘The greatest weakness of the acceleration principle, however,
is its complete disregard of the supply of capital to individual firms as a determinant of
the rate of their investment activities.’

The relation between financing costs and investment decisions under alternative behav-
ior principles is taken up in Chapter 8.

The difference between Keynes’ flow concept of investment, which is natural for income
determination problems, and the classical stock concept of investment, which is natural
for equilibrium analysis, is not significant for our purposes.

The automatic compensatory deficit financing suggestions are equivalent to saying that
the accelerator coefficient for government fiscal policy is negative.



4. The theory of the firm in relation to
business cycle theory

If non-linear accelerator type models are to be used in business cycle
theory, it is necessary to understand the process by which a change in
income induces investment and whether or not the effect of a change in
income upon investment varies systematically over the business cycle. We
will examine the hypothesis that the effect upon investment of a change in
income depends upon the relation between investment decisions of indi-
vidual firms and (1) the structure of the product markets in which the firm
is operating and (2) the financing conditions which confront the firm. This
leads us to a study of the investment behavior of business firms.

Market structures determine two relations for a firm: (1) the relation
between the particular demand curve confronting the firm and the market
demand curve and (2) the way in which a firm behaves toward its particu-
lar demand curve. Market structure is the manner in which the market for
a product is organized. Organization is really an improper description of
the concept as no formal organization of producers or consumers need
exist. Aside from the generalization of cost curves to allow for financing
conditions, we do not need anything more than the traditional analysis of
competitive and monopolistic markets.! Oligopoly, the region between
competition and monopoly, does cause us concern, and we will have to set
up a working model of such markets.

Financing conditions include the effects of different balance sheet struc-
tures upon the behavior of firms and the behavior of the money market.
The traditional theory of the firm does not explicitly deal with such prob-
lems. The terms under which a firm can obtain financing is a price. Cyclical
variations in this price affect all firms in their decision as to the best scale
of operation. Therefore, financing conditions are particularly relevant
to any theory of firm investment behavior designed for business cycle
analysis.

For the accelerator to operate, a change in national income must affect
at least some of the business firms that make up the economy in such a
manner that a different quantity of investment takes place than would have
occurred without the change in national income. Therefore the change in
national income must affect some of the variables which enter into the
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investment decision relations of firms.2 A change in national income shifts
the demand curve for the product of an industry. This is transformed into
a change in the demand conditions confronting each firm. The market
structure determines the manner in which a change in the product demand
curve is transformed into a change in the demand curve confronting a firm,
and, within limits, the firm’s reaction to its demand curve. The relation
between induced investment and market structure therefore depends upon
the effect that market structure has upon the determination of the firm’s
demand curve and upon the firm’s behavior principle.

That the difference in firm behavior due to variations in industrial struc-
ture is relevant to the problem of business cycle analysis has been conjec-
tured by many. A variety of business cycle theory that emphasizes industrial
structure is associated with the assertion that business cycle phenomena can
be imputed to the perverse behavior of particular product markets, which,
in turn, can be imputed to the existence of ‘monopoly.’

The industrial structure variant of business cycle theory asserts that —
‘there is a predisposing element in our present-day economic organiza-
tion, — which is a necessary factor in contribution to fluctuations and that
their structural element consists of price rigidities; that price rigidities
themselves are not an active agent, but that their existence enables other
factors of initiation or disturbance to produce fluctuations in the ratio of
employed to employable resources, and that, moreover, in the absence of
price rigidities substantial fluctuations in this ratio are inconceivable’.3 It
follows that — ‘if the prices of commodities and the prices of factors were
perfectly flexible, then whatever happened to the volume, or velocity of
money, you might get cycles in price levels, you might get cycles in income
measured in money, but you would not get cycles in the ratio of employed
to unemployed resources’.* These price rigidities are at different stages in
economic development, due to different causes. ‘But the cause of price
rigidity has undoubtedly undergone a change in the past century. The older
price rigidities were probably attributable in large part to the force of
custom and to sluggish market mechanism, factors which have since shrunk
greatly in importance, whereas the modern price rigidities are obviously
due in the main to other factors.” The factors which made for price rigid-
ity, in the present (1936) were, ‘the prominent item in the moral code of
business which looks upon price stability as an economic virtue and price
cutting as the most heinous of economic sins’;® and ‘the general account-
ing practice of computing costs for all purposes on the average rather than
the marginal or differential basis’.”

Probably more important ‘is monopolistic control of prices’,? including
‘the tendency of competition to become imperfect as the size of the
concerns in a particular industry grows and the number of concerns
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decreases, and of price rigidity to result even if the complete monopoly
control of the industry fails to develop’.® ‘Another factor of increasing
importance contributing to price rigidities is to be found in the expanding
areas of governmentally regulated prices . . .”.10 and “finally, in the import-
ant range of what might be called government prices — taxes, fees and other
changes — there is, at the best, rigidity of prices and at the not infrequent
worst, marked perverse flexibility of prices’.!!

All of the causes of price rigidity listed above, except for ‘government
prices’ are examples of the effect of market structure upon the behavior of
firms. The price rigidities operate so as to transform any decrease in total
(or particular product) demand into a decrease in the quantity taken of the
product. With price flexibility the contention is that a decrease in total
demand will result in movements down in the incremental cost curve. If
factor prices are flexible, the downward shift of the incremental cost curve
due to the fall in factor prices will tend to leave the quantity produced, and
therefore employment, unchanged. This business cycle theory does not take
into account the reciprocal effect of flexible prices of factors and com-
modities upon the volume of total demand. This phenomenon, due to the
assumption of ‘induced’ expenditures (the consumption function), is the
key to Keynesian and later business cycle analysis.

In contrast with the Keynesian and later business cycle theory, the
price flexibility cycle theory of Viner did not specifically distinguish
between consumption demand and investment demand. The lack of a
separate analysis of the factors relevant to the determination of these
broad categories of aggregate demand had led to its general abandon-
ment. In addition, this theory relies upon autonomous changes in the
quantity of money or in the velocity of money to initiate the cycle. The
artificial separation between monetary and real phenomena is inconsis-
tent with the hypothesis that the analysis of the determinants of invest-
ments is necessary for business cycle theory. As investment behavior is
related to prices (the interest rates) which are determined, at least in part,
in the financial or money markets, no theory of the business cycle which
does not consider the interrelations between financial and real factors is
consistent with the key hypothesis as to the significance of investment
behavior. As a result of the emphasis upon investment, the later analysis
of business cycles has not investigated the relation between market orga-
nization and business cycles. The particular virtue in this older price flex-
ibility business cycle theory is its emphasis upon the relevance of market
structure to the behavior of firms, and its assertion that the behavior of
firms determines business cycle processes. We will emphasize the relation
between market structure and the determinants of the investment behav-
ior of firms rather than the part played by market structure as a
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determinant of the degree of price flexibility. The result is a synthesis of
the emphasis of this older business cycle theory with the income-invest-
ment business cycle theory.

Evidence for the relevance of industrial structure to the problem of
business cycles can be found in the work of the National Bureau of
Economic Research. “When producers lack effective short-run control over
output, prices conform better than production to business cycles, and have
higher reference cycle amplitudes. When producers possess such control,
production conforms better than prices, and has higher reference cycle
amplitudes.’!? And again Mitchell sums up the evidence by asserting:

This, the empirical generalization that prices rise when goods are turned out in
greater abundance, and vice versa, should be confined to industries in which pro-
ducers have effective short period control over prices . . . . Another qualification
suggested by our evidence, though less emphatically, is that the rule applies
better to competition than to administered prices. The prices of plate-glass,
asphalt, passenger automobiles and iron ore do not rise on the average in the
expansion covered by Mills’ analysis.!3

Before we go further, it is necessary to clarify the relation between a
plant and a business firm. A plant can be identified with a collection of
fixed productive factors. A firm can be identified as an entrepreneurial or
decision making unit. The plant is a set of productive factors which
cannot be depreciated or used up rapidly. The size of plant is determined
by a firm on the basis of the following information (some of which may
be conjectural):

(a) the production function;

(b) the relative prices of plant and short run factors;

(¢c) the demand curve for the output of the plant as conceived by the firm;

(d) the rule of behavior which the firm uses in determining the optimum
plant size.

The elementary analysis which is based upon the production function and
the prices of the factors of production is concerned with the determination
of plant size.

The firm is an economic unit which makes the following decisions:

(a) the product to be produced;

(b) the rule of behavior to be used in determining the optimum size plant;

(c) the rule of behavior of a given plant with respect to a given demand
curve;

(d) the financing technique to be used.
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The attribute of a firm that makes it necessary to have both a firm and a
plant in economic analysis is the problem posed by financing. The usual
economic theory ignores financing problems and assumes a unique behav-
ior principle for all firms (profit maximization), leaving only the trivial
problem of the choice of the product to be produced to the firm.

We will treat the problem of the financing technique to be used by a firm
as the problem of balance sheet structure. At any given time a firm can be
identified with a fixed equity. As a result of the fixed equity of a firm, the
relative prices of the factors of production to a firm are not constant but
vary as the ratio of equity to debt financing changes.!# The scale of plant
for different firms in the same industry depends upon the production func-
tion and upon differences in the relative prices of the factors of production
to firms due to the difference in their equity base.

The production function may be such that one and only one scale of
plant is efficient. A scale of plant is efficient if the price compatible with
normal or acceptable profits for this plant is not significantly higher than
for any other size plant.!3 If one and only one scale of plant is efficient, the
long run cost curve that results is the typical U-shaped cost curve. Firms
which are too small, in terms of their financing ability, to acquire plants of
the efficient size will in time be eliminated from the industry. Their product-
ive equipment will either be modified and utilized in plants of efficient size
or their productive equipment will be redundant. Firms which have large
equities in relation to the cost of acquiring this technically optimum scale
of plant will in time be multiple plant firms.!®

On the other hand, the production function may be such that a wide
range of scale of plant is efficient. In this case the long run average cost
curve for the relevant set of factor prices will be flat bottomed. In such cases
the scale of plant which a particular firm operates will depend upon the way
in which the relative prices of the factors to a firm change as a result of the
financing problem. In industries where the production function leads to
such flat bottomed long run cost curves, equilibrium will be compatible
with the existence of plants of varying sizes.

As aresult of the firm being identified with a fixed equity, the profit maxi-
mizing principle can be equated with the maximization of the rate of return
on the fixed equity. Only by means of some such approach can the equal-
ity of some measure of internal returns and a market rate of interest be
related to investment behavior.

The definition of the production function is to a great extent arbitrary.
It could be defined so that the entreprencur and the equity base are
contained in the production function. Each such production function
is unique, as the entrepreneur and the equity base are fixed. In such a
production function each economic unit is operating in the short run with
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a set of fixed factors, and the expansion of output by adding other factors
is equivalent to a ‘rent’ problem. On the other hand, the production func-
tion can be defined independently of the entrepreneur and the equity base,
as an engineering input-output relation. It states how outputs would be
related to inputs, and the relation holds for any firm that would produce the
output. This objective production function is, I believe, more useful. It nat-
urally leads to the plant-firm dichotomy used here. A firm, which is an
entrepreneur and an equity base, operates upon a technologically given
production function.

An analysis, such as this, which depends upon the relations between a
market demand curve, the demand curve confronting individual firms, and
the supply curve of a product, is basically Marshallian, and the industries
which are analysed are Marshallian industries.!” As such the industry is not
the industry to be found in statistical compilations, which are often based
upon production function similarities. The industry is the supply correla-
tive of a demand curve. The demand curve for a product is made up of two
parts, the first a transformation of household preferences, the second the
demand for a product derived from its use as a factor of production. This
conceptually objective demand curve is the beginning of our analysis, states
the quantities of a commodity which will be taken at a given set of prices,
under the assumption that the prices of closely related commodities are
given.

As the supply correlative of this objective demand curve, the industry is
the set of firms which produce the output represented by the demand curve.
A firm may belong to several industries at the same time. The attribute of
the firm which is associated with the given demand curve is, under compe-
tition, a schedule which asserts how much of the product will be forth-
coming at each price. In general, for a profit maximizing firm, the relevant
schedule of the firm states the amount of the product forthcoming at each
marginal revenue. The constraint upon the firms in the industry imposed
by the demand curve is that the quantity which they produce must be sold
at a price consistent with the given demand curve for the product.

In order to derive this price-quantity value for each firm we need a
demand curve for the firm, and a relation which indicates how much the
firm will produce at each market price. To get this we need to know not
only the demand conditions confronting the firm, but how the firm
will behave in relation to these demand conditions; we need a behavior
principle. A unique behavior principle can be derived only in the case of
competition.

Much of present day price theory tends to identify price theory with mar-
ginal analysis. Marginal analysis is far from being a primitive concept; it is
derived in the analysis of perfect competition. Marginal analysis is derived
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from profit maximization, and in the analysis of non-competitive markets
a postulate is explicitly made that the entrepreneur ‘is assumed always to
choose the output which will maximize his net receipts’.!8 Beginning with
Mrs Robinson’s work the carrying over of profit maximization behavior to
non-competitive markets has been the typical approach as far as price
theory is concerned. Economists can be accused of being parrots who say
that marginal x equals marginal y, and the position so determined is where
the firm will operate.

Observed behavior of firms,!? any casual observation of the behavior of
certain non-competitive firms during an inflationary period, can be inter-
preted to indicate that firms either lack the knowledge or the desire to
behave as the marginal analysis indicates a firm should behave. The use of
unmodified profit maximization as the sole basis for the analysis of firm
behavior is a carry-over by the economist from the analysis of competitive
markets. A firm confronted with a horizontal demand curve and selling in
a market where there is free entry and exit is effectively constrained to maxi-
mize profits. If the firm in this competitive case did not maximize profits it
would earn a lower rate of return on owned factors of production, capital
and the services of individuals uniquely linked to the firm, than that freely
available to the owners of these factors (the free entry assumption).

Implicit, therefore, in the assumption that a firm must maximize profits
are assumptions about the nature of the capital market. Each owner of
capital who invests in a firm has available alternatives which will earn as
much (or an equivalent amount if risk factors are taken into account) upon
his capital as he can earn upon it by his investment in a particular firm given
that the firm is maximizing profit. Each owner of wealth has freely avail-
able alternatives, to either invest in equities or to invest in debt, which,
taking into consideration risk differentials, will yield him the same return
as he can earn in any particular profit maximizing firm. This means that,
for firms operating in a competitive product market and in an economy in
which the capital market is perfect, there is one and only one cost item for
the financing of control over the amount of capital equipment the firm
requires. This is the market value of these items times the going rate of
return. The cost to the firm of the plant factors is given; the fixed costs are
determined. Hence, for each plant there is a unique average total cost curve
associated with each marginal cost curve. The unique average cost curve for
each plant, and for variations in plant, as drawn in traditional price theory,
depends upon the existence of competitive product markets and a free
movement of capital .20

The traditional theory of imperfect or monopolistic competition,
derived from Joan Robinson and Professor Chamberlin,?! eliminated either
one or both of the conditions which made profit maximization the only
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possible behavior rule for a firm, that is, it eliminated the horizontal
demand curve confronting the firm and the free and costless entry or exit
of firms to the industry. Nevertheless, they still kept the formal rule of
profit maximization as the behavior principle of the firm. If the necessity
for profit maximization follows from the structure of the perfectly competi-
tive market, then the analysis of the behavior of a firm selling in a market
which is not perfectly competitive cannot be based upon the assumption
that a firm necessarily maximizes profit. Profit maximization, rather than
being the only behavior policy that a firm can possibly follow, becomes, for
market conditions which are not competitive, but one of a set of alterna-
tive policies.

In order to determine the behavior rule for a firm in a non-competitive
market, it is necessary to inquire into the conditions under which the nega-
tively sloped demand curve confronting the firm can be changed into a less
advantageous (shifted to the left or more elastic) demand curve. The factors
which constrain profit maximization by a non-competitive firm are the cost
of entry into the industry by new firms, the relation between the produc-
tion technique the firm is using and alternative production techniques, the
imperfections, aside from the entry costs, of capital markets, and the effects
of legal and other institutional pressures.

The demand curve confronting the firm in a market which is neither
competitive nor monopolistic is a hazy concept at best. The firms in this oli-
gopoly market share a market demand curve for the product. Their indi-
vidual demand curve depends upon the prices of the products of the other
firms in the industry. This interdependence leads to an indeterminant
demand curve for each firm.

Aside from the imperfections of the capital market, the constraints upon
profit maximization enumerated above can be treated as limitational prices,
quantities or profits for the firm. For a given set of the prices of the prod-
ucts of the other firms in the oligopolistic industry, a negatively sloped
demand curve for the product of a particular firm can be derived. The con-
straints upon the behavior of the firm will modify this narrowly defined
demand curve. These constraints operate upon all the firms in the oligop-
oly industry, so that they all have modified demand curves with common
limitational factors. This makes more tenable the assumption of a given set
of prices of the products of the other firms in determining the narrow oli-
gopoly demand curve. For a particular firm the effective demand curve is
determined by these limitational factors and the negatively sloped demand
curve narrowly defined. As an operating hypothesis we will assume that the
firm profit maximizes with respect to this effective demand curve, although
we recognize that even such constrained profit maximization is not a
necessary behavior rule.
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The limitations upon the firm’s demand curve which are derived from the
market structure define a best attainable position for a firm. This best attain-
able position may be inferior to the unconstrained profit maximization pos-
ition with respect to ‘profits’. A lower limit to the firm’s profits is given by the
survival conditions of the firm. As a result of transforming the demand
curve confronting the firm by these market structure constraints, we decrease
the range in which the firm can deviate from maximizing behavior. Therefore
the possible error introduced by assuming profit maximization is reduced by
introducing the market structure constraints into firms’ demand curves.

The advantages to a firm of operating in a non-competitive market
center around the return that is being earned by the firm on a given amount
of owners’ equity. The advantages to owners of a firm which sells in a non-
competitive market is that the returns upon their investment are higher
than can be earned in the available alternatives. In an economy in which
different degrees of monopoly and competition exist, we should expect to
find that firms earn different rates of return upon investment. We should
also not expect to find that single rate of return upon investment being
earned which follows from the free entry and exit assumptions of competi-
tive theory. We should also expect to find that there is no real tendency
toward an equalization of the rate of return earned upon owners’ invest-
ment among industries and among firms in the same industry as long as the
‘industrial structure’ remains stable.

The assets owned by a firm yield a revenue to the firm. The net revenue
which such assets yield to the firm, divided by the current replacement costs
of these assets, is the average internal rate of return. If we subtract from the
numerator the debt charges and from the denominator the value of debt
outstanding, the result is the average rate of return on owners’ equity. If
assets are freely transferable from one industry to another and from one
firm to another, then the effect of owners of wealth seeking the best return
among the available alternatives will be that all such collections of assets
will tend to earn the same rate of return. Allowing for risk, this uniform rate
of return earned upon assets will hold for all firms and for all industries.

If assets are not freely transferable from one industry or firm to another
industry or firm, different going rates of return can be earned upon assets
valued at their replacement costs.2? Such assets, which can be assumed to
have a market price that is independent of the particular firm which pur-
chases them (absence of monopsony), will be more valuable to those firms
which earn a higher rate of return than to those firms which earn lower
rates of return. For a firm whose internal rate is higher than the market rate
of return, the capitalized value of its net revenue will be greater than the
market price of its assets. This difference is ‘the value of the organization’,
which includes the ‘value of market position’.23
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To illustrate the above argument, let us make the heroic assumption that
we can rank the various industries in an economy according to the ‘freedom
of entry’. No owner of wealth need earn a net return lower than that which
is available in the ‘freest entry industry’,?* taking into account the cost of
entry (installation charges) into this freest entry industry in determining the
denominator for the measurement of the going rate of return. If there are
industries such that the terms of entry are not the same for all owners of
wealth, so that those who can enter on favorable terms (cheaply) will earn
a rate of return greater than that available in the freest entry industry,
whereas those who cannot enter cheaply would, if they paid the entry price,
earn a rate of return lower than that available in the freest entry industry,
then the favored entrants will, in purchasing assets at the market price, earn
a capital gain. This capital gain is due to the valuation of the assets owned
by the firm on the basis of ‘capitalization of earnings’ rather than on the
basis of the market price of the asset; and the rate of return at which earn-
ings are capitalized is the going rate of return in the freest entry industry.
This going rate of return in the freest entry industry could be labeled the
competitive or market rate of return.

An equivalent statement is that in an economy in which the various
industries have different terms upon which they can be entered, and if the
owner’s investment in the firm is measured by the replacement or market
cost of its capital goods minus the firm’s debts, firms will earn different rates
of return upon their owner’s investment. If firms can be ranked according
to their rates of returns earned in such a ranking, the rate of return earned
by competitive (the most easily entered) industries will be, under appro-
priate static assumptions as to entry, the lowest rate of return earned.
The value of a non-competitive position therefore can be measured by the
differential rate of return over the minimum rate of return earned by the
competitive industries.?

In order to analyse firms operating in non-competitive markets we will
begin with the foundations, and some of the consequences, of the non-
competitive position of the firm. The foundations of the non-competitive
position of the firm will result in some constraints being imposed upon
the firm, these constraints being independent of the market demand
curves for the product and the cost curve of the firm. To the extent that
these constraints can be interpreted as implying conditions upon the prof-
itability or price of the product of the firm, they can be represented as
constraints upon the profit maximizing behavior of the firm. Rather than
seek a substitute rule of behavior for the firm, we will posit that firms
attempt to profit maximize, but that the constraints upon their profit
maximization behavior are broader than those usually considered in price
theory.
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For each firm which is selling in a non-competitive market we posit:

1. The firm is not earning a lower rate of return upon owner’s investment
than could be earned in the freest alternatives available to the owners
of the firm.

2. This ‘monopoly’ position which results in the higher rate of return is
vulnerable. The vulnerability of a firm that possesses the advantage of
operating in an imperfectly competitive market is a key to the under-
standing of the apparent deviations from simple maximizing behavior.
It is sufficient to say that all other things being equal a firm would maxi-
mize profits, and to remark that the ‘other things which may not be
equal’ are the conditions necessary for survival, and the limitations
upon entrepreneurial behavior, real or imagined, so as to assure the
maintenance of an advantageous market position. These advantages
are measured by the excess of the return earned upon investment above
the competitive rate of return.26

A firm that earns a rate of return greater than the competitive rate is
either operating so as to maximize profits with respect to a particular
demand curve or there exists some effective constraint (objective or subject-
ive) that prevents the firm from simply maximizing profits. If the firm is
maximizing profits with respect to a given demand curve the analysis is
straightforward, and is contained in all textbooks. A firm will not maximize
profits if the consequences of an attempt to maximize profits is to under-
mine the foundation of its rate of return being greater than the competitive
rate. Such an undermining of the favored market position of a firm depends
upon the reaction of other economic units to the result of profit maximiz-
ing behavior. The deviation from simple short-run profit maximizing
behavior by a firm is based upon a recognition that it must protect its
favored market position.

What we will call the vulnerability of firms takes into account the effect
upon market structure of the price, and quantity produced, of the firm’s
product and of the return which the firm is earning upon its investment. If
certain values of these variables result in reactions by other economic units
which affect the given firm’s market position, the firm is vulnerable. Hence,
vulnerability determines bounds to these variables, and the particular
effective demand curve has to take these bounds into account. If these
bounds, which are determined by market structure, are effective they lower,
in at least one dimension, the values of the variables which result from profit
maximization by the firm with respect to the unmodified demand curve.

A constraint which operates upon firms and which is independent of the
market structure as defined above, is the limitations upon firm behavior
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introduced by financing considerations.?’ Firm behavior can be considered
as ruled not only by the desire for profits but also by the desire on the part
of the firm’s management to avoid failure or bankruptcy: for in failure or
bankruptcy the value of the organization disappears. These monetary or
financial constraints upon the firm I have labeled the survival constraints.
These conditions?® can be stated in terms of the excess (marginal equality)
of some measure of total revenue over some measure of total cost. Each
business enterprise not only is constrained by the technological conditions
of production, and the relative prices of the factors of production, but it
also has to meet contractual obligations payable in money, which are the
result of the production process. These obligations are normally met by the
proceeds of the sale of the product of the firm?® — that is, the monetary
obligations are a measure of total cost, the receipts from the sale of the
product are a measure of total revenue. The payments that any firm has to
make are dated, some are immediate results of the process of production,
other factors receive payments after intervals of time, some of the obliga-
tions of a firm are essentially contingent. If we begin at any date we have
that at each and every future date, in order to survive, the firm must satisfy
the condition that the initial cash plus the receipts minus the costs payable
to that date are greater than zero. That is, in order to survive a firm must be
able to pay debts when due. As the elements of cost that have to be paid and
the going rate increase with time, the liquidity condition states that the sur-
vival conditions are more stringent the longer the time interval being con-
sidered. An important concept for the analysis of survival is this time rate
of change of the cost items to be paid, a time marginal concept of cost in
contrast to the usual output marginal concept. A sufficient condition for
the survival of a firm is that the sum of revenues be equal to or greater than
the sum of costs over any time period.

As the survival conditions are limited to the balance sheet structure of
the firm, it is necessary to distinguish among firms on the basis of how they
are financed. Some firms will have balance sheets in which the only liability
is owners’ equity; such firms will be called wholly owned. Other firms will
have a large volume of debt. Ignoring both the possible use of a firm as an
‘investment trust’ by the owners and the existence of various types of rental
contracts, firms using the same production process and operating at the
same scale and rate must have the same dollar value of assets distributed in
the same manner among the different factors of production. These firms
may have widely different liability structures. The liability structure is a rele-
vant variable in the determination of the conditions under which a firm can
survive. If a firm is to survive at the original scale, it is sufficient for the
wholly owned firm that it earn a zero rate of return on the total assets,
whereas a firm which finances part of its operations by debt instruments
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must earn a sufficient amount on its total assets to pay its debt charges.30
That is, the minimum survival conditions for a wholly owned firm involve
a zero internal rate of return on total investment, whereas for a firm par-
tially financed by debt instruments the minimum survival condition implies
that the firm earns that positive internal rate of return on total investment
which is equivalent to a zero rate of return on owners’ equity. Because of
these factors, we will use the zero rate of return on owners’ equity as our
effective survival condition.

If there exist some industries with free entry, then there is a positive rate
of return on owners’ equity at which the owners of a firm will prefer to
liquidate rather than continue operations. This voluntary exit rate of return
is greater than the zero rate of return on owners’ equity. We can rephrase the
above by noting that a negative rate of return on owners’ equity forces either
a reduction in the scale of the plant, an increase in debts or the introduction
of new equity. A rate of return equal to or greater than zero but smaller than
the positive minimum for continued existence does not force either the cut
in scale, an increase of debt, or the introduction of new equity. Such a rate
of return can induce the firm to exit (with the owners’ investment unim-
paired if sufficient time is allowed to elapse prior to exit). It is necessary that
the firm earn a positive return on owners’ equity before the preferences of
the firm’s owners can result in any deviation from profit maximization. We
conclude that a zero rate of return on owners’ equity is the true minimum
survival condition for a firm and that rates of return between the zero rate
and the freely available rate can be considered as voluntary exit rates.>!

The balance sheet constraints upon a firm are that the firm maintain a
positive net worth (be solvent) and that the firm be able to pay debts when
due (be liquid). The solvency aspect of a balance sheet structure depends
upon the certainty of the future value of assets. A firm may become insolv-
ent due to two causes: (1) the firm may make losses, or (2) the firm’s assets
may lose their value independently of the firm’s profit or loss position.
A firm may have a positive net revenue from its production process and may
lose in its net worth due to a decrease in the value of assets which it owns.
A firm, for example, may become insolvent if a bank failure occurs and its
cash balance is wiped out or it may speculate on inventories and as a result
make large losses, or a fire not covered by insurance may destroy its assets.
Aside from such contingencies, the possibility that a firm’s assets will lose
their market value depends upon the net revenues that the firm earns; for
example the capitalized value of returns earned by its plant and equipment.
In this case, the possibility of an unsatisfactory balance sheet will only
occur simultaneously with the occurrence of unsatisfactory profits. Aside,
therefore, from the best possible profit not being good enough, and the pos-
sibility that the firm loses on ‘outside’ investments, the insolvency attribute
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of survival adds nothing which is not included in profit maximization
unless the balance sheet variables are introduced as a technique for the
analysis of a firm’s behavior under conditions of risk.

A firm may be confronted with investment alternatives, in which the
greater profit possibility also carries the greater chance of insolvency.
A firm has to weigh the relation between the profit possibilities and the
chance of success in the undertaking. That which leads to the larger profit
possibility may be so uncertain that an entrepreneur rejects it. This evalu-
ation of profits in relation to risk premium is nothing new in economic
analysis and does not call for any essential modification of profit maximiz-
ing assumptions. To a certain extent, business decisions involving risk
reflect a significant variation among entrepreneurs in their enjoyment of
risk. Psychological theories of the business cycle emphasize the waves of
optimism and pessimism which, it is claimed, run through the business
community. The structure of the balance sheet of business firms will reflect
the psychological attitude toward risk taking. Balance sheets which contain
large cash margins and a large volume of government bonds and other
fixed value assets which are essentially unrelated to the firm’s production
process indicate a cautious attitude toward risk bearing whereas the own-
ership of no assets not immediately relevant to the business of the firm indi-
cates a more adventuresome attitude toward risk. We will allow for the risk
associated with different balance sheet structures when we modify firm’s
cost curves to take financing considerations into account.

The relation between liquidity and survival is a reflection of imperfec-
tions in the capital market. Consider a plant the construction of which is
desirable from the point of view of profit maximization. The firm is both
solvent and liquid. If the firm constructs the plant using its own funds, the
firm will become illiquid. In a perfectly competitive market for financing
there would be no need for the firm to decrease its liquidity in order to con-
struct the plant. In such a financing market all of the financing alternatives
(such as rental, borrowing, or use of own funds) would be equivalent to
the firm.

In an imperfect capital market the above are not all equally possible alter-
natives. The price (both money costs and the increased chances of illiquid-
ity) which the firm may have to pay for financing the project without using
internal funds may transform a potentially profitable undertaking into an
unprofitable prospect. We will allow for both the objective costs and risks
associated with different financing techniques when we modify cost curves
to take the liquidity considerations into account.

The addition of balance sheet structure as a determinant of the behav-
ior of firms essentially adds a dimension to the firms’ cost curves. The use
of a survival constraint upon profit maximization directly emphasizes the
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effect of varying balance sheet structures. The extent to which behavior
determined by the survival constraint can differ from the profit maximizing
behavior depends upon the market structure. Essentially the freedom that
a firm has in determining its behavior is least in a competitive market and
greatest in an unconstrained monopoly market. This attribute of markets
is significant for the analysis of investment decisions.

Therefore, in order to have the theory of the firm in such a shape that we
can use it to analyse investment decisions, we will expand the traditional
theory in two directions. We will modify the cost curves of firms to specif-
ically take into account the balance sheet. We will modify the demand
curves confronting a firm so as to take the vulnerability of the firm into
account. The firm will be assumed to maximize profits taking into account:

(a) the particular demand curve confronting the firm;

(b) the cost schedule of the firm;

(c) the effect of balance sheet structure (including risk) upon the cost
schedule;

(d) the effect of market constraints upon a firm’s particular demand
curve.

The traditional theory of the firm takes only (a) and (b) into account.

The following analysis will be based upon profit maximization by firms
under specified constraints. These constraints depend upon the market
structure and the financing conditions. They can be represented by modi-
fying the firm’s demand and cost curves. Such constrained profit maxi-
mization as the rule of behavior of firms is closer to the conditional
monopoly conception of Marshall than to the doctrines of modern price
theory as derived from Robinson and Chamberlin.

NOTES

1. Inaddition, the assumption will be made that there does not exist a unique, externally (to
a firm) determined interest rate for ‘planning purposes’. This results in a modification of
the cost curves.

2. When we take up the investment decision of a firm we have to allow for the process by

which new firms come into existence or alternatively enter an industry.

See Viner (1936), p. 31.

See ibid., p. 34. Note that the volume or velocity of money is assumed to be independent

of the prices of products or factors.

See ibid., p. 35.

See Viner (1936).

See ibid., p. 32.

See ibid., p. 37. In reference to the monopolist Viner says: “Whether his price shall fall is,

within limits subject to his own decisions rather than imposed upon him by market
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conditions over which he has little or no control, as is the situation of the truly compet-
itive producer’.

See ibid., p. 37.

See ibid., p. 38.

See ibid., p. 39. Note that active contra-cyclical fiscal policy, by changing the tax rate
schedules contra-cyclically, introduces the appropriate type of price flexibility into the
economy, whereas a passive contra-cyclical fiscal policy, such as leaving the tax rate
schedule constant throughout the cycle, would not — except for the effect of fall in per-
sonal income upon marginal income tax rates with a constant tax schedule.

See Mitchell (1950), p. 170.

See ibid., p. 172.

This is independent of ‘monopsony’.

Later on, we could define an efficient plant in terms of the survival conditions of a firm.
Of course, efficiency depends upon a given set of factor prices.

A change in the price of existing ‘plant’ factors may occur so that the inefficient plant
becomes ‘efficient’ — in the sense of normal profits at the market price. However, the new
owner in maintaining and replacing this plant will have to pay market prices (which are
compatible with the ‘efficient’ scale plant earning normal profits) for his plant factors. At
the ‘inefficient scale’ he will be unable to earn normal profits upon such replacement
investments. Unless the inefficiency is due to a factor that does not require replacement
or maintenance (which is the Ricardian Rent case), in time, the effect of the deviation
from optimum scale will be that the plant earns less than normal profits.

See Marshall (1920).

See Robinson (1933), p. 16.

See Hall and Hitch (1939) and Lester (1946).

A reason which can be advanced for the ready acceptance by economists of profit
maximizing behavior, independently of the changes in the market structure which are
introduced in their analysis, is that profit maximizing behavior leads naturally to math-
ematics in which derivatives of the difference between total cost and total revenue are set
equal to zero. In this sense, under profit maximization the behavior of the competitive
and the non-competitive firm are formally identical — the mathematical set-up is the
same. The complexity added by non-competitive markets is resolved by the introduction
of the demand elasticities confronting the firm at appropriate places in the analysis. In
general equilibrium analysis the existence of monopoly does not lead to any adjustment
in the equilibrium relations if profit maximizing is assumed; rather the effect of different
degrees of monopoly is in the distribution of income and the allocation of resources.
(See Lange (1944), chapter VII.). The passing over of the ‘rationale’ for profit maximiz-
ing in much of the analysis of monopoly can be imputed to the substitution of a tool of
analysis for the problem.

See Chamberlin (1938) and Robinson (1933).

Installation costs, the cost of placing, or removing, an asset will make for differences in
the going rate of return being currently earned by assets with the same market value used
by different firms. Installation costs obviously set a limit to the difference in rates of
returns that can be earned unless entry is not free. Also such installation costs will be
‘short run’ differences among asset owners, whereas the differences in return earned on
assets which are imputed to industrial structure are long run.

See Reder (1947a), p. 456. ‘The value of an organization is measured by the difference
between the value of a firm when sold as an entity and the sum of the market values of
its assets when sold piecemeal.’

‘Freedom of entry’ is a difficult concept to define accurately. It obviously cannot be
measured by differences in return earned upon assets by firms in the different industries:
for these differences depend upon the freedom of entry (abstracting from growth and
decay of an industry). Freedom of entry can be related to two factors: (1) institutional
and legal barriers to entry; the patent and franchise type monopoly, long standing non-
economic usages and (2) the lack of equivalence to consumers of ‘technically equivalent’
products. If technically equivalent products are not ‘perfect substitutes’ to consumers,
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then entry is not free. Inasmuch as financing considerations are handled separately, the
obstacles to entering an industry due to the size of the investment necessary is not con-
sidered here as a deviation from freedom of entry.

The discussion of ‘freedom of entry’and of ‘differential returns upon investment’ among
industries obviously refers to long run static equilibrium analysis. The utilization of such
concepts in business cycle analysis involves difficulties, for the impact of changes in the
level of income upon different firms may be inconsistent with the effect of the long run
structural factors which determine the ranking of returns upon investment. However, in
order to analyse the investment behavior of firms, we have to recognize that the invest-
ment threshold, in terms of earned returns, in the different industries depends upon the
structure of the industries. In order to analyse investment behavior we also have to rec-
ognize that firms are interested in protecting their ‘favorable’ structural position and
such a favorable structural position is a long run equilibrium concept. Obviously the
transitional ‘monopoly’ of the innovator is something different from the structural devi-
ation from competition.

The excess returns that an innovator earns is irrelevant to the problem under consider-
ation. The situation under consideration here is of a ‘stabilized’ industrial structure that
yields excess returns to a particular firm. The monopoly returns of an innovator are
related to the process by which one production function is substituted for another in a
particular industry.

See Klein (1950), p. 57. ‘Economists have recently been claiming that business firms are
as much concerned about the structure of their assets as about the size of their profits.
In the words of Marshak, this means that firms behave so as to have the best possible
profit and loss statement and the best possible balance sheet.’

In banking courses the solvency and liquidity constraints upon bank portfolios are con-
cerned with much the same material as what I chose to call survival conditions in the
theory of the firm.

Under unusual circumstances firms may sell assets to acquire cash to pay debts. This phe-
nomenon is handled separately. The monetary obligations and receipts are both series of
rates of flow over a price period.

A firm’s liquidity may be maintained by new investment or by additional borrowings.
This is of course what happens when a firm expands. Operating losses may also be
covered by new funds. The survival condition as stated above is sufficient, not necessary.
In traditional analysis the imputed normal return upon owners’ equity is considered a
cost equivalent to any other cost. Hence, a firm in a competitive industry, where the
maximum rate of return is the normal return, must profit maximize to survive. I prefer
to consider any such positive ‘normal’ return as a voluntary exit rate and restrict the sur-
vival conditions to those conditions which would actually force firms to fail.



5. Cost curves and investment

The effect of a change in National Income, operating through a change in
household income, is to shift some demand curves for consumption goods.
The amount of induced investment (positive or negative) by business firms
depends upon their reaction to the resulting shifts in the demand curves
confronting them. This is true not only of the demand for investment goods
by consumption goods producers but it is also true of the demand for
investment goods by investment goods producers: realized induced invest-
ment depends upon the reaction of business firms to the shifts in their
demand curves which are associated with a change of income.

It is necessary to distinguish between autonomous and induced invest-
ment. Autonomous investment is due to the introduction of new pro-
duction functions and to changes in the supply conditions of factors of
production. In our approach the influences upon a business firm are
separated into demand conditions and supply conditions. Therefore, auto-
nomous investment initially is due to changes in supply conditions, whereas
induced investment initially is due to changes in demand conditions. In our
work we are interested in induced investment, even though the ‘autonomy’
of autonomous investment may be questioned.

The immediate incentive to invest by a firm may be due to a change in
the relative prices of factors of production. Such investment is induced if
the change in the relative prices is due to the repercussions of a change in
income whereas such investment is autonomous if changes in the relative
prices of the factors of production are due to repercussions of a change in
production techniques. For example, if during a business cycle expansion
wages rise relative to capital costs, the least cost method of producing a
given output changes to a more ‘capital intensive’ method. The investment
which results is ‘induced’. On the other hand, capital costs in a particular
industry may fall relatively to labor costs, due to a change in the productive
technique of capital goods. Such investment is ‘autonomous’.

Independently of whether a particular investment is induced or auto-
nomous, the investment decision of the firm depends upon a relation
between revenues and costs. The firm’s cost situation, with constant factor
prices and constant technology, can be represented by a family of cost
curves of the type which were first presented by Viner.! Investment can be
related to movements along such cost curves.2 To do this, it is first neces-
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sary to clarify the content of these cost curves and to transform them into
tools which can be used to investigate investment behavior.

The average cost curve, as it is usually constructed in economic theory,
is an unsatisfactory tool for the analysis of investment behavior. In tradi-
tional price theory, expansion or contraction of an industry (which we
identify as investment or disinvestment) is linked to the average cost curve.
The short run average total cost curve of a firm can either be defined as the
set of prices and quantities of the output of the firm which, if realized, will
result in neither expansion nor contraction of the firm or of the industry
of which it is a part (in which case the relation between the average total
cost curve and investment is tautological) or the average total cost curve
of a firm can be defined, as it usually is in economic analysis, to include a
normal profit.3 This normal profit enables the average cost curve to act as
a trigger to investment. If the analysis is to be based upon an externally
determined profit rate it is necessary to have a unique ‘cost’ or ‘value’ inde-
pendent of the price of the product for the investment in a firm. This
standard approach leaves unsolved the determination of the normal profit
rate.

As usually interpreted, the average total cost curve defines the set of prices
and quantities of the product of the firm which yields a realized rate of
return equivalent to the market rate of interest. In the usual investment
analysis the short run average total cost curve of a firm is the loci of those
prices and quantities of the product which result in the value of expected
returns, discounted at the market rate of interest being equal to the cost of
the capital goods. Such an interpretation of the average cost curve means
that the essential discounting element in the analysis of investment behavior
is incorporated into the average cost curve. It follows that qualitative analy-
sis of the investment behavior of business firms can be handled in terms of
the relation between market prices, outputs and the average cost curve.

The difficulty in using the average cost curve construction to analyse
investment behavior centers around the content of the ‘normal profit rate’
which enters into the construction of the average cost curve. ‘Normal
profits’ implies that those factors of production which are owned by the
business firm (the capital factors) are included in the total cost curve on the
basis of some ‘normal’ rate of return upon capital. In general theory such
a normal rate of return upon capital is determined by the quantity of
capital in the economy, the quantity of non-capital factors, and the pre-
vailing technology. As such the rate of return upon capital which is utilized
in the construction of the total cost curve is the same for all firms.

However, the ‘investment threshold’ for any firm in an industry involves
not only the value productivity of capital and the cost of ‘financing’ the pur-
chase of capital goods, but it also involves an estimate by the firm of the risk
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and uncertainty factors in the industry. If we interpret the average cost curve
tautologically, then these ‘risk or uncertainty factors’ are buried in the
average cost curve. If we interpret the average cost curve as being based upon
an externally determined profit rate, the profit rate must be modified to allow
for these factors. Therefore, the investment threshold average cost curve for
a firm depends upon the evaluation of risk. To the extent that varying ‘risk
estimates’ coexist in an industry, it is impossible to draw average total cost
curves which are investment thresholds in an unambiguous manner. It is
true that we might have an industry norm for the risk element, but even so,
the need for a firm to conform to such an ‘industry norm’ is questionable.

In addition to the above, the normal rate of return upon capital becomes
a hazy concept when the coexistence of various market structures in the
economy is taken into account. Ignoring the effects of risk, a given quantity
of capital in an economy with a given labor force and technology can result
in different average realized rates of return upon capital depending upon the
way in which it is distributed among industries which are competitive and
industries which are non-competitive. Therefore, due to the existence of
different market structures and varying risk elements in the economy, there
does not exist a unique normal profit rate which acts as a threshold to invest-
ment. Rather we have that, for each industry, the cost and revenue condi-
tions which imply investment or disinvestment by firms in an industry
depend upon the market structure of the industry. Therefore the determin-
ation of the set of prices and quantities of the product which imply a change
in capital becomes a function of the ‘nature’ of the industry.

As will be shown below, we can extend the concept of the short run
average cost curve so that instead of positing the existence of a unique short
run average cost curve for a given plant (identifying the given plant with a
short run marginal cost curve) we can base our analysis of the behavior of
a firm with an existing plant upon the existence of a family of short run
average cost curves for each plant. This set of short run average cost curves
associated with a given plant can be interpreted as iso-profit curves, for
each of these curves is the loci of all prices and quantities of the product
of the fixed plant which yields the same ‘profit’ or rate of return upon a
fixed value of the plant. These iso-profit curves are in many ways equiva-
lent to indifference curves and, in common with indifference curve analy-
sis, positions of tangency between these average cost curves and the
appropriate demand curve are the maximization position.

Assuming that the prices of the variable factors are given, we can iden-
tify each plant with a given short run marginal cost curve. Each such short
run marginal cost curve therefore represents a fixed amount of durable
capital goods as being under the control of the firm.* Each member of the
family of average cost curves which is associated with a short run marginal
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cost curve represents a different rate of return upon the durable capital
goods which are the plant. By allowing the quantity of plant factors asso-
ciated with a given firm to vary, we have a family of short run average cost
curves. We therefore can derive long run average cost curves which are
envelopes of the particular rate of return short run average cost curves.
These long run average cost curves enable us to consider changes in the
plant in relation to either the rate of return being earned, or the rate of
return which is anticipated, upon investment in the plant. These long run
and short run average cost curves as generalized enable us to add a number
of dimensions to the usual graphical analysis of the behavior of firms. For
example, we can identify the effects of a number of the constraints operat-
ing upon firms, which we will discuss in detail in following chapters under
the heading of vulnerability conditions, as elements of these families of
average cost curves. That is, we can use elements from cost curves as parts
of the effective demand curve. Also, we can modify the family of cost curves
of a firm so that they more truly represent the financing constraints which
operate upon firms. The traditional analysis of a firm is the special case in
which no constraint but those which are derived from the prices of the
factors of production and the production function (the family of cost
curves) and the demand curve for the product of the firm are effective.

To recapitulate the above, the essential element in an investment decision
relation is a threshold value to a variable, the return earned by the owners
of a firm upon their investment in the firm. The average cost curve as it is
usually interpreted in the theory of the firm is the set of prices and outputs
of the firm which yields the investment threshold. In order to be able to use
a set of prices and quantities as an investment threshold, we have to modify
the average cost curves in two essential respects:

1. We have to recognize that the externally given normal profit rate is
‘untenable’ due to:

(a) the existence of risk in the real world;
(b) the co-existence of varying market structures.

2. We have to explicitly include the financing conditions confronting the
firm.

By modifying the cost curves to take the above into account, we will be
able to use them to determine the ideal plant for a firm under assumed
conditions. The relation between this ideal plant and the given plant will
imply either investment, disinvestment or no change in plant. This will
explicitly depend upon the market structure and financing conditions.
We will therefore be able to assert the manner in which the accelerator
coefficient is dependent upon these conditions.
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Figure 5.1

The cost conditions for a firm are transformations of the production
function. If we assume only two variable factors, capital and labor (long
run and short run variability), so that we can use indifference maps to rep-
resent the production function, we have that each output can be produced
by varying the proportions of the two factors.

Assume that a plant represented by K|, is in existence. By adding labor
(short run factors) increased outputs can be produced. Because of (even-
tual) diminishing returns at a fixed scale of plant, increasing amounts of
labor per increment of output are required. This will result, if the price of
labor is constant, in a rising short run marginal cost curve. This short run
marginal cost curve is associated with scale of plant K|,

Similarly, if the plant K, were in existence, we would have another short
run marginal cost curve. We therefore associate each short run marginal
cost curve with a scale of plant, and a shift from one short run marginal
cost curve to another will be interpreted as implying a change in capital. As
investment is the time rate of change of capital, we can identify the shift
from one marginal cost curve to another as investment by the firm.

The long run marginal cost curve is derived by varying both factors
along an expansion path. The amount of both capital and labor that is
used in production depends upon the relative prices of the two factors. As
a purchase of capital factors entails present costs for future returns, the
price ratio of the factors that defines the long run marginal cost curve is
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dependent upon a discounting process. This discounting process typically
is based upon the interest rate. If we do not have an externally given inter-
est rate, applicable to a firm in its investment behavior, there does not exist
a unique long run marginal cost curve. Rather there exists a different long
run marginal cost curve for each interest rate which can be used to deter-
mine the optimum manner of producing a given output.

Generalizing to more than two factors, there are as many ‘runs’ as there
are factors. An ‘n’ factor production function X = ¢(a, b, ¢, ... n)and a
particular set of prices of the factors of production a, b, ¢ . . .5 will deter-
mine a minimum cost combination for producing a given output X, for
example X, = @(ay, by, . . . ny). If an output X, + AXis to be produced, we
can rank the factors of production a,, b, . . . n, according to the time that
it takes the firm to change the quantity used. For example, ¢, may be
quickly variable, b, a bit slower, whereas 1, may not be variable for much
longer. (The ranking of the factors of production according to their vari-
ability in time may not be independent of whether AX = 0.) The long run
marginal cost curve is the change in total costs of producing X, + AX
instead of X, when all factors of production are variable (a through n). The
shortest run marginal cost curve is determined by the change in cost asso-
ciated with the change in output from X, to X, + AX by varying a only. For
each intermediate time period, we can determine an intermediate run mar-
ginal cost curve by varying an appropriate set of inputs, say through g. For
any time period therefore, there is a marginal cost curve which is based
upon a defined subset of the factors of production being variable. Such a
marginal cost curve, for all outputs greater than X, lies above the long run
marginal cost curve, for, by definition, the point X, on the long run total
cost curve is the minimum cost of producing X|,, the point X, + AX on the
long run total cost curve is the minimum cost of producing X, + AX. For
outputs greater than X|, the long run marginal cost curve lies below all the
short and intermediate run marginal curves which are based upon the
expansion of output from a scale of plant X, but it also follows that
the longer the run of these short run marginal cost curves, the lower the
marginal cost.®

In order to determine the optimum method for a firm to use in producing
a particular output, the relative prices of the different factors of production
have to be known. The ‘price’ of all except the shortest run factors is made
up of three parts:

1. the cost of the capital good;

2. the ‘cost’ of the financing of the purchase of the capital good over the
expected life of the capital good;

3. the risk and uncertainty evaluation of the business firm.



108 Induced investment and business cycles

Cost
SRMC;
LRMC
X Output
Figure 5.2

We could ignore factors (2) and (3) in the above list and draw an unam-
biguous long run marginal and long run total cost curve by using the cost
of the capital goods as the determinant of their relative prices. This is
equivalent to assuming that the cost of financing the purchase of capital
goods is zero, and that risk and uncertainty do not exist. Alternatively, we
could assume that the financing charges are the same for all firms. This will
result in a unique price ratio between all factors of production so that a
unique expansion path is determined. This would give us the unique long
run marginal and total cost curves of standard price theory.

Rather than simplifying the problem as indicated above, we can assume
that each firm is confronted with a set of long run marginal and total cost
curves. Each element of the set of long run marginal and total cost curves
is based upon a different interest rate and a different evaluation of risk and
uncertainty. This will enable us to use an analysis which is based upon a set
of price and quantities of the output of the firm resulting in a given rate of
return upon a fixed investment (a given short run marginal cost curve). The
firm’s investment decisions are based upon comparing the returns being
earned with a given plant with the returns which it could earn with different
sized plants taking account of the terms upon which the firm can finance a
change in plant size.

In the graphical analysis that follows, we will draw the demand curve for
the firm with a negative slope. This assumes that the market under analysis
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is non-competitive and that the division of the market demand curve
among the firms in the industry has been accomplished in an unambiguous
manner. This does, for the time being, beg the most important question of
the analysis of non-competitive markets; however, we need the generaliza-
tion of traditional firm analysis which is derived in this chapter in order to
be able to really see where the demand curve confronting the firm is neces-
sary for our purposes.

With a given ‘plant’, a variable cost schedule is derived, and from the
variable cost schedule, the marginal cost schedule. This is a straightforward
metrical idea, and no imputed cost, aside from the ‘user cost’? of capital
equipment, need enter into the analysis. For the given plant and with a given
demand curve we therefore are able to derive the familiar first order profit
maximization condition: Marginal Cost equals Marginal Revenue, the
price being determined by the demand curves. (Continuity and the increas-
ing MC at MC = MR satisfies the second order condition for a maximum.)

The specification of the short run output cost relations for a fixed plant
includes:

1. the value of the existing plant, K. This value is the present market price
of the plant factors. It is not a capitalization of expected returns. If all
of the capital equipment of a plant is reproducible, the value of plant
factors can change only by means of either real investment (or disin-
vestment) or a change in the present market price of the plant factors.
Non-reproducible capital equipment does not, of course, enter into
aggregate investment; however, a particular firm may invest by pur-
chasing non-reproducible capital equipment. We will assume that such
non-reproducible capital has a market price which is given to the firm,
and that such capital enters into the value of the fixed plant on the basis
of this market price;

2. the total variable cost schedule, from which the marginal cost schedule
is derived;

3. overhead costs which are those costs other than the imputed costs of
capital which are independent of the scale of operations of the plant.
Depreciation charges, other than user cost, which are part of variable
costs, are included here;

4. various rates of return on plant —which we will designate ry, 7, r, . . . 7,
so that for each r, there is a unique cost element equal to the cost of
capital for a given plant times the r, (K, r,). For different r; this cost
element changes. This element includes the imputed costs of capital.
In traditional analysis one of the r, would be used as a ‘normal profit’
rate. Obviously the period to which the rates of interest apply and the
period of the cost curves are the same.
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A family of short run average cost curves for each value of plant can be
constructed. The average variable cost curve is the total variable costs
divided by the output TVC/q, the marginal costs are the rate of change of
variable costs dTVC/dq. To the total variable cost schedule we can add the
overhead costs. This yields us another average cost curve, the average cost
curve including overhead costs. To this total variable cost plus overhead
cost we can add the r,K|, cost of capital for each particular rate of return.
This yields us a distinct average cost curve for each rate of return on plant,
o Ty - . . 1. All of these average cost curves will have their minimum point
on the unique marginal cost curve which is identified with the plant. As r,
increases, the minimum point of the average cost points occurs at higher
product prices and outputs. As r; increases, the average cost curve for the
higher r, is completely nested within the average cost curve for the lower r,.
Inasmuch as the r; can vary by an infinitesimal amount, the average cost
curves are dense; each point in the region above the average cost curve
including overheads represents some positive rate of return on capital.

The traditional equilibrium of the firm is where marginal cost equals
marginal revenue, price determined by the demand curve. At the quantity
at which marginal revenue equals marginal cost, the rate of change of total
revenue and every total cost curve are equal. As the average cost curves are
dense, at this quantity there exists one and only one average cost curve
which is equal to the demand curve and it has the same slope as the demand

Total
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. K Costs
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Figure 5.3.4 Short Run Cost—Output Relations
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Figure 5.4  Traditional Profit Maximization Diagram

curve; the two are tangent. The rate of return which the profit maximizing
firm earns upon its plant is given by the average cost curve which is tangent
to the demand curve.

In the traditional analysis, the rate of return is built into the model inde-
pendent of the operations of the firm, by means of the concept of a normal
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rate of return. In our analysis, the short run profit maximizing rate of
return is given by the short run average cost curve which, for a given plant
and demand curve, is tangent to the demand curve. The significance of this
profit maximizing rate of return is that it represents the highest attainable
return with a given plant for a given demand curve. No behavior on the part
of the firm, given the demand curve for its product and its plant, can result
in a rate of return upon its investment in the plant above this profit maxi-
mizing rate of return.

Professor Friedman finds the inherited average total cost curve to be
essentially useless: ‘It is more misleading than it is helpful’.® The difference
between total revenue and total variable cost in his analysis is a price deter-
mined return to a fixed factor which he calls entrepreneurial capacity and
the average total cost curve is drawn on the assumption that the rent would
be the same at other outputs as it is in fact at the output where marginal
cost equals marginal revenue. However, in drawing any short run mar-
ginal cost curves a set of production factors is held fixed at some level. The
user cost of these fixed productive factors are elements of the total vari-
able, hence marginal, costs. However, the fixed factors, which are in the
longer run variable, have a market price. It is necessary if we are to analyse
investment decisions to have a concept of total cost, short run and long
run, based upon the various rates of return which can be earned upon these
fixed factors. The positing of a rare and unique factor, called entrepre-
neurial capacity, as Professor Friedman does, which necessarily must earn
a rent if it is to have a price and which serves as a limiting factor for firm
size, is unnecessary. As will be shown in the next chapter, the effects
upon the firm’s costs of the limited equity of the firm will be such as to
determine the size of the firm and variations in size among the firms in an
industry.

In the case where the supply of ‘plant’ factors is fixed, so that no shifting
of or change in the number of plant curves is possible, the rate of return
upon the investment in the plant will be a parameter to which the market
value of the plant adjusts. In this Ricardian case® the effect of changed
demand conditions will be such that the market value of the fixed supply
of plant factors will be adjusted so that the return earned by the investment
in the plant remains consistent with an independently determined rate of
interest, for example, the rate of interest on money loans. In the case where
the supply of plant factors is infinitely elastic at a given price, the effect of
changed market conditions will be that the price of the plant factors and
the rate of return earned will be constant, the quantity of plant factors will
vary. If the supply curve of plant factors is neither completely inelastic nor
infinitely elastic, the result of a change in demand for the product is that
both the quantity of the plant factors and their market price change.
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The quasi-rent doctrine of Marshall fits into such a framework. If the
supply of plant factors is inelastic in the short run, and infinitely elastic in
the long run, the effect of a change in the demand conditions will first be
felt as a change in the market price of existing plant factors. The short run
behavior of the price of plant factors is essentially the same as the price of
‘land’; in the long run, however, the price of these plant factors is fixed. If
we price these plant factors on the basis of long run considerations, quasi-
rent can be represented as the earning of a variable rate of return in the
short run. The difference (positive or negative) between the short run rate
of return and the long run rate of return on such plant factors can be inter-
preted as a quasi-rent.

If the long run supply curve of the plant factors is not infinitely elastic,
then the long run equilibrium position involves a change in the market price
of the existing plant factors: a long term capital gain or capital loss to some
firms. In addition to the long term capital gain or loss, in the short run, the
existing plant factors will earn returns which are different from the return
that will be earned on these plant factors in the long run. These transitional
variable rates of return upon plant factors can also be interpreted as quasi-
rents. However, the pre-existing plant factors will, in equilibrium, have to
be valued at a price consistent with their market price. Therefore, in the case
of inelastic supply a capital gain or loss will be realized by some firms.

The construction of a family of long run average cost curves and long
run marginal cost curves follows the model developed by Lerner,!0 except-
ing that we have a long run marginal and average cost curve for each
different rate of return. That is, the long run average cost curve for a par-
ticular rate of return, r, is the envelope of all the short run average cost
curves that yield this rate of return, r, The long run marginal cost curve
which passes through the minimum point of this long run average cost
curve is a long run marginal cost curve which is based upon the same rate
of return as that which the short run average cost curve yields. The long run
marginal cost curve, being dependent upon the relative prices of the factors
of production, is independent of the rate of return which is contained in
the average cost curve.

We therefore have a family of envelope curves and of long run marginal
cost curves. We have to consider the interrelations among the members of
these families. In effect, we have two types of iso-return curves: one, a set
for each plant, and the other, a set for all possible size plants.

The expansion path represents the minimum cost of producing each
output given the relative prices of the factors of production. But since
the rate of return is used in determining the optimum plant for a given
output, there is a different expansion path for each different rate of return.
The long run marginal cost curve is the rate of change of total cost along
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Figure 5.6  Relations among Long Run Average and Marginal Cost Curves

an expansion path, and for each different internal rate of return we have a
different long run total cost curve. The lower the internal rate, the lower the
total cost of producing an output, and as the area under the marginal cost
curve is always equal to the total costs, at every output, the long run
marginal cost curve associated with a lower interest rate cannot lie above
the long run marginal cost curve associated with a higher internal rate. If
the long run marginal cost curve for a lower internal rate always lies
below the long run marginal cost curve for a higher internal rate, then the
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difference in total costs for the different interest rates will increase with
output. It follows that the minimum points of higher return long run
average cost curves occur at lower outputs than the minimum points of
lower return long run average cost curves.!! It also follows that the long run
average cost curve for a lower rate of return is always below the long run
average cost curves for a higher rate of return. The long run average cost
curves are completely nested within one another.

Even though the long run marginal cost curve depends upon the rate of
return used in its construction, the short run marginal cost curve is inde-
pendent of the rate of return.!? This is based on the assumption that the
short run variable factors are truly short run. If we take a two factor pro-
duction indifference map, we have that the short run marginal cost curve is
based upon holding ‘capital’ constant while varying ‘labor’, whereas the
long run marginal cost curve is based upon the expansion path where both
are variable. In Figure 5.7, the amount of capital K, can be used to produce
Output O, and Output O,. The short run marginal cost schedule for capital
K, is the rate of change in total cost as output is changed. This short run
marginal cost schedule is independent of whether the rate of return used in
the expansion path is r, or r;. However, if the internal rate is r,, and the
planned output is O,, then the combination L, of labor and K of capital
is the lowest cost combination. On the other hand, if the internal rate is r,
and the planned output is O,, then the combination of L, of labor and K|,
of capital is the lowest cost combination. If the amount of capital K is
‘costed’ at |, then the long run total cost curve at output O, based upon
the rate of r|, and the short run total cost curve for plant K|, are equal. Short
run total costs, costing capital at rate r,, for outputs both smaller and larger

Labor
,'Expansmn path 7,
.- Expansion path r,
0,
o,
Capital

Figure 5.7  Iso-product Curve
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than output O, are greater than long run total cost. Hence, the short run
and long run total cost curves are tangent to each other at the output O,.
It follows that the long run average cost curve for a particular rate of inter-
estis the ‘envelope’ of all the short run average cost curves which ‘yield’ that
particular return. It also follows that the short run and the long run mar-
ginal cost curves intersect at the output at which the short run and long run
average cost curves are tangent to each other.

As was mentioned earlier, with a given plant there always exists a short
run average cost curve that is tangent to a given demand curve. If the firm
is operating as a short run profit maximizer, it will operate so as to produce
the output which yields this short run tangency relation. If this solution is
achieved with a given demand curve and a given plant, the long run average
cost curve which is the envelope of the short run average cost curve that is
tangent to the demand curve may not be tangent to the demand curve. This
means that there is another plant size which could yield a higher rate of
return than the given plant. This plant size is given by the tangency of a
long run average cost curve with the demand curve. The tangency of a long
run average cost curve with the demand curve represents the highest rate of
return that can be earned with a given demand curve. At the output where
the long run average cost curve and the demand curve are tangent, the long
run marginal cost curve for this rate intersects the marginal revenue curve.
By building the plant so determined, the firm will earn the highest attain-
able rate of return given the demand curve.

If the firm uses a planning rate lower than the highest attainable rate
(r;<r;) in determining its expansion path, then the maximizing plant will
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Figure 5.10  Profit Maximization: Planning Rate — Maximum Attainable
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be determined by the intersection of the long run marginal cost curve and
the marginal revenue curve. At the output where they intersect SRMC =
LRMC = MR and LRAC(r;) = SRAC(r;) The average cost curves for r;
will be parallel to the demand curve. However, if the firm maximizes
profit with the plant so determined, the rate of return earned will be given
by SRAC(r,) where r;>r.>r;, and the LRAC(r,) will intersect the
demand curve. The argument is simple if we use total cost and total
revenue relations. With a given total revenue curve, there is a rate of return,
r;, which for some output O, will make total revenue just equal to total cost
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and yield r; on the plant. If a lower rate, say r;, is used in determining the
size of plant, then O, will be greater than O, and total revenue will be
greater than total cost based upon r However, r, will be the actual yield
and r;>r. > ;.

Our conclusion is that if a firm is attempting to earn the highest rate
upon its total investment, the plant decision is based upon the tangency of
a long run average cost curve and the demand curve. If a firm uses a rate of
return either higher or lower than the highest attainable rate in order to
determine its long run marginal cost curve, it will earn a lower rate of return
upon its total investment than the maximum attainable.

The history of such long run cost curves has been rather peculiar. The
original article by Viner has achieved as much renown for the controversy
between Professor Viner and Dr Wang!3 as for its content. However, after
the clearing up of the interpretation of these curves,! the material now
appears in price theory textbooks under the heading of planning curves,!>
and aside from its use as a classroom exercise, these curves, as far as I know,
have not been used in further analysis. This neglect seems to me to be
particularly unfortunate. However, for these curves to be truly useful, it is
necessary to drop the assumption of a unique long run marginal cost curve
for the firm, which we have done.
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The distinction drawn in these curves between the short run and the long
run refers to the scale of plant. “The short run is taken to be a period which
is long enough to permit any desired change of output technologically
possible without altering the scale of plant, but which is not long enough
to permit any adjustment in the scale of plant. It will arbitrarily be
assumed that all of the factors can for the short run be sharply classified
into two groups, those which are necessarily fixed in amount and those
which are fully variable.’!¢ Viner went on to define the increases of the
scale of plant by asserting that ‘each scale will be qualitatively indicated
by the amount of output which can be produced at the lowest average cost
possible of that scale’.l” As our broadened concept of the average cost
curve is inconsistent with the existence of a unique average cost curve for
each scale of plant, we have to define the measure of the scale of plant in
another way.

Each long run average cost curve has associated with it a long run mar-
ginal cost curve. The plant which a firm would build if it were maximizing
the rate of return upon its total investment in plant is given by the tangency
of a long run average cost curve and the demand curve. This is equivalent
to the intersection of the long run marginal cost curve for that rate of
return and the marginal revenue curve. The plant that will be built is given
by this intersection and will determine a short run marginal cost curve.
Each short run marginal cost curve therefore represents a scale of plant. If
the firm is using a unique long run marginal cost curve in its planning, the
optimum scale of plant for the firm can be defined in terms of this long run
marginal cost curve’s intersection with the marginal revenue curve.
Inasmuch as the zero return on total investment has significance for sur-
vival (Chapter 6), we can define each scale of plant as the intersection of
the short run marginal cost curve with the zero return long run marginal
cost curve. The determination of the measure of the scale of plant is purely
arbitrary: all we have to do is to be consistent in our usage.

‘The long run is taken to be a period long enough to permit each pro-
ducer to make such technologically possible changes in the scale of his
plant as he desires, and thus to vary his output either by a more or less inten-
sive utilization of existing plant, or by varying the scale of his plant by some
combination of these methods.’!8 The ability of an existing producer in the
long run to change the scale of his plant as he desires leads us to consider
the relation between an existing plant and alternative plants. If we are really
interested in the static long run in our attempt to analyse the generating
factors for the coefficients in macroeconomic models, then we can ignore
the possible existence of variations in the production relations other than
along a uniquely defined long run production function. If we can restrict
ourselves to a unique production function we can unambiguously define
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investment as a movement from one point to another on a particular return
long run marginal cost curve.

However, if the time period which is relevant to investment decisions is
short enough so that existing plant is a relevant factor in the incremental
outlay!® necessary to increase the scale of the plant, we cannot analyse
investment in terms of a unique particular return long run marginal cost
curve. We have to distinguish between the optimum manner of producing
a given output at a given factor price ratio when no plant is in existence, and
the optimum way of producing a given output at a given factor price ratio
when the initial conditions include the existence of a plant. Of course, the
second alternative, where the initial conditions include the existence of a
plant, implicitly assumes that the relevant time period for our problem is
short of that time period in which the plant can be reduced to a zero pro-
ductive capacity, for in such a time period there is no difference between the
choice with no existing plant and with an existing plant.

In an iso-product map, the long run marginal cost curve is the rate of
change of total costs as you move along an expansion path. Short run
marginal costs are the rate of change of total costs with plant factors held
constant. If output is increased from O, to O,, as shown in Figure 5.12,
total costs (constant factor prices) are increased from L, to L, in the long
run, from L, to L) in the short run. However, there may be an inter-
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Figure 5.12  Production Conditions — Modification of an Existing Plant
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mediate time period (let us label it an investment period) in which plant
may be modified so that total costs fall from L) to L} and nevertheless total
costs are higher than they would be if, starting from scratch, a plant for
output O, were built. The dotted iso-product curve O} is the relevant curve
for plant expansion. It may be that in time a firm keeps on producing
output O, , the O} iso-product curve approaches the O, iso-product curve;
it may be that it never does. That is an element of the technique of pro-
duction.

The cost curves as defined here are transformations of a production
function. As such, once the factor price ratios are given (including the rele-
vant earning rate), the long run marginal cost is given too. We can define
the long run marginal cost curve as the marginal cost of a particular output
starting from no plant as an initial condition. We can also draw a longer
than short run marginal cost curve on the assumption that we are modify-
ing an existing plant. If the existing plant is a relevant variable in determin-
ation of investment decisions (in business cycle analysis it is necessary to
argue from where you are rather than in terms of long run timeless consid-
erations), then the long run marginal cost curve using an existing plant as
an initial condition is the relevant curve for the expansion of plant by a firm
with an existing plant.

For a given firm, therefore, we can distinguish two types of long run
marginal cost curves.2 One is a long run marginal cost curve in which the
firm completely ignores the existing plant: that is, a ‘new plant’ long run
cost curve. Another is a long run cost curve which considers the existing
plant as a given and modifies the existing plant. The modification long run
marginal cost curve never lies below the zero plant initial condition long
run marginal cost curve for outputs greater than the optimum output with
the original scale plant. For a given output larger than the optimum with
a given plant (factor prices fixed), the amount of capital which the modi-
fied plant will use is less than the amount of capital which the optimum
plant for that scale of output would use. That is, in Figure 5.12, the modi-
fied plant uses K’ of capital to produce the same output as a plant built
to produce O, but starting from scratch (zero plant) and using K, of
capital.

The relevant marginal cost curve for a firm with a given plant is different
from, and it lies above (for outputs greater than the original output), the
long run marginal cost curve drawn on the assumption that no plant exists.
For the expansion of the plant, the curve labeled LRMC' is the relevant
curve, and it always entails a smaller amount of investment for a given
output larger than O, than the long run marginal cost curve LRMC drawn
on the assumption that no plant exists. However, for a firm with an existing
plant, we have another long run marginal cost curve to consider — a long
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run marginal cost curve which has its zero point at the scale mark of the
existing plant and which is drawn on the assumption that no plant exists. If
the production function is such that there are some large factor indivisibil-
ities, so that the long run marginal cost curve has a negatively sloping
portion, there would be a range of outputs at which the long run marginal
cost curve (zero plant) would lie above the long run marginal cost curve
based upon modifications of existing plant. This long run marginal cost
curve is drawn in as LRMGC, in Figure 5.14. The investment planning curve
for the firm is then the lower of LRMC’ and LRMC,. Until output O, is
planned for, the optimum behavior of the firm would be to modify the exist-
ing plant; for outputs larger than O, the optimum behavior of the firm
would be to build another plant. However, for a given planned increase in
output, say from O, to O5in Figure 5.14, the investment needed to build a
new plant is greater than for modifying an old plant. Financing conditions
may modify the long run marginal cost curves in such a manner that the
output at which it would be desirable to shift from one expansion scheme
to another would change. It is obvious that if the plant is modified to let us
say the scale O,, the LRMC, would have to be drawn beginning at the
output O,, for the modification of capital equipment which is contained
in LRMC, has taken place. To the extent that the useful life of capital
equipment used in modifying plant is relatively short (a technical question),
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the firm may, after modifying its plant, still contemplate constructing a new
plant meaning that the LRMC, begins at O, rather than O,.

One aspect of the technological production function which is relevant to
our analysis may be mentioned in passing. It is assumed in the literature
that for any combination of inputs there exists one maximum output which
can be produced. There is another aspect of a firm’s production function
which is relevant to firm planning — the modification possibilities of the
plant. Plants built in expanding industries, plants built by optimistic entre-
preneurs may have built-in modification or expansion possibilities. The
purely technical input-output relations of the production function may be
based upon plants which have steeply rising investment period marginal
cost curves. The firm may choose a plant type which is inferior for a given
planned output but which has easier modification possibilities. Even
though for a given output the LRMC, defines the optimum plant, the plant
which leads to LRMC, may be built because of its easier modification
possibilities. The existence of such alternative production functions for a
particular output is relevant to our analysis, for whereas the plant that can
be modified easily entails a larger initial investment than the plant which
cannot be easily modified, the amount of investment which is induced by
an increase in demand is smaller when a plant is modified than when a new
plant is constructed.
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It is a question of fact, based upon technique, whether the plants in an
industry are easily modifiable or not. If plants are easily modifiable so that
the long run marginal cost curve for modifying plant does not lie appreciably
above the long run marginal cost curve, assuming zero plant, increases of
output in the industry would tend to be associated with increases in the scale
of the plant. If plants associated with an industry are not modifiable, we
would expect the increase in output in the industry to take place through an
increase in the number of plants. These technological production conditions
determine in part whether the industry will be an industry of few plants or
many plants; they are insufficient to determine whether the many plant indus-
try will be a few firm or a many firm industry. If plants are easily modified,
we would expect that the industry, all other things being the same, would have
fewer plants than an industry in which plant cannot be modified. However,
the range of output for which long run marginal cost is falling or not rising
would also be a determinant of the number of plants, and this attribute is
independent of modification possibilities. That is, the long run zero existing
plant marginal cost curve may be falling and still a plant once built may not
be modifiable. In this case a new firm, entering the industry by building a new
large scale plant, may succeed in destroying the value of existing plants.

The aim of this analysis is to identify movements along a long run mar-
ginal cost curve with the investment process in the economy. The long run
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marginal cost curve as it was originally drawn is a particular transform-
ation of the production function, based upon constant factor prices, and
upon the independence — because it is truly long run — of the long run mar-
ginal cost curve from the effect of existing plant upon the optimum way of
changing output. We have shown how for firms with an existing plant we
can draw a marginal cost curve based upon an investment period. If the
investment period is short in relation to the long run, this investment period
long run marginal cost curve is the relevant cost curve for some scale of
output changes. Beyond a certain range of output changes, the possibility
of constructing new plants dominates the modification of existing plant in
the alternatives confronting a firm. The long run marginal cost curve which
is relevant for investment decisions is not independent of existing plants for
firms with plants in the industry, but is a cost curve which for some ranges
of output changes determines that the firm will build new plants. For firms
with no plants in the industry, the zero plant long run marginal cost curve
is the relevant curve for investment decisions.

Any movement along the long run or investment decision period
marginal cost curve implies investment in plant and equipment factors.
The scale along the x axis is, however, an output scale. The ratio of plant
and equipment per unit of output is a scale factor which transforms the
change of output into a change of plant — that is, into investment. This
output—capital scale factor may vary significantly along a given period cost
curve with the extent of the change in output. We have already concluded
that a given increase of output achieved by the modification of a given
plant entails the use of a smaller increment of plant factors than the same
increase of output would entail if it were achieved by building the optimum
long run plant for that output. This solution is independent of the appear-
ance of redundant plant factors if a large scale plant, along the zero plant
marginal cost curve, is built, rather than achieving the same output by
modifications of the existing plant. The complex of marginal cost curves
we have derived enables us legitimately to identify movements along the
long run marginal cost curve as investment. However, before we can take
that up, we have to transform the long run marginal cost curves to take into
account the financing conditions for investment.

NOTES

—_

See Viner (1931).

2. Achange in factor costs or in production technique results in a shift of the ‘family’ of cost
curves. Such a shift in the family of cost curves may imply investment. This investment
would be autonomous or induced depending upon the basis of the factor cost change
which shifted the cost curves. Much of the later analysis will be carried on the basis of the
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existence of alternative families of cost curves for a firm, due to the internal determina-
tion of at least one element in capital costs, the normal profit rate.

Normal profit for a given plant is a lump sum which is determined by multiplying a fixed
value of capital by a normal profit rate.

The firm is a collection of plants. No firm is smaller than one plant, but a firm may have
several plants.

For all except the shortest run factors, the discounting process enters into determining
the price of the factors. The effect of this is smaller for the relatively short run factors
than it is for the relatively long run factors. This is true for the following reasons: (1)
‘interest charges’ on the cost of the factors is a smaller ratio of their price the shorter the
life of the factor; (2) short term interest rates are generally lower than long term interest
rates;(3) forecasts are better (risk is smaller) for short time periods than for long time
periods. In determining the relative prices of different factor combinations, a factor
combination which substitutes short run factors for long run factors has to be ‘costed’
on the basis of lower interest charges. The structure of financing conditions and firms’
risk evaluations are therefore relevant to the determination of the optimum-production
process. This is taken up in detail in Chapter 6, ‘The Survival of Firms.’

For a detailed exposition of the above, see Friedman (n.d.), p. 49. For outputs just less
than X, the short run marginal cost curves lie below the long run marginal cost curve.
The argument is symmetrical with the argument for outputs greater than X,

User cost is the difference in the loss of productive capacity of a plant which can be
imputed to using the plant, as contrasted with the loss of productive capacity of a plant
which occurs independent of its rate of use. Hence, a total variable cost schedule must
include the total of such user costs. This is the only cost item in a variable cost schedule
with a given plant that has to be estimated. In terms of the survival conditions, user costs
do not in the short run imply that any payments must be made by a firm; therefore, a
firm may remain liquid, and hence survive, even if total revenues are insufficient to cover
total variable costs.

See Friedman (n.d.), p. 53.

See Viner (1931), pp. 30-32. This ‘Ricardian Rent’ case is not relevant to investment deci-
sions as long as the plant factors are truly fixed. In such a case, for each ‘industry’ where
such fixed factors are used, there will be a rate of interest which transforms earnings into
the price of the factor. This rate at which the valuation of the fixed supply factors is made
does not have to be the rate which is used in decisions to acquire reproducible plant
factors by firms in the same industry.

See Lerner (1937).

Always assuming that the long run average total cost curve for each rate of return is U-
shaped.

In this we are following Viner: that there are only two runs, a short run and a long run.
‘It will be arbitrarily assumed that all of the factors can for the short run be sharply clas-
sified into two groups, those which are necessarily fixed in amount and those which are
freely variable’ (1931), p. 26.

In addition, we assume that the price of short run factors is independent of the interest
rate whereas the long run factors depend upon the interest rate.

See Viner (1931), p. 36, footnote.

See Harrod (1934) and Lerner (1937).

See for example: Stigler (1952), p. 141.

See Viner (1931), p. 26.

See Viner (1931).

See ibid., p. 38.

Implicit in this distinction in which the existing plant is relevant to the expansion tech-
nique is the financing problem which is discussed in the next chapter.

The argument is based upon the firm consistently using a fixed ‘rate’ in its planning.



6. The survival of firms

The apparatus that we have constructed, a family of average cost curves for
each plant and of planning curves for each production function, can be
modified to take into account the survival conditions for a firm. Survival
conditions are an effective constraint upon the behavior of firms. Therefore
these modified cost curves can be related to investment decisions. Survival
conditions have been defined as requiring that total money expenses be less
than or equal to total money receipts (ignoring whatever initial liquidity
the firm possesses) for every time period from the initial position to the
firm’s horizon. The objective phenomenon related to the survival of a firm
is its balance sheet structure. What we will do is construct cost curves which
take into account the effects of the balance sheet structure of a firm upon
its survival conditions.

We will first operate upon the cost curves to allow for the objective costs
associated with a balance sheet structure. We will then allow for the risk
associated by the firm with different balance sheet structures. These modi-
fied cost curves enable us to investigate how balance sheet structures and
changes in financial markets affect firm’s investment behavior.

The debts of a firm reflect the conditions which existed in the relevant
financial markets at the date when the debts were assumed. The survival
conditions therefore are measures of the effects that financial or money
market conditions have upon the behavior of firms. Such a generalization
of the theory of the firm to allow for money market phenomena is needed
if the theory of the firm is to be useful in analysing the quantity of invest-
ment which takes place.!

A firm in which the owners’ equity is greater than zero can make losses for
some time without becoming insolvent. The owners’ equity enables a firm
to weather such an adverse period and still survive. Whether or not such an
excess of costs over revenues impairs the liquidity of the firm depends upon
its behavior with respect to maintaining plant and inventories. Depreciation
and amortization allowances are included in costs. Therefore a firm may
make losses and still have current cash receipts greater than cash expenses,
and this may be used to increase the liquidity of the firm. On the other hand,
if the firm maintains its productive capacity,? by maintaining and replacing
plant and equipment, then the making of losses results in a loss of liquidity.
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In such a case the maintenance of the ability to pay debts when due requires
one of the following:

1. the firm begins with excess liquidity;
2. the firm sells assets to acquire liquidity;
3. the firm borrows (sells debt) to acquire liquidity.

Whether or not the firm maintains plant and equipment, the owners’ equity
is being reduced when the firm is making losses. This means that the sur-
vival conditions are deteriorating. These operating losses must be con-
trasted with the cash behavior of a firm while it is investing.? During a
period in which a firm is investing, its total cash expenditures may be
greater than its total cash receipts from its operations. The firm may, for
example, have acquired this cash by means of stock issues. In this case, the
total net worth of the owners is not being decreased. It is necessary to
distinguish between the decrease in cash balances due to operating losses
and that associated with investment. The above mentioned decrease of
cash balances associated with investment can be split into two steps:

1. the increase in assets (cash) and in net worth or debt when the finan-
cing takes place; and

2. the transformation of cash into an investment good; exchange of one
asset for another. The case under consideration occurs when, because
of operating losses, no asset is acquired by the firm in exchange for its
excess of cash spent over cash received.

A firm may have assets in its balance sheet which are not necessary for
its production process (government bonds, idle cash and excess inventories
are examples) or it may not. If it has such assets, a period of losses will
not necessarily result in a decrease of plant size. A period of losses results
in a decrease of owners’ equity. In the case where the firm has no super-
fluous assets, losses imply that either investment is not being maintained
or the firm’s debts are increasing with a constant plant size. In the case
where the firm has assets not utilized in production, the survival condi-
tions of the firm should take this into account by transforming the firm’s
balance sheet into one in which all assets are necessary for the production
process — eliminating from the balance sheet the liabilities which are most
harmful to survival. Of course, it is possible for a firm to have so large a
volume of assets superfluous to production that after all debts are can-
celed there still are more assets than are needed for production. Such a
firm is acting as an investment trust for its owners.

What assets are necessary for the production process? How much of a
cash balance is a ‘productive’ use of resources; how much of an existing cash
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balance is held by the firm for speculation or precautionary purposes? These
questions are, in fact, difficult, if not impossible, to answer on the basis of
the analysis of the balance sheet. When is an inventory a speculation and
when is it of a size necessary for the smooth operation of the plant? All of
these questions of fact in relation to the balance sheet position of a firm are
relevant to our attempt to analyse the survival characteristics of firms. Such
assets superfluous to production do improve the survival potentialities of a
firm. For long run analysis, however, they are irrelevant. The making of
losses over a long enough period will force a firm with superfluous assets into
the position of a firm with no superfluous assets, so that any further losses
will entail either a decrease of plant capacity or an increase in borrowing.*
We will use the wholly owned plant as a tool in our analysis and compare
survival potentialities of plants with debts to such wholly own plants. We
can therefore conceive of three types of balance sheets.

Type 1
Productive assets Owners’ equity
Type 2
Productive assets Debt

Owners’ equity
Type 3
Superfluous assets Owners’ equity

Productive assets

The typical firm’s balance sheet is type 2. Both the first and third type
balance sheet are superior to it; the third to the second, from the point of
view of survival. As we can divide the third type into two balance sheets,
we will use the first kind of balance sheet as our ‘zero’ from which to evalu-
ate balance sheet structure.

Type 3.1
Productive assets Owners’ equity
Type 3.2
Superfluous assets Owners’ equity

Productive assets
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The assets and liabilities of a firm — its balance sheet structure — require
further analysis. Given the production technique, plant size and factor
prices, each rate of output per time period requires that a specific value
and distribution of productive factors shall be under the control of the
firm’s managers.® These are the factors of production that the management
of the firm must have control over in order to carry on its operations. The
firm may obtain control over these necessary productive factors by means
of a number of different types of contracts. We need to distinguish
between two types of contracts by which a firm may obtain control over a
productive factor: either by purchasing or renting (or hiring) the factor. We
will take up the effects upon the survival of a firm of these different types
of contracts.

The total value of the assets that a firm can purchase is limited by the
value of the liabilities of the firm. The liabilities of a firm can be divided
into two classes: the firm’s net worth and its various debts. If the total assets
of a firm are increased, then either one or both of the two classes of liabil-
ities must be increased. The acquisition of title to productive factors which
is financed by an increase in net worth has different repercussions upon the
survival attributes of a firm than the acquisition of title to a productive
factor which is financed by an increase in the firm’s debt. When the pur-
chase of a productive factor is financed by debt, the firm undertakes two
responsibilities which it does not undertake when it finances the acquisition
by owners’ equity: first, to repay the debt when due, and secondly, to pay
the contractual service charges upon the debt instrument.®

A productive factor owned by a firm has a normal life span in the firm’s
production process, during which its value is reduced to zero or to a scrap
value. The total cost of the firm’s output over this time period includes the
cost of this productive factor. The purchase of such a productive factor can
be financed by means of a debt instrument. Ignoring service charges upon
the debt for the time being, if the dating of the debt is the same as the
normal life of the factor, then as long as total revenue is equal to or greater
than total costs the firm will be able to repay the debt when due and hence
to survive. Debt financing involves a firm in a fixed cash commitment over
the life of the debt, which in part determines the revenue that the firm must
have at each output if it is to survive. If the term of the debt is longer than
the normal life of the productive factor the survival conditions are easier,
and if the term of the debt is shorter than the normal life of the productive
factor the survival conditions are harder than if their periods are the same
length.

Renting or hiring does seem, on the surface, to be different from the pur-
chase of a productive factor. The cost of the productive factor does not
enter as an asset in the balance sheet of the firm and therefore no liability
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entry is necessary. However the rental contract does provide for a series of
cash outlays by the firm. Except perhaps for the dating of the cash outlays
a rental contract is equivalent, relative to the survival conditions of the
firm, to a purchase financed by a debt instrument: that is, it results in a
series of dated, fixed money payments.’

Let us consider a rental contract which provides for a number of fixed
monthly payments. This lease enters the firm’s calculations as a fixed money
cost. Alternatively, the firm might have financed the purchase of the asset
by a debt instrument. If the lease is for the same time period as the normal
life of the factor, then the series of cash payments will add up to the value
of the productive factor plus the interest and risk charges. A firm renting a
factor of production for the factor’s lifetime is confronted with the need to
meet cash payments equal to the value of the asset plus interest charges, just
like a firm which finances a purchase by means of a loan. Aside from risk
premiums, the two different types of contracts impose the same cash
requirements upon the firm. The distinction is not between rental or own-
ership of a productive factor; the relevant distinction is between equity
financing as against both the renting or the purchasing, by means of debt
financing, of a factor. If the firm finances the purchase of a productive
factor out of its net worth, the firm is required only to meet the cost of the
productive factor over the lifetime of the factor (no interest charges), and
this is required only to maintain the scale of operations of the firm, or the
size of the owners’ equity, not to assure the short run survival of the firm.

There are differences between debt-financed purchases and rental con-
tracts. For assets with a long life and many alternative uses, the type of debt
instrument a particular firm can use to finance its purchase may either be
short relative to the productive life of the asset or expensive. It is desirable
for the firm to rent such a productive factor. The alternative uses of the pro-
ductive factor make it a desirable asset for others to own. Such factors
would therefore tend to have a rental market. On the other hand, factors
which have specialized production attributes are undesirable factors for
others to own. The above considerations are relevant to the determination
of whether or not a particular productive factor will be one for which a sig-
nificant rental market will develop. They are not relevant to the effect of
rental versus ownership upon the survival of a firm.

As has been pointed out earlier, any given level of output, with a given
scale of plant, can be interpreted as requiring that a specific value and dis-
tribution of productive factors be under the control of the firm.® The net
worth of the firm determines what value of these necessary productive
factors can be controlled by means of equity financed purchase. Control over
the remainder necessary for a particular level of operation can be obtained
by either rental contracts or by debt financed purchase. These forms of
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acquiring control over production factors involve fixed money costs per
period of time which are independent of output; therefore, they are equiva-
lent as far as the survival conditions of a firm are concerned, and we do not
have to differentiate among firms as between these two forms of obtaining
control over productive factors. The significant thing is the addition of fixed
money costs independent of output, to the firm’s total costs schedule.

There are, of course, factors of production which are usually hired, such
as labor and short term bank loans that so rapidly enter into the produc-
tion process that short run variations in output will result in changes in
amount hired.? The commitment, for example, in hiring wage labor may be
no more than a guarantee of a day’s pay. Such extremely short dated rental
contracts do not involve a significant fixed money cost commitment inde-
pendent of output as longer run rental contracts do. On the other hand,
schemes such as a guaranteed annual wage may involve the firm in fixed
money costs commitments which are large enough to affect appreciably its
survival possibilities.

In what follows we will assume except for the rental of such short run
variable factors as labor, that a firm will acquire control over factors of pro-
duction whose value is greater than its owners’ equity by means of debt
financed purchase. It must be pointed out, however, that where we derive a
rising supply curve for factors of production to a firm because of the deteri-
oration of the firm’s financing conditions, as it increases its debts with a
fixed equity base, the firm may, if there is a well-organized rental market for
such factors of production, be actually confronted by an infinitely elastic
supply curve of the factor. The development of specialized financing
schemes, such as the equipment trust technique used by railroads, may be
considered as due to the desire of firms to circumvent the deterioration of
terms of straightforward debt financing by a firm. In these circumstances,
such specialized debt instrument financing techniques may really be more
like rental than debt financed ownership arrangements.

The scale of the plant will uniquely determine the value of the entry
under the heading plant and equipment in the balance sheet of the firm.
The level of operation of this plant will determine the size of the cash
balance, the value of other liquid assets, and the value of the various types
of inventories such as stockpiles of raw materials, goods in the process of
production, and finished goods, that firms will need for the most efficient
operation at the output level under discussion. This necessary level of
inventories may be seasonally variable, witness the stockpiling of iron ore
in the summer by steel mills, and the accumulation of inventories of fin-
ished goods for which the demand is highly seasonal in the hands of both
processors and retail outlets. Therefore, given the seasonal pattern of either
the production process or of demand, the level of inventories is a function
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of the scale of output, and with a given plant the optimum size of inven-
tories will vary uniquely with the output of the plant.

The volume of cash which a firm has in its balance sheet will also be a
function of its level of output. We can consider Keynes’ three attributes of
a cash balance as being relevant to the firm as well as the household: firms
can hold cash for transactions, precautionary and speculative purposes.
Transactions cashin a firm’s balance sheet is determined by the level of oper-
ations of the firm and the price level. The need for precautionary cash arises
from the dated nature of the liabilities which a firm has and the dated nature
of the payments it receives. An excess of cash over that amount strictly
necessary for transaction purposes facilitates bridging the time gap between
receipts and expenditures and allows for the easy overcoming of trifling
unforeseen occurrences which plague every real world operation. The pre-
cautionary cash can be likened to the minimum stockpile of raw materials
that a firm tries to keep in hand so that production would be uninterrupted
by minor interruptions in the transport system. The speculative portion of
cash balance is irrelevant for our analysis of the firm as a production unit.
As has been mentioned earlier, a firm may be used as an investment trust or
as a vehicle for financial operations by its owners. Speculative cash balances
are of that nature. Decisions on the part of management to speculate by
increasing the cash balance, however, are relevant to the analysis of invest-
ment decisions by the firm.

The financial assets other than cash in the firm’s portfolio, such as
accounts receivable and government bonds, arise from two sources.
Accounts receivable depend upon the level of operation of the firm in the
recent past. Government bonds are a way in which the firm may hold its
speculative or precautionary cash. The volume of accounts receivable
which is extant at any time in a firm’s asset structure is determined by the
level of operations of the firm, the payment habits of its customers, and the
firm’s policy in respect to the discounting or factoring of its accounts receiv-
able. If accounts receivable are discounted, this means that cash is increased
and a contingent liability is accepted by the firm. This offsetting asset and
contingent liability entry is a means by which the firm, at a price, can change
its customers’ payment habits to accommodate its own ends. The significant
element in the above is that a given level of output per period of time results
in a given volume of cash plus accounts receivable plus inventories of fin-
ished goods being entered into the asset side of the balance sheet.

The structure of the assets of a firm is determined by the following vari-
ables: the scale of plant, the level of operation of the plant over a time
period, the temporal nature of both the demand for the product and the pro-
duction process, the risk attached to the assets and the requirements
imposed by the liabilities (which accounts for precautionary cash and other
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assets) and the firm’s behavior with respect to the discounting of its short
term assets. Given the values of the above, the volume and distribution of a
firm’s assets are determined. Any asset total greater than that so determined
(as everything is scaled to the size of plant, the plant and equipment items
are constant) involves the use of the firm by its management for something
more than the production process: for ‘speculative’ or ‘investment’ purposes.

The liability side of the balance sheet also has a structure, but this struc-
ture cannot be so intimately related to the production process of the firm.
The liability structure is more a matter of choice by the firm’s management.
As each size of plant and level of operations of a plant requires that a given
value of assets be under the control of the firm (abstracting from those
precautionary asset holdings which are determined in part by the structure
of the liability side of the balance sheet),the total liabilities for each level of
operation of a scale of plant are determinate. The money market institu-
tions determine the alternative financing techniques available to a firm, and
the conditions under which the firm can use each financing technique so as
to acquire sufficient resources to obtain the assets necessary for a given level
of operations.

The attributes of liabilities which are relevant to the behavior of a firm
are the money costs which are attached to each liability, the date upon
which payment of each liability is due, and the penalties under the law for
non-payment of obligations as their due date occurs. The various liability
forms can be scaled in relation to these attributes. In respect to these attrib-
utes equity financing is the ideal: the necessary costs are zero — all equity
returns being contingent; there is no repayment date; and the penalty for
non-payment of dividends is not necessarily a loss of control of the firm by
the owner.10 The other liability forms entail both a cost and a due date. The
cheaper the costs, the more desirable the liability; and the further away the
due date, the more desirable the liability. The money market behaves so
that, for a given scale of operations, the larger the proportion of the assets
of a firm which are financed by debt instruments, the less desirable the
liabilities of the firm are as financial institutions assets, and therefore
the less desirable are the liabilities which the firm can have. A scale of oper-
ations is here defined as the level of operation of a given plant size, for
financing terms are not independent of the assets which a firm possesses.
For example, two firms in the same industry may produce the same output
even though the size of the plant is different: the smaller plant would be uti-
lized more intensively in such a case. For the production of this output, the
firm operating the smaller plant would have a larger proportion of its total
assets in the form of inventories and cash and accounts due than the firm
operating the larger plant. The money markets normally operate so that the
terms on which a firm can borrow if it has short term assets are superior to
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the terms on which a firm can borrow if it has ‘plant and equipment’ assets.
Therefore, the balance sheet of the firm which uses a small plant intensively
will exhibit a more preferred class of liabilities than the balance sheet of the
firm with the larger scale plant.

Balance sheets of firms which exhibit debt instruments on the liability side
differ in the cost per unit of debt and in the average term of the debt. Both
a higher cost per unit of debt, and a shorter average term of debt impair the
survival chances of a firm, all other things being the same. A balance sheet
of a firm is said to deteriorate as (1) the average cost of liabilities which the
firm has increases; (2) the average term of the liabilities decreases (if the dis-
tribution of the asset side of the balance sheet remains fixed); and as (3) the
ratio of equity to total liabilities decreases. The significance of the qualifi-
cation added in regard to the distribution of assets is that there are limits
within which the balance sheet cannot be said to deteriorate appreciably if
the firm adds short term assets, such as inventories and accounts receivable,
and short term liabilities simultaneously. The three criteria of balance sheet
deterioration are not independent, for the ratio of equity to total assetsis an
important determinant of both the cost per unit of debt and the term of the
debt. Therefore, the fundamental attribute of the balance sheet is the ratio
of equity to total assets.

Balance sheet deterioration affects a firm in two ways: it does mean that
a larger total revenue is needed at each level of operations if the firm is to
survive, and the shorter term of the debt does make the liquidity conditions
more stringent. From the standpoint of survival of the firm, the ideal
balance sheet is one in which equity is the only liability entry. Therefore, we
shall use this type of balance sheet as a zero point in our analysis.

The total assets needed by a firm with a fixed plant vary with the level at
which the plant is operating. A given value of total liabilities is sufficient to
finance the acquisition of assets needed to operate a given plant at a particu-
lar level. The operation of such plant at any higher level entails an increase
in both assets and liabilities. The assets that would be increased would be
entered under the headings of cash, inventories, or accounts receivable. The
liabilities added would usually be of the short term variety such as payables
and borrowings. If the level of operation of the fixed plant falls below that
level which can be financed without borrowings, goods in the process of
production and receivables decrease; and as the liability side of the balance
sheet has a minimum value equal to the owners’ equity, the asset side would
show either an increase in the cash balance above that level necessary for
current production, an accumulation of the finished product or an increase
in those investments which are superfluous to the production process. This
means that a fixed owners’ equity is sufficient to operate a given plant at
some particular level. The financing of any level of operations of the plant
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greater than this involves borrowing, and the operation of the plant at any
level lower than this involves an increase in speculative and investment
assets in the firm’s balance sheet.

The cost curves as drawn up to this point are transformations of the pro-
duction function. They are the cost curves of plants. If competition is
assumed in the factor market, a firm may use any volume of the factors of
production at unchanging terms. The assumption made in drawing such
plant cost curves is that there is no financing problem involved in changes
in the level of output. However, if we assume a given dollar value to owners’
equity, there is a relation between the scale of plant and the level of oper-
ation of that plant which the owners’ equity can finance. In what follows we
will for expository purposes assume that there is a one to one correspond-
ence between a firm and a planning curve. In the real world a firm may own
a number of plants, which may be associated with different production
functions. This assumption is a deviation from the reality of a ‘conglomer-
ate’ firm.

A conglomerate firm has the same incremental relation between finances
and changes in any output that we will derive. The finance terms are associ-
ated with the balance sheet of the firm rather than with any attribute of the
plant. However, for such a conglomerate firm we do not have a unique rela-
tion between the level of operations of a scale of a particular plant and the
owners’ equity. Our assumption is made to elucidate the effect of debt
financing upon costs. For firms which are financing a portion of their oper-
ations by debt, the relation between a change in output and a change in costs
isindependent of the identification of owners’ equity with the financing of a
scale of operations of a given plant. Therefore, for the incremental analysis
we are not subject to a significant error by our assumed planning curve-firm
relation.

Let us consider the relation between cost curves and the balance sheet of
afirm. Each short run marginal cost curve represents a fixed plant. This plant
has a value. Each output per price period that this plant can produce requires
a determinate flow of short term factors, which, in turn, implies a value to
the short term assets in the firm’s balance sheet. For each size of plant we can
therefore state the maximum output that the fixed owners’ equity of a firm
can finance. With each plant, any larger output implies a recourse to debt
financing. In Figure 6.1, the fixed equity of a firm can finance output ¢, by
the plant SRMC,, output ¢, by plant SRMC, and output ¢, by plant
SRMC;. The fixed equity is just sufficient to purchase plant SRMC,, so that
no working capital can be financed without borrowing. The owners’ equity
is not sufficient to purchase plants larger than SRMC,.

There is a change in the cost conditions confronting a firm at that output
which can be financed wholly by owners’ equity.!! At that point, in addition
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to the market costs of the factors of production, the firm has to add finan-
cing costs. The cost curves not only have to take the cost of factors of pro-
duction into account; they have to take into account the cost of financing
the outputs. With a given size of plant, the amount of working capital
assets which a firm has to have in its balance sheet is a function of output
and the prices of the variable factors. The appropriate total cost diagram
not only includes the costs of the productive factor, it also has to include
the costs of financing their acquisition. To the total variable cost diagram,
for every level of output greater than that level which the firm can finance
out of its own equity, the cost of financing that level of operation has to be
added. If we assume a constant interest rate on such financing, and if the
amount of such financing is a linear function of the level of output greater
than that which can be financed by the firm’s own resources, the total cost
curve for this element of cost is a straight line with a slope equal to the inter-
est rate times the financing necessary per unit of output. If outputs smaller
than that amount which can be financed by internal funds are to be pro-
duced, the firm may earn a return on these superfluous funds. As the return
which a firm can earn by investing such superfluous funds is generally lower
than the cost of the funds it borrows, the cost of financing curve will have
different slopes for outputs lower than the output which can be financed
internally than it has for outputs which require borrowed funds. Hence,
even if we take the opportunity costs of owners’ equity to be greater than
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zero, the total cost curve has a sharp change in slope at the largest output
that owners’ equity can finance.

The effect of the addition of financing costs upon the marginal and
average cost curves is to introduce discontinuities in these curves. The
average cost curve has a sharp change in slope, the marginal cost curve a
discontinuity at the output which can be financed internally. If the rate at
which output can be financed changes continuously, there is only one such
discontinuity in the marginal and average cost curves, whereas if these costs
change discontinuously, there is a whole series of such discontinuities. In
Figure 6.3, output g, is the output which can be financed internally,
whereas any output greater than that involves the use of borrowed funds.
AC, and MC, are average and marginal cost curves ignoring such financing
charges; AC, and MC, are these curves including the financing charges.

If Figure 6.3 is for a firm in a competitive industry, any market price
between p, and p, will result in the same output. At any price greater than
D, the firm will produce less than it would have done if there were no finan-
cing costs. However, the profit earned on owners’ equity will be greater than
if the firm restricted itself to the level of operations that could be financed
internally.

In the short run, with no superfluous assets in the original balance sheet,
the survival condition is that total revenue is greater than the total variable
cost associated with the particular plant (the total variable cost curve in this
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case does not even have to include the user cost of capital). In the long run
(in this case the existence of superfluous assets is irrelevant), the survival
condition is that total revenue yields not less than a zero rate of return on
owners’ investment. In the long run the firm can in this case maintain its
plant intact, pay any debt charges, and, assuming the dating of its borrow-
ing is appropriate, repay its debt when due and maintain its size by borrow-
ing again. The zero rate of return to owners’ investment has to be
underlined. This means that the long run survival conditions depend upon
the balance sheet structure of firms. A firm which has no debt—for example,
wholly owned plant and working capital — has easier survival conditions
than a firm which debt finances a portion of its plant or working capital.
The zero debt firm can survive with a zero return on total plant and working
capital, whereas a firm whose assets are financed in part by debt instruments
can survive only by meeting its contractual interest payments. To survive,
such a firm can earn a zero return only on that portion of its asset structure
financed by owners’ equity. Again it must be emphasized that a plant may
satisfy the survival conditions and still may be earning so little that liquida-
tion is desirable.

Therefore, for a particular plant, the average cost curve, which is identi-
fied as the survival average cost curve, must take into account the balance
sheet position of the firm. This average cost curve asserts that the plant
associated with the given marginal cost curve, and with the given structure
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of debt in its balance sheet, can survive over all time in the future only if
the per unit revenue associated with any output is always greater than the
per unit cost of that output which is shown by the survival average cost
curve. As soon as the balance sheet changes, with the same plant, the sur-
vival average cost curve changes. If a firm that makes profits above divi-
dends retires a portion of its debt, its survival average cost curve falls. The
minimum survival average cost curve is the average cost curve associated
with a zero return on the total investment necessary to operate a plant at a
given level. It is the effective survival average cost curve only for a firm
which, when operating that plant at that level, has zero debts. As a firm’s
debts approach zero, the survival average cost curve approaches this zero
return on total assets average cost curve.

We can also draw long run cost curves which represent zero return on the
total capital necessary for the operation of each size of plant at some par-
ticular level. Insofar as superfluous assets can always be held in the form of
cash, and there are no costs attached to the holding of cash, this curve can
be considered as the zero return cost curve for a firm which has an infinite
equity. That is, the zero return curve is the same for all plants and levels of
operation which can be financed by owners’ equity. For each size plant we
can also draw the short run survival conditions — that is, the average vari-
able cost curve — excluding the depreciation cost on the plant and equip-
ment. These two curves are the same for every firm in the industry with a
given size plant. They are independent of balance sheet structure, being
transformations of the production function. The larger the proportion of
assets, for a given size plant at a given level of operation, that is financed by
borrowed funds, the higher the survival average total cost curve; also, the
less advantageous the terms upon which a particular firm can borrow, the
higher the survival average total cost curve. We therefore find that in an
industry where firms have identical size plants the survival conditions will
vary for the different firms.

The addition of the balance sheet structure to a firm’s attributes enables
us to handle the effect of a deterioration in demand conditions for a
product upon the forced exit of firms from an industry, and it enables us
to give a more concrete meaning to the idea of a marginal firm in a com-
petitive industry. Let us take a competitive industry, and assume that a
shift of the market demand curve to the left occurs. This appears to each
firm as a fall in its horizontal particular demand curve. If the firms in the
industry have different balance sheet structures, the survival conditions
will reflect these varying balance sheet structures. The total variable cost
curves and the average and marginal cost curves in Figures 6.4 and 6.5 are
the survival curves for firms with identical plants but having different
balance sheets. One firm can finance only the level of operation given by
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g, without borrowing; another firm, ¢,; and a third, ¢,. For all levels of
output greater than q,, the survival average total cost curve for the firm 1
lies above that for firms 2 and 3. If we assume that regardless of the
amount of borrowing, the interest rate and the borrowing per unit of
output remain the same, the marginal cost curves for all firms, once they
begin borrowing, are the same as they are for that level of operations
which can be financed out of internal funds.!?

If » and B are the same for all firms and are also independent of the
amount of borrowing a firm does, the marginal cost curves for all firms
which borrow to finance a part of their operations are the same. If ris a
function of the amount of borrowing a firm does such that dr/dBg > 0, so
that the interest rate increases with the amount of borrowing, then the
marginal cost curves for all firms which borrow to finance a part of their
operations are not the same — the firm which borrows a smaller proportion
will have a lower marginal cost for each output — or it can produce a larger
output at a given marginal cost.!3

A firm whose balance sheet has no debts, for example the firm whose sur-
vival curve is marked ATC, in Figure 6.5, could stand a fall in the market
price to p, and still survive, whereas a firm whose balance sheet is such that
it has the survival average cost curve marked ATC, as its survival curve,
could not survive a fall in the price of the product below p,. If we assume
identical plant and equally efficient management, the survival conditions
reflect the financial structure of the firms. A marginal firm therefore can be
defined as a firm whose survival conditions are such that any fall in the
market price of the product will cause an end to the firm’s existence (or a
decrease in the ‘owners’ equity’).

The survival cost curves for a particular firm will shift with the occurrence
of many events of business life which are to a firm fortuitous. A firm which
finances a large part of its activities by means of bank loans will be adversely
affected by a tightening of credit which raises interest rates or shortens the
term of available financing. This will mean that a given level of activity will
now result in a higher average cost curve being the survival average cost
curve. Deterioration of the quality of its assets, such as occurs when a firm
has a deposit in a bank which fails, also results in an upward shift in the sur-
vival curves for particular firms. Business history is full of otherwise healthy
firms which did not survive as the result of such fortuitous occurrences to
the particular firms (for example, events independent of its management or
of the behavior of the market for its product).!* A change in the price of its
product will result in losses or gains by a firm. Such gains or losses will either
raise or lower the survival average cost curve for a particular plant. A firm
which has sizeable inventories will suffer a sharp rise in its survival average
cost curve if the price of its inventories falls. The impact of a ‘downturn’in
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business activities upon the failure of business firms operates through a rise
in the survival average cost curve of those firms which finance a large part
of their operations by means of debt instruments.

The long run survival average cost curve for a firm has to include the
effects of the method by which plants of varying size would have to be
financed. Let us examine this more closely, with the aid of figures.

Let us assume that a given firm can finance the operations of a fixed plant
(represented by one short run marginal cost curve 1) at a level ¢, by its own
funds (equity financing). Let us draw the zero return long run average and
marginal cost curve for the production function of this firm. These zero
return cost curves are based upon the expansion path in which the internal
rate of return is zero. Let us assume that this firm plans its plant on the basis
of a rate of return 7 > 0 so that we can also draw the long run average and
marginal cost curves for this rate.!’> The long run zero return, and the long
run planning return 7 curves are the basic relations upon which is based an
analysis of a firm’s behavior when it has a finite equity.

Under the above conditions, if the firm had an infinitely elastic supply of
equity financing, the optimum plant for the firm would be determined by
the intersection of the marginal revenue curve and the long run marginal
cost curve based upon the rate 7. In the above figure, the optimum plant for
the firm is given by SRMC,. The output it would produce is ¢,, the price of
the product p, . However, the owners’ equity available to the firm, which

Price
LRMC:;
LRMC,O
SRMC,
p SRMC, LRAC;
P, LRAC,O
\_/
q, q, Output

Figure 6.6
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enables it to finance output g, by plant 1, is insufficient to finance output of
g, by plant 2. The optimum plant for a firm to build must take into account
the terms available to the firm to finance scales of operations greater than
the output which its own resources can finance.

In order to build and operate a plant greater than size 1, the firm has to
resort to ‘debt’ financing. For firms that equity finance, the short run
average cost curve for plant 2, which is tangent to the long run average
cost curve for zero return on total capital, represents zero returns on
owners’ equity. For firms which debt finance a portion of their assets, a
higher short run average cost curve represents zero returns on owners’
equity. This survival short run average cost curve indicates the prices and
quantities of the output of the firm produced by the given plant which
enables the firm to pay all its financing costs (including the repayment of
the debt when due) without decreasing the owners’ equity. Another higher
SRAC curve defines the set of prices and quantities which enables the firm
to pay all its financing charges and earn 7 on the owners’ equity. The
financing charges are greater than zero. However, they may be greater
than, equal to, or lower than 7. If they are less than 7, then the SRAC curve
which enables the firm to pay 7 on owners’ equity lies below the LRAC
curve for 7.0 If the financing charges are greater than 7, then the SRAC
curve which enables the firm to pay 7 on owners’ equity lies above the
LRAC curve for 7.

Given the owners’ equity and the financing conditions confronting the
firm, we can determine the short run average cost curves for each scale of
plant which will yield zero and 7 on owners’ equity.!” The envelope of these
zero and 7 returns on owners’ equity cost curves determines a long run zero
and 7 return average cost curve. This enables us to determine long run mar-
ginal cost curves for the firm that, together with the marginal revenue curve,
determine the optimum plant.

In the above figures, it is assumed that output ¢ can be financed by the
firm’s equity. Outputs greater than § have to be financed by debt. The long
run total cost curve that yields 7 on owners’ equity (LRTC';) and the long
run total cost curve that yields zero on owners’ equity are parallel for
outputs greater than §. This means that there is a unique long run marginal
cost curve (LRMC") for outputs greater than 4. This gives us the important
result that the long run marginal cost curve which determines the optimum
plant for firms that finance their operations by debt is independent of
the planning rate that the firm may use. The above is based upon a
‘heroic assumption’ that the capital output ratio is the same no matter what
the value of 7 and for short term and long term factors; that there is strict
complementarity between such factors. If the capital output ratio is greater
for long term than for short term factors, the output § would be produced
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with a smaller quantity of capital, the higher the internal rate used in plan-
ning, and a given owners’ equity would be able to finance a larger output.
In this case the LRMC" would become the effective marginal cost curve at
a greater output. The above also assumes that the same financing terms
apply to long term and short term capital.

The difference between the total cost, zero returns and the total cost 7
returns for any output greater than that which can be financed by owners’
equity is a constant, 7, times the owners’ equity. Therefore, the LRAC;
approaches LRAC,, as output increases beyond that which can be equity
financed. Hence the difference between the 7 yield price and the zero yield
price decreases with output. Therefore, given 7, the larger the debt financed
output planned for, the smaller the fall in price which would result in a firm
changing from making profits to making losses. The size of the fall in price
which could be withstood without such losses can be considered as a
measure of risk. The greater the fraction of output that is financed by debt,
the greater the risk of losses.

We now have cost curves which take into account financing conditions.
The financing constraint may be looked upon as one possible explanation
for the finite size of firms where the production function does not exhibit
decreasing returns to scale.!8 If financing conditions available to a firm
deteriorate as debt increases, the long run marginal cost curve which reflects
these financing conditions would be a rising curve, even though the long
run marginal cost curves without these financial constraints taken into
account are not rising. This device enables us to reconcile the existence of
prosperous plants of different size in an industry where the same produc-
tion technique is available to all firms. A firm in which the equity invest-
ment is large can build a larger plant and survive earning zero returns
on that plant more easily than can a firm in which the equity investment
is small.

We can investigate the effects upon plant size of different behavior pat-
terns in the money market. If, as is often claimed, the large firm can tap
financing sources not available to the small firm so that financing charges
per unit of debt are smaller to the large firm, the result would be that with
a production function that has constant returns to scale a given percentage
of debt financing to equity financing will result in a smaller rise in per unit
costs for the large firm than for the small firm. Therefore, the long run mar-
ginal cost curve for the large firm will lie below the long run marginal cost
curve for the small firm, adjusted for the scale of owners’ equity. On the
other hand, if the money market is such that lenders weight the dollar value
of loans more heavily than the relation of loans to equity, the larger firm’s
long run survival marginal cost curve will lie above the long run survival
marginal cost curve for the small firm, again adjusted for the scale of
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owners’ equity. The behavior of the money market, therefore, may be a rele-
vant factor in determining the industrial organization of an economy. The
money market may be neutral as between different scales of firms; it may
support the growth of a few large firms; or it may abet the development of
many small firms.

So far we have represented the survival conditions as a transformation of
the original set of cost curves to take into account the costs of financing.
This aspect deals with an objective market phenomenon, and it could just
as well be interpreted in terms of a rising supply curve, to the particular
firm, of a factor of production, finance. That is, with a given owners’ equity,
the greater the amount that a firm borrows, the higher the cost of borrow-
ing; and the cost curves should take this change in the price of the factors
of production into account. The money market operates so that each firm
is confronted with a ‘monopsonistic’ supply curve of at least one factor of
production — finance.

However, it is not only the quantity of debt financing and the incremental
cost associated with it that is relevant to the analysis of a firm’s continued
existence. The survival conditions of a firm also depend upon the require-
ments imposed upon the firm by the nature of its liabilities. The relation
between the amounts of particular types of liabilities and assets in a firm’s
balance sheet determines not only the cost of financing but also a set of con-
straints upon the behavior of the firm which are derived from the effect of
different balance sheet structures upon the survival chances of a firm.

We can operate upon the family of average cost curves so as to take into
account the subjective risk and uncertainty associated by the entrepreneur
with different balance sheet structures. This subjective evaluation of balance
sheet structure is a particular version of “The Principle of Increasing Risk’
associated with Kalecki.!®

Let us assume that a particular output with a given size of plant can be
financed by owners’ equity. A larger plant can be financed only by resort-
ing to borrowed funds. The cost curves as drawn earlier took into account
the objective costs associated with the best method available to the firm of
financing various outputs. In addition to this objective cost of debt finan-
cing, each dilution of equity which takes place as increasing proportions of
the output are financed by debt instruments involves an increasing risk to
the entrepreneur that he may lose his own investment, that he may lose his
valuable organization. We might say that the increasing objective cost of
financing as equity is diluted by borrowed funds represents the lender’s risk,
and what we wish to add now is the borrower’s risk of loss of his valuable
organization as his balance sheet deteriorates. This can be represented as
a long run marginal and average cost curve, which lie above the cost curves
that took financing charges into account.
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Although this new long run marginal cost curve is a representation of the
state of mind of the firm, we can construct it. Just as we drew zero and plan-
ning rate return on owners’ equity long run cost curves, we can draw a long
run average cost curve for each positive rate of return on owners’ equity.
These curves have to be adjusted as compared to the zero return on owners’
equity for scales of output lower than the largest output which can be
wholly financed by equity. For the zero return curve, superfluous equity
caused no trouble. For outputs smaller than the maximum output which
can be financed wholly by owners’ equity, the fixed return on owners’ equity
curve will be drawn so as to yield this return on the minimum investment
necessary to finance this scale of operations. That is, for outputs smaller
than the largest output which can be financed by owners’ equity, the fixed
return average cost curves yield the return on the investment necessary and
a zero return on any superfluous assets.20

In Figure 6.9 the firm can finance an output of ¢, by means of its equity;
any larger output involves the firm in debt financing. The dotted lines drawn
in the figure are the zero return long run average and marginal cost curves
assuming that the operations are financed internally. For all outputs greater
than ¢, the internally financed zero return average cost curve lies below the
zero return average cost curve where a portion of the operations is financed
by debt. The difference between the minimum price which a firm can stand
and still survive with or without borrowing is a measure of the risk that the
borrower carries. We assume that for each such increase in risk there is a
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minimum gain which the entrepreneur will have to expect in order to take
this risk, this minimum gain increasing with the risk. This minimum gain can
be transformed into a positive return on the owners’ equity. Therefore, the
planning long run average cost curve which allows for risk involves, for each
balance sheet which has debt in it, a return greater than zero, and this return
greater than zero increases with the deterioration of the firm’s balance sheet.

For each output greater than ¢,, which can be financed internally, the
firm in planning considers a larger return than 7 on owners’ equity as com-
pensation for the additional risk it carries by borrowing. A new long run
average cost curve therefore can be drawn to replace the 7 return on owners’
equity curve as the planning curve: this curve yields an increasing return on
owners’ equity as debt financing increases.

In Figure 6.10 the management is assumed to consider a return of r; on
owners’ equity as equivalent to 7 when it finances ¢,— ¢, by borrowing. A
return of r, on owners’ equity is regarded as equivalent to a return of 7
when it finances ¢;— ¢, by borrowing. This new average cost curve
(LRAC]dr/dg]) based upon rising rates of return determines a marginal
cost curve. This marginal cost curve (LRMC[dr/dg]) measures the incre-
mental risk which the firm undertakes in addition to the incremental pro-
duction and financing costs. The optimum scale of plant and the optimum
proportion of debt financing for a firm is given by the intersection of this
marginal cost curve and the marginal revenue curve.?!

It is obvious that as the borrowers’ risk premium increases, the slope
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of the effective marginal cost curve increases more rapidly than the change
in the objective financing rate indicates. If the risk premium increases
rapidly, the planning marginal cost curve approaches a vertical line. In this
case, no matter how much the demand for the product of the firm increases,
the firm will not increase its borrowings, and therefore, no investment by
the firm will result from a rise in demand. In such a situation, a necessary
prerequisite for the accelerator to operate for the firm is that the equity
interest increase. The risk factor implicit in financing investment by
borrowing can act to break an accelerator expansion.

The optimum scale of plant and level of operations of a scale of plant by
a firm depends upon two factors in addition to those usually considered in
price theory. These are: (1) the charges which a firm has to pay in order to
finance outputs greater than its equity can finance; and (2) the evaluation
by the firm of the risks that it bears as a result of financing part of its oper-
ations by debt instruments. The impact upon firms of developments in
financial markets centers around these two elements.

To a firm that is financing a part of its operations by debt, a rise in the
market rate of interest raises (upon refunding) the survival short run
average cost curve. Prior to the rise in interest rates, if the industry was in
equilibrium, the expected returns on owners’ equity were just sufficient to
compensate the firm for the risk it was running due to its balance sheet
structure. As a result of the rise in interest rates, the gap between the sur-
vival price and the market price is reduced. The marginal cost of the output
is now greater than the price of the output. The firm has too great a debt
load for its expected earnings and the entrepreneur can:

1. reduce the scale of operations (and, in time, the scale of its plant),
thereby decreasing the firm’s debt load. This will lower the required
difference between the market price and the survival price;

2. increase the equity base, which also lowers the survival average cost
curve, and also decreases the required difference between the market
price and the survival price.

In Figure 6.11 the firm has an equity base sufficient to finance the pro-
duction of ¢,. At a market rate of interest r, and a price of the product p,
the firm builds the plant given by SRMC,. A rise in the interest rate to r, > r,
raises both the LRAC,, and the LRMC, . This also raises the LRAC’, and
LRMC’, which take into account the risk borne by the firm due to debt
financing. Therefore, with a given equity base the optimum scale plant is
reduced. If the firm still desires to retain the scale of plant given by SRMC,,
an increase in the equity base to the amount that is sufficient to finance ¢,
is called for.
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The impact of a stiffening of financial market conditions is to raise the
desired ratio of equity to total assets. In a later chapter we will systematic-
ally consider the relation between shifts in firms’ demand curves and
induced investment as it is affected by changes in the financial markets.

With a given plant, and a given debt structure, the firm’s survival short
run average cost curve is determined. This determines the minimum price
of the product consistent with the survival of the firm. The debt structure
also imposes a series of due dates upon the firm. A fall in the price of the
product below this minimum price means that the firm is not earning
enough to repay the debt when due and to pay the service charges on the
debt. A firm in such a case may either sell assets or borrow more. In either
case, the survival average cost curve rises.

A reaction of an existing firm to the constraint imposed by its debt struc-
ture is to attempt to ‘pay off’ debt. An entrepreneur, whenever the price of
its product is greater than the price which yields zero return on its own
investment, may use this income to:

(a) pay dividends;

(b) increase his equity base and use this larger equity base to finance plant
expansion;

(c) increase his equity base and use the retained earnings to repay debt.
What combination of (a), (b), or (c) the entrepreneur uses depends



152 Induced investment and business cycles

upon his forecast as to the expected market price of his product. If his
forecast is that market conditions are favorable, the optimum use of
earnings is to expand plant; if his forecast is that market conditions
are unfavorable, the optimum use of earnings is to lower debt.

The use of retained earnings as a basis for plant expansion means that
the savings which are taking place are being used as an equity base. If the
ratio of borrowings to equity is A, an expansion of investment by (1 +\)
savings is possible without a deterioration in the ratio between equity and
debt financed capital. If a firm uses retained earnings to pay off debt, then,
for the firm, the ratio of equity to debt increases. The savings of the firm
have been channeled into ‘institutions’ which own debt. If the institutions
which finance investment by owning equities and which finance investment
by owning debt are strictly compartmented, then the retained earnings of
the firm have increased the debt financing ability of the economy. If lenders
look at the ratio of equity to debt in the balance sheet of firms as the
standard to be used in their lending activities, such growth in debt finan-
cing ability, unless there is an increase in equity financing from some other
source, would imply that a deterioration of the ratio of equity to debt
financing for other firms is necessary if the earnings of the firms that
expand equity to reduce debt are to be transformed into investment
demand.

A period of expansion of firms’ plant by means of debt financing of
investment can be followed by a period in which firms are saving in order
to repay debt. Such savings may result in a ‘relative shortage’ of equity
financing or of ‘venture capital’, especially if the debt financing institu-
tions are limited by law or custom in their portfolios. The rationale for
such behavior of firms is that repaying debt lowers the product prices
which are consistent with the survival of business firms. As business firms
may be considered to be as interested in surviving as in maximizing
profits, any generalized adverse forecasts can lead to a deficiency in
equity financed investment and therefore to a fall in aggregate invest-
ment.

APPENDIX 6.1: AN ANALYSIS OF FINANCING

Assume that a production function uses only two inputs, labor and capital.
Substitution between labor and capital is possible. Financing costs, and
equity limitations, are assumed to be relevant only to the amount of capital
used. Assume that all capital has a life of n production periods. The firm’s
survival expansion path is based upon a zero internal rate upon owned
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capital. The firm’s planning expansion path is based on an 7 > O internal rate
(the price of the factor, capital in the planning expansion path is (1 + 7), the
price of capital in the survival expansion path). The firm’s equity is
sufficient to finance a plant of size K.
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The financing rate is 7, and 0<<i; <7. The survival long run total cost
curve will be based upon a zero cost of capital for K, of capital, and an r,
rate for any capital greater than that. This will result in a discontinuity in
the total cost curve, leading to a jump in the long run marginal cost curve.
The average cost curve, for a zero return on owners’ equity, will, as output
increases (ratio of borrowed to own capital rises), approach the long run
average cost curve for i, interest rate.

Similarly, if 7> i, then the planning LRTC will be based upon an 7 rate
of return for K, of capital, and 7, for any capital greater than at O. The long
run marginal cost curve will fall, becoming the LRMC curve appropriate
to i}, and the long run average cost curve will approach LRAC,, as output
increases. The result is that the difference between the price of the product
which yields 7 and the price of the product which yields zero upon equity
decreases as the ratio of debt financed to equity financed output increases.

We can assume that the difference between the survival (zero return)
price and the expected price is a measure of the firm’s risk of failure. A firm
may protect itself against this risk by setting a minimum difference between
the survival price and the ‘expected’ price of the product. This is equivalent
to moving to higher internal rates on owned capital as the ratio of debt
financed to equity financed capital increases. The resultant average cost
curve yields a long run marginal cost curve which rises more rapidly than
LRMC, as debt increases.

If the borrowing rate is above 7, then the LRAC; approaches the higher
LRAC,; as output increases, as does the survival LRAC curve. Again an
attempt to keep the distance between the expected LRAC and the survival
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LRAC at some minimum value results in a rise in the effective planning
marginal cost curve.

In addition to the above, the interest rate applicable to loans may rise as
the amount borrowed with fixed equity base increases. In such a case, the
LRTC curve rises more rapidly than the constant interest rate LRTC rises.
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As the ratio of debt financed to owned plant increases, the long run
average cost curve which yields 7 on owners’ equity and the long run average
cost curve which yields zero on owners’ equity asymptotically approach the
LRAC, _ far If the firm desires to keep the difference between the price
which yields 7 and the price which yields losses constant, the effective long
run marginal cost curve again rises more rapidly than the objective cost
curves indicate.

In addition, as the ratio of debt to equity increases the firm may feel con-
strained to increase the difference between the planning return and the zero
return price. This will result in an even more rapid rise in the effective long
run marginal cost curve.

In all cases, the effect of the risk element due to borrowing is that the
planning curve rises more steeply than it otherwise would. The effect of the
risk element therefore is to decrease the size of the optimum plant as com-
pared to the optimum plant in a riskless world, and also, by increasing the
slope of the planning curve, to decrease the amount of investment induced
by a given rise in demand.

NOTES

1. Bankruptcy is a striking attribute of business cycles. A theory of business cycles must be
consistent with the bankruptcy observations. By considering the survival characteristics
of firms, we are in a position to relate bankruptcy to the cyclical pattern in product and
financial markets.

2. It may be technically possible that the output capacity of a firm can be maintained for a
period even though the firm is not reinvesting its depreciation allowances. This is due to
either the ‘errors’ of the depreciation technique as far as economic analysis is concerned
or to a ‘discontinuity’ in productive capacity, and the allowances are a technique for aver-
aging the discontinuity in productive capacity. This chapter in many ways borders, if not
encroaches upon, accounting problems. The usages of the professional accountant are no
doubt at variance with my use of terms. What I am aiming at is a theory of firm behavior
with respect to financial constraints, and the exact way in which these financial constraints
are estimated is not particularly significant.

3. When a firm is disinvesting, symmetric changes in assets and liabilities occur.

4. The analysis is not long run if it is to be relevant to business cycles. However the decrease
in owners’ equity takes place when a business firm with superfluous assets makes losses,
and the firm technically survives although for a period of time it does not satisfy the sur-
vival conditions.

5. If x=¢(a,b,...n)isafirm’s production function, and factors / . . . n are fixed at some
level /i . . . 7i ( h through 7i represent the fixed plant) so that short run variations in output
can only be achieved by varying, say, factors«. . . g, then for the firm to produce an output
X, =@ (e, . . 8 . .. 71 ) per time period, it requires control over @as bas - - - &« of the
short run variable inputs per time period in addition to the /2 . . . 71 of the fixed inputs.

6. In general we will assume that debt instruments call for the payment of periodic service
charges and lump sum repayment. The various alternative debt instruments are equiva-
lent in their effects upon the business firm. For example, a discount of a note can be inter-
preted as the firm borrowing the amount credited to its account, with the due date for the
service charge and the repayment date coinciding.
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Rental contracts which vary the payments with the use of the rented factors have to be
split into two contracts: a fixed money cost contract, independent of output, and a vari-
able money cost contract which is a function of output.

In note 5, it was pointed out that the production of X per time period required a flow of
the variable factors a . . . g in addition to control over / . . . i of the fixed factors. If each
factor a through nhasa price p,, . . . p, then we know that the firm must spend on the vari-
able factors a through g a sum a, p,+ . . . + g, p, and control fixed factors of the value
hpy+...+7p, To the total short run expenses a, p, + . . . + g, p, and a level of output
X, there corresponds a value of inventories g, and a quantity of transactions cash v,. If
we assume that the firm owns its fixed factors, we have the total assets are
Mot Yo+ Ay + . . .+ dip,. If the firm’s equity ism, then w, + v, + hp, + . . . + iip, — m has
to be financed by debt instruments.

The difference between piece rates and time rates here becomes the rapidity with which
the firm can ‘discharge’ workers.

The distinction between owners and managers is significant. Although owners are not
penalized when a firm does not pay dividends, the management may be. The manage-
ment of a firm which is characterized by a separation of ownership and management
may operate under a constraint to maintain dividend payments. This institutional con-
straint upon the behavior of the firm may be just as effective as a legal constraint in
regard to debt. Management may pay dividends in order to retain control when protec-
tion of the owners’ investment may indicate that dividends should be passed. Such
behavior by firms would indicate that what is considered ‘net worth’is in truth a form of
debt. Recognizing that accounting categories do not conform to our model’s distinctions
in every case, we will nevertheless assume that the virtues imputed to equity financing in
the body of this volume really exist for equity financing in the world.

In deriving the survival conditions, the rate of return used for owners’ equity is zero. It
has been pointed out to me by Professor Borts that this is equivalent to assuming that the
opportunity cost of owners’ equity is zero. In reality we have to distinguish between a
‘survival rate’and a ‘voluntary exit’ rate. The voluntary exit rate depends upon the oppor-
tunity costs of owners’ equity. The assumption that underlies the analysis is that the fear
of bankruptcy is a real influence over firm behavior, and that voluntary liquidation pos-
sibilities do not exert the same control upon investment decisions. After all, a firm that
voluntarily liquidates is more successful in maintaining owners’ equity than a firm which
fails.

The marginal cost curve is the derivative of the total cost curve independent of finan-
cing plus the derivative of the financing charges.

Total factor cost = f(q) r = interest rate
Financing charges = (g — ¢,) B = capital per unit of output
MC=f"(¢q) +B ¢ = output

¢, = output that can be financed by owners’ equity.

Due to the survival condition being a zero rate of return on owners’ equity and due to
the fact that the minimum borrowing rate is finite and positive, there is of necessity a dis-
continuity in the cost curves at the maximum output that can be equity financed. This is
just one of the discontinuities that occurs in cost curves. The significance of financing
costs in the survival conditions and as a determinant of investment leads to its being
emphasized here.

If B (the capital per unit of output) is a function of output, then
MC =f"(q) + r[dB/dg] + rB again is independent of the equity base.

The universally recognized need for the supervision by the state of commercial banking
may be interpreted as the recognition of the widespread effects that bank failures have
upon the balance sheets and hence survival conditions of firms.

7 is the rate of return which is equivalent for the firm to the freely available rate, for
example, 7 is the opportunity cost of owners’ equity.

7 would be greater than the borrowing rate when ownership risks are large.
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A firm earning more than zero and less than 7 on owners’ equity is in the voluntary exit
range.

See Kalecki (1937), p. 443.

See ibid., p. 442.

Here we use the convention of segregating superfluous assets into an ‘investment’ trust.
Total factor costs =f(q) Pg=total financing necessary

E = equity of the firm 7 = the planning rate (or the zero rate on owners’ equity)

r = the market rate for finance

Total Costs = f(q) + FE+r(Bq— E)

Marginal Costs = f’(¢) + r@, assuming that r is independent of Bg — E. If we
assume that 7, the planning rate, for levels of operation such that B¢ > E increases to
allow for the risk borne by the debt financing firm, then 7 = ¢(Bg — E) such that when
Bg— E >0, 7>0 and that di/dg > 0. Then

Total Costs = f(q) + ¢(Bg— E)E+r(Bq—E)
d.
Marginal Costs =f"(gq) + £ ‘E+ 1B

As di/dg > 0, the marginal cost which allows for the risk associated with the debt
is greater, for every output, than the marginal cost of ignoring such risk.



7. Market constraints upon firms:
vulnerability

In this chapter we wish to take up the effect of alternative market structures
upon the behavior of firms. Our aim is to develop a theory of the behavior
of the firm which enables us to determine whether or not the amount of
investment induced by changes in either cost or demand conditions
depends upon alternative market conditions. Our problem is how these
market structures affect the value of the accelerator coefficient. For our
purposes market structures can be divided into three classes: competition,
monopoly and the region in between, which is generally called oligopoly. In
addition to the demand curves confronting a firm or an industry, we have
available the modified cost curves (the iso-profit curves) which were derived
in Chapters 5 and 6. This apparatus enables us to use cost curves in a more
meaningful and systematic manner than they have been used to date in the
study of investment behavior.

The aim of this chapter is to prepare the ground for an investigation of
the relation between these alternative market structures and the effects of
shifts in product demand curves upon investment activity. We are not par-
ticularly interested in problems such as the relation between the price of
products and the quantities produced under these alternative market struc-
tures, nor are we concerned with the question as to whether or not the equi-
librium conditions derived for these alternative market structures closely
approximate or are widely divergent from the principles for the optimum
allocation of resources as derived in the new ‘welfare economics’.! Our aim
is to see whether or not a change in market demand conditions for a
product will affect investment behavior of firms differently when the firms
are units in industries with different market structures.

We have not much to add to the inherited analysis of the equilibrium
of the firm for the competitive case and for monopoly. Our perspective on
the region between competition and monopoly, oligopoly, is derived from
the comments on conditional monopoly by Marshall.2 In the literature of
the last two decades, since the discovery and application of marginal
revenue curves, this perspective has been neglected. The general statement
of the perspective is that all significant non-competitive elements in the
economy are really conditioned, or constrained, by what can be broadly
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considered as external market conditions. Our contribution, such as it is,
is that we deal with these external market conditions constraining non-
competitive firms by means of the various cost curves we have derived.
We can show that by using these cost curves we can effectively analyse
the behavior of these non-competitive firms by substituting profit maxi-
mization within these constraints for unconstrained profit maximization as
typically expressed in the phrase marginal revenue equals marginal cost.

As is true of many ideas derived from Marshall, the content of the
concept of conditional monopoly can best be determined by referring to his
writings:

Similarly it will be found, generally speaking, that the ownership of exclusive
facilities for production or trade in the modern world does not always suggest to
a man of sound judgement that he should pursue a severely monopolistic price
policy. On the contrary he will keep a watchful eye on the sources of possible
competition, direct or indirect. If it appears that these sources are likely to prove
large and strong, and that the pace at which competitive supply runs, is likely to
become considerable before long: then he will not make full use of his power, but
will adjust his price to a firm hold in the market before he can be caught by
competitive supply ‘following quickly at his heels’.

This suggests that an effective upper limit upon the price that a firm will set
for a product is the price at which the firm’s management believes that some
potential rival could market the same, or a similar product.

It will in fact presently be seen that, though monopoly and free competition are
ideally wide apart, yet in practice they shade into one another by imperceptible
degrees: that there is an element of monopoly in nearly all competitive business
and that nearly all the monopolies that are of any practical importance in the
present age hold much of their power by an uncertain tenure; so that they
would lose it ere long, if they ignored the possibilities of competition, direct and
indirect.*

We shall show that the effect of regulation, as a constraint upon the behav-
ior of a firm, is in its formal aspects equivalent to the effect of possible
competition in determining the behavior of a monopolistic firm, so that in
a formal sense (for example, in the similarity of the analysis) an element of
competition enters even into the behavior of such legal monopolies.

Stress must be laid on the fact that absolute monopolies are of little importance
in modern business as compared with those that are ‘conditional’ or ‘provi-
sional’: that is which hold their sway only ‘on condition’ that or ‘provided’ that,
they do not put prices much above the levels necessary to cover their outlays with
normal profits.’
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This suggests that the iso-profit curves we have derived are significant in
determining the upper limits to firm’s prices.

But many monopolies, which seem absolute, are yet to some extent liable to be
assailed by indirect routes; and are incomplete and subject to the ‘condition’ that
the monopolist makes no such extreme use of his power as will induce others to
force their way through obstacles and set up effective competition.

Again the inducement will be a profit rate: the possibility of shifting the
demand curve of the product of the ‘monopolist’ by the action of poten-
tial competitive firms is limited by the profits they can expect to make and
the cost of shifting the demand curve.

These obstacles to competition are mainly of two kinds. The first is the necessity
for sinking much capital and effort in setting up the plant and organization,
suited for competing on nearly even terms with a strong business, already in pos-
session of a field.”

The second obstacle to the setting up of efficient competition with a business,
that has acquired a conditional monopoly, is the vis inertiae, the opposition to
change, which is inherent in human nature and in human conditions. It is being
continually diminished by the influences of modern technique, no less than by
those modern habits of thought and life, and accordingly some monopolies, so
strongly fortified by large capitalistic resources, advanced methods, high ability,
and large business connections, that they would have been practically impreg-
nable not long ago, are now often quickly impaired.8

The first obstacle deals with production function indivisibilities and financ-
ing charges. Financing charges are the concern of Chapter 6. Production
indivisibilities — technological conditions — which abet monopoly, it can be
said, are very few indeed in areas of the economy which are not regulated.
One of the leading phenomena of recent business evolution has been the
development of multi-plant firms as substitutes for single giant plant firms,
indicating that the technological basis for monopoly is severely restricted in
its effectiveness. The inertia seems smaller today in the United States than
it was in Britain prior to World War 1: and even then Marshall emphasized
the weakness of this obstacle.

Our picture of a firm in the region between competition and monopoly
is that the firm has a negatively sloped demand curve for its product: and
yet its price cannot be so high that it is either making too large profits or
that other firms could produce the product so that they would be willing
to sell it at a price significantly lower than the price set by the ‘monopoly’
firm. The behavior principle which we will assume as operating for these
firms that possess constrained monopolies is that they will maximize
profits, taking into account the effective constraints upon their position.
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Inasmuch as most so-called competitive firms may be considered as
having some business connections not freely available to all firms in the
industry, the conditional monopoly may be considered as the basic market
structure.

The conditions which the market imposes upon the monopoly behavior
of firms can be related to cost conditions. The negatively sloped demand
curve for the product of the firm (with its associated marginal revenue
curve) and the firm’s incremental cost curve are not sufficient to determine
the price of the product. In addition to these relations we need to know the
cost of production of the same or similar products by other, perhaps not
yet existing (potential) firms and the rate of return on investment which will
be sufficient to cause competing enterprises to be formed.

Earlier we defined a vulnerability concept. A firm is vulnerable when it
possesses some advantages of market position which result in the rate of
return on the owner’s investment in the firm being greater than the rate of
return generally available in the economy; and when there exist prices of the
product of the firm or rates of return on the investment in the firm which
will induce other economic units to behave so as to eliminate or decrease the
foundation of the firm’s advantageous position. A firm which is vulnerable®
is a conditional monopolist in the Marshallian sense.

In addition to the vulnerability constraint we have taken up a survival
constraint. The survival constraints were transformed into balance sheet
and financing conditions which can in turn be interpreted as objective or
subjective costs. The complete analysis of firms’ investment behavior
depends upon both the vulnerability and survival constraints; that is,
upon the modified cost curves and the market constraints. All of the
cost curves in this chapter take the financing (survival) condition into
account.

To recapitulate, the conditional monopoly set up to be used below has
the following attributes: (a) each firm has an unambiguous demand curve
which has a negative slope; and (b) the market structure adds to this
demand curve a constraint which may be either objective or subjective. The
firm is assumed to maximize profits, taking the constraint, the market
demand conditions and its own cost conditions into account. We therefore
retain profit maximization as the rule for firm behavior but we add to the
traditional elements the effective constraint upon firm behavior which is
determined by the structure of the market. We have also expanded the tools
available for analysis so that we can include the rate of return being earned
upon investment in the firm as a variable.

The by now traditional analysis derived from Joan Robinson!®
completely defines the equilibrium of the monopolistic firm in Figure 7.1.
The negatively sloped demand curve confronting the firm is a datum.!!
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Figure 7.1

The intersection of the marginal revenue curve and the marginal cost
curve determines the quantity the firm will produce; the price is of course
determined by what that quantity can be sold at as given by the demand
curve. ‘Monopoly profit is the difference between average cost and average
revenue, multiplied by output.’!2 In order to operate in such a manner, that
is, to fully exploit the demand curve confronting the firm, the firm must be
free of any constraints, as to price, quantity produced, or rate of return
earned upon investment. These additional conditions upon the behavior of
the firm are derived from, and therefore are transformations of, the struc-
tural characteristics of the market within which the firm operates. Each
specific type of market structure which lies between competition and
monopoly can be transformed into a condition upon either the price of the
product, the quantity of the product to be produced or the rate of return
upon investment which the firm can earn. We will show how a number of
these market structures can be so transformed.

The famous tangency solution, between the demand curve confronting a
firm and an average total cost curve, which Professor Chamberlin!? derived
as the solution to the large group monopolistic competition problem,
can be interpreted as a special case of conditional monopoly in which
the rate of return upon investment operates as both a minimum and a
maximum constraint upon the firms in the ‘industry’. In Figure 7.2 the
firm under consideration is earning, under profit maximizing assumptions,
a rate of return upon investment given by ATC(2). The maximum rate of
return upon investment which a firm can earn while still preventing entry is
given by ATC(1). If each firm in the monopolistically competitive group
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produced ¢,, and sold it at a price p, (average cost equals price), the indus-
try would be in equilibrium and there would be no entry.

However, Professor Chamberlin assumes unconditional profit maximiz-
ing behavior by the firms in the industry. Each firm, therefore, produces
q, < q,and sells it at a price p, > p, which results in a profit rate which is
sufficient to induce entry into the industry. The effect of entry is to shift the
demand curve for each firm downward (Chamberlin’s symmetry assump-
tion). Entry will continue until the demand curve for each firm shifts to a
position where the marginal cost equals marginal revenue solution yields
but a ‘normal’ profit (DD, in Figure 7.2). In this case, ‘normal profits” have
meaning; it is a rate of return earned upon investment by the firms in the
industry which does not induce entry into the group or industry. The argu-
ment also holds for exit of firms if the rate of return earned is less than that
indexed by ATC(1). If the price in this monopolistic competitive industry
is to be the same for the output of each firm, it is necessary to assume iden-
tity of the cost conditions of the different firms or that the division of the
market is such that the elasticity of demand for the different firms varies in
the appropriate manner.

On the other hand, if the firms in the group recognize that theirs is a
profit constrained conditional monopoly and if the rate of return which
induces entry (ATC(1)) is greater than the rate of return which induces exit
(ATC(3) in Figure 7.2), and if entry is permitted, it may result in a rate
of return lower than ATC(3) being earned. Then the firms in the industry
can protect their advantage by using the ATC(1) curve as an upper bound
to their price. We can even say that the effective demand curve confronting
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the firm is the lower of ATC(1) and the demand curve. This results in a
discontinuity in the effective ‘marginal revenue’ curve for the firm. Until the
output g, is reached, the effective marginal revenue curve is the marginal
cost curve; at the output ¢, the effective marginal revenue curve jumps
to the marginal revenue curve derived from the demand curve. Similar
discontinuous ‘marginal revenue’ curves are easily derived for all of the
conditional monopoly cases.

In order for a constraint to be effective it must set a limit in a variable
which is different from the value that would be derived from unconstrained
profit maximization with the given cost curve and the given negatively
sloped demand curve confronting the firm. Therefore, given the demand
curve for the firm, the attainable profit position for a profit constrained
conditional monopoly, that is the average cost curve which represents the
achieved earnings of the firm is lower than the average cost curve which rep-
resents the equilibrium derived from unconstrained profit maximization.
The derivation of the effective constraints from market structures is not in
all cases as straightforward and unambiguous as it was in the Chamberlin
case handled above. This is true because the market structures in the real
world are not as well defined as the Chamberlin large group monopolistic
competition market structure.

In any particular industry which is not characterized by competition or
monopoly, the particular form of the conditional monopoly which devel-
ops will depend upon a number of factors, not all of which are susceptible
to formal economic analysis. The effective constraints in a market at any
moment of time are due to the peculiar historical development of the



Market constraints upon firms: vulnerability 167

industry, the legal limitations (both in terms of law and of its effective
application) upon firms’ cooperation, as well as upon the purely eco-
nomic and technological relations between demand conditions and cost
conditions.

In product markets in which a few firms are in existence, the demand
curve that confronts a particular firm is not independent of the behavior of
other firms in the industry. Each firm’s demand curve can be interpreted as
predominantly depending upon the prices charged by the other firms which
sell the same product. In such cases, the effect of vigorous and active price
competition among the various firms leads to an instability in each of the
particular firms’ demand curve. This instability of the firms’ demand curve
is due to its dependence upon the behavior of other firms in the industry.
As long as marginal cost is below price, and as long as each firm is not
certain of the reactions of other firms to any change, such instability of the
demand curve confronting each firm results.

If a particular firm is uncertain of the reaction of the firms which
produce the same or closely related products to a change in the price which
it sets for its own output, the firm is confronted (subjectively) with a
number of alternative demand and marginal revenue curves. For the
demand curve confronting each firm depends upon the prices being
charged by the other firms in the industry. Therefore for each set of prices
of the outputs of the other firms in the industry there is a different mar-
ginal revenue curve confronting a particular firm. As compared with a
given profit position, profit maximization with respect to some of these
alternative marginal revenue curves represents an improvement; other
marginal revenue curves represent a deterioration of the profit position of
the firm. A price policy decision in this context involves an estimate by the
firm as to the reaction of the other firms in the industry to a change. As the
reactions of the other firms are uncertain, a change of price determined
upon such a basis will in many cases lead to reactions by other firms which
were, in making a firm’s decision, deemed unlikely. Such instability of the
firm’s demand curve, which can be traced to the internal reactions among
the firms within an industry, is historically but a temporary development.
Such uncertain reactions are replaced by rules of operation which make
precise to a particular firm the expected behavior of other firms. The
reason for the substitution of a rule of behavior for conjectures as to the
behavior of other firms is that the uncertain situation results in active price
competition which, in turn, leads to unsatisfactory profit positions for
each firm, whereas the profit position attained by each firm under the rule
is satisfactory. For a small group of firms the imputation of an unsatis-
factory profit position to the behavior of members of the industry is
straightforward.
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The above argument can be made more precise by using the form of
the discontinuous oligopoly demand curve.!* The demand curve con-
fronting a firm in the original discontinuous oligopoly demand curve
argument is assumed to have a sharp change of slope at the prevailing
price, for the assumption is that if a firm raises its price the other firms
will not follow, whereas if a firm lowers its price other firms will follow
(Figure 7.4). The effect of a rise in price therefore is a sharp fall in the
quantity sold. The result is a ‘jump’ in the marginal revenue curve, and
the conclusion of the analysis is that for a whole series of cost and
demand conditions the price of the product would be the same: and par-
ticularly that shifts in the demand curve, within limits, would not result
in a change in price.

The above conclusion depends upon a specific assumption as to the reac-
tion of other firms. Such specific assumptions are unwarranted for an
industry which has not determined or evolved a rule for coexistence of
semi-independent price determining units. A firm in an oligopoly situation
where no rules exist is confronted by a whole series of conjectural demand
curves, each demand curve being based upon specific assumptions as to the
behavior of the other firms in the industry. In Figure 7.5 point 4 represents
the price quantity that a particular firm is selling. If it lowers its price to p,
it may sell the quantities represented by b, b,, b5, b,, and so on depending
upon the reaction of the other firms. The firm’s alternative demand curves
can be considered as lines connecting points 4 and by, b,, b,, b,, and so on
and each such demand curve is associated with a marginal revenue curve.
With the particular marginal cost curve drawn in the above figure it would
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pay for the firm to lower its price if b5 or b, is the true demand curve, not if
by, b, or by is the true demand curve.

In such cases the firm would have to weigh the possible gains from a
change as against the possible losses from a change in price. Firms would
often be wrong and as long as the marginal cost less than price situation
exists, firms could continue to be wrong. The end result would be a price so
low that the profit position of each firm in the industry deteriorates. Such
instability is inherent in any situation where a few firms share a product
demand curve and where either no formal organization or no accepted way
of life of the firm in such an industry exists.

The solution often adopted for such internal instability is the use of a
common pricing rule by the firms in the industry. Some of these pricing
rules are price leadership, market sharing, cost plus pricing, and break even
point pricing. Such rules prevent the inherent internal instability of the
industry from causing unfavorable profit developments for all the firms in
the industry. In cases where such pricing rules are adopted there often is no
need in the analysis for the market demand curve to be divided into particu-
lar firm demand curves. The rule of behavior determines an ‘offer price’ for
each firm, the demand curve determines the amount that will be taken by
the market and the amount taken from each firm is not determinate. The
acceptability or inacceptability of the resultant position for each firm
depends upon its achieved profit. If a resultant position is unacceptable
profitwise to a firm and the firm imputes the unfavorable profit position to
the behavior imposed upon it by the rule, the rule of behavior for the indus-
try breaks down.!?
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A maximum price as the effective limiting condition upon a firm can be
derived from a number of different market structures. Price leadership can
be interpreted as in part a maximum price and in part a maximum rate of
return conditional monopoly. There are a number of firms producing a
product, or a group of products, which closely substitute for each other.
The price of the related products is the dominant determinant of how much
a firm can sell at any price. In price leadership one firm takes the initiative
in determining price. For all the firms in the industry except the price leader,
the demand curve confronting the firm is dominated by the price set by the
price leader. That is, the price is a parameter to a non-leader firm. However,
we can even assume the existence of some sort of product loyalty or
differentiation, or geographical dispersion of plants (with freight on board
(f.0.b) pricing), and still put the price leadership phenomenon for all except
the leading firm into the mold of constrained profit maximization. In
Figure 7.6 a—a and b-b are partial demand curves for the firm, ¢—a at prices
higher and b-b at prices lower than that set by the leader — a—a’ and b'-b’
are the marginal revenue curves associated with these partial demand
curves. If the firm’s marginal cost curve intersects a—a’, the firm charges a
price higher than the leader; if the marginal cost curve intersects 5'-b’, the
firm charges a lower price than the leader. If the marginal cost curve inter-
sects neither a—a’ nor b'-b’, the firm charges the leader’s price.

For the price leader the problem is different than for the follower firms.
The price leader determines the market price on the basis of the amount
that will be sold by each firm at each price he might set, and the market
demand conditions. This could be interpreted as leading to an uncon-
strained profit maximizing behavior by the price leader. However, the
price leader’s decision has to consider the elements which condition his
‘monopoly’. He must take into account the conditions under which the

Price |,
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Figure 7.6
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follower’s supply curve would shift to the right. The price leader is inter-
ested in preventing the growth in number and size of the firms which are
his followers. The growth of existing firms and entry of new firms into the
industry depends upon the rate of return on investment which the follow-
ers earn. Therefore as the follower firms treat the price set by the price
leader as a ‘parameter’, the price leader is constrained to set a price of the
product which results in a rate of return being earned by the follower firms
that is not so large as to induce them to expand or alternatively to induce
entry of new firms into the industry.

In Figure 7.7, p, is the optimum price from the viewpoint of price leader
profit maximization, and AC(1) represents the highest rate of return upon
the total investment that the price leader can earn. However, if the price is
p, the followers’ earnings will be high enough to induce entry into the indus-
try or expansion of follower firms. A price of p, < p, reduces the followers’
earnings sufficiently so that there will be no entry into or expansion of the
industry. If the price leader sets such a price he will supply ¢, rather than ¢,
of the output. The price leader will be rational in behaving in this manner
if a return of AC’ (1) by the follower firms induces entry into the industry
and if the return which the leader can earn and still not induce entry is a
higher return than the leader expects to make if entry or expansion takes
place.

It is to be noted that the formal analysis cannot determine which firm is
to be the price leader. The price leader is often not the same firm under
different contingencies. If there is sufficient product differentiation the price
leader, when a fall in demand takes place, may be a firm which follows when
a rise in demand occurs.
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A monopolist will be conditioned by a maximum price when there exist
alternative ways of producing the product. We can, for example, assume a
mass of production, large plant technique and a small scale technique as
existing for the production of a particular product. The small scale tech-
nique involves but a small investment by a firm; therefore this would be an
industry with relatively easy entry. The price at which the small scale pro-
ducer could market the product would set an upper limit on the price
at which the large scale producer could consider the demand curve for the
product as being less than infinitely elastic. In Figure 7.8, as an uncon-
strained profit maximizer, the firm would produce ¢, and charge p,. Due to
the existence of the alternative production function, the maximum price the
firm can charge is p,. The firm will produce ¢, and earn a return of AC, on
its investment. 16

Break even point pricing, cost plus pricing, or full cost pricing have all
appeared as names in the literature for the pricing technique adopted by
many firms. Attempts have been made to reduce these pricing techniques to
marginal cost pricing. In our perspective, such rules of price behavior are
really techniques by which an inherently unstable situation, that of a few
firms ‘dividing up’ a product demand curve, can be stabilized. The ‘rule’
becomes an offer price: and the quantity sold by a firm becomes a ‘resultant’
of the market demand curve and the division of the market demand curve
among the firms which results from non-price competition elements that are
allowed to operate.

The equivalence between break even point pricing and cost plus or full
cost pricing is easily shown. The usual technical assumption for large scale
manufacturing is that, at least for some ranges of output, the marginal cost
curve is horizontal.l” Break even point pricing is the fixing of price so that

Price

Output

Figure 7.8
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at some ‘normal’ output the firm breaks even: at this output total cost equals
total revenue. At the quantity ¢,, price p;, the firm breaks even. Inasmuch
as marginal cost is a constant for these outputs, the same price could result
from a percentage mark-up over marginal cost. This P /P, - MC pricing
rule is exactly equivalent to a break even point price if marginal cost is con-
stant over the relevant range of outputs.

These pricing rules can be analysed by our tools. The price line’s inter-
section with the demand curve for the firm’s output determines the quan-
tity it will sell, and the average cost curve which passes through this point
indexes the rate of return that the firm earns. If the firm judges this to be
satisfactory, the pricing rule will remain in effect. If the firm judges that the
profit position is unsatisfactory, there are a number of alternative courses
which it may follow. The firm may attempt to shift its particular demand
curve to the right by ‘selling’, and the firm may attempt to lower its costs;
or the firm may break the industry rule and begin price competition. What
the firm does depends as much upon the history of the particular industry
and the peculiarity of the firm’s management as it does upon the objective
economic attributes of the industry.

A detailed analysis of the behavior of business firms is beyond our aim.
The significant element for our analysis is that firms that follow these rules
can be interpreted as being price constrained conditional monopolists.
The only difference between the alternative production function case,
or the price follower case and these cases, is that the maximum price is
obtained from internal data in the latter cases, whereas in the other cases it
is determined by external data.

The part played by the other constraint, the ceiling rate of return on
investment, in price constrained conditional monopoly is as a signal to the
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entry of new firms or expansion of existing firms in the industry. In
Figure 7.10, the AC, associated with sale of ¢, by the firm represents a
satisfactory profit position. If the quantity demanded of the firm
increases, profits rise. Such a rise in demand and the resulting increase in
profits earned generally occur in price constrained conditional monopoly
markets. As a result new firms may enter the industry. Further analysis of
this situation, however, had better await the systematic analysis of the
effects upon investment of upward shifts of product demand curves.

The price policy imposed upon a regulated monopoly, such as railroads
and public utilities, centers around an average cost concept, the fair rate of
return upon investment. This means that the price set by the ‘regulator’ must
be such as would yield a ‘fair rate’ of return upon the investment. The regu-
latory body must determine the fair rate of return and the value of invest-
ment. Once this is done, and the variable costs are known, we have a unique
average cost curve as the loci of prices and quantities sold which will yield
the required rate of return. The estimate of demand at each price yields a
price for the product which will yield the desired rate of return. We have a
case where the average cost curve, when it is below the demand curve, is the
effective demand curve for the product. This again is a ‘conditional monop-
oly’ case, equivalent to the entry profit rate case which we handled earlier.

Sufficient to say, that for each firm which has a conditioned monopoly of
a product, the condition can be represented as either a maximum price or
profit rate.!® It may very well be that both constraints are effective, for
different ranges of output.

The above is based upon short run profit maximizing behavior for a firm
which is confronted by a set of constraints derived from the structure of the
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market within which it is selling. Its short run cost curves contain the
relevant survival material; its vulnerability to a loss of its favorable market
position is represented by a modification of the demand curve confronting
the firm to allow for the price and profit values which constrain the firm.
Our analysis of induced investment will be based upon the long run cost
curves, as modified to allow for the existence of plant and for the financing
constraints. We will use the vulnerability material to modify the market
demand curves. We will investigate the change in the optimum plant as the
demand curve confronting a firm shifts under alternative market condi-
tions, and we will see under what conditions a change in the optimum plant
will result in an attempt to achieve the optimum plant. We identify any
realized change in plant for a firm as investment by the firm, and barring
the existence of unused capacity in the economy which is made available to
the firm, such investment by the firm implies investment for the economy as
a whole.

NOTES

See Reder (1947b).

See Marshall (1919).

See ibid., pp. 396-7.

See ibid., p. 397.

See ibid.

See Marshall ibid., p. 398.

See Marshall (1919).

See Marshall ibid., pp. 398-9.

The analogy between vulnerability as defined above and being vulnerable in contract

bridge is not accidental. A vulnerable firm and a vulnerable bridge partnership are both

in an advantageous position, and in both cases the penalty for a miscalculation (being
set in bridge) is more severe than the penalty would have been if the firm or bridge team
had not been vulnerable.

10. See Robinson (1933).

11.  See Stigler (1949). Professor Stigler correctly points out the weakness of the Robinson
analysis which assumed away the most significant aspect of the monopolistic or
imperfect competition problem: the derivation of the demand curve confronting the
firm.

12.  See Robinson (1933), p. 56. The content of the average cost curve in Robinson is vague.
As monopoly profit is an excess over normal profit the average cost curve must contain
normal profits. But in ‘A World of Monopoly’ (book X, p. 305) how can you define
normal profits?

13.  See Chamberlin (1938).

14.  See Sweezy (1939) and Bronfenbrenner (1940).

15.  See Lester (1946). If the firm does not impute the unsatisfactory profit position to its

obeying of the rule, it will react by ‘becoming more efficient’ either in production or in

selling. This makes ‘economic sense’ out of some questionnaire replies.

Also, a break even point price rule is based upon total cost being equal to total
revenue at some output lower than the output the firm expects to sell. The offer price is
set independently of the expected sales by a firm.
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An equivalent constraint upon a firm is the possibility of the purchaser producing the
commodity himself. This sets a maximum price for the product. The continued existence
of firms which produce a part of their needs themselves, purchasing the rest, indicates
the existence of such a constraint.

This usually ignores financing conditions.

The condition may also be that the firm must supply a minimum quantity of the product.
For example, if the major foundation of a monopoly is customer loyalty, the firm must
attempt to satisfy such customers’ requirement even though the incremental cost of
output is greater than the price which it can for some reason or other charge.



8. The effect of market structure upon
induced investment

1. INTRODUCTION

‘Direct’! induced investment by the firms in an industry is the result of an
upward shift in the demand curve for the product. Such induced investment
can take the form of either a change in stocks, a change in ‘work in
progress’, or a change in plant and equipment. With a fixed plant the level
of stocks and work in progress are determined by the level of output. This
stock-flow relation has been put into the form of difference equations.?
There is little doubt of the validity and wellnigh automatic nature of this
relation. The questionable relation is between changes in output and
changes in plant and equipment. The inventory cycle can follow an accel-
erator pattern without investment in plant and equipment conforming to
the pattern.

Major business cycles can be imputed to variations in plant and equip-
ment investment. Hence, if models based upon induced investment are to
be the core of business cycle theory, the accelerator must refer to changes
in plant and equipment. Such investment can take one of two forms:
either existing firms expand or new firms enter the industry. The expan-
sion of existing firms can be identified as the change in the short run mar-
ginal cost curve along a planning curve. For all firms the planning curves
have to contain the effects of both the financing conditions and the eval-
uation of risk associated with debt financing. For existing firms the effect
of existing plant upon the expansion possibilities has to be included in
the planning curves. In this chapter we will examine what the theory of
the firm indicates the relation between investment and changes in income
to be under different market conditions. The alternative market struc-
tures we will consider are competition, monopoly and conditional
monopoly.

We will analyse induced investment by means of the familiar compara-
tive static technique. We will begin with a situation in which a given plant
is considered to be a satisfactory plant. We assume that neither net entry
nor net expansion of existing firms is taking place. By shifting the firm’s
demand curve we will see whether or not investment is induced. The
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relation between the change in both output and expenditures upon the
product to investment will be derived.

As a comparative static analysis, the following tells us nothing about the
rate at which the new equilibrium will be approached. To truly fit into the
accelerator model form, this induced investment has to be transformed into
an ‘investment per unit of time’. In order to do this we have to compare this
‘demand’ situation with a supply situation.? This leads us to consider
‘savings’ and ‘financing’ which will be done in the next chapter. In addition
the ‘capacity’ of the investment goods industries is relevant to the time rate
at which desired plant can be attained.

The sum for all firms of the difference between desired and present plant
is induced investment. This cannot be measured, as this sum does not neces-
sarily add up to the aggregate investment in the economy. Aggregate net real-
ized investment which can be measured is for any time period the difference
between national income and consumption. An individual firm may increase
its productive capacity by acquiring title to existing capital goods. The
process by which the individual investment decisions are aggregated to yield
net realized investment involves a rationing mechanism, due to short run
inelasticity of the supply of capital goods, the volume, productive capacity
and price of existing capital goods, and the availability of financing.

When a firm invests by acquiring title to existing capital goods no
demand for productive factors results. In this case the demand for capital
goods results in changing the portfolios of the previous owners of the
capital goods. The accelerator process depends upon the inducement to
invest resulting in factor income. The existence of redundant capital can
abort the income effect of induced investment. Hence, the effective induced
investment, under given market conditions, is the sum over all firms of the
difference between desired plant and realized plant, minus whatever effect
redundant capital equipment has.

Effective induced investment is a sum of individual firm decisions, the
decisions being under given conditions. The given conditions take into
account the supply and financing conditions for the specific capital goods
which are needed to change the present plant into the desired plant. We can
therefore derive a schedule of induced investment. This schedule is the rela-
tion between the effective induced investment and the interest rate and the
prices of the particular capital goods required by the firm. As a rise in the
price of capital goods is equivalent to a rise in the rate of interest, we will
be mainly concerned with the interest rate-induced investment schedule.

The investment demand schedule is derived by adding to the schedule of
induced investment the schedule of autonomous investment (as a function
of the interest rate). Aggregate realized investment is the sum of the
difference between desired capital equipment and present capital equipment
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(minus the effect of redundant capital) at the equilibrium conditions in the
financial and particular capital goods markets. This equilibrium is deter-
mined by the investment demand schedule and the supply schedule of
finance and of particular capital goods. In this chapter we are interested in
determining the ‘schedule of induced investment’.

We have distinguished between the accelerator as a coefficient of induced
investment under given conditions and as a coefficient of induced invest-
ment where conditions are allowed to vary. The first is derived from tech-
nological considerations and we will here investigate whether or not it is
independent of (1) market structure; (2) the behavior principle of firms;
and (3) the stage of the business cycle at which the income induced change
in demand occurs.

The changes which are relevant to investment are in the demand condi-
tions for the product, in the relative prices of the factors of production and
in the production functions. As our main interest is in the accelerator
coefficient, we will take up the effects upon investment of changes in the
demand conditions confronting a firm. To investigate the effects of changes
in production functions upon investment requires an analysis of innov-
ations. If there is any meaning to a distinction between induced and autono-
mous investment, such investment has to be considered as ‘autonomous’.
Changes in the relative prices of the factors of production can be the reper-
cussions of innovations or of changes in income.? Investment due to
changes in factor prices can be considered as indirectly induced or indirectly
autonomous. One change in price is of particular significance for invest-
ment decisions — the change in financing conditions.

The satisfactory plant of the initial conditions is determined by the inter-
section of a long run marginal cost curve and a marginal revenue curve. As
was emphasized earlier, the long run marginal cost curve that is the effective
determinant of the optimum plant for a firm depends upon the financing
conditions and the evaluation of risk of a particular firm. However, the
internal rate of return used in planning may be independent of the market
borrowing rates — particularly for firms in a non-competitive industry. It is
also true that for both competitive and non-competitive industries the
market does not constrain the firm completely in its evaluation of risk.

The assumption that the initial conditions are satisfactory implies that
the effective planning curve for the firm is given. For competitive markets
this planning curve is, within limits which are due to variations in the evalu-
ation of risk among firms, the same for all firms in the industry. We will
show how the limits within which the planning curve may vary among firms
in a competitive industry are determined by market processes. For firms
which are in non-competitive industries the planning curve may change
during a business cycle with constant financing terms.
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2. COMPETITIVE INDUSTRIES

With each decision making unit in a competitive industry we associate a
family of U-shaped average cost curves. The rising long run marginal cost
curves are derived from either the technological production function
assuming constant factor prices other than financing, or they are due to the
deterioration of financing conditions as the firm increases its borrowings.®
As is well known, the impact upon a firm of an upward shift in the product
demand curve results in a rise in its infinitely elastic demand curve. Assume
that p, (Figure 8.1) is an equilibrium price. The firm is producing ¢, and is
earning r, upon total investment. This is represented by SRAC, and its
envelope long run average cost curve (LRAC,). The rate of return earned
upon the owner’s investment is greater than r,. It is just sufficiently greater
to compensate for the borrower’s risks involved in financing an output of
¢,. Therefore the effective long run marginal cost curve, based upon finan-
cing and borrower’s risk evaluation passes through the point (p,q,). The
shift in the product demand curve results in a rise in the market price to p,.
To an existing firm in the competitive industry this results in the rate of
return that it earns upon its investment. In Figure 8.1, this is indexed by
SRAC, and LRAC,. Such arise in the rate of return implies that investment
will be induced in the industry.

Three alternative reactions by an existing firm to a rise in the price of its
product, and its profitability can be identified. These are:

1. thefirm may alter its plant to that size plant which will yield the highest
rate of return upon total investment at the new price;

Price
SRMC SRAC,
\ M LRAC,
Dy
SRAC,

Dy /—

q, Cost

Figure 8.1
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2. the firm may alter its plant to that size determined by the planning
curve and the new price;
3. the firm may passively enjoy the higher profit rate.

These alternative reactions are based upon differences in what the firms are
maximizing and in their interpretation of the meaning of the rise in price.
The latter element is usually labeled ‘expectations’. The usual technique in
accelerator analysis is to assume that the expectations of all firms at any
moment of time are the same. There is no need to make this assumption.
Therefore, we have to take up the reaction of a firm to the rise in price under
different assumptions as to the significance of the change.

The literature on capital theory contains a controversy between the
advocates of two alternative maximization principles that a firm may follow.
One school maintains that a firm maximizes its own net worth (or
equivalently the return earned upon its own capital) and the second that the
firm maximizes its internal rate of return.” The market processes under
non-competitive conditions do not so constrain the firm that it does not have
some freedom as to what it wishes to maximize; hence, some firms may maxi-
mize their internal rate of return while others maximize their net worth.
Under competitive conditions market processes tend to make the long run
equilibrium result of the two maximization principles the same. In the short
run, however, these two alternative behaviors lead to a different size plant as
the ideal plant.

The plant size that will yield the highest rate of return upon the total
investment is given by the long run average cost curve, independent of
financing costs, whose minimum point is at the market price. Let us assume
that the firm’s equity is insufficient to finance and operate a plant of this
optimum size. Also, we will assume that the objective (ignoring borrowers’
risk evaluations) financing rate is lower than the maximum internal rate of
return.® In Figure 8.2, [, is the firm’s own investment, /; is the investment
at which the internal rate of return is maximized, 7, is the investment at
which the marginal internal rate of return is equal to the marginal object-
ive borrowing rate. Unless the subjective evaluation of risk by the bor-
rower is zero, the optimum plant on the assumption that the firm
maximizes the rate of return on owners’ equity, will be smaller than 7,. As
is obvious from Figure 8.2, there exists an evaluation of borrowers’ risk
which will equate the maximization of the return upon owners’ equity with
the maximization of the internal rate of return. Are there market processes
which would tend to make the risk evaluation which achieves this result the
typical risk evaluation?

If we assume no risk (either borrower’s or lender’s) and that the market
rate of interest is equal to the maximum internal rate of return, then the
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investment is the same if the firm follows either behavior principle. The
equilibrium of an economy in which resources are freely transferable (risk-
lessly) among industries (recalling that the average and marginal rate of
return relations depend upon the price of the product) is such that the
investment which maximizes the internal rate of return is the same as the
investment which maximizes the rate of return upon owners’ equity. Also,
if there is a unique borrowing rate and a unique borrower’s risk premium,
then the two behavior principles again lead to the same total investment.
This ‘riskless’ competitive world can be taken up in greater detail.
Assume that a given industry is in equilibrium at a price p (Figure 8.3B).
A plant of size SRMC, will yield the highest attainable rate of return r, for
a firm which produces ¢, with a total investment of /,. If the borrowing rate
(the equilibrium rate) is r, < r|, then at the market price of p, firms which
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either maximize the internal rate of return or which maximize the rate of
return upon owners’ equity, will be earning more than r,. This implies entry
into the industry which shifts the supply curve to the right and lowers the
market price. Equilibrium will be achieved in the industry when the same
investment results from firms either maximizing the rate of return upon
total investment or maximizing the rate of return upon owners’ equity.

The same relation between the marginal and average rates of return and
the market price of the product exists in a world of borrower’s risk. Assume
that firms maximize the rate of return upon owners’ equity by setting the
marginal rate of return equal to the marginal borrowing rate (including
risk). If at a particular price of the product the returns earned by firms in
the industry are sufficient to induce entry, then the price of the product will
be lowered. This will lower the maximum internal rate of return upon total
investment which can be earned and increase the size of the investment
which yields the maximum attainable rate of return at the new price. Such
an expansion of the industry will end when the rate of return earned by the
typical firm in the industry upon their own investment is just sufficient to
compensate for the risk associated with borrowing.

The rise in the objective borrowing rate and the increase of the bor-
rower’s risk premium are both functions of the ratio of borrowings to
equity. Allow the owners’ investment to be a variable. The highest rate of
return upon owners’ equity is achieved when the own investment is such as
to result in the marginal debt cost, including borrower’s risk, being equal
to the marginal rate of return at the output where it is equal to the average
rate of return. The equilibrium position assuming that firms maximize the
rate of return is under competitive conditions the same as the equilibrium
position assuming that firms maximize the internal rate of return.

This, however, is an ‘equilibrium’ equality. For periods short of the time
necessary to achieve equilibrium there is a difference between the two. Just
as firms are free to interpret the meaning of the rise in price, so they are free
to determine their plant as:

(a) the plant which maximizes the internal rate of return;
(b) the plant which maximizes the return on the owners’ equity.

For investment by new firms, and in the long run, the plant size which
maximizes the internal rate of return will tend to dominate, as the ratio of
equity to borrowing is over the long run more flexible than the size of plant.
However, an existing firm, with a given equity base, will tend to expand by
building the plant which maximizes the rate of return on owners’ equity.
Alternative reactions to a rise in the product price are illustrated in
Figure 8.4. At the price p,, assume that the firm has a plant of the size
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SRMC,, which is consistent with both profit maximizing criteria. As a
result of a rise in price the firm has its choice between three different plants
and outputs. If the firm chooses not to change its plant, it would increase
its output to g,. If it chooses to maximize the rate of return earned upon
owners’ equity, the firm would expand along the financing curve and con-
struct the plant labeled SRMC,, producing g,. Or it may choose to maxi-
mize that rate of return upon the total investment by constructing a plant
of size SRMC,; and producing ¢,.

Each reaction of a firm to a change in the price of its product is rational
on the basis of some additional hypothesis. If the firm assumes that the
price rise is temporary, that p, is the ‘normal’ price, then it will keep the
same plant. If the firm assumes that the higher price of the product is per-
manent (or that it will last long enough) then it may either debt finance an
expansion or build that size of plant which yields the highest obtainable
internal rate of return.

If the production function involves decreasing returns to scale, then a rise
in the price of the product implies disinvestment by a firm which maximizes
the internal rate of return. However, an existing firm has a fixed equity, and
of course, the time rate at which it can disinvest is given by the depreciation
characteristics of its plant. Ignoring changes in borrowing rates and the
risk premium of firms, the optimum behavior is either standing still or
expanding. However, new entrants can adjust their equity base. Therefore
the construction of the highest rate of return plant will be associated with
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the entrance of new firms into the industry and with the ‘expansion’ of mul-
tiple plant firms.

What is the meaning of the assumption by a firm that there exists a
normal price of the product? It can be interpreted as a belief that as long as
firms in the industry are making a return on total investment greater than
the maximum attainable at that price, industry will expand. This implies
that the long run supply curve of the product is a horizontal line at the
normal price. Existing firms that do not expand their plant as a result of a
rise in price assume that expansion of the industry takes place easily
whereas those that expand assume that the industry cannot be expanded
easily. The expanding firms assume that the particular skills or attributes
necessary for successful operation in the industry belong to the existing
firms. This becomes, in the limit, a ‘Ricardian Rent’ case where expansion
of plant is a way in which a scarce resource is utilized most efficiently. The
equilibrium higher realized rate of return is a payment of rent to those
scarce skills.”

A business cycle expansion results in a series of upward shifts in the
demand curve for the product of the industry. As long as no entry into the
industry occurs and no expansion of existing plant takes place, the price of
the product will rise, and as a result the rate of return earned upon invest-
ment will also rise. If the original rate of return upon total investment is
that rate which acts as a threshold to entry in the industry and existing firms
do not expand their plant, expansion by means of the entry of new firms
into the industry will occur. If each new firm builds the optimum plant for
the original price and if the financing conditions and the production func-
tion are the same for the new and the old firms, then each new firm will build
the same size plant as the existing firms have. Under these strict assump-
tions the number of plants will increase in the same proportion as the
output of the industry increases and the amount of investment induced by
an upward shift in demand for the product is proportional to the increase
in output.!0

The above result may be formalized. Let I, be the dollar value of
induced investment in the wth industry, Agw the change in industry
output, p, the market price of the product. We will distinguish two
coefficients of induced investment. One coefficient B, relates investment to
the change in output, while the other coefficient B, relates investment to the
change in expenditures upon the product. In the case where the investment
decisions are based upon an assumption that P, is an invariant normal
price we have that

I, =BuAdg,
1, = BuAgupy
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As P, is a constant, we have that B = B.p.. The only difference between
the physical output and the expenditure accelerator is a change of scale
constant Dy

We can also define a capital coefficient, v,. Prior to the rise in demand
the total investment in the industry K, could be written as a constant v,
times the output q,-

K. =v.q,
In this competitive model B, = v, the accelerator coefficient is a constant,
and aside from problems which arise due to the investment period, the
accelerator is equal to the capital coefficient. To the extent that industries
are of this abstract competitive type, a linear accelerator business cycle
model is a meaningful model.

However, some firms may react to the rise in the market price of the
product by building that size of plant which maximizes the rate of return
upon owned capital at the new price. They will build the size of plant deter-
mined by the planning curve which includes financing costs and borrowers’
risk and the new price.!! If some firms react in this manner, then the
amount of investment induced by the cyclical rise in demand will not be a
linear function of the increase in output. Assuming that any return greater
than the original return is sufficient to induce entry, then the long run
supply curve is a horizontal line at the original price. At this long run equi-
librium price, the firms which expanded on the assumption that the higher
price is the equilibrium price will be making less than the entry rate, and as
a result, the equilibrium output will be produced with more plant facilities
than are necessary.

Formalizing the above result, we would have that 1, = E;LA%; however,
v, <B,. For example we could still formally relate investment to the change
in output but the induced investment would be a larger proportion of the
change in output than the previous capital stock was to output. To the
extent that the scale of plant is expanded during a business cycle expansion,
investment will be greater than the capital coefficient indicates.

Alternatively, a firm may decide to construct that scale of plant which
yields the highest internal rate of return. This will be a smaller plant than
the optimum for the original price. Again, as long as the original price is a
true equilibrium price, the firms which build these smaller plants will earn
less than the equilibrium rate of return upon investment when price is again
at the original price.

Formalizing the above result, we would again have that I, =B,Aq,;
however, v, <, per plant. The realized induced investment per plant is less
than the previous capital output ratio would indicate. However, the number
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of plants built will be larger than if all plants had been designed to produce
at the normal price. This excess number of plants will result in more
induced investment than the original capital coefficient indicates; therefore,
for the industry as a whole B, > Ve

In any competitive industry we have identified three alternative reactions
by firms to a change in demand. Each reaction is rational under alternative
hypotheses by the firm. For existing firms we can compare firms that ‘stand
still’ with firms that expand. An existing firm is assumed to have a fixed ‘own
investment’ during the period under analysis. The firms that ‘stand still’ will
earn a lower return upon their own investment when the price is above
normal than the firms which expand. On the other hand, firms which expand
their plant will earn a lower rate of return on total investment and upon their
own investment when the price is once again normal. If the price fluctuates
in arange over the cycle, then the optimum size of plantisindeterminate. The
merits of the different sizes of plant depend upon the duration of the cyclical
peaks and troughs. The plant a firm builds depends, within limits, upon the
subjective outlook of the firm as much as on the production function.!2

Two remarks of general interest can be made in light of the above. If the
life of an investment is short as compared to the cycle, then all firms will
expand that type of investment. In particular the life of working capital and
of inventories is short as compared to the duration of a cyclical expansion.
Therefore every firm can be expected to expand within the limits given by
their plant facilities, their use of such short term capital. The accelerator
inventory and working capital cycles can therefore be considered as valid
for competitive industries.

Secondly, to the extent that some firms in an industry plan their plants on
the basis of maximizing profits at periods of peak demand, for all except
such periods, there will be excess capacity!? in the industry. Also, if some
firms constructed plants for capacity output at a boom price, and if invest-
ment in the industry continues until the price is at the equilibrium price, then
investment will be taking place even though some firms in the industry have
excess capacity. And if some firms construct their plants on the basis of a
median price, then such firms, in investing or in replacing plant and equip-
ment when the market price is lower, will be constructing excess capacity.

We can compare the rates of return earned upon own and total invest-
ment under the three alternative reactions of firms to a rise in the price of
the product. Assume that at p,, the plant which yields the highest rate of
return upon total investment and the plant that yields the highest rate
of return upon own investment are the same. This plant is labeled
SRMC,. In Figure 8.5, the solid lines represent the return upon total invest-
ment, whereas the broken lines represent the return upon a fixed owners’
investment. At the price of p, the firm may choose among three alternative
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Figure 8.5

plant sizes: SRMC; which maximizes the rate of return upon total invest-
ment, SRMC, which maximizes the rate of return upon own investment
and SRMC, which is the result of the firm ‘standing still.” At the price of
P, SRMC, yields a higher rate of return upon total investment than
SRMC,."* Given that the owners’ investment is fixed, SRMC; results in the
lowest rate of return upon own investment. However, if the firm is free to
vary the owners’ investment, then there exists an owners’ investment which
yields plant size SRMC, as the plant that maximizes the rate of return
upon owners’ investment. The rate of return that is earned upon this
particular owners’ investment, will be the highest attainable rate of return
upon owners’ investment at price p,.

The real significance of the highest internal rate of return is that for a
plant of this size there exists an owners’ investment which, given the finan-
cing conditions, will yield a higher return on owners’ investment than is
available from any other size of plant. The highest internal rate of return
plant in a competitive industry can therefore be associated with the entry
of new firms. The effect of these new entrants, however, will be to lower the
price. This will result in lowering the realized rate of return upon owners’
equity. At the ‘normal’ price, such a firm will be earning a lower rate of
return upon total investment than the plant based upon the normal price.
This could result in ‘losses’ and bankruptcy when price returns to normal.

The effect of a cyclical downswing is that the demand curve for a product
is shifted downward. The impact of this change upon firms in a competitive
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industry is that the price of the product is lowered. This results in lowering
the profits of existing plants. For firms which are financed by means of debt,
the fall in the market price of the product results in a decrease in the scale
of plant which yields the highest rate of return upon investment. If the effect
of the use of plant is to decrease the size of plant (depreciation transforms
a large plant into a small plant) then the return being earned upon owners’
investment will rise when plant is not maintained. This will reduce the
disinvestment necessary in order to achieve the best returns upon invest-
ment that is possible with the given market price. An excessive reduction in
the scale of plant will lower the rate of return below the ‘best obtainable’.

Once the market demand curve is stabilized, the sequence of events in the
industry is as follows: there is a period in which the return earned upon total
investment is rising while the scale of plant is being reduced through non-
replacement of plant and equipment; this is followed by a period in which
plant is maintained. This occurs once the plant size is achieved which yields
the highest attainable rate of return upon owners’ investment at the market
price of the product. The firms will still be making ‘subnormal’ profits, but
they will be maintaining their scale. Plants that are making below normal
profits which are ‘maintained’ are not unusual during business cycles. Even
if the industry has a horizontal long run supply curve in the upswing, in the
downswing it can have a positive slope. This acts as a stabilizer: reducing
the quantity of disinvestment to zero before the industry reaches the size
which yields ‘normal’ returns upon investment.

This tendency to under-depreciate during cyclical downswings results in
another non-linearity in the induced investment coefficient. If the ‘normal’
return is the return that induces investment, as the industry is stabilized at
below normal returns on the cyclical downswing, there is a minimum
upward shift in the demand curve of the product which is necessary to
induce investment. Therefore, in a competitive industry, the accelerator
coefficient becomes zero on the downswing sooner than the change in
quantity produced indicates, and the accelerator coefficient is zero for some
range of shifts in the demand curve on the upswing.

B<v when Ag<0
and
B=0 when 0<Ag<0 and ¢,<gq, ,.

6 is the maximum rise in output at which existing plant facilities will earn
no more than normal profits.
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The model of firm behavior which we have constructed yields a non-
linearity in the accelerator coefficient. This non-linearity is independent of
the time rate of change of capital which is possible on the cyclical upswings
and downswings. This non-linear accelerator can be explained by recog-
nizing that the survival rate for firms is lower than the normal entry rate.
During a period of poor business, firms will use more capital intensive tech-
niques that are implicitly associated with the survival rate. The effect of a
rise in demand until such time as the normal rate of return is being earned
will be that less capital intensive techniques will be employed. At the entry
rate, the techniques of production are stabilized, and expansion of the
industry takes place under conditions of fixed proportions.

We can now summarize the behavior of a competitive industry during a
business cycle. During the expansion phase, some existing firms expand
their plant, other existing firms remain unchanged in size, and new firms
enter the industry. Assuming that the new firms tend to build the highest
rate of return plant at the boom price, and that old firms tend to expand
along their financing curves, the new firms will tend to be too small and the
expanding firms too large for the normal price. They will both make lower
returns upon total investment and upon owners’ equity than those firms
which did not change, at this normal price. Even though the ‘smaller firm’
used less capital per unit of output than the ‘normal return’ firm, the net
effect of the expansion of the industry is that more investment has taken
place than the capital coefficient of the normal return plant would indicate.
During a strong boom the accelerator is greater than the capital coefficient.

Once a downswing occurs, the rate of return earned by the ‘expanding’
and the ‘new entrant’ firms will tend to fall below the rate of return earned
by the ‘equilibrium firm.” As a result of debt financing on the basis of boom
prices (by both the expanding and the new firms) their survival average cost
curves are higher than those for the non-expanding firms. If the cyclical
downswing results in a price of the product lower than the survival price
for these firms, redundant plant appears. During a strong decline such
redundant plant will not be used. This is equivalent in its effect upon the
industry supply curve to a rise in capital consumption. As a result, the rate
of return upon solvent firms’ investment does not fall as far and their dis-
investment becomes zero sooner than otherwise. For a given fall in demand,
the time period during which disinvestment takes place is shorter because
some firms fail.

However, the productive capacity of the firms that fail during the down-
swing is available for use during an expansion. Once the industry is stabil-
ized, such productive capacity begins to be utilized. Such cyclically
redundant capacity acts as a damper on new investment when demand
rises. To the extent that the downswing is halted by the rapid fall in active
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productive capacity due to failure, an upward shift in the demand curve for
the product will not result in investment until such capacity is reabsorbed.
Therefore both the failure of firms and the rise of the capital coefficient
during a depression tend to make the accelerator zero for some range of
increases in demand from the cyclical trough.

The non-linearities in the accelerator coefficient are due to a number of
factors. One is that expansion of an industry — unless all expansion takes
place on the basis of an ‘equilibrium price’ — involves more investment than
the capital coefficient at the equilibrium price indicates. Secondly, the effect
of a cyclical decline is an increase in capital intensity. Thirdly, during a
cyclical decline the appearance of redundant plant in effect accelerates
depreciation. As a result the accelerator coefficient is zero during a cyclical
upswing until all redundant plant is absorbed and until the return earned
upon investment reaches some normal rate.

We therefore have, for competitive industries, unless expansion takes
place on the basis of an equilibrium price, and unless the production func-
tion is one of constant returns to scale over the significant range, that:

(a) B >v during an upswing and the extent to which g > v depends upon
the strength of the boom.

(b) B — v as the boom tends to come to an end (when market price is
lowered toward the equilibrium price).

(¢) B <vduring a downswing due to the implicit increase in capital inten-
sity during the downswing.

(d) B =0 for some rises in output from the cyclical trough.

The greater the amount of redundant plant, the greater the increase in
demand that is necessary to induce investment. The result of the acceler-
ated depreciation due to redundancy on the cyclical downswing is that
induced investment is reduced in the initial stages of an upswing.

3. MONOPOLY

The effects of shifts in product demand curves upon investment by uncon-
ditional monopolies can be studied by applying the modified cost curves.
We will ignore the effects of changes in financing conditions. Modifications
of the behavior of monopoly firms will be introduced in order to eliminate
the postulate of continuous response. This analysis applies unconstrained
profit maximizing behavior to a situation in which the negatively sloped
demand curve for the product of a firm shifts.
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For competitive markets we solved the problem of ‘what does the firm
really maximize?’ by showing how the two maximization principles (that
firms maximize the rate of return upon their own investment and that firms
maximize the rate of return on total investment) are equivalent in equilib-
rium. This is not true in the same sense in monopoly markets. It is, of course,
trivially true, that there exists an owners’ equity such that maximization of
the rate of return upon owners’ equity and upon total investment are the
same. However, in general, we cannot posit that a firm will be characterized
by exactly this owners’ equity, and as long as the ‘freely’ available rate of
return is significantly lower than the rate which the monopolist can earn in
his firm, there is no reason for the monopolist to shift his equity from his
own firm to other firms.

Under the assumption that the monopolist is maximizing the rate of
return upon the total investment in the firm, the optimum position is deter-
mined by the tangency of the demand curve and a long run average cost
curve. In Figure 8.6, the LRACr, is tangent to the demand curve at the
output ¢,. Obviously the long run marginal cost curve for r; and the mar-
ginal revenue curve intersect at this output. If we take another long run mar-
ginal cost curve, say LRMC, [r, <r|], we have that at the output where it
intersects the marginal revenue curve the demand curve and the average cost
curve have the same slope. But the average cost, earning r, upon the total
investment, is lower than the price; symmetrically, for a long run marginal
cost curve based upon a rate of return r, which is greater than r,. The stand-
ard monopoly argument, with the resultant monopoly profits, is based

Price

LRAC,

LRMC,  LRAC,
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Figure 8.6
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upon the firm using a rate of return, such as r,, which is lower than the
highest attainable rate of return, in its planning.!> The resultant difference
between price and average costs, multiplied by output, is called monopoly
profits. Without some basis for the firm using a planning curve such as
LRMC,, the usual argument is false. Such a basis can be the use of ‘market
financing’ by the firm, and the relation between the freely available rate of
return and the return which can be earned within the firm. The arguments
which are necessary to determine the ‘optimum’ size of operations are
relevant to the ‘investment decision’ problem.

If a monopolist maximizes the rate of return upon total investment then
the firm will produce that quantity at which a long run average cost curve
is just tangent to the demand curve. An upward shift in the demand curve
raises the rate of return which the firm earns with the given plant. However,
this plant does not yield the maximum possible rate of return upon total
capital. This maximum available return is given by the plant determined by
the long run average cost curve which is tangent to the shifted product
demand curve.

There is no way of knowing whether the new optimum plant will be
larger or smaller than the original plant. Therefore there is no way of
knowing whether profit maximization in the sense used here will imply
investment as the result of an upward shift in demand. If the upward shift
in demand results in an increase in the elasticity of demand then the new
optimum plant may be larger than the old plant. If the shifted demand
curve is parallel to the original demand curve, then the plant which maxi-
mizes the rate of return with the new demand curve is smaller than the orig-
inal plant.

It is obvious that an unconstrained monopolist can choose to transform
arise in demand into a ‘Ricardian Rent’ case. In this case the plant remains
fixed — induced investment is zero. For both the ‘rent’ case and the maxi-
mization of the rate of return upon total investment case the accelerator
phenomenon breaks down — a rise in demand may not induce investment.
Therefore, to be able to use an accelerator, the economy must not be char-
acterized either by monopolists who are ‘lazy’ and transform a rise in
demand into a rent or by monopolists who maximize the rate of return upon
total investment.

With a fixed equity base, a monopolist maximizing the rate of return
earned upon its equity will have an invariant planning curve based upon the
market financing terms and the evaluation of the risk of debt financing, for
all plants greater than the largest plan which the owners’ equity can finance.
In this case an upward shift in the demand curve results in an increase in
the volume of debt financing.!¢ This implies that investment takes place;
therefore the accelerator can be used.
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In allowing for the entry of new firms into a competitive industry we
implicity allowed the equity base of the industry to increase. What is the
optimum equity base for a firm that is a monopolist? With a given demand
curve, the highest rate of return upon investment is earned by that plant that
results in the tangency between the LRAC curve, the SRAC curve and the
demand curve. Both larger and smaller plantsresultin a lower rate upon total
investment. This can be represented by an average and marginal return upon
investment curve. An upward shift in demand shifts these curves upward.

For a particular monopolist we define a rate of return which is freely
available p. With a given demand curve, the maximum equity investment in
a monopoly firm will be given by the condition that the marginal rate of
return equals the freely available rate of return.

This means that the plant determined by the intersection of the long run
marginal cost based upon p and the marginal revenue curve will be built.
This plant will earn more than p upon the total investment. If the ‘equity’
base of the monopolist is smaller than that necessary to build this plant,
the monopolist may either debt finance or build the plant which the equity
will finance (this is equivalent to a completely inelastic ‘risk’ premium). For
the debt financing firm, the long run marginal cost curve that determines
the optimum plant is based upon the borrowing rate and risk premium of
the firm.!”

For a monopoly firm which borrows or which has an infinitely elastic
supply of equity funds, a rise in the demand curve of the product implies
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investment. The behavior of such a monopolist is consistent with the
accelerator.

If a plant is continuously and instantaneously variable the short run
marginal cost curves lose their significance. A firm would always be able to
adjust its scale of plant to a shift in the demand curve. The relation between
the quantity of investment induced and the change in the quantity of the
product produced depends in these circumstances upon the nature of the
firm’s production function. Unless the production function is linear and
homogeneous of the first degree, successive increases in output will involve,
at constant factor prices, changing proportions of the factors of produc-
tion. Therefore, the construction which we used for a competitive industry,
which enabled us to derive a linear homogeneous production function for
the industry, does not apply to monopolies.

For a monopoly that profit maximizes with relation to a fixed planning
curve we can still write that

I= BAgq
but as price may change
I= B(qAp + pAqg + AgAp)Ap >0

The expenditure coefficient of induced investment is less than the output
coefficient of induced investment, whereas in the competitive industry the
relation was the same aside from a scale constant. This difference between
competition and monopoly is significant for the efficacy of a rise in money
income in inducing investment. In a competitive industry, none of the rise
in income!3 is absorbed by a rise in price, whereas in general a monopoly
absorbs some of the rise in income as a price rise. Therefore the quantity of
investment induced by a rise in money will be lower if the affected demands
are for the outputs of monopoly industries than if the affected demands are
for competitively produced products.!®

Expansion of a monopoly is along a production function, whereas
expansion of a competitive industry can take place by adding production
functions. For those monopoly firms which have production functions that
are not linear

KM ~Vuldy
However, v, = ¢(¢). If the production function is one of increasing returns,

cIvM/q%L <0; if the production function is one of decreasing returns
dv,/dg, > 0. For a monopoly a change in output may result in changing
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proportions of investment to output due to the characteristics of the pro-
duction function.

For a monopolist who is financing his expansion by debt, the relative
price of the factors of production does not remain constant as the ratio of
debt financing to equity financing changes. With a given equity base, the
borrowing rate (including borrower’s risk premium) rises with the upward
shift in the demand curve. This is equivalent to raising the price of capital.
This results in the firm’s optimum plant for a given output being smaller
than if the borrowing rate had not increased. To the extent that expansion
is debt financed it will result in a less intensive utilization of capital.
Therefore the amount of investment induced is less than if output had been
expanded along the same ‘expansion’ path as the original plant was on. The
resultant accelerator coefficient B became a function of the borrowing rate
and risk premium: g = ¢(r) 20

In the case of a downward shift in the demand curve, the analysis for
monopoly is symmetric with that for an upward shift in the demand curve.
The effects of a downward shift in the demand curve are two: first the rate
of return upon investment in a given plant is reduced, secondly a smaller
plant yields the highest rate of return upon owners’ equity. If depreciation
transforms a large plant into a small plant, the rate of return upon owners’
investment will rise if, as plant is being depreciated, with a stabilized
demand for the product, the plant becomes that size determined by the
intersection of the long run marginal cost curve based upon the financing
rate and the marginal revenue curve. When this occurs, the firm will have
the plant which yields the highest attainable rate of return. The relation
between the amount of capital consumption and the change in the quan-
tity produced depends upon the technical characteristics of the firm’s
production process. There is no reason inherent in the set-up for the uncon-
strained monopolist why there should be any time gap between the shift in
the demand curve for a product and the resultant change in the capital
used. Any time gap which occurs, any deviations from the long run pro-
duction function, arise from the limitations due to the attainable time rate
of change of capital.

If limitations as to the time rate of change of capital exist, then a cyc-
lical movement in the level of income may be reversed prior to the achieve-
ment of the optimum plant. For example, if a cyclical downswing in the
level of income is reversed prior to the achievement, through depreciation,
of the optimum size plant for the lower level of demand, the initial upswing
of the level of income may not induce investment. Similarly, the reversal of
a cyclical upswing may not be effective in inducing disinvestment.

The assumption of a continuous response on the part of a profit maxi-
mizing monopolist to shifts in its demand curve is too stringent. It is true
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that to each demand curve confronting a monopolist there corresponds
a unique plant size which will yield the highest returns. Ignoring the
financial problems which arise in changing the size of plant, the firm may
still choose not to alter the plant scale for each shift, however small, in its
product demand curve. This is a relaxation of the unconstrained profit
maximization assumption. For such firms the accelerator coefficient is
zero for some range of changes in the demand curve. It also follows
that shifts in the demand curve which are sufficient to trigger investment
may result in responses which are out of proportion to the incremental
shift.2!

Let us assume a sequence of upward shifts in the product demand curve.
With DD, as the demand curve the plant indexed by SRMC, is the
optimum plant, that is, it is the plant which yields the highest attainable
return on owners’ investment. A shift of the demand curve DD, may not
be sufficient to induce a firm to build the plant SRMC,; rather the firm will
continue to operate plant SRMC,. However, a further shift of the demand
curve, say to DD;, will be sufficient to induce the firm to construct the
optimum plant for the demand curve DD; The amount of investment
induced by the shift of demand from DD, to DD; is greater than this
incremental shift in demand alone warrants.

If a profit maximizing firm expects a cyclical swing in its demand curve
between DD, and DD, and if the time rate of change of capital is long
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relative to the phases of the business cycle, then the firm will have to choose
a plant somewhere between SRMC, and SRMC;. Once such an uncon-
strained monopolist makes his choice, the usual cyclical swings of the
demand curve will not induce any investment. For firms of this sort where
the cyclical accelerator is zero, only shifts in demand which are greater than
the cyclical pattern will induce investment.

Monopolized industries exhibit a number of investment characteristics
different from competitive industries. One is that ‘profit maximization’ in
the sense of a maximum rate of return on total investment may induce
disinvestment as the result of an upward shift in demand, so that the
coefficient of induced investment is negative. For monopoly firms which
finance debt, and for monopoly firms which are characterized by owners
who ‘distribute’ their portfolios, an expansion involves a rise in the effective
planning rate. Therefore independent of changes in the market rates of
interest, the expansion is taking place on the basis of more expensive
financing which lowers the accelerator coefficient. In addition, as a monop-
olist firm expands, the laws of return to scale of the production function
affect the amount of investment which takes place. For decreasing returns
monopolists, this increases the ratio of investment to output.

In addition, for a monopolist, we can expect that a rise in market price
will take place as the demand curve shifts independently of changes in
factor prices. As a result, a portion of a change in money income is trans-
formed into a change in price, making the quantity of investment induced
by a rise in expenditures smaller than if the industry had been competitive.

A monopoly industry is similar to a competitive industry in that, from the
trough of the business cycle, we can expect that the initial increases in
demand will not be effective in inducing investment. In fact, for monopoly
firms which expect cycles, the cyclical accelerator may be zero. Investment
will be induced only by increases in demand beyond previous peak demands.

Monopoly firms also have the alternative of remaining passive when
demand changes: not varying their plant with a change in market demand.
The passive behavior filters out the effect of small changes in demand. Such
firms would be characterized by spurts of induced investment. Induced
investment will be zero for small changes in demand and a disproportion-
ate increase in investment will take place for large changes in demand.
Whereas in a competitive industry a strong boom tends to increase induced
investment somewhat, for a monopoly a strong boom may be a necessary
condition for investment to be induced.

The workings of the accelerator coefficient seems much more certain in
competitive industries than in unconstrained monopoly. Therefore the
cyclical behavior of an economy should be affected by the proportion of
industries characterized by these market structures.
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4. CONDITIONAL MONOPOLY

Conditional monopolies have been divided into two classes: those in which
the effective constraint upon the firm is a maximum price of the product
and those in which the effective constraint is a maximum rate of return
upon the investment in the firm. In the maximum price constraint case the
optimum size of the plant for a particular demand curve is determinate in
some cases only if an additional behavior hypothesis is added.

The maximum price constraint can be considered as a transformation of
the demand curve confronting the firm into a kinked demand curve. The
demand curve confronting the firm can be split into a horizontal line at the
constraint price (this is the effective demand curve for all quantities less
than the largest quantity which can be sold at the constraint price), and a
negatively sloped demand curve (this is the effective demand curve for all
quantities greater than the largest quantity which can be sold at the con-
straint price). It follows that the marginal revenue curve is a horizontal line
at the constraint price where the demand curve is horizontal and where the
demand curve is negatively sloped the marginal revenue curve is the curve
marginal to the demand curve. The demand side of our analysis is based
upon this discontinuous marginal revenue curve. The discontinuity occurs
at that quantity where the demand curve confronting the firm intersects the
constraint price line. A shift in the product demand curve changes the quan-
tity at which the discontinuity in the firm’s marginal revenue curve occurs.

Again we have to distinguish between the two profit maximizing rules for
a firm: maximization of the rate of return upon total investment and maxi-
mization of the rate of return upon owners’ equity. For a firm that maxi-
mizes the rate of return upon total investment, the highest attainable rate
of return long run average cost curve either is tangent to the horizontal
price constraint line or it is tangent to the negatively sloped portion of the
firm’s demand curve. The first situation is not an equilibrium situation if
the tangency occurs at the left of the discontinuity of the demand curve, as
at the constraint price the quantity demanded will be greater than the quan-
tity supplied. Assuming that the constraint price is effective, and that non-
price rationing does not take place, new firms will enter the industry. This
results in a shift of the negatively sloped portion of the demand curve to
the left. The industry will be in equilibrium when the cost curve is tangent
to the price constraint line at the discontinuity of the demand curve.

This leads us directly to the effect of an upward shift in the demand curve
for the firm which is maximizing the rate of return in the ‘total’ sense and
which is in the equilibrium position stated above. Such a firm will not expand
as a result of the rise in demand. However, new firms will enter the industry.
The price will remain at the constraint price. The amount of investment,
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barring differences in the production function of the new entrants, will be
proportional to the change in output. The price remains constant, none of
the rise in expenditures upon the product will be absorbed by a rise in price.
Just as for the pure competitive model we constructed we have:

I=BAq
I=BAgp

Also if K= vq in the original situation then I = vAg; for example, the capital
output ratio remains constant.

Alternatively, the highest attainable rate of return upon total investment
may be achieved along the negatively sloped portion of the demand curve.
In this case the price constraint is not effective. Such a firm can behave as an
unconstrained monopolist for some range of upward shifts in demand. An
unconstrained monopolist, depending upon the elasticity of demand for
the product, may invest or disinvest due to an upward shift in demand.
However, for a price constrained monopolist there exists a terminal upward
shift in demand which results in the plant that maximizes the rate of return
being tangent to the horizontal price line. For shifts in demand short of that,
a portion of the change in expenditures will be absorbed in the rise in price.
Also if, in the initial situation K = vg, v will be a function of output as the
movement will be along a particular production function. In addition the
‘planning’ rate of return will rise which results in a change of the expansion
path: for example v=f(q, r) and r is rising. This will tend to reduce the
coefficient of induced investment: in fact  and B may be negative.

Another behavior open to a conditional monopolist is to remain passive.
As a result of the rise in demand the firm may choose not to change its
plant. Such a ‘rent case’ is treated in detail later for a conditional monop-
olist who maximizes the rate of return upon owners’ investment. For a con-
ditional monopolist the rent alternative has a natural limit.

The more interesting conditional monopoly is where firms maximize the
rate of return upon owners’ equity. Their plant is determined by the inter-
section of the effective marginal cost curve and the marginal revenue curve.
Given the maximum price constraint, we can distinguish three different
cost-marginal revenue situations for such firms. In the first situation the
effective long run marginal cost curve intersects the price line to the left of
the discontinuity; in the second the long run marginal cost curve passes
through the discontinuity in the marginal revenue curve, and in the third
the long run marginal cost curve intersects the negatively sloped marginal
revenue curve to the right of the discontinuity. We will determine the
optimum scale of plant for the firm to build subject wherever necessary to
additional behavior hypotheses.
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If the effective long run marginal cost curve intersects the constraining
price line, the optimum size of plant for a firm depends upon the additional
behavior hypotheses. The firm may choose to supply the entire quantity
that the market will take at the constraint price rather than to maximize
profits. This results in the construction of a larger plant and in a lower rate
of return being earned upon the owners’ investment than if the firm maxi-
mized profits.

If the firm chooses to maximize profits some demand at the constraint
price is unsatisfied.22 The industry will be in equilibrium when new firms
enter and shift the firm’s demand curve to the point where at the constraint
price market supply equals market demand. In this case, an upward shift in
the demand curve implies investment by the new firms and there would be
no change in the capital-output ratio in the industry barring production
function differences between the old and new firms. For both profit maxi-
mizing rules, when the price constraint is effective, expansion of the indus-
try takes place through the entry of new firms. In this case the accelerator
generation relation is similar to the relation for a competitive industry.

Alternatively a firm may feel constrained to supply the entire quantity
that the market will take at the constraint price. The optimum plant is deter-
mined by the long run average cost curve which passes through the inter-
section of the price constraint line and the firm’s demand curve. Such a firm
has a larger plant than if it maximized profits, and an upward shift in
demand will increase the size of the optimum plant. If the firm’s produc-
tion function is one of decreasing returns to scale, then the ratio of the
increment of investment to the increment of output will be larger than the
ratio of investment to output with the previous demand curve.

We have for this type of behavior that

I=BAq
I=BAgp

There is no absorption of the inducement to invest by a rise in product
price. Also, in K= vq we have that v = f(¢) and the change in ¢ associated
with the upward shift in demand results in increasing v. For the price con-
strained conditional monopolist that attempts to satisfy the entire market,
the accelerator coefficient is larger than the accelerator coefficient associated
with the expansion of output through new entrants into the industry.

As was pointed out earlier, profit maximization in the case where unsat-
isfied demand exists results in the development of alternative sources of
supply. Therefore a firm which maximizes profit is willing for alternative
sources of supply to develop and to have the negative portion of its
demand curve shift to the left. If the demand curve shifts to the left beyond
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the profit maximizing position, a deterioration in the profit position of the
firm occurs. A firm would rationally allow an excess demand for its product
to arise if it did not fear the effects of the development of alternative
sources of supply or if it expects that the rate of return which it will earn
with alternative sources of supply in the market is equal to or greater than
it could earn if it supplied the entire market. If the firm’s set of cost sched-
ules remains unchanged, each shift of the demand curve to the right lowers
the returns earned upon investment for such a firm. Each such fall in the
rate of return upon investment makes the alternative of profit maximizing
more appealing.

On the other hand, a firm that supplies the entire market at the con-
straint price is acting rationally if it believes that the development of new
sources of supply will so adversely affect the firm’s earnings that it is better
off trying to supply all that the market will take at the constraint price
rather than allow alternative supply sources to expand. For such an atti-
tude upon the part of the firm to be rational, the earnings that such a firm
achieves upon its own investment when it is supplying all that the market
will take must be appreciably greater than the returns freely available.

Two comments can be made about this ‘supplying a market’ behavior.
First that with each increase in the demand for the product the rate of return
earned by the firmis lowered. Successive upward shifts in demand may result
in such a decrease in the earnings of the firm that it no longer becomes an
advantageous return. This could lead to the collapse of the firm. Secondly,
as marginal cost is in excess of price, a firm following such a behavior rule
will be greatly interested in the discovery of alternative production functions
which can lower its long run marginal cost curve. This pressure upon profits
from an increase in demand would be conducive to investment in research in
seeking alternative production techniques.

In the second case, where the firm’s long run marginal cost curve passes
through the discontinuity in the marginal revenue curve, supplying the
market and profit maximizing coincide. In Figure 8.9, the highest attainable
rate of return upon investment from selling ¢, at p, is given by the long run
average cost curve which passes through the point p,q,.

The short run average cost curve which is tangent to this curve at the
point p,q, is a short run average cost curve for the plant size determined by
the condition that long run marginal cost equals short run marginal cost at
quantity ¢,. In this case the optimum size plant is that which would be built
to produce the quantity given by the discontinuity.?3

In the third case, where the long run marginal cost curve intersects the
marginal revenue curve to the right of its discontinuity, the maximum price
constraint is not effective. The optimum size plant on the basis of profit
maximizing behavior by the firm is determined just as in unconstrained
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monopoly. In this case the firm behaving as if it were a profit maximizing
monopolist produces a larger output which it sells at a lower price than if it
sold all that the market would absorb at the constraint price. The firm also
hasalarger plant and isearning a higher rate of return upon investment than
if it followed a policy of selling at the constraint price. The effect of upward
shifts in demand will be the same as for a profit maximizing monopolist
unless the demand curve shifts sufficiently to have the long run marginal cost
curve pass through the discontinuity in the marginal revenue curve.

In order to take up the investment that is induced in price constrained con-
ditional monopolies where the firms are maximizing the rate of return upon
owners’ investment, we will assume that the effective long run marginal cost
curve will be unchanged. We will investigate the effects upon the optimum
size plant for a firm if the discontinuity in the marginal revenue curve shifts
to the right as a result of shifts in demand. When this discontinuity shifts,
the relation between the cost curves and the marginal revenue curves may
change from one of the situations as described above to another.

If we assume: (1) that the long run marginal cost curve is rising in the
relevant quantity ranges, (2) that the demand for the product of the firm is
always elastic at the constraint price, and (3) that there are no significant
variations in elasticity as demand shifts, then we can rank the marginal
cost-marginal revenue situations. Using upward shifts in the demand curve
for our classification we have that for ‘low demand’ the marginal cost curve
intersects the negatively sloped segment of the marginal revenue curve, that
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for ‘intermediate demand’ the marginal cost curve passes through the dis-
continuity in the marginal revenue curve and that for ‘high demand’ the
marginal cost curve intersects the constraining price line.2*

If, starting with the marginal cost curve intersecting the negatively sloped
portion of the marginal revenue curve, the demand curve shifts upward and
the cost curve still intersects the negatively sloped portion of the marginal
revenue curve, then the price constraint is not effective. The result is identi-
cal with that of unconstrained monopoly.

If as a result of an upward shift in the demand curve, the long run
marginal cost curve passes through the discontinuity in the marginal
revenue curve, then the change in the optimum size plant is determinate. In
Figure 8.10, as an unconstrained monopolist the optimum size plant was
SRMC,, upon which the firm earned a return indexed by LRAC,. As a
result of the shift in the demand curve to the right the firm becomes a con-
strained monopolist, and the optimum size plant is SRMC, upon which the
firm earns a return indexed by LRAC,. In this case, the price rises to p so
that we have

I=BAq
and
I=B(Agp+4q(p—p) +Aq(p—p))
where p is the constraint price. As the expansion takes place along a produc-
tion function v = f{¢) and as the financing rate increases along the marginal

cost curve v = f(q, r): the capital output ratio can be expected to change.
For this case the following hold: (1) a portion of the inducement to invest is

Price SRMC,

Output

Figure 8.10
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absorbed by the rise in price, (2) the characteristics of the production func-
tion may induce investment that is a larger proportion of the change in output
than the original capital output ratio indicates, and (3) the rise in the financ-
ing rate will tend to reduce the capital output ratio. Inasmuch as this firm
supplies all that is demanded at the constraint price, no new entry takes place.

If the demand curve shifts to the right, for a firm whose long run marginal
cost curve passes through the discontinuity, the result may be that the long
run marginal cost curve intersects the constraining price line. In this case we
have to distinguish between the firm’s two alternative behavior patterns —
that of satisfying the market demand at the constraining price or of maxi-
mizing profits. If the firm chooses to maximize profits, it will build the size of
plant determined by the long run marginal cost curve’s intersection with the
constraint price. This size of plant will yield the highest rate of return upon
owners’ equity available to the firm given the market situation. However, the
firm may rationally choose to satisfy the market demand at the constraint
price. The most effective way of producing this output is by constructing
the plant which passes through the intersection of the demand curve and
the constraint price. In both these cases price does not rise, but the produc-
tion function and rate of return changes which were taken up earlier occur.

If the demand curve shifts to the right when the long run marginal cost
curve already intersects the constraining price line, there will be no change
in the size or profitability of the profit maximizing firm. If the firm is
attempting to satisfy the market, each upward shift of the demand curve
implies an increase in the optimum size of plant and a decrease in the rate
of return earned upon owners’ investment.

The amount of investment that is induced by a given upward shift in
the demand curve for the product depends upon the cost situation which
a firm is in and upon the behavior principle it has adopted. If the firm is
in the unconstrained position, the amount of investment which takes
place depends upon the relation between the change in output and capital
in the production function. However, as long as the firm is unconstrained,
the upward shift of the demand curve will result in a price increase, and
this price increase results in the change in quantity resulting from a given
upward shift in the demand curve being smaller than the change in quan-
tity at a constant price.

For that range of outputs for which the firm’s long run marginal cost curve
passes through, the discontinuity in the marginal revenue curve, the amount
of investment induced depends upon the investment output relation in the
production function. In this case, as in the competitive case, the price does
not change. However, this differs from the competitive case in that we are not
expanding output by increasing the number of identical units; rather we are
moving along a production function. Therefore, whereas in the competitive
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case B was independent of ¢, in this case B is a function of ¢, B = ¢(¢) and
again B = @(q, r).

In the case where the long run marginal cost curve intersects the price
constraint line, and the behavior of the firm is profit maximizing, an
upward shift of demand will result in no additional output, and no
additional investment will be induced by the firm. In this case 7= 0 for the
firm. If the firm behaves so as to supply all that the market will take at the
constraint price, then the optimum plant size will increase with the upward
shift in demand, and 7= BAq and = BAgp. B again is a function of ¢;
however, as the long run marginal cost curve for this case must be rising,
there is a presumption in favor of asserting that the amount of capital
required per unit change in output is increasing, that is de(g)/dg > 0.

If the effect of an upward shift of the demand curve is to move the firm
from one marginal revenue cost situation to another, the induced invest-
ment is a sum of the amount induced in one situation plus the amount
induced in the other. It is possible for a rise in demand to induce disinvest-
ment by a price constrained conditional monopolist. If a firm is in the
situation where long run marginal cost intersects the price constraint and
is guided by a supplying of the market rule, successive shifts of the demand
curve lower the rate of return upon investment. As a result the firm may be
forced to give up its attempt to supply the market. This may cause the firm
to change its rule to profit maximization, which will imply a decrease in the
size of its plant.

Aslong as we are not allowing for the effects of time, then the effect upon
investment of a downward shift in the demand curve is symmetric with the
effects of an upward shift in the demand curve.

If we discard the assumption of instantaneous and continuous changes
in plant and allow for the time taken in the construction of plant and the
unwillingness — aside from financial considerations — on the part of a firm
to change plant immediately and minutely with every change in demand,
we have to make a behavior assumption for the firm with regard to plant
changes. Let us make the plausible assumption that the firm will not expand
its plant as long as the rate of return earned on the fixed plant at a price of
the product equal to or less than the constraint price, rises when the
demand curve shifts upward. This leads to a discontinuous response on the
part of the firm to upward shifts in the demand curve. With a given plant
no investment takes place for some range of shifts in the demand curve.

In the case where a firm is a profit maximizing monopolist due to the
ineffectiveness of the price constraint, no investment will be induced under
the above behavior assumption until the short run marginal cost rises to the
constraint price. In Figure 8.11 SRMC, is the existing plant. The negatively
sloped portion of the marginal cost curve (MR,) intersects the short run
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marginal cost curve leading to a profit maximizing price of p,, output g,.
As the demand curve shifts to the right, the short run marginal cost curve
passes through the discontinuity in the marginal revenue curve, which
results in a profit maximizing price of p, the constraint price. Further shifts
in the demand curve to the right result in marginal cost becoming greater
than the constraint price so that the rate of return being earned in the given
plant falls — assuming that the firm behaves so as to satisfy the market
demand for the product at the constraint price. This will lead to a decision
to build a new plant, and as we have drawn the long run average cost curve
in Figure 8.11, the profit maximizing position with the optimum plant
SRMC, for demand curve DD, leads to the unconstrained monopoly pos-
ition with its price lower than the constraint price.

Earlier we rationalized the behavior of firms which produced an output
so large that their marginal costs were greater than the constraint price, on
the ground that their profit rate depended upon the maintenance of the
market structure. In this case we have another rational reason for the short
run maintenance of the constraint price even though it involves a tempor-
ary fall in the profit rate. If there is a significant gestation period for build-
ing a plant, a firm would not be willing to suffer any deterioration in its
market position during the gestation period, knowing that the new plant
will significantly reduce costs (increase capacity). Hence it will supply all
the market will take at such a price so as to prevent the development of
alternative sources of supply. The example of the behavior of the ‘uncon-
strained’ price constrained monopolist results in a fall of the price of the
product after the construction of the new plant, without the need to assume
any technological change. It may be true that much of the lowering of price
of products which is imputed to technological change induced by rise of
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demand is really the effects of the construction of the optimum plant for
higher demand conditions.

The case of a firm whose short run marginal cost curve passes through
the discontinuity in the marginal revenue curve is similar to that of the firm
whose marginal cost curve intersects the negatively sloped portion of the
marginal revenue curve. No investment will take place until short run mar-
ginal cost equals the constraint price. For this range of shifts in demand the
rate of return earned upon investment will be rising. Again the investment
decision will be discontinuous.

Until such time as the long run marginal cost curve intersects the
constraint price, the rate of return earned upon investment in the price
constraint monopoly case will be rising. Any further rise in the demand
curve will result in either a fall in the rate of return upon investment due to
the attempt on the part of the firm to supply the market demand at the
constraint price or the development of alternative supply sources, with a
possible deterioration in the firm’s conditional monopoly position.

For price constrained conditional monopolists we have derived alterna-
tive investment responses to upward shifts in demand. Such an industry
may expand by means of an increase in the size of existing firms or by the
entry of new firms. We have shown that if existing firms expand, the ratio
of investment to the change in output may be different from the ratio of
capital to output that existed prior to the change in demand. This is due to
two factors: one that the investment takes place along a production func-
tion which may exhibit changing returns to scale, the other that the plan-
ning rate of return changes.

In addition, there is a presumption of a discontinuous response by exist-
ing firms. Until the demand curve becomes such that the marginal cost
curve of a given plant approaches the constraint price, no investment need
be induced. When the price approaches the price constraint, a small incre-
mental rise in demand can induce a large change in plant.

In terms of the systematic variation of the accelerator coeflicient over a
business cycle, this all or nothing response of the price constrained condi-
tional monopolist can result in a large accelerator coefficient when income
is substantially higher than the trough income. On the other hand, small
increases in income tend to be absorbed by the increasing profitability of
existing firms. If the investment is imputed to the incremental change in
income, the accelerator coefficient will be large. However, the optimum plant
built in these circumstances will be such that further rises inincome will again
tend to be absorbed by the increasing profitability of the existing firms.2>

A downswing will shift the negatively sloped portion of the firm’s demand
curve to the left. If originally the firm’s long run marginal cost curve inter-
sected the price constraint line or passed through the gap in the marginal
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revenue curve, a fallin demand may result in the long run marginal cost curve
passing through the gap. In these cases the price remains constant at the con-
straint price. The result of the optimum size plant decreasing will be that
firms will tend to consume capital. To the extent that such disinvestment
takes place, the firm’s earnings will rise. With a stabilized low income demand
curve, this decrease of plant size will halt when the optimum plant for the low
level demand has occurred. As the movement is down a marginal cost curve,
in which financing enters, independently of the cyclical fall in interest rates,
the fall in the borrower’s risk premium as the borrowings of the firm are
reduced means that the optimum capital output ratio rises. As a result the
disinvestment will not be carried as far as the change in output indicates.
However, as the decrease in size is along a production function, to the extent
that decreasing returns exist, capital consumption will be large in relation to
the fall in output.

If the fall in demand is such that the short run marginal cost curve for an
existing plant intersects the negative sloped portion of the marginal revenue
curve, then the firm will lower the price below the constraint price. Such
price cutting will tend to maintain output, absorbing a portion of the
decrease in demand in the price change. However, if the long run marginal
cost curve passes through the gap in the marginal revenue curve, the price
cutting phase will end as the firm succeeds in decreasing plant size. The
‘price cutting phase’ of the business cycle will be associated with the initial
sharp fall in income. Of course, during the downswing, the fall in demand
may be at a faster rate than plant can be reduced (a donkey and carrot
affair), so that the ‘price war’ lasts. However, once the demand curve is
stabilized, the tendency to establish the normal price will begin to dom-
inate. The establishment of the normal price situation will mean that, for
some range of increases in demand, no investment will be induced.

The conditional monopolist who supplied the entire market will, as he
succeeds in disinvesting, earn larger returns upon his own investment unless
demand falls too far. If the quantity demanded at the constraint price is less
than the profit maximizing quantity at the constraint price, then the returns
earned fall. As this firm will have tended to intensify its use of capital at the
boom, the disinvestment will tend to be a larger ratio to the change in
output than the ‘boom’ capital output ratio would indicate.

As is true of the competitive case, the fall in demand may result in some
firms falling below the survival limit. This would tend to be particularly
true where the ‘price constraint’ is due to the existence of alternative pro-
duction functions and the expansion of the industry took place through
the entry of firms with this alternative production function. In the case of
bankruptcy, either the firms are reorganized and the capital equipment is
used, or the phenomenon of redundant capital will occur. The effect of the
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appearance of redundant capital is that the demand curve of the surviving
firms is stabilized at a higher level, therefore decreasing the disinvestment
by such firms. During the period in which capital equipment is rendered
redundant, the ‘induced disinvestment’ is greater than the capital output
coefficient would indicate. However, during the recovery phase of the busi-
ness cycle, expansion of the industry will take place, in part, through the
absorption of this redundant capital. This will tend to reduce induced
investment.

Price constrained conditional monopoly therefore tends to result in
non-linearities in the induced investment coefficient in both the upswing
and downswing. On the upswing we would expect that induced investment
would be small for some range of output changes and very large for other
ranges of output changes. To the extent that the ‘gap’ remains the effective
determinant of plant size, the construction of that plant involves the con-
struction of ‘excess capacity’. Therefore some further rises in demand
would tend not to induce investment. The accelerator effect operates inter-
mittently, but strongly, when it operates, upon firms in such an industry.
If the economy operates so that for the different industries the high accel-
erator coefficient occurs at the same time, and the low accelerators occur
together, the economy would tend to have ‘strong booms’ followed by
periods in which the accelerator operates so as to dampen the economy
down. The effect upon the downswing of the ‘price wars’ and the appear-
ance of redundant capacity also tends to result in a rapid fall in income
which will be followed by a damping accelerator. And on both the
upswing and the downswing, the behavior of the price constrained condi-
tional monopoly tends to dampen out the effect of small changes in
demand.

Our other model of conditional monopoly is where the firms are limited
by a maximum rate of return upon total investment. This may be due to a
legal limitation as in the regulated monopolies, or it may be due to the firm’s
desire to maintain a market position: for example, to prevent the entry of new
firms. In this case the effective constraint upon the firm consists of the long
run average cost curve for the ‘limitational’ rate of return or the demand
curve, whichever for a particular quantity yields the lower price.

If the product demand curve lies below the constraining long run average
cost curve, the firm is an unconstrained monopolist. If the demand curve is
tangent to the rate of return constraint, then depending upon the long run
marginal cost curve, the firm either behaves as an unconditional monopolist
or charges the price given by the tangency. Similarly for the case where the
demand curve intersects the constraining cost curve, the firm either behaves
as an unconditional monopolist or charges the price given by one of the
intersections. The second is the interesting case.
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Unless the constraint is ineffective, the firm cannot operate so as to
maximize the internal rate of return. Therefore, we will assume that there
exists a unique long run marginal cost curve based upon the financing
changes; and that the firm maximizes the rate of return upon a fixed
owners’ equity.

As mentioned earlier, the interesting case is where the demand curve
intersects the constraint long run average cost curve. In this case, the
effective demand curve consists of two parts. The demand curve for the
product to the left and to the right of the intersection with the constrain-
ing average cost curve is part of the effective demand curve. The other part
of the effective demand curve consists of the average cost curve between
these intersections. To the left of A, the marginal revenue curve is the curve
marginal to the demand curve. Between A and B, the marginal revenue
curve is the long run marginal cost curve for the constraining rate of return.
To the right of B, the marginal revenue curve is the curve marginal to the
demand curve. Unless the firm’s long run marginal cost curve is such that
the firm behaves as if it were an unconstrained monopoly, the equilibrium
price would be either p, or p,. This depends upon which gap the marginal
cost curve passes through.26

Let us assume that the firm’s planning long run marginal cost curve
passes through the high output gap in the long run marginal cost curve. The
optimum plant will be determined by this intersection. In Figure 8.12, the
price charged will be p,, the SRAC, will index the yield being earned upon
investment. The yield in total investment will be less than the constraint
yield, although the yield on equity may be greater. The plant built will have
excess capacity in the following senses: (1) marginal cost will be less than
price and (2) for some increases in the quantity produced at the given price
the return earned upon investment will increase.

Price LRAC

. SRMC, SRAC, LRMC

! RAC
4 DD
i | \ MR
0 A B Output

Figure 8.12



212 Induced investment and business cycles

Some range of upward shifts in demand, with a given plant, will result in
a rise in earnings. Until the rise in demand is such that marginal costs are
greater than price there will be no pressing reason for the firm to expand —
there is a natural discontinuity in the inducement to invest. When this
investment threshold is reached, the optimum plant for the firm to con-
struct is again given by the intersection of the firm’s long run marginal cost
curve with the gap in the marginal revenue curve. The new plant will again
have excess capacity.?’ Therefore, the inducement to invest will again not be
pressing for a range of upward shifts in demand.

On the downswing, given this lag, the existing plant will be equal to a
smaller than the optimum plant for some range of demand curve shifts. For
this range of demand curves there will be no inducement for the firm to dis-
invest; the induced disinvestment coefficients will be zero.

In general for a ‘rate of return’ constrained monopolist there is no
inducement to invest or disinvest for small changes in demand, whereas
large changes in demand result in a large volume of induced investment.

If the planning marginal cost curve passes through the “upper gap’ in the
effective demand curve, each upward shift in demand results in a rise in
price and a fall in quantity.

If the planning marginal cost curve passes through the “upper gap’ in the
effective demand curve, then an upward shift of demand results in a higher
price and a lower output. When the existing plant yields the constraining
returns upon investment, then a further increase in demand may induce
disinvestment. In this case a fall in demand implies investment. This per-
verse cyclical response of the ‘high price’ conditional monopolist with an
effective rate of return constraint is due to the planning marginal cost curve
lying above the constraint rate marginal cost curve. This may hold for some
capital shortage cases. Its primary interest however is as a ‘novelty’ in which
the accelerator coefficient is negative.

For the rate of return case expansion of a firm takes place along a
firm’s production function. Again the effect of the laws of return
operate; if the production function exhibits decreasing returns, then
investment will be more than proportional to the change in output, and
so on. Also, the rate of return upon which the planning curve is based
may rise during the expansion of the firm, resulting in a less intensive use
of capital.

5. SUMMARY

Earlier we showed that the aggregate coefficient of induced investment is a
sum of coefficients for the various firms. Aggregate induced investment is
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equal to BAY and AC, =a,AY, where «,, is the marginal propensity to
consume particular goods. Also 1, = BAC, and 21, = I so that

2B, AY

- AY
B=2B,a,.

The aggregate induced investment coefficient is the weighted average of the
induced investment coefficients of the different industries, where the weights
are the marginal propensities to consume the different goods.

In this chapter we have shown that the investment reaction of a firm to a
rise in income depends upon market structure. We have shown that it is
necessary to make either strict competitive model assumptions or to assume
that the industry is a conditional monopoly in which the price constraint is
effective and existing firms profit maximize if the behavior of firms is to be
consistent with a constant valued accelerator coefficient. For other market
structures we have shown that the relation between a change in income and
investment will vary over the business cycle.

Therefore, the aggregate accelerator coefficient depends upon the indus-
trial structure of the economy. If the weight in the economy of the different
types of markets changes, we can expect the business cycle pattern to change.

In particular we have shown that for price constrained conditional
monopolies there is a range of increases in demand for which induced
investment is zero, and that when such a firm expands it constructs excess
capacity. During a business cycle expansion the capacity of such conditional
monopolies is related to the demand for their product at the previous peak
income. Hence we expect that for these industries induced investment will
tend to be zero until income approaches its previous peak. When income is
equal to or greater than this previous peak all of the ‘conditional monop-
olies’ will tend to invest and the investment will be a large ratio to the incre-
mental change in demand. There is, therefore, a tendency for a ‘lumping’ of
the investment of conditional monopolies and an economy characterized
by a large proportion of conditional monopolies would be characterized by
periods of ‘stagnation’ and ‘inflation’.

6. THE INTEREST RATE - INVESTMENT
RELATION

In order to deal with aggregate induced investment we have to sum the indi-
vidual firms’ investment induced by a rise in income. This aggregate
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depends upon a number of factors, in addition to the change in income.
Among these other factors, the most useful for analytic purposes is the
market rate of interest. The market rate of interest is the objective rate at
which borrowing begins; it is the prime rate of banking practice. Of course,
for a particular firm the effective rate depends upon borrower’s and lenders’
risk. However given the particular firm’s financial condition, the effective
rate varies with the prime rate. This effective rate is a determinant of the
firm’s planning curve. We are interested in investigating how the elasticity
of investment with respect to the rate of interest depends upon market
structure.

The market rate of interest can affect induced investment in two ways. The
first is via the substitution effect; a low rate of interest to the price of non-
capital factors will tend to make the firm substitute capital factors for other
factors in producing a given output. The second is through a scale effect; a
low rate of interest, by lowering the planning curves of firms, will tend to
make the optimum output larger. The substitution effect depends upon the
nature of the firm’s production function. The marginal rate of substitution
between factors in production may be high or low.2 The greater the marginal
rate of substitution among factors in production, the greater the interest
elasticity of demand for investment. However, there is no reason to believe
that the marginal rate of substitution among factors is correlated with
market structure. Therefore, the interest elasticity of demand for investment
due to the substitution effect will be independent of market structures in the
community. The change in optimum output due to a lowering of the firm’s
planning curves is not independent of market structure. We are interested in
seeing how the interest elasticity of demand for investment due to the scale
effect depends upon market structure.

The optimum plant for a firm in an industry depends upon the following
factors:

the demand curve for the product;
the market structure of the industry;
the firm’s behavior principle;

the firm’s balance sheet structure;
financing conditions.

ARl e

For each firm, factors 1 through 4 can be assumed as fixed. As the finan-
cing conditions can be represented by the prime market interest rate, the
aggregate investment demand curve is the sum of the investment desired by
each firm at each interest rate. The elasticity of this aggregate investment
demand curve due to the scale effect depends upon the weight of the
different market structures and different behavior principles in the economy.
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The market rate of interest is a relevant variable in determining the
optimum plant only for those firms that maximize the rate of return upon
owners’ capital. The optimum plant for firms that maximize the rate of
return upon total investment is not affected by changes in the market inter-
est rate. Firms that transform shifts in demand into changes in rent also are
not affected by borrowing rates.? Therefore, for these firms aggregate
investment is independent of changes in market interest rates.

The planning curves of firms that maximize the rate of return upon
owners’ equity will shift with changes in the market rate of interest. The
lower the rate of interest, the larger the scale of plant desired by each firm
in a competitive industry at a particular market price of the product. Also,
the price at which the firm can earn any given return on owners’ investment
is lower, the lower the market rate of interest, and if we assume that the
market price of the other factors used by the firms in such an industry is
independent of the output of the industry, then the infinitely elastic long
run supply curve of the industry is also lower. The change in aggregate
output due to a fall in interest rate, and therefore the amount of investment
induced by the scale effect, is greater as the price elasticity of demand for
the product is greater, and therefore the elasticity of the investment demand
curve depends upon the elasticity of demand for the product.

For the profit maximizing monopolist, a fall in the financing rate lowers
the firm’s planning curve. This increases the optimum output, and therefore
induces investment. The amount of investment induced by the fall in inter-
est rates depends upon the price elasticity of marginal revenue. In
Figure 8.13, a fall in financing rates from r; results in increasing the
optimum output and the optimum scale of plant of the firm. A fall in inter-
est rate from r, to r, increases the optimum output from ¢, to ¢,. This will
induce 1, = B,,(¢,> — g,.1) of investment. This induced investment of course

Price Interest
rate

1(r)

Output Investment

Figure 8.13
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depends upon the firm not having ‘excess capacity’ at the output g,. As the
marginal revenue curve is steeper than the demand curve, a given fall in the
planning curves will induce less investment in a monopoly industry than in
a competitive industry with the same demand elasticity.

In the case of the price constrained conditional monopolist, the price con-
straint is either effective or not effective. If the constraint is not effective then
the firm behaves as if it were an unconstrained monopolist. If the constraint
is effective then either the planning curve intersects the constraint price or
the planning curve passes through the gap in the marginal revenue curve. If
the planning curve passes through the gap in the marginal revenue curves,
then the set of changes in the interest rate which results in the planning curve
still passing through the gap will not change the optimum output. Therefore,
the scale effect elasticity of investment with respect to interest is zero. If we
assume that the initial interest rate is r,, a fall in the interest rate to r, will
induce investment /; = (¢, — q;), whereas interest rate changes between r;
and r, will not induce investment.

In Figure 8.14, a fall in the interest rate from r, to r; will induce I, — I; of
investment ((1, — I;) = B(¢; — ¢»)). In this case, for a range of interest rates,
the interest elasticity of investment is zero. If r, is lower than some liquidity
considerations minimum and r, is considered ‘too high’ by the monetary
authorities, then in an economy with a heavy weight of price constrained
monopolists, the monetary authorities may have to consider the scale effect
interest elasticity of investment as zero. The case of the rate of return
constrained conditional monopoly is equivalent to the price constrained
conditional monopoly.

If the planning curve of a price constrained conditional monopoly inter-
sects the effective price constraint, the firm may supply all that the market
will take at the constraint price or it may profit maximize and allow
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other firms to enter the market. If the firm chooses to supply the market, a
reduction of financing rates will increase the owner’s earnings with the given
plant but the scale effect induces no investment. If the firm is profit maxi-
mizing, then investment is taking place in the industry through the expan-
sion of other firms. A reduction of the market rate of interest increases the
scale of plant that the given conditional monopolist will desire. However, as
far asthe scale effect is concerned, with a constant price constraint no change
in total output will occur as a result of the lowering of interest rates.
Therefore, the demand schedule for investment due to such firms is inelastic.

Theinduced investment of the acceleration doctrine is a point on an induced
investment-interest rate schedule. This is obvious if we recognize that such
induced investment is determined on the basis of a given planning curve. The
planning curve actually used by a firm that maximizes the rate of return upon
owners’ equity depends upon the market interest rate. This rate is the result of
the supply conditions of financing as well as the induced investment schedule.

The relation between induced investment and the interest rate derived
here is due to the change in optimum output that results from changing the
planning curve. This investment does not depend upon any change in the
capital output ratio. As such, the interest rate-investment relation can just
as well be interpreted as a price of capital goods-investment relation.

Hence, the greater the weight of competitive industries in the economy the
more effective changes in the rate of interest will be in affecting investment.
The greater the weight of conditional monopoly, the smaller the expected
interest elasticity of demand for investment. This relation between the elas-
ticity of demand for investment and market structure has obvious policy
implications, especially with respect to the efficacy of monetary policy in
raising income. This is particularly relevant to economies in which liquidity
considerations result in a minimum value for the prime rate of interest.
In such cases the availability of financing at favorable terms may not be
sufficient to induce investment. This is in addition to the existence of a ‘rent’
transformation of increases in demand. The efficacy of monetary policy in
restricting investment is due as much to credit rationing by financial institu-
tions as it is to changes in posted prime rates. The non-availability of credit,
due to the inelasticity of the money supply, is equivalent to an infinite inter-
est rate. Such an interest rate obviously will restrict investment.

NOTES

1. It is necessary to emphasize that ‘direct’ induced investment is being taken up here.
Systematic changes in the relative prices of the factors of production, changes which may
be associated with changes in income, can also ‘induce’ investment.
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See Metzler (1941).

Of course, the gestation period of plant and equipment is a determinant of the time rate
at which the desired plant and equipment can be achieved.

The accelerator as a coefficient of realized investment, of course, depends upon the
accelerator as a coefficient of induced investment.

Ignoring population and taste changes.

If the production function results in constant returns to scale, then the long run average
cost curves are ‘flat bottomed’. Then at a given price, the ‘optimum’ scale plant is inde-
terminant. In such conditions a plant which earns the maximum attainable rate of return
upon total investment at one price may also earn the maximum attainable at another
price. The effect of such conditions is to make the success or failure of a firm during an
expansion or contraction depend solely upon the balance sheet structure of the firm.

A summary of the controversy is given by Lutz and Lutz (1951); see particularly chapter
11, “Criteria of Profit Maximization’, pp. 16-48.

Although the borrowing rate may be greater than the lending rate, if the borrowing rate
is significantly greater than the maximum internal rate, no owners’ equity will be invested
in the firm.

See Viner (1936), p. 30. To be truly a ‘rent’ case that results in a higher rate of return these
scarce factors must be uniquely linked to the existing firms. Otherwise the bidding for
these factors will raise costs so that the original scale of plant and rate of return will be
the equilibrium rate of return at the higher price.

By such a construction the industry production function becomes one of constant
returns to scale. As emphasized by Wilson (1953), pp. 67-8 some form of linear returns
to scale is assumed by the acceleration theorists: quoting Hicks’ remark that ‘it is a good
rule in economic theory to stick to (the assumption of) constant returns to scale until
you have some reason for giving it up’ (Hicks 1950, p. 58.) Wilson wrote that ‘it must be
made clear that by constant returns we mean constant long run average costs, not con-
stant short run average costs’.

That the risk estimation may decrease during good times is well known. However, we will
not deal with such effects.

See Stigler (1939).

Excess capacity here means that the output for which the plant is designed is greater than
the output that the plant is producing.

The return earned upon total investment at p, with SRMC, may be lower than the return
earned upon total investment at p; with SRMC,.

See Harrod (1952). He points out in Essay 8, “Theory of Imperfect Competition Revised’,
that the traditional monopoly theory assumes a given plant, or a given long run marginal
cost curve and that the use made of these tools is incorrect: see especially pp. 140-57,
‘Doctrine of Excess Capacity’.

Of course, assuming that the planning curve is not inelastic.

In Figure 8.7, we drew the freely available rate as a horizontal line. A rational owner of
wealth may seek to distribute risks among a number of different assets. Assume p is the
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freely available rate. Assume that after a certain investment (perhaps a percentage of the
owners’ total worth) the value of a distributed portfolio rises so that the equivalent
return on investment in the monopoly increases. At the same time you have the ‘riskless
borrowing rate’, which is assumed to be greater than the freely available rate of return p.
The rising p due to the value of the distributed portfolio will intersect the ‘borrowing
rate’. As a result an owner of a monopoly may be borrowing funds for his monopoly
firm at the same time as he is investing, at lower rates of return than he pays for bor-
rowing, in other assets. In a world of limited liability, this is rational.

From a cyclical trough, assuming that the survival rate is lower than the entry rate, a rise
in demand will not result in investment in a competitive industry. In the monopoly case
such an absorption of a rise in demand by a rise in price holds at all levels of income.
It is necessary to add: with the same supply conditions.

If the equivalent freely available rate rises due to the value of a balanced portfolio, then
B = ¢(p) in the same manner as = ¢(r) and with the same effects.

For conditional monopolies a standard can be set for such discontinuous responses. For
monopoly firms the shift from the rent case to the profit maximizing case cannot be
imputed to any single objective phenomenon.

This is the point at which Bronfenbrenner (1947) began his analysis.

Note that it is not typically the plant which has its minimum point at the discontinuity
on the price line: contrast this with the equilibrium condition when the firm maximizes
the rate of return upon total investment. This is, of course, the familiar point made by
Harrod (1934).

By making assumptions about the elasticity of demand we can change the order of the
cost situations. If the high level demand is more elastic than low level demand, then
the discontinuity would decrease in size as demand rose. The size of the gap is
pe—p(1—[VVe(p)]=p./[e(p.)] where p_is the constraint price and £(p,) is the elasti-
city of demand at p_. If &(p,) increases as demand shifts to the right, the size of the
discontinuity decreases.

This is an alternative explanation of the phenomenon taken up by Chenery (1952).

It is not possible for the effective marginal cost curve to pass through both gaps. If at
the output OA, the financing costs are greater (including borrower’s risk premium) than
the constraint rate, then the effective long run marginal cost curve always lies above the
LRMC. If the borrower’s risk premium rises rapidly (or the equity base is so small that
borrowing rates rise), then the effective LRMC may intersect the constraint rate of
return LRMC from below. In this case the firm will either make more than the con-
straint return upon total investment or have to resort to non-price rationing. Both these
alternatives are inconsistent with our assumption that the rate of return is an effective
constraint. In this case the conditional monopoly will break down.

Again see Chenery (1952).

It is an unresolved question of fact whether or not the substitution effect in production
is significant. The usual arguments by which the interest elasticity of the investment
demand curve is deduced center around the substitution effect.

It has been argued that when the yield of firms falls below the entry rate of return, as it
does in depressions, firms will not invest for some upward shifts in demand curves. For
the set of demand curves which do not induce investment, such firms are transforming
shifts in demand into rent. Therefore, we expect that for low income levels, the elasticity
of demand for investment with respect to interest will be more heavily weighted with rent
cases than during periods of high income.



9. Monetary behavior and induced
investment

1. INTRODUCTION

Business cycle models based upon the interaction of the accelerator and
multiplier have been mainly concerned with the implications of the formal
model. That is, the pure model generates the cyclical time series, and the
expository elements in the writings of the accelerationists have been pri-
marily directed at the interpretation of the formal results. The processes by
which investment is induced have not been considered in detail. We have
taken up the transformation of the change in aggregate demand into the
demand for investment goods. We now have to relate the demand for invest-
ment goods and the volume of realized investment; that is, we have to con-
sider the supply side of the investment goods markets.

Accelerator and multiplier models have considered the supply side of the
investment market by introducing either lags, due to the gestation period of
the capital goods, or ceilings, due to either full employment or the limited
productive capacity of the investment goods industries.! It often seems as if
such factors are introduced mainly to get around the embarrassing results
of the linear model. It is true that a non-linear accelerator-multiplier model
is not limited to the unsatisfactory alternative states of a linear model. The
non-linearity can be introduced in the formal model, as Goodwin and Hicks
do, or in a model which determines the value of the accelerator coefficient.
Neither Goodwin nor Hicks satisfactorily rationalizes the non-linearities
they assume. In particular their analysis of the supply side of the investment
goods markets is fragmentary.

The fundamental problem on the supply side of the investment goods
market is how resources are made available to the investing unit. This is
essentially a savings and a money market phenomenon. It may be true that
capital goods differ from consumption goods in the nature of the factors
required to produce them, and therefore the short period supply curve of
capital goods may have an inelastic range even though financial resources are
available for the investing unit. Unemployment may occur when aggregate
demand is divided between consumption and capital goods in a manner
inconsistent with the structural production rigidities. Assuming aggregate
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demand is sufficient for full employment such sectoral unemployment may
occur in two ways:

1. excess demand (rising prices) in the consumption goods industries with
unemployment in the capital goods industries; or

2. excess demand (rising prices) in the capital goods industries with
unemployment in the consumption goods industries.

According to the accelerationist doctrine, excess demand in the consump-
tion goods industries implies a rise in the demand for capital goods.
Therefore the first type of structural unemployment is typical of the expan-
sion phase of the business cycle. On the other hand, according to the accel-
erationist doctrine, sectoral unemployment in the consumption goods
industries with excess demand in the capital goods industries can occur (a) if
there has been a shift in the nature of consumption demand and there exist
structural rigidities in the production of consumption goods;? (b) if the
demand for capital goods lags behind the rise in income and there has been
a rise in the savings ratio. Excess demand in the capital goods industries
induces investment in the capital goods industries. Only if structural unem-
ployment is due to a rise in the savings ratio does it affect the accelerator-
multiplier process, and it affects the business cycle process through the
money market. Therefore, the structural rigidities do not enter into the
aggregate cycle analysis aside from their effect upon the price level.

Savings are made available to investing units through various financial
intermediaries which are inexorably intertwined with the banking (money
creating) system. Changes in the money supply or in its velocity of circula-
tion can make resources available to investing units. Therefore the supply
of resources to investors is tied up with the behavior of the monetary
system. However, the analysis of financial markets, while necessary for the
understanding of the process by which investment is realized, is not
sufficient. The available financing (plus the consumption expenditures of
households) may exceed (or fall short of) the possible output of the invest-
ment goods industries (of the entire economy) at the current price level.
This can result in price level changes. The effect upon the price level of the
relation between aggregate effective demand and supply will be considered
in terms of the demand and supply of labor.? Essentially, therefore, the
monetary aspects of the business cycle will be considered as dealing with
the process by which resources are made available to the investing units. The
price level phenomenon of the business cycle will be handled as the derived
demand for and the supply of labor.
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2. MONETARY BEHAVIOR

2.1 Introduction

The monetary aspects of business cycles are primarily associated with two
phenomena:

1. the financing of investment during an expansion; and
2. the survival conditions of firms on the downswing.

As was shown earlier, the financing of a firm’s expansion may result in a
deterioration of its survival conditions. Therefore, the liquidity crises of the
downswing can be imputed to the developments of the expansion. Business
cycles are both monetary and real phenomena.

Economic action cannot, at least in capitalist society, be explained without
taking account of money, and practically all economic propositions are rela-
tive to the modus operandi of a given monetary system. In this sense any
theory of, say, wages or unemployment or foreign trade or monopoly must be
a ‘monetary’ theory, even if the phenomena under study can be defined in non-
monetary terms.*

However, there has been a tendency for business cycle theorists to empha-
size one or the other aspect in their models. The problem as to whether the
business cycle is monetary or real has a deeper aspect. Given the observance
of cyclical behavior on the part of the economy, is this behavior due to an
‘inherent’ instability in the economic process, or is it due to the imposition
upon a stable process of outside stimuli? The inherent stability school, in
its primitive form, takes the guise of a harvest, weather, or even of a war
cycle. The more sophisticated writers of this school have emphasized mon-
etary instability. Their position is that the economy is inherently stable and
that the perverse behavior of the monetary system is the fundamental cause
of observed cycles.?

Among the ‘real’ school of business cycle theorists are the accelerationists.
To these authors the economy is inherently unstable (explosive). Due to the
existence of ‘floors or ceilings’ this results in a cyclical movement of income.
As Professor Haberler has pointed out, the non-linear accelerator business
cycle theorists have returned to a ‘cumulative process’ and ‘turning point’
analysis of the cycle.® Due to the asymmetry of investment and disinvest-
ment, Hicks has felt it necessary to rely upon monetary phenomena to
achieve the observed rapidity of the downturn. By identifying monetary
phenomena as the supply side of the investment relation, we will integrate
the monetary and real aspects of the business cycle.
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‘The main function of the money and capital market is trading in credit
for the purpose of financing development. Development creates and nour-
ishes the market.’” For our purposes, for ‘development’ read the expansion
phase of the business cycle in the above quotation from Schumpeter’s
fundamental work, and the approach to monetary phenomena which is
necessary in business cycle analysis follows. The essential difference between
alternative monetary systems, with respect to business cycles, is in the way
they finance the expansion and how they react to falls in income. Both
dynamic (growth) and cycle theory have to allow for the financing of invest-
ment in excess of voluntary (planned or ex-ante) savings. In addition cycle
theory has to allow for the technique by which realized savings in excess of
ex-ante investment can be affected.

The essential function of credit in our sense consists in enabling the entrepre-
neur to withdraw the producer’s goods which he needs from their previous
employments, by exercising a demand for them, and thereby to force the eco-
nomic system into new channels. Our second thesis now runs: insofar as credit
cannot be given out of the results of past enterprise or in general out of reser-
voirs of purchasing power created by past development, it can only consist of
credit means of payment created ad hoc which can be backed neither by money
in the straight sense nor by products already in existence. It can indeed be
covered by other assets than products, that is by any kind of property which
the entrepreneurs may happen to own. But this is in the first place not neces-
sary and in the second place it does not alter the nature of the process, which
consists in creating a new demand for, without simultaneously creating a new

supply of goods.?

Schumpeter’s ‘insofar as’can be interpreted as ‘to the extent that’. Therefore,
the funds available for investment consist of savings (the result of past enter-
prise) and liquid (cash) holdings (reservoirs of purchasing power) and credit
means of payment created ‘ad hoc’. Investment in excess of savings must take
place for economic development to occur — and the sources of such invest-
ment are two: liquid cash holdings and a net expansion of the money supply.
We will investigate the relations between such sources of financing and the
accelerator models. The effect of financing sources upon realized income
depends in part upon institutional arrangements; and we will specify the
institutional limitations upon the different financing sources.

The creation of purchasing power characterizes, in principle, the method by
which development is carried out in a system with private property and division
of labor. By credit, entrepreneurs are given access to the social stream of goods
before they have acquired a normal claim to it. It temporarily substitutes, as it
were, a fiction of this claim for the claim itself. Granting credit in this sense oper-
ates as an order upon the economic system to accommodate itself to the pur-
poses of the entrepreneur, as an order on the goods which he needs: it means
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entrusting him with productive forces. It is only thus that economic development
could arise from the more circular flow in perfect equilibrium. And this function
constitutes the keystone of the modern credit system.®

If new credit means of payment, new purchasing power in our sense, are created
and placed at the entrepreneur’s disposal then he takes his place beside the pre-
vious producers and his purchasing power its place beside the total previously
existing. Obviously this does not increase the quantity of productive resources
existing in the economic system. Yet ‘new demand’ becomes possible in a very
obvious sense.!?

The Schumpeterian view of the monetary phenomenon is that it makes
possible the ‘innovationally created” demand for investment goods. The
natural view of the role of money for accelerator business cycle theories is
that the monetary system makes possible the ‘accelerator created’ demand
for investment goods. Just as in Schumpeter’s schema development could
not take place without a permissive monetary system, so the accelerator
process depends upon the existence of a permissive monetary system.
We will consider as monetary changes both changes in velocity (or its equiv-
alent, liquidity) and in the quantity of money. We will take up the reaction
of alternative monetary systems to the accelerator process in both the
expansion and contraction. The money market is the most significant other
market for the accelerator process, as its operation implies that certain
changes occur in financial markets which in turn affect the behavior of the
acceleration process. This is, of course, a feedback mechanism.

As aresult of the economic system accommodating ‘itself to the purposes
of the entrepreneur’ the volume of realized savings differs from the volume
of planned savings — savings are ‘forced’. The excess of realized savings over
planned savings may be real — that is, it may be a change in the quantity of
capital goods produced — or it may be monetary, in which case it results in a
change in the price level. If the economy has unused resources, the forced
savings can be readily realized as real investment. If the economy has no
unused resources, the realization of forced savings as real investment
depends upon the reaction of saving units to changes in income when the
price level is rising. If a rise in the price level does not alter the aggregate
volume of real savings, then the effect of monetary changes is to redirect a
fixed volume of investment goods among investing units, rather than to alter
the volume of realized real investment.

Schumpeter, in his volume on business cycles,!! considered the sources
which can finance an act of expenditure in detail. From a long list he empha-
sized: (1) previous receipts, (2) overspending (‘allowing one’s balances to fall
below the amount appropriate to the requirements in the previous neigh-
borhood of equilibrium’)!2, (3) selling assets, (4) borrowing from banks, and
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(5) using one’s own, or borrowing, other households’ or firms’ uninvested
savings or accumulations. In our analysis we divide previous receipts into
consumption and ex-ante savings. The other four of Schumpeter’s list of
financing sources can be classified as either changes in velocity or changes in
the money supply. Hence there are three sources which can finance invest-
ment: ex-ante savings, changes in velocity and changes in the money supply.
Of course, in the real world, consumption expenditure may be financed by
velocity and quantity of money changes. However, given the consumption
function assumption, the volume of ex-ante savings is net of households’
utilization of monetary sources for financing consumption, so that the
financing sources for investment are as given above.

Hicks, in his volume on the trade cycle, does not consider in detail the
relation between the monetary system and the business cycle. “We have, of
course, not denied that the cycle has monetary repercussions; but we have
only invoked these repercussions to explain one simple characteristic of the
real cycle — the rapidity of the downswing. Excepting in the one connection,
the monetary aspect has been kept firmly in the background; the monetary
system has been given nothing more than a passive role.”!? The use of the
monetary system to create the rapid downswing implies that during the
upswing the position of firms has been affected.

For consider what must happen if the boom has proceeded without effective
monetary check until the real downturn is reached. Output then begins to fall,
and effective demand to fall; sales become difficult and fixed costs oppressive;
the rate of bankruptcy rises; all these things are inevitable even in the absence of
monetary strain, but they breed conditions in which there is bound to be a sharp
rise in liquidity preference. The rise in liquidity preference is itself the monetary
reaction, or what, in common speech, is called the crisis.!4

Hicks identifies the ‘monetary phenomenon’ as a rise in liquidity prefer-
ence due to what, to the monetary system, is an exogenous change in
income. The reason for a downturn in income and employment leading to
a ‘sharp rise in liquidity preference’ is not stated: the necessary argument
would involve the financing techniques of the expansion. Inherent in accel-
erator process analysis is the necessity of financing the boom; and the
‘effective monetary check’ involves the limitation set by a monetary system
in realizing induced investment. The expansion phase of the cycle naturally
leads to Schumpeter’s view of money’s role, that expansion is financed in
part by debt and therefore implies that the rise in liquidity preference occurs
when income turns down.

To Schumpeter’s original view of the monetary process we have to add a
specific consideration of the liquidity phenomenon. The rise in liquidity
preference that Hicks relies upon for the rapidity of the downturn has a
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counterpart in the expansion phase — liquidity preference falls. This entails
(1) that business firms are willing to go into debt — to see their balance sheet
deteriorate, and (2) that owners of liquidity are willing to become illiquid —
to spend (or invest) their liquidity. These monetary phenomena are essential
permissive elements for an accelerator expansion.!?

As the monetary phenomena are essential permissive elements to an
accelerator expansion, we note that the relation between a rise in income
and realized investment is due in part to the behavior of the monetary
system. The ‘accelerator mechanism’ can determine the resources that the
entrepreneurs who desire to expand desire to command. Financing condi-
tions may make available to such expanding firms a quantity of resources
which differ from the accelerator demand. Therefore, we will have to be
concerned with the relation between induced and realized investment. The
achieved level of income depends upon realized investment. Rather than
rely upon monetary phenomena for a single observable phenomenon of the
business cycle, as Hicks does, monetary behavior enters into the essential
nature of the realized business cycle.!

2.2 Ex-ante and Ex-post Savings

In accelerator business cycle models that are written in difference equation
form investment is greater than savings during the upswing, and during the
downswing savings are greater than investment. Such a Robertsonian savings
lag is basic to these models. Savings enter these accelerator models by way of
the consumption function. In the Hicksmodel Y, = aY,_; + B(Y,_; — Y,_,);
savings are (1 —a)Y, . IfY,>Y, ; then (Y, =Y, )>(1-a) ¥, ;;
if Y,<Y,_, thenB(Y,_,— Y,_,) <(l —a)Y,_,. During an expansion, how
is the investment in excess of savings financed? Typically the accelerator the-
orists ignore this problem. Similarly, the effects of savings in excess of invest-
ment on the downswing are ignored.

As correlations to the financing problem we have: how are the resources
needed to produce the investment goods made available to the investing
units and what happens to the ‘price level’ during such an expansion? On
the downswing savings are not all utilized for the purchase of investment
goods. What happens to such ‘excess savings’ and how are they related to
the falling price level of a downswing?

We know that there exist resources in the community, sufficient to
produce, at the present price level, Y,_,. By means savings (1 —a)Y,_; of
resources are available for investment. The demand for investment, given
by the accelerator, is B(Y,_;— Y,_,).B(Y,—;,— Y,_,) is greater than
(1 —a)Y,_; during the expansion. If all of the induced investment can be
financed, then B(Y,_, — Y,_,) — (1 —a) Y,_, worth of resources in excess
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of the known resources in the community are demanded for investment. If
at the price level of 1—1, p,_, these resources are available, then all of the
induced investment can be realized. The price level does not change. If at
p,_, this quantity of resources is not available, and if all of B(Y,—; — Y,_,)
is financed, then p, will be greater than p,_,. There does not exist any guar-
antee that B(Y,_; — Y,_,) of investment can be affected without repercus-
sions upon the ceterus paribus assumptions implicit in the value of B.

Symmetrically on a downswing (1 —a)Y,_;>B(Y,_, — Y,_,), savings
equal to (1 —a)Y,_; —B(Y,_, — Y,_,) have to find an outlet other than
in investment. If such an outlet exists, then resources at p,_, equal to
(1-a)Y,_, —B(Y,_, — Y,_,) areredundant. The repercussions of both the
‘savings outlets’ and the redundant resources may affect the ceterus paribus
assumptions implicit in the value of B. The ‘excess demand’ and ‘excess
supply’ phenomena are dealt with in the second part of this chapter.

The Swedish ex-post and ex-ante language!” can be used to clarify the
relations between savings and investment in such models. Pure accelerator
models assume that all of the relevant investment is induced investment,
which can be identified as the ex-ante investment. In the determination of
ex-ante investment the long run planning curves of the affected firms are a
given. The money market adjustment process may affect the long run plan-
ning curves. Ex-ante savings are given by the consumption function. During
an upswing ex-ante investment is greater than ex-ante savings.

Realized (ex-post) investment is always equal to realized (ex-post) savings.
Given the inequality of ex-ante savings and investment this equality of real-
ized savings and investment depends upon changes in either the income level
or in the firms planning curves (or both). The ex-post investment and
savings can be considered as a mutatis mutandis concept where the ex-ante
parameters that change are either the level of income or the planning curves
of firms. If ex-ante investment is greater than ex-ante savings and realized
investment is equal to realized savings, then one of the following must
be true:

1. Realized Investment = Ex-Ante Investment and Realized Savings >
Ex-Ante Savings. This implies that income rises.
2. Realized Investment = Ex-Ante Savings and Realized Investment <

Ex-Ante Investment. This implies that firms’ planning curves rise.

3. Realized Investment < Ex-Ante Investment and Realized Savings >
Ex-Ante Savings. This implies that both income has risen and that firms’
planning curves have risen.

If ex-ante investment is greater than ex-ante savings and there exists no
source by which investment can be financed except ex-ante savings, then the
ex-ante savings have to be rationed among the investors. The market in
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which this rationing process takes place is the money market. The excess of
demand over supply at the price results in a rise in financing rates and terms.
This shifts the planning curves of firms upward. For firms which maximize
the rate of return upon owners’ equity (aside from certain conditional
monopolies) such an upward shift reduces the scale of the optimum plant
and thereby lowers investment to that level at which realized I is equal to
ex-ante S. In Figure 9.1 ex-ante investment is based upon the interest rate
r,. The rise in income shifts the demand curve for investment, so that the
induced investment curve is /'. The inability to finance more than /; of
investment results in a rise in the interest rate to r,. Such a ‘monetary
system’, in which savings are the only source by which investment can be
financed, leaves no room for an ‘accelerator’ cycle. A necessary condition
for the accelerator process to function is that there exists a source of finan-
cing of investment in addition to ex-ante savings.!8

If in addition to ex-ante savings there exist other sources by which invest-
ment can be financed, then such additional financing is added to the ex-ante
savings. This may result in realizing all of the ex-ante investment. Then
income must rise to such a level that realized savings are equal to ex-ante
investment, and the demand curves confronting firms shift upward, again
inducing investment. In this case, the accelerator process continues.

If ex-ante investment is greater than ex-ante savings and no financing
ability in addition to ex-ante savings is available, then ex-ante investment is
greater than realized investment. If, with stable product demand curves, the
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financing conditions return to the conditions upon which the original
planning curves were based, then investment equal to ex-ante investment
minus ex-post investment may be desired. The original induced investment
is divided into an ‘immediate’ investment and a ‘lagged’ investment by
the operations of the financing market. Also, if the financing conditions
become more favorable to investment than originally, more investment than
the original ex-ante investment will take place. Investment is therefore
susceptible to inducement by the operations of the financial markets.
Changes in the period over which an investment stimulus operates may
transform an ‘explosive’ movement into a ‘damped’ movement of income.

On the downswing, ex-ante investment is less than ex-ante savings. As
realized (ex-post) investment is always equal to realized savings, adjust-
ments must occur in either savings or in investment. The adjustment in real-
ized savings depends upon changes in income; the adjustment of realized
investment depends upon changes in planning curves. If there exists no way
in which savings can be utilized but in investment, then the terms upon
which firms can finance investment must change so that realized investment
is greater than ex-ante investment. This equality of ex-ante savings and
realized investment stabilizes income, halting the ‘inducement to disinvest’.
If there exists a way in which savings can be utilized aside from investment,
then income can fall so that realized savings equals ex-ante investment.
The existence of a minimum set of financing terms depends upon the exis-
tence of a way to utilize savings other than in real investment. Keynesian
theory is based upon the existence of a way to utilize savings aside from
investment.

2.3 Monetary Changes

The purchase of investment goods by firms can be financed from two
sources: one is ex-ante savings; the other is ‘monetary’ changes. These two
sources of financing investment are mutually exclusive and exhaustive.
However, as the fractional reserve banking system acts as a financial inter-
mediary as well as a money creating institution, and as changes in the port-
folios of financial intermediaries can affect velocity, the identification of
the source of the financing of a particular investment is impossible. Ex-ante
savings can be utilized in two ways: one is to finance investment; the other
is for monetary changes. When realized investment is greater than ex-ante
savings, the monetary changes are inflationary; when ex-ante savings are
greater than realized investment, the monetary changes are deflationary.!®

Monetary changes are either a change in the quantity of money or a
change in its velocity of circulation. If investment exceeds ex-ante savings
some combination of a rise in the quantity of money or in its velocity must
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occur. If ex-ante savings exceeds investment some combination of a decrease
in the quantity of money or a fall in velocity must occur. All monetary phe-
nomena, such as the change in interest rate, associated with business cycle
experience are the result of the following:

1. the change in the demand for financing (ex-ante investment);
2. the supply of ex-ante savings;
3. the behavior of the monetary system.

The accelerator gives us the demand for financing. We combine the supply
of savings with the monetary changes into a ‘supply of financing’ schedule.
The supply and demand schedules for financing determine realized invest-
ment and the interest rate. Realized investment is the essential varying
element in an accelerator business cycle model.

In modifying the theory of the firm, the distinction between debt financ-
ing and equity financing of investment for a particular firm was introduced.
At the end of Chapter 6, it was shown how the sources of financing may
affect the ratio of debt to equity financing for the economy as a whole. Total
productive assets of business firms rise when investment takes place. This
is offset in the balance sheets of firms by one of the following:

1. arise in either equity or debt on the liability side of the balance sheet;2°
2. a decrease in either cash or superfluous assets on the asset side of the
balance sheet.

The first is consistent with the financing of business investment by the
savings of households, by a decrease in the liquidity of households, by the
retained earnings of business firms and by the creation of bank money.
The second balance sheet change is associated with a decrease in the liquid-
ity of business firms. No matter how financed, the result of net invest-
ment is an equal rise in the productive assets of firms and in the net worth
of households.

When economic units save, they can finance investment either directly or
through financial intermediaries by acquiring either equities or debt assets.
If the money supply is increasing, the increased money supply can only
finance investment by means of an increase in debt.2! If velocity is increas-
ing (or liquidity decreasing) the investment that results from the utilization
or economizing of cash balances by non-firms may result in either a rise in
debt financing or a rise in equity financing. If velocity is increasing because
of the utilization of cash balances by business firms neither equity nor
debt need rise on firms’ balance sheets; the increase in the net worth of
households is represented by a rise in their cash balance.22 In Figure 9.2, the
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Upswing: Ex-ante Investment > Ex-ante Savings
Realised Savings > Ex-ante Savings

Sources of Financing Balance Sheets of Firms

. Liabilities Assets
Ex-ante Savings

Business firms Equity Investment
Households goods
Monetary Changes Debt

Increase in Velocity /

Increase in Money Supply

Downswing: Ex-ante Investment < Ex-ante Savings
Realised Savings < Ex-ante Savings

Sources of Financing Balance Sheets of Firms

. Liabilities Assets
Ex-ante Savings  »
Monetary Changes Equity Investment
Dencrease in Velocity \ goods
Decrease in the Money Supply «—————— peht
Figure 9.2

arrows indicate how particular financing sources affect the liability struc-
ture of business firms.

During the upswing of the business cycle, the excess of realized investment
over ex-ante savings is financed by means of an increase in the money supply
or by an increase in velocity. During the downswing a portion of ex-ante
savings will be absorbed by a decrease in velocity and by a decrease in the
money supply. These monetary phenomena are not the cause of the business
cycle. Depending upon the nature of the monetary system, the monetary
phenomena associated with the business cycle are but the image of the
savings and investment phenomena. However, the way in which the mon-
etary system reacts to the changes in savings and investment relations is an
important determinant of the realized cyclical pattern.??

In what follows we will consider three alternative monetary systems:

1. one in which only velocity changes;
2. one in which only the quantity of money changes
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(a) without limit: an infinitely elastic monetary supply;
(b) at a pre-determined rate of growth;
(c) one in which there exists a ceiling to the quantity of money.

Cases 2b and c, where the absolute or time rate of change of the money
supply has a limit lead naturally to a monetary system

3. where both the velocity and the quantity of money change.

We can identify the different cases with alternative historical or sug-
gested monetary systems. Case 1, where the quantity of money is constant,
is a world in which only the velocity of circulation can change. This is
either a world of 100 per cent money, or a world in which at the ‘initial
point’ there exists excess liquidity. Case 2a, where the money supply is
infinitely elastic, is a world of a paper money authority which ignores price
level considerations, or a world in which a central bank follows a ‘needs of
business’ rule. Case 2b, where the quantity of money has a determinate
rate of growth, is a gold standard world where gold mining determines the
rate of growth of the money supply. Case 2¢, where there exists a ceiling
to the money supply, is a gold standard world where the supply of gold is
fixed. Aside from Case 1, we assume that there exists a fractional reserve
banking system, and that the money supply is changed by either the cre-
ation of deposits in exchange for business firms’ debts, or the destruction
of deposits by business firms’ repayment of bank debt.

The model of the banking system that we have adopted is that banks lend
to business firms at the initiative of the business firm. Therefore, our model
banking system is a ‘commercial banking system’ rather than a banking
system that deals in government and other securities. The reason for doing
this is that bank purchase of securities, which creates money in exchange
for government bonds, affects business firms only through affecting the
liquidity of firms and households. Such open market type operations result
in increasing the liquidity of non-bank economic units. Bank lending to
business firms enables the business firm to effect an investment plan, and
such bank lending decreases the liquidity of business firms. The rise in the
liquidity of firms due to open market operations by the banking system
affects investment only if the increased liquidity affects financing condi-
tions. The effect of increasing the quantity of money by bank lending to
business is direct: the inducement to invest is there and the bank’s behavior
is necessary to realize the induced investment.

Some of the differences between the Classical Quantity Theory of Money
and the Keynesian Liquidity Preference Theory of Money stem from the
model of bank operations that is used. The Quantity Theory approach
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follows from bank lending to business. In this case the lending by the bank
enables the business firm to affect a decision made on the basis of assumed
financing and income conditions. The impact upon the economy of a rise
in the money supply that comes about in this way is direct and immediate:
the borrower purchases goods and services. Therefore, propositions such as
that a net increase in the quantity of money raises money income follows.
The open market model of bank operations involves a substitution of one
asset, bank money, for another asset, bonds, in the portfolios of households
and firms. There is no immediate and direct impact upon investment. Any
effect which such operations have upon investment depends upon the reac-
tion of business firms to the improved liquidity and perhaps lower borrow-
ing rates that follow. In such a world the liquidity preference relation, which
is a shorthand for the substitution relation between money and other assets,
becomes the appropriate tool to use in the analysis of the behavior of the
monetary system.

In all that follows the central bank’s relations with the commercial banks
are integrated into the ‘monetary system’. For example, an infinitely elastic
money supply can be affected by a central bank lending to commercial
banks, or by a central bank purchasing open market paper. Also in a mon-
etary system we include the specialized financial intermediaries.

2.4 Quantity of Money Constant: Change in Velocity

The velocity of circulation of money and the liquidity preference relation
can be characterized as mirror images of each other.2* When velocity rises,
then the liquidity of the economy falls; and vice versa. A useful construc-
tion is to assert that for each level of money income Y, there exists a
minimum quantity of money M which is necessary to sustain the volume
of payments associated with Y. If M is the total quantity of money in
existence, then there is no money available for portfolio use. Therefore, we
have a maximum income velocity of money V¥ such that for each Y, M,
V=Y.If M is greater than M, then the actual velocity, V, is less than 7.
The difference between M and M is M,, the amount of money which is
held as a liquid asset. The use of such portfolio money to finance invest-
ment increases actual V. If the quantity of money is constant, M,, port-
folio money must fall when actual V rises.?

If V<V then M, > 0. With M, >0, the interest rate is determined by the
demand curve for investment; ex-ante savings and the terms upon which
holders of liquidity are willing to substitute earning assets for money and
money for earning assets. If M; = 0, then the interest rate is determined by
the demand for investment, the supply of savings and the terms upon which
individuals are willing to increase their holdings of portfolio cash. With a
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given money supply in excess of M there exists a rate of interest at which
households and business firms in balance are not willing to either increase
or decrease their holdings of money. Any market interest rate but this inter-
est rate involves either an increase of cash balance, so that savings are util-
ized to increase liquidity, or a decrease of cash balance, so that investment
is financed by the reservoir of purchasing power.

If we assume a constant money supply, then realized investment can
differ from ex-ante savings only if there is a change in the velocity of
circulation of money. At any given level of money income, there exists a
minimum quantity of money which is necessary for transactions. If the
quantity of money in the community is greater than this, it is used as an
‘asset’. This asset, held by business firms and households, has unique
virtues as to its liquidity and behavior in respect to certain contingencies.
This is, of course, the Liquidity Preference rock upon which Lord Keynes
founded his monetary theory. No further comment is necessary upon the
asset properties of money. We only need to note that during an upswing,
the rise in money income implies a rise in transactions money. The utiliza-
tion of money which had been held as an asset for the purchase of an invest-
ment good is the way in which the rise in income is affected. For this to
happen, the rise in the demand curves for the product must result in making
the giving up of the virtues of liquidity desirable. Either there was an ‘excess
liquidity’ a la the Keynesian liquidity trap or the interest rate, which is a
measure of both the portfolio alternatives of individuals and the invest-
ment alternatives for business firms, must rise.

Ignoring the liquidity trap, a rise in transactions money as income rises
means that, with a constant money supply, portfolio money becomes scarcer.
The price at which cash can be withdrawn from portfolios into the income
stream becomes higher. The market rate of interest rises as money is with-
drawn from the asset fold to finance investment in excess of savings. The
effective planning curves of firms which are financing their expansion by
debt rises, and the amount of investment induced by a given shift in demand,
are reduced.

With a fixed quantity of money and a rise in income the balance sheets
of households and firms show a smaller ratio of cash to total assets. The
liquidity of the public decreases. The decrease in liquidity raises the sur-
vival limits of firms. This in turn raises the effective planning rate of firms
more than the rise in interest rates alone indicates. This acts to decrease
the amount of investment induced by a given upward shift in aggregate
demand.

Alternatively, on the downswing, ex-ante investment is smaller than
ex-ante savings. If the supply of money is constant, this excess savings is
absorbed by a reduction in velocity. Money available for asset purposes
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increases as it is withdrawn from the income stream. The interest rate falls
and the liquidity of the community rises. The improvement in the liquidity
of firms in itself improves the survival position of firms. These changes
tend to decrease the amount of disinvestment induced by the given
downward shift in demand. On both the upswing and the downswing, the
monetary system which is based solely upon changes in velocity acts as a
stabilizer of realized induced investment.

Here, however, we must recognize the validity of Keynes’ position that
there exists an effective floor to the interest rate which is greater than zero.
A fall in income may be so great that the money released from transactions
purposes lowers the interest rate to the floor rate. In this case the stabiliz-
ing effect upon aggregate investment that results from the fall in the plan-
ning curves of firms will not take place. Once the interest rate hits the
Keynesian floor, the planning curves tend to be stabilized.

The financing of investment and the absorption of savings by means
of cash balances are illustrated in Figure 9.3. At the interest rate r|, and
an income Y, |, the velocity of circulation of money remains constant.
This is illustrated by the L, curve which intersects the zero change in cash
balances line at r,. At higher interest rates, cash assets would be used to
finance investment; at lower interest rates savings will be absorbed by
cash balances. The amount of financing available at any interest rate is
equal to the sum of ex-ante savings and the change in cash balances.
Assume that the accelerator effect shifts the investment curve to 7,. The
ceteris paribus induced investment is I,. With a constant money supply,
however, only I;(2) of investment can be financed, and the realized
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induced investment is /;(2). Of the realized investment, OM, is financed
by a decrease in liquidity and the interest rate will rise to r,. As I;(2) is
greater than ex-ante savings, income will rise. The rise in income will
increase the transaction demand for cash. This will raise the schedule of
the change in cash balances. At this higher level of income the rate
of interest at which investment will be financed by a fall in liquidity will
be higher.

If a fall in income shifts the investment demand curve to I;, then the
ceteris paribus induced disinvestment is ;. With a constant money supply,
however, the excess of ex-ante savings over induced investment will depress
the interest rate, and realized investment will be I;r > I;. AM, will be
added to cash balances. As S > I;(r), income will fall. This will shift the
liquidity curve downward so that cash balances can be used to finance
investment at an interest rate lower than r,.

The Keynesian Liquidity Trap situation can also be illustrated in
Figure 9.4. If the investment curve is /,, there will be no change in income or
in cash balances. If the investment curve is /, and income is Y, I, — S of
investment will be financed by a decrease in cash balances. If the investment
curveis [y, S — I3 will be added to cash balances. No change in interest rates
will occur; the planning curves will remain fixed; all induced investment will
be realized. In a Keynesian liquidity trap the behavior of the financial
markets dampens down neither the ‘boom’ nor the ‘crash’. On the boom
side, this will continue until the transactions cash absorbs a sufficiently
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large portion of the available cash so that the Keynesian liquidity trap
comes to an end. There is no end to the liquidity trap on the downswing. In
some ways a great investment boom, such as the post-war boom of 1946 to
1953 can be interpreted as an accelerator boom with a permissive liquidity
trap foundation.

Realized investment greater than ex-ante savings raises money income.
The rise in money income, in turn, induces investment. The cumulative
rise in income which results increases the quantity of money needed for
transaction purposes. This results in progressively smaller asset holdings
of money which are available to finance investment in excess of savings.
The highest attainable level of money income is that level of income at
which all of the available money supply is used for transaction purposes.2
At that income level realized investment cannot exceed ex-ante savings.
Realized investment equal to ex-ante savings results in a constant income
under accelerator assumptions. A constant income level induces zero
investment. Independently of what happens to interest rates as asset hold-
ings of money decrease, and of the effects of interest rate and liquidity
changes upon the planning curves, a monetary system with a fixed quan-
tity of money has a money income ceiling.?’ This ceiling is not determined
by full employment, nor by the capacity of the investment goods indus-
tries. The ceiling is determined by the limited financing ability which exists
due to changes in velocity.

The fall in investment that occurs when the money income ceiling is
reached results in a fall in money income. Transaction money falls, and
savings which are not realized in investment take place by adding asset
money to portfolios. If the price level does not fall, the ceiling real income
remains fixed. If the price level falls, then the ceiling money income remains
fixed, but ceiling real income rises.

Net investment implies an increase in productive capacity. With a con-
stant money supply and a maximum velocity the larger real incomes can be
realized only if the price level falls. The accelerator inducement to invest is
large only when quantity demanded is at least approximately equal to pro-
ductive capacity. Hence for the accelerator to be a source of strong cycles
with a constant money supply, the price level must be falling.

The effect of expectations that the price level will fall is to increase the
pay off periods of investment. This is equivalent, in its effect upon firms’
planning curves, to a rise in interest rates with a constant price level. The
falling price level will therefore tend to lower the value of the accelerator
coefficient. This will mean that the business cycle will be characterized by
weaker booms than alternative monetary systems would provide. Such a
monetary system will be associated with a tendency toward relatively stable
income; the accelerator being damped down, the investment booms will
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tend to be short lived. Long periods in which realized investment exceeds
ex-ante savings will not occur.

2.5 Quantity of Money Changes

Realized investment may differ from ex-ante savings due to a change in the
quantity of money which may vary (a) without limit, (b) at an independently
determined rate, or (c) with a ceiling upon the quantity of money.2® If the
quantity of money varies without limit then no matter what the difference
between ex-ante investment and ex-ante savings, the difference can be made
up by a change in the quantity of money. The terms upon which the banking
system lends do not change. These terms will determine the interest rate
upon which the effective planning curves of firms maximizing the return
upon owners’ equity will be based. Such a monetary system is consistent
with the existence of an explosive accelerator process as it permits a cumu-
lative rise in money income to take place. Is there anything inherent in the
operations of such a monetary system which will lead to a dampening of the
accelerator process? In taking this question up we will ignore the political
repercussions of a cumulative rise in prices which is implicit in a full employ-
ment situation where the rate of growth of money income is greater than the
rate of growth of productive capacity. In such a model of necessity, all of
the variables and parameters refer to money income.

Assume that commercial banks create money by lending to business
firms. The increase in the money supply is equal to the difference between
induced investment and ex-ante savings:

M = I ex-ante — S ex-ante =AY

Assume that V'=Y/M = AY/AM = 1. The increase in the money supply in
the hands of households or of business firms, other than the borrowing
firms, constitutes the unexpected savings which result in ex-post savings
being equal to ex-ante investment.?? As the velocity is 1, there will be no net
change in the quantity of money that individuals wish to hold as assets.
This is equivalent to assuming that the interest rate at which banks lend to
business is the interest rate at which money and earning assets are substi-
tuted in portfolios.3 If at the higher level of income and higher net worth
due to the realized investment, households desire to change their cash bal-
ances, let us assume that open market operations by the central bank neu-
tralize the effect of cash balance changes. The only relevant monetary
change in this model is in the quantity of money.

The supply of money is infinitely elastic at a given interest rate and the
liquidity curve is such that the change in cash holdings at the rate is zero.
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Ex-ante savings are assumed to be interest inelastic. If ex-ante investment
is greater than ex-ante savings, the money supply will increase by the
difference. If ex-ante investment demand is less than ex-ante savings then
the money supply will decrease by the difference. Because of our special
velocity assumptions the change in income and the change in the money
supply offset each other, so that the liquidity curve does not shift.

During an expansion, the increase in the money supply takes place through
investing business firms adding bank debt to their liabilities. Assuming that
the percentage distribution of ex-ante savings between debt and equities is
constant, a cumulative explosive expansion on the basis of the creation of
money will result in a fall in the ratio of equity to debt in the balance sheet of
firms. Even if the terms upon which firms can borrow are unchanged by the
deterioration of their balance sheets, borrowers’ risk will rise. This will raise
the effective planning curves of firms which will lower the amount of invest-
ment induced by a given rise in income.3! Even assuming that the monetary
system permits all of ex-ante investment to be realized, the financing of
investment by bank debt can result in lowering induced investment which in
turn lowers the rate of increase of income.

The higher ratio of debt to equity raises the survival limits of business
firms. The smaller rate of increase of income decreases induced investment.
With a fall in income, the excess of ex-ante savings over induced investment
will be utilized to reduce debt. Also, the failure of firms whose survival limit
has risen during the expansion will result in the substitution of equity for
debt in balance sheets. Both changes during the downswing raise the ratio
of equity to debt in firms’ balance sheets,’? which in turn lowers their
effective planning curves. This acts as a stabilizer on the downswing. The
endogenous limitational factors upon an explosive accelerator process in
the absence of restrictions in the money supply are the deterioration of
firms’ balance sheets which occurs when debt is used to finance investment
on the upswing, and the improvement of firms’ balance sheets during the
liquidation process that occurs on the downswing.33

As ex-ante savings are a decreasing portion of total investment in such
an explosion process, an increase in the ratio of savings that flow to equi-
ties may, for a time, prevent a deterioration in the balance sheets of firms.
However, in time the accelerator process will begin to so dominate the
balance sheet ratios that the balance sheets of firms must deteriorate.
If cumulative price level inflation is ‘politically possible’ such a deterior-
ation of balance sheets need not occur. Business firms are borrowers and
the burden of a debt decreases with a rise in the price level. If the assets of
business firms are valued at their current replacement costs, then the rising
price level raises the equity account. Such capital gains improve the balance
sheet of firms and they occur generally in an inflation. The price level rise,
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plus the flow of ex-ante savings to equity investment may be sufficient to
keep the debt equity ratio constant: thereby preventing any deterioration in
the balance sheets of firms. However, this requires an increasing rate of
change in the price level.3* Nevertheless, if an explosive inflation is politi-
cally tolerable, there is no endogenous reason why an accelerator process
with an infinitely elastic money supply need come to a halt.

Therefore, at least two monetary situations allow full scope to an explo-
sive accelerator process. These are the Keynesian liquidity trap and an infi-
nitely elastic monetary supply. If we accept Hicks’ intuitive judgment as to
the value of the accelerator coefficient (the coefficient of ex-ante invest-
ment) then the realization of induced investment depends upon the exis-
tence of an elastic monetary system. It is perhaps no accident that his
volume on the trade cycle appeared at a time when the high volume of gov-
ernment bonds outstanding and their support by central banks made the
money supply in fact infinitely elastic. An era of tight money, on the other
hand, naturally leads to an examination of the monetary prerequisites to
the operation of the accelerator phenomenon.

A monetary system in which the rate of growth of the money supply is
exogenously given, for example, a fractional reserve banking system based
upon a gold standard, is equivalent to an infinitely elastic monetary supply
unless the difference between ex-ante investment and ex-ante savings exceeds
the rate of growth of the money supply. The only limitation to expansion in
this case comes from the deteriorating liquidity of business firms, as is true
with an infinitely elastic money supply. The interesting alternative is when
the difference between induced investment and ex-ante savings is greater
than the rate of growth of the lending ability of banks.

Let us consider a Hicks type accelerator model:

Y=o, +B(Y,_1—Y,»)

AssumeB(Y,_;— Y,_,) > (1 —a)Y,_;sothat Y, > Y,if all of the induced
investment is realized. Assume a constant arithmetical increase in the money
supply per time period: AM = ¢. Then the total amount of financing avail-
able assuming no excess liquidity in the community is (1 —«)Y,_; + 0.
Only if B(Y,.;,—Y,_,) = (1 —a)Y,_,+0 is the monetary constraint
effective, and in this case realized investmentis (1 —a)Y,_; +o. Then Y, =
oY, +(l—-a)Y,_,+o=Y,_,+oand B(Y,— Y,_,) = Bo; income rises
at the arithmetic rate o. Eventually B(Y,1,— Y,s,+1) =Bo<(1l —a)
(Y,_,tna)+o, so that Y, ,.<Y,,,+o. Therefore B(Y,— Y, ))
<B(Y,_, — Y,_,) and the accelerator process will turn down.

If the money supply increases at a constant arithmetic rate, then
income will grow at this rate until ex-ante savings increase so that induced
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investment is less than the available financing. The increase of income
will be smaller than the previous rise; therefore lowering induced invest-
ment. The cumulative upward process proceeds at a rate given by the
increase in the money supply, and the downturn occurs when voluntary
savings catch up with the expansion process so that all of the invest-
ment induced by the constant arithmetic rate of growth of income can be
realized without using all of the newly available credit. After this, income
turns down and the constant arithmetic increase in the lending ability
of banks increases liquidity. This, of course, may shift planning curves
downward by improving firms’ financing conditions, which would tend
to stabilize income.?> (In addition, a fall in interest rates may stabilize the
economy.)

Alternatively consider a money supply which increases at a constant rate
of growth, say at a constant ratio to savings: AM = (1 —a)Y,_ .3 We
again use a Hicks model Y,=aY,_,+B(Y,-,—Y,_,) and B(Y,_,—
Y,_») > (1 —a)Y,_;sothatif theinduced investment is realized, income will
rise. The autonomous increase in financing ability of banksis w(1 — «) Y,_|,
sothat (1 + w)(1 —a)Y,_; of investment can be financed. If (1 + pw)(1 — )
Y, =B(Y,_,— Y,_,) > (1 —a)Y,_, then the monetary constraint is not
effective. The model behaves as if the monetary system were infinitely
elastic. If B(Y,_,— Y,.,) = (1 +p)(l—a)Y,_; then (1 +p)(l —a)Y,_;
is the realized investment so that Y,=aY,  +(1+p)(1—a)Y, ;=
[I+p—ap]Y, .

Therefore, for #+1, induced investment is B(w(1 —a)) Y,_;. If B(1 — )
Y = (1+pn)(l—a)Y,_impliesthat B = [1 + w]/u, thenrealized invest-
ment is constrained by the financing ability of the community and income
increases at the geometric rate (1 + w — ap). If B <[1 + ]/, then all of
the induced investment can be realized as with an infinitely elastic money
supply. The maximum rate of growth of income is the rate of growth of the
money supply.3’

Two points are worthy of notice. First, as long as 8 <[1 + w]/w and the
increase in the money supply is truly autonomous, then lending ability
accumulates in the banks. If § increases so that  >[1 + ]/, then realized
investment can exceed (1 + w)(1 —«)Y,_; until such time as the reservoir
of lending ability is exhausted. At that time realized investment will fall to
(1 —a)(1+ w)Y,_,. This results in a fall in the rate of growth of income
which may lower 8, so that income falls. By means of such a mechanism, a
backlog of lending ability may lead to a fall in income.38

The second point is that the rate of growth of income is not determined
by the properties of the accelerator process but by the properties of the
monetary system. This throws some light on the ‘gold production’ theories
of the business cycle advanced by Cassel and others.
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In the case where the money supply is growing at a constant rate, the
deterioration of the firms’ balance sheets during an expansion, which we
noted for an infinitely elastic monetary system, will occur if the financing
of the expansion is inconsistent with the balance sheet structure of firms
prior to the expansion. However, as the rate at which the money supply can
increase is limited, then, as long as a major portion of ex-ante savings is
used for equity financing, the balance sheets of firms cannot deteriorate as
far or as fast as in the case of an infinitely elastic money supply.

If the change in the quantity of money is the effective constraint upon
expansion, is there any attribute of the process which can lower the rate
of growth of income? The limitation upon the quantity of money implies
that the interest rate will rise so that realized investment is equal to the
available financing which is sufficient to keep the expansion going. Unless
there is a lag in the shift of the planning curves, the rise in interest rates
is not sufficient to halt the expansion. However, the combined effect of
balance sheet deterioration and the rise in interest rates may lower induced
investment so that induced investment is less than the available financing
at the institutional minimum financing terms. These factors do not on
‘a priori’ grounds seem very strong. A constant rate of growth money
system seems conducive to a business cycle with lengthy expansions and
short contractions.

The monetary system may be such that the quantity of money has a
ceiling. Given an explosive upward movement of income, the money supply
will expand, permitting the financing of investment in excess of income.
When the monetary ceiling is reached, investment will fall to the quantity
that can be financed by savings. This will stabilize income; therefore the
next period’s induced investment will be zero. Such a monetary system will
result in a sharp break in the level of income. Table 9.1 indicates how an
accelerator model with a ceiling to the money supply behaves. It is assumed
that realized investment is equal to induced investment as long as the
money supply is available to finance the investment. When the money
supply reaches its ceiling the only source available by which investment can
be financed is ex-ante savings, and realized investment falls to ex-ante
savings.

If the rate of change of the ceiling money supply is very small, for
example, if new gold is but a small percentage of the reserve gold, the
banking system will have an essentially fixed peak to its lending ability. Such
a financing system may break an explosive boom very rapidly. In terms of
interest rates, the development until period 3 would have been at unchanged
financing terms, period 3 would have seen a rise in financing terms, and
period 4 would be a period of ‘panic’ money market rates. The inducement
to invest is still very strong, but the available financing is current savings. The
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Table 9.1

Accelerator Process Monetary System

a=08 p=4 +10 may change Money Supply

Time Y C S Induced 1 Financed  Available

B(Y,— Y,_;) (realized) byAin Financing

Money
Supply

0 10 8 2 - 3 1 9

1 11 88 22 4 4 1.8 7.2

2 128 102 2.6 7.2 7.2 4.6 2.6

3 174 139 35 14.4 6.1 2.6 0

4 20.0 16.0 4.0 10.4 4 0 0

5 20 16 4.0 0 0 -4 4

etc.

behavior of a system with an explosive accelerator and a monetary ceiling
would include a financial panic. In many ways the breaking of strong booms
in the period of the international gold standard conforms to the pattern of
such a monetary system.3?

2.6 Changes in Quantity and Velocity of Money

In taking up the case where investment in excess of ex-ante savings is
financed by an increase in the quantity of money, we assumed that the
velocity of circulation of money was 1. We can now drop this assumption.
If velocity is greater than 1, and if an excess of investment over ex-ante
savings is financed by an increase in the quantity of money, then excess
liquidity results. This excess liquidity can be utilized to finance investment.
Assume that the excess liquidity resulting from an initial bank financing
of investment is used to substitute business debt or equities to the public
for business debt to banks. If AM=Y,— Y,_,and V > 1, then transaction
cash is AM/V, and asset cash is AM —[AM/V]= (1 —[I/V])AM. The net
increase in debt to banksis 1/V(Y,— Y,_;) and investment is ¥, —a Y,_;.
We therefore have that:

ABankDebt [Y, - Y, J/V 1
ATotalAssets Y—aY,_, V]

Yt_ Yr—l
Y—aY, |

As an explosive accelerator process takes hold, the ratio [Y,— Y, ]/
[Y,—aY,|] rises, the limit (as Y, /Y, approaches ‘zero’) being one.
Therefore, the ratio of change in bank debt to change in total assets
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approaches 1/V. If the distribution of the public’s investments in business
firms is unchanged as between debt and equity assets, during an expansion
the balance sheets of business firms will deteriorate. As the weight of bank
financing is less than in the case of unit velocity, however, this will not be
as rapid as in the case where bank creation of money is the sole technique
by which investment in excess of ex-ante savings can be financed. Therefore,
the possibility that the deterioration of firms’ balance sheets will reduce the
efficacy of a rise in income to induce investment will be lower.

In the same expression 1/V([Y,— Y,_;]/[Y,— aY,_;]) we note that a rise
in velocity reduces the ratio of bank financing to total change in assets, and
that a rise in the propensity to consume increases the dependence upon
bank financing of investment. Therefore, autonomous or cyclically induced
changes in these parameters alter the ratio of debt to equity financing. Also
as bank debt of firms is generally shorter term than firms’ debt to the public,
a change in these parameters will affect the dating of business firm liabil-
ities. This can operate so as to affect the survival constraint of firms. Note
that a rise in velocity operates so as to decrease the rise in the planning
curves due to the deterioration of firms’ balance sheets that occurs during
a business cycle expansion.

In the case of 7> 1, just as in the case where V= 1, a ceiling to the quan-
tity of money, either in terms of its absolute level or rate of growth, will
break the explosive accelerator boom. The only difference will be that
whereas when V=1, AY=AM, when V>1, VAM =AY. The effect of
hitting the ceiling in the money supply will be a downturn in income.
However, the possibility exists that velocity changes will counteract the
effect of the ceiling in the money supply.

Autonomous or cyclically induced changes in velocity, or liquidity prefer-
ence, can change the dependence of an expansion upon changes in the money
supply and therefore affect the ratio of bank debt to total assets in firms’
balance sheets. If liquidity preference decreases, the excess of investment
over ex-ante savings may be financed by withdrawals from cash balances at
an interest rate lower than the bank interest rate. Such an ‘autonomous’
decrease in liquidity preference can, by both improving financing terms and
decreasing the dependence of business firms upon bank financing, lower the
planning curve of firms. A stock market boom, such as in the late 1920s, may
be interpreted as a lowering of liquidity preference; as a result the financing
of business expansion independently of the banking system was easily
achieved. This succeeded in lowering planning curves and therefore strength-
ened the ‘investment boom’.

Alternatively, an autonomous rise in liquidity preference may lead to
business borrowing from banks increasing the liquidity of households
rather than financing investment. A liquidity preference curve, as drawn in
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Interest S
rate L Financing
Tl M——— —
ACB AM 7
0 A B C

Savings, investment
Figure 9.5

Figure 9.5, would result, assuming the money supply is infinitely elastic at
the interest rate r,, in business borrowing AM from banks, of which AB will
end up as ‘liquid hoards’ of households and BC will end up as unexpected
cash balances of households. This borrowing by business firms in excess of
the difference between ex-ante savings and realized savings will increase the
rapidity with which firm balance sheets deteriorate. The rise in income BC,
may be insufficient to yield an investment demand curve in the future to the
right of I, because of the increase in risk elements. Therefore, an explosive
accelerator process may be broken by such changes in liquidity preference.

Such changes in liquidity preference have been labeled autonomous.
There exist plausible mechanisms by which the upward movement of an
explosive accelerator process would lead to a fall in liquidity preference.
However, there does not exist any equally plausible mechanism by which a
rise in liquidity preference can be considered as endogenous during an
expansion. During a downswing there exists a plausible mechanism which
can raise the liquidity preference curve of households. This can force a
deterioration of firms’ balance sheets, and thereby, through its effect upon
planning curves, a fall in investment.

If the money supply is not infinitely elastic, but is an increasing function
of the interest rate, then as the financing from cash balances relation is an
increasing function of the interest rate, the available financing curve is the
horizontal summation at each interest rate of the three sources of financing:
savings, changes in velocity and change in the cash balance. The effects of a
ceiling on the money supply can, of course, be eased by a rise in velocity. If
velocity is a function of the interest rate, then at the ceiling money supply,
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or when induced investment exceeds the financing possibilities inherent in
the limited rate of growth of the money supply, the growth of income can
be maintained by increasing velocity. As this takes place at rising interest
rates, the efficacy of an inducement to invest gradually declines. However,
the limitation that Y,= Y,_, when the ability to increase the quantity of
money is exhausted no longer holds. This transforms a sharp break in the
level of income into a gradual decrease of the rate of increase of income.

Government deficit financing with an infinitely elastic money supply
increases the cash holdings of the public without an equal increase in
business debt to banks. Such a situation results in improving the liquidity
of both households and firms. As a result of deficit financing, the ratio of
bank debt to total assets of business firms falls, and household ownership
of cash and government bonds increases. Hence, if the investment demand
curve is shifted upward so that ‘induced investment’ is greater than ex-ante
savings, no financing difficulties should lie in the way of realizing the firms’
investment plans, and this financing does not entail a deterioration of
firms’ balance sheets.

2.7 Summary: Money and the Accelerator Models

The scope that an explosive accelerator process has depends upon the mon-
etary system. The accelerator process requires a permissive monetary system.
This permissive monetary system may exist due to either a ‘liquidity trap’ or
an infinitely elastic money supply. Such monetary systems do not impose any
constraint upon the explosive accelerator process. If the monetary system is
neither completely elastic nor one with an infinite excess cash balance, then
the monetary system either determines the maximum rate of growth of
income or the maximum level of income. In such cases the business cycle of
experience is neither real nor monetary, but a combination of the two.

For infinitely elastic money supplies, the only endogenous limitational
factor upon the operations of the accelerator process is the deterioration of
the balance sheets of business firms due to the increased weight of bank
financing to total investment during the expansion. This may result in shift-
ing planning curves upward through the operation of the survival condi-
tions. However, such a break to the explosive process is neither as certain
nor as quick as the break in expansion that operates by way of the ceilings
on money supply and on money velocity.

2.8 The Price Level and the Savings Coefficient

Asacorollary to the emphasis upon the mechanical properties of the models
in the accelerator-multiplier formulations of business cycle theory, the
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content of the accelerator coefficient is ambiguous. In particular whether
the model is to be construed as referring to real or to money demand for
investment is in general hazy. If a model of the business cycle is to be com-
plete it must be possible to interpret the formal results as leading to a pattern
of price level changes consistent with observed values. Therefore, in the
accelerator models, it is necessary to be able to interpret the coefficient of
induced investment as a relation between money investment and aggregate
money demand. Such an interpretation of the investment coefficient is an
additional break in the relation between realized investment and production
techniques. As it is necessary to be able to interpret the accelerator process
in money terms, the savings coefficient can no longer be abstracted from the
effects of price level changes.

We know that at the price level of a particular time, p,_, there exist
resources sufficient to produce a money income Y,_,. During the expansion
phase of an accelerator business cycle B(Y,_;— Y, ) > (1 —a) Y, . If p,
is to be equal to p,_, then there must exist in the community at time ¢
resources sufficient to produce Y, — Y,_, of output, which resources were
unused during time period ¢ — 1. Such resources available to produce Y, and
not used to produce Y,_; have two sources:

1. any change in productive capacity between period r and 7 — 1;
2. unused resources of period £ — 1.

Productive capacity of period 7 can differ from that of period ¢ — 1 due to
the following factors:

1. any change in production technique;

2. any change in population;

3. the investment that took place in period ¢ — 1 and prior periods which
is first available for productive use in period ¢.

The first two we will ignore. In order to abstract from complex lag patterns,
assume that the addition to productive capacity in period ¢ due to invest-
ment is all due to the investment of period 7 — 1. This increase in produc-
tive capacity can be written as y/,_;. We can also write the productive
capacity of unused resources in period r — 1 as Y,_,.

If p, is not to be greater than p,_;, then B(Y,_;—Y,_,) =
(1—a)Y,_,+~I,_,+ Y,_,. If Band~ are in real terms, then B is the
capital per unit of output and vy is the output per unit of capital.
Therefore, B = 1/y. As I,_, is, in accelerator models, B(Y,_, — Y,_3) we
have: B(Y,_,— Y,.))>(1—-a)Y,_,+ Y,_,— Y,_;+ ¥,_,. If B, a are such
that they lead to an explosive accelerator process then in time
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B(Y,_,—Y,_))>(1—-a)Y,_,+Y,_,—Y,_;+ Y,_,. Therefore, ¥,_, will be
absorbed, andintime ¥,_, =0.If (Y,_,— Y,_,) > (1 —a) Y,_; + [,_;;and
Y,_, =0, then p,> p,_,; therefore, an explosive accelerator process cannot
continue without leading to a rise in the price level. That is, the model
leads to a position at which consumption demand plus investment demand
is greater than the productive capacity of the economy. This is the full
employment ceiling which Hicks uses to break the explosive boom. We are
willing to consider a model of the explosive accelerator process
that results in p,>p,_,, so that p,=p,_, during an expansion until
Y,_,=0,B(Y_,—Y,_,)>(1—a)Y,_,+(Y,_,— Y,_3), at which time
D= Pi-1- _

If the unused resources of period r — 1,Y,_,,%0 are represented as a quan-
tity of unemployed labor, the price level phenomena can be considered as a
labor market relation. The effect of investment with full employment is
a substitution of capital for labor in production, which has been called a
deepening of capital, whereas the effect of investment with less than full
employment is a ‘complimentary’ expansion, which has been called widen-
ing of capital. A problem in the interpretation of the accelerator coefficient
is whether or not the assumption of the investing firm is that the expansion
of plant will result in a proportionate increase in the labor force, a widen-
ing type of expansion, or whether the increase in output will take place with
the same labor force, a deepening type of expansion. If there is full employ-
ment, an expansion of plant can increase output only by means of the sub-
stitution of capital for labor in production. Therefore, the coefficient vy,
output per unit of investment, can be expected to fall as the economy
approaches full employment.

Assuming that Y,_, > Y,_, and that Y,_, is a full employment period,
Y, will be less than Y, if (1 —a)Y,_1>B(Y,_; — Y,_,). As a result of
this, and adding the productive capacity newly available at time ¢ due
to the investment of period ¢ — 1, yI,_,, resources sufficient to produce
(1-a)Y,_, —B(Y,_,— Y,_,) +vI,_, at the price level of period 7 —1 are
unused. These unused resources may or may not result in a fall of the price
level. This depends upon the nature of the supply curve of labor. If the
supply curve of labor is the extreme Keynesian type at the wage rate ruling
when the price level is p,_;, then the unused resources ¥, will not lead to a
fall in wages and output will fall. This will lead to excess productive cap-
acity and induced investment will, in strict accelerationist terms, become
negative.

If the supply curve of labor is classical, and if the time rate of change of
wages is fast enough, then there will be a rise in real output in period Y,, and
no unused resources will appear. This, however, depends upon an assump-
tion in regard to the elasticity of aggregate consumption demand and
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aggregate investment demand with respect to a fall in the price level. If the
elasticity is equal to or greater than 1, then total expenditure will be constant
or rise with a fall in prices. The excess supply of factors leads to a fall in
wages. This lowers marginal cost curves. Assuming « Y,_; will be spent on
consumption goods, output of consumption goods will rise. As a result
of the increase in output of consumption goods, the optimum scale of
consumption goods plant will be larger. If the time rate of changes in wages
is sufficiently rapid, then p, will be sufficiently lower than p,_, so that
Y,/p,=[Y,_ +vI,_]/p,—1.*! Due to the existence of debts of firms based
upon p,_,; > p,the fallin the price level raises the survival limits of firms. This
raises the planning curves of firms so that the coefficient of induced invest-
ment will fall. This will again tend to resultin (1 —a)Y,>B(Y,— Y,_)), at
the price level of p,. This process will continue, lowering the price level still
more. To the extent that cumulative deflation is possible, the accelerator
depression is a price level rather than a real income depression.

If the time rate of change of wages is greater than zero, and less than that
rate sufficient to result in Y, > Y,_, in real terms, then the downswing will
have both employment and price level attributes. As a result of the sticky
wage levels, excess capacity will appear. With excess capacity, the induce-
ment to invest becomes zero or negative. This is to be contrasted with the
completely flexible wage system where real income increases while the price
level is falling, and therefore is consistent with positive induced investment.
The result of such sticky wages is intermediate between the classical and
Keynesian case in the first instance; however, as a ‘type’ it more nearly
approximates the Keynesian case due to the effect upon induced investment
of excess capacity.

Assume B(Y,_;— Y,_,) > (1 —a)Y,_; and that the monetary system is
such that all of the induced investment is realized. The ratio of realized
investment to income is greater than the ratio of ex-ante savings to income.
Thatis (Y,_; — Y,_,)/Y,> (1 —a). If Y, is greater than Y,_, in real terms,
so that a Y,_, the consumption of period ¢, is greater than a Y,_,, the con-
sumption of period ¢— 1, the difference between realized savings and
planned savings does not lower consumption. On the other hand, if p, is
greater than p,_,, then the forced savings can result in lowering the level of
real consumption during an expansion. Assume that Y,_, is a full employ-
ment level of income. Ignore the effect of 1,_, upon productive capacity
during period ¢. If all of Y, — Y,_, is due to a rise in prices, then the realiz-
ing of all of B(Y,_; — Y,_,) lowers the absolute level of consumption in
period ¢ below the level of period  — 1. On the other hand if ¥, > Y,_; in
real terms, then C,> C,_, in real terms.

We can include this effect in our model by assuming that the full employ-
ment level of income ratio of consumption to income is the minimum ratio
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Consumption c=Y
Cz—l/Yr—l
P =Y c,ry,
oy,
Cr1
Y, Y, Income
Figure 9.6

of C/Y that can be affected, and that any expansion of income in money
terms beyond this will not lead to an increase in the ratio of investment
to income.

Duringanexpansion3(Y,_; — Y, ,) — (1 — o) Y,_, of unplanned savings
take place. If these savings can be realized without lowering the level of
planned consumption, for example if ¥,=aY, | +B(Y,.; — Y, ,) can all
be produced at a constant price level, let us assume that no change in
consumption behavior takes place. However, if Y, cannot be produced, if
prices rise, then as long as only a Y, is spent on consumption goods, the
real level of consumption falls. In this case forced savings in a real sense
takes place. If we assume that consumers resist forced savings then money
income will rise so that all of realized savings are wanted savings. In this
case (Y,_,—Y,_))/Y/ =1—aorY =p(Y,—Y,_)/[l—a], Y/ >Y,.2 A
resistance on the part of the workers to a fall in their real standard of living
will tend to accentuate the rise in the price level that takes place at full
employment, and will tend to prevent inflation from resulting in an increase
in realized real investment.

Such unexpected increases in consumption expenditure due to the change
in consumers’ behavior at full employment will increase monetary invest-
ment. The marginal equal average propensity to consume behavior will tend
to raise the rate at which income increases; it is equivalent to a rise in . As
a result the explosiveness of an accelerator process once full employment is
reached increases rather than decreases as Hicks assumed. Unless the mon-
etary system acts as a constraint, either in terms of the financing available
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or of the effects of the expansion upon planning curves, there is no reason
why such an explosive expansion need break.

NOTES

W

See Hicks (1950), p. 75: ‘But I assume (2) that there is a direct restraint upon upward
expansion in the form of a scarcity of employable resources’. Also Goodwin (1946).
Innovations may result in this second type of structural unemployment. Such a situation
would occur in an innovation cycle expansion.

‘Labor’ is a shorthand symbol for factors which have an essentially fixed supply over the
period of the business cycle. The labor market is chosen because the pervasiveness of
labor as a cost makes labor market developments directly affect the price level.

See Schumpeter (1939), p. 548.

See Mints (1950) and Fisher (1933), pp. 337-57.

See Haberler (1951), pp. 379-80: ‘Practically every theory of the cycle describes the
cumulative process of expansion as a mutual stimulation for investment and consump-
tion; in modern terminology we speak of an interaction of multiplier and acceleration
principle, but the essence of the matter is contained in pre-Keynesian theory, for
example, in the “Wicksellian Process” .

‘The cumulative process is always essentially the same, but we cannot be sure that the
turning point is always brought about by the same factors (even apart from possible
disturbances from outside the economic system) or that the same system of difference
equations will satisfactorily describe the upswing as well as the upper turning point.’
See Schumpeter (1934), pp. 126-7.

See ibid., p. 106; emphasis added.

See ibid., p. 107.

See ibid., p. 108.

See Schumpeter (1939), pp. 578-81.

See ibid., p. 579.

See Hicks (1950), p. 160. Hicks has ‘not denied’, merely ignored, the monetary prerequis-
ites for his model to function.

See ibid., p. 160; emphasis added.

The second attribute ‘that owners of liquidity are willing to become illiquid — to spend
their liquidity’ is strictly speaking necessary only if an expansion is to take place with a
fixed quantity of money.

See Haberler (1951), p. 381: ‘Expansible monetary and credit supply is undoubtedly an
indispensable condition for the business cycle. But very few writers would be ready today
to attempt a complete explanation of the cycle in terms of monetary and banking
arrangements and policy.’

See Ohlin (1937). Reprinted in Readings in Business Cycle Theory, Philadelphia:
Blakiston Co., 1944, pp. 87-130.

In addition to a rise in interest rates reducing realized investment, a fall in the price level
may result in S| of monetary savings being able to finance I, of real investment.
Conversely a rise in the price level will lower the amount of real investment that a given
amount of money savings can finance. In Figure 9.1 the savings curve can be read as the
supply curve of investment goods, and the /(1) and /(2) curves can be read as demand
curves of investment goods. Then reading r,, r, as price levels, the accelerator phenom-
enon becomes a ‘price level’ of investment goods determinant. A rise in the price level of
investment goods, with no change in the price of the product, also results in raising the
effective planning curves of firms.

Schumpeter, by emphasizing the role of money creation in financing development,
tended to ignore the ability to finance investment which is implicit in ex-ante or voluntary
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savings. Of course, on the level of theoretical abstraction that he was using, beginning
with a stationary circular flow model, he was completely justified. The consumption func-
tion assumption of the accelerator models implies that we cannot begin our analysis of
the role of finance at the same level of abstraction that Schumpeter used; we have to
include voluntary savings. Whether the institution of ‘voluntary’ savings has its origin in
th “forced’ savings of economic development is a deep question of the interpretation of
economic evolution. In a developed capitalist society voluntary savings take place. Such
voluntary savings can finance ‘autonomous’ or ‘innovational’ investment, but during the
expansion they cannot finance all of ‘induced’ investment. Reason: induced investment
depends upon a rise in money income, and as long as only voluntary savings are used to
finance investment, money income cannot rise.

This includes business savings and the resulting rise in surplus accounts.

Banks may create money by lending to households which in turn acquire equities in busi-
nesses. This may occur through a ‘margin’ purchase of securities by individuals. In such
a case the individual’s debt increases, reducing his liquidity. However, the equity position
of firms improve; therefore, improving their liquidity. Through such a technique an
increase in the money supply may finance equity investment. This is, of course, equiva-
lent to banks functioning as ‘Capital Banks’. Nevertheless the model of bank lending
used here restricts bank lending to the acquisition of debt by the bank, and the entry of
bank debt on the liability side of business firms’ balance sheets. To the extent that bank
lending does result in the acquisition of equities by banks, the model requires modifica-
tion. The institutional specification is that banking and money creation are essentially in
the ‘Anglo-American Tradition’.

Recall that in Chapter 6 we used the device of segregating superfluous assets in an
‘Investment Trust’. In such cases business firms would not be able to finance investment
by reducing their liquidity. The following balance sheets indicate how such savings and
investment takes place. If the ‘investment trusts’ return to their original cash holdings,
households would own the equity or debt of business firms used to finance the
investment.

Firms

+Investment goods +Equity
+Debt

Investment Trusts

—Cash balance
+Equity or debt of firm

Households

+Cash balance +Net worth

See Schumpeter (1939), p. 548: ‘That economic analysis cannot . . . abstract from money
is a truth which is useful only if supplemented by the other truth that monetary processes
never carry their explanation in themselves and cannot be analysed in monetary terms
alone.’

See Pigou (1951), p. 17.

Schumpeter distinguishes between the ‘velocity of any unit that is actually sent over its
path’ and ‘another component of the velocity figure which refers to the proportion of
existing units so sent’. See Schumpeter (1939), p. 546.

Behavior of a changing velocity monetary system: assumptions: constant money supply,
velocity changes
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Accelerator Process Monetary System
a=08 pB=4 Money Supply 10,
Y,_,=10 Maximum Velocity 2,

Assume no change in r.

Time Y C S (Y,—-Y._) 1 Money Financed Realized
(realized) Supply from AV r

0 11 8 2 3 10 1.0 1.1

1 12.8 8.8 22 4 4 10 1.8 1.28

2 174 102 2.6 7.2 7.2 10 3.6 1.74

3 20.0 139 35 6.1 6.1 10 2.6 2.00

4 20 16 4 4 4 10 0 2.0

5 16 16 4 0 0 10 —4 1.6

See Haberler (1951), p. 381. In discussing the factors which tend to end cyclical upswings
Prof. Haberler mentions: ‘4. Under the gold standard in older times the ceiling might be
purely monetary’. This Wicksellian case holds for constant money supplies as taken up
here. As will be shown later, a money supply that increases at an exogenously determined
rate need not break a boom.

See Schumpeter (1939), pp. 546-7: ‘In any case, however, we cannot here consider quan-
tity of “existing” or “circulating” or “available” money as an independent variable
because . . . it also varies in response to the other variables of our process, entrepre-
neurial activity in particular’.

The balance sheets of business firms, the public and the commercial banks are an aid to
assessing the effects of banking lending to business. The change in net worth of the com-
munity is equal to ex-ante savings plus the unexpected savings which are equal to the
increase in demand deposits. This is equal to the increase in investment goods by the
investing firms. The household assets increase by the value of the debts and equities of
the firms and the rise in the quantity of money.

Banks
Assets Liabilities
Debts of firms AM Demand deposits AM

Investing Firms

Assets Liabilities

Investment goods 7 ex-ante Debt or equity to households* S ex-ante
Debt to banks AM

Households (public)
Assets Liabilities
Debt & equities of firms S ex-ante Ex-ante savings + S ex-ante
Demand deposits AM/S ex-post Unexpected savings + AM/I ex-ante

Change in net worth

* Includes business retained earnings.
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Alternatively if | is the liquidity trap rate of interest, even if 7> 0, the rise in the quan-
tity of money in excess of transaction needs can all be absorbed by households’ port-
folios without lowering the interest rate. However, in this case any rise (virtual)
in interest rates would imply a substitution of earning assets for money in the port-
folios of households. This then becomes a case of financing investment from cash
balances.

On the interest rate-investment graph below, assume that the money supply is infinitely
elastic at r,. If investing firms are free of debt, the change in income during periods
t—1, t — 2 would result in the investment demand curve I(¢). As a result of bank debt
and deteriorated balance sheets, an equal change in income will result in /'(#). This will
appear as if induced investment has fallen from OA to OB. The increase in lender’s and
borrower’s risk raises planning curves as an expansion takes place even if the prime
market rate of interest is unchanged.

Interest S
rate

1(1)

B A Saving,
investment

The balance sheets of the three sector changes as follows:

Banks

Demand deposits Business debt
(S ex-ante — [ ex-ante) = —AM (S ex-ante — [ ex-ante) = —AM

Firms

Capital equipment + / ex-ante Debt & equities to households:
+ S ex-ante
Debt to banks — (— S ex-ante—/ ex-ante)

Households

Demand deposits — (S ex-ante — Net worth + I ex-ante
I ex-ante)
Business assets + S ex-ante
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If failures occur then, in the account of households labeled business assets, equities
will be substituted for debt and in the account of business firms labeled debt and
equities to households, equity will be substituted for debt. Also, as business firms fail,
banks acquire titles and debts which are considered unsuitable for bank portfolios.
The sale of such assets to the public results in the substitution of business assets for
demand deposits in the public portfolios, and in a net reduction of demand deposits.
These changes obviously do not affect the net worth of households and the capital
equipment of firms’ accounts. In addition, as the value of productive capacity may
be reduced during a downturn, the value of the capital equipment account of firms
and the net worth account of households will be reduced. This typically occurs
through equity liabilities of firm and equity assets of households losing a part or all
of their value.

Total induced investment is B(Y,— Y,_,). Ex-ante savings are equal to (1 —a)Y,.
Assuming that a constant proportion of ex-ante savings are used for equity financing,
equity financing is N(1 — «) Y,. The ratio of equity to total investment therefore is:

Ml-0)Y, _ Ml-a)
B(Y,—Y,-) BUA-[Y-/Y]

The general solution to the second order accelerator process is of the form
Y, = A} + A, where ;> . Therefore we can write:

Yoo A '+ Aps !t T+ A/ A (/i) !

Y, Aypg + Ayph i+ [Ay/A o (/)

The limit of (py/p) =0, o therefore [Y, /Y] —1/n,. Hence the ratio of
N1 —-a)Y,/[B(Y,— Y,_;)] approaches as a limit \(1 —a)/B(1 — 1/p,). In the early
stages of an explosive accelerator process the ratio of Y,/Y, ;> 1/w,. Therefore the
ratio of equity financed to total investment decreases as the accelerator process
continues.

The following table illustrates the argument:

Infinitely Elastic Money Supply
Accelerator Process:aa=0.8 B=4 Monetary Phenomena A =1

. . equity financin,
Time Y C S B(Y-1—Y,_, I(realized) AM M
total investment

0 10 - - - - - -

1 11 8 2 - 3 +1 0.67
2 12.8 88 22 4 4 1.8 0.55
3 174 102 2.6 7.2 7.2 +4.6 0.36
4 283 139 35 144 14.4 10.9 0.24

As the explosive accelerator process takes hold, the ratio of ex-ante savings to total
investment falls sharply.
In the arithmetical example given in note 33, in time period 3 only 0.36 of total invest-
ment was financed by savings. If the price level rose so that the value of capital goods
doubled then the balance sheets of firms would show a one to one ratio of equity to
debt liabilities. In time period 4, the price level would have to rise enough to increase
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the value of capital goods by 7.4 if firms are to show a one to one ratio of equity to
debt financing.
The following arithmetical example illustrates the argument:

Accelerator Process Monetary System

a=08 B=4 o = +1 per time period

Time Y C S ex- Induced 7 Realized I Investment financed
ante B(Y,_;— Y,.») by increased money

supply

0 10 8 2

1 11 8 2 - 3 +1

2 12 8.8 2.2 4 3.2 +1

3 13 9.6 24 4 3.4 +1

4 14 10.4 2.6 4 3.6 +1

5 15 11.2 2.8 4 3.8 +1

6 16 12 3 4 4 +1

7 16.8 12.8 3.2 4 4 +0.8

8 16.64 13.44 3.36 32 3.2 —0.16

In time period 7, S ex-ante +AM > I ex-ante; therefore Y7 — Y5 < AM. Asaresultin
time period 8 the accelerator expansion is broken.

As long as we assume that a and ¥ are constants this is equivalent to an increase in the
money supply at a constant geometric rate. Let | be the percentage increase in the
money supply per period. We know that Y,_;, = VM,_, and that Y,= V(1 + w,)M,_,.
We also have that ¥,=Y, |+ w(l —a)Y,_; therefore p(l —a)Y, |, =p, VM, | and
w(1 —a) = p,. If the money supply increases by 10 per cent per annum and o = 0.90,
then ., the ratio of monetary financing to ex-ante savings, is 1.

Note that Y, ,/Y,=[1 — n(l — a)]". The Harrod-Domar case of the accelerator as a
generator of steady growth can be achieved by means of an explosive accelerator
coefficient and a constraining money supply.

The argument also applies to an arithmetic rate of growth of lending ability. If 3 is a
function of the rate of growth of income, the fall in the rate of growth of income may
lead to a sharp fall in income. This is consistent with the stagnation-inflation alternatives
of Chapter 2.

See note 27, quoting Haberler on the gold standard as a ceiling to business cycle
expansion.

If the unused resources of period r—1 are a labor and capital combination, then
B(Y,_, — Y,_,) hasto be interpreted as the demand for capital net of the productive facil-
ities idle in period 7 — 1 which are absorbed in period 7. Such absorption of capital
dampens the investment effect of a rise in income.

Inreal terms: Y, =aY, | —B(Y,_, — Y,.,) <Y, |, ++vI,_,. Aggregate money demand at
period tis p,_; Y,. Thereexists a pricelevel p,<p,_;suchthat p,_; Y,=p(Y,_; +vI,_)).
Therefore: Y, /p,=[Y,_ +vI,_\/p,—\.

Given (Y- = Y, ) > -a) Y-,

Yi=aY, +B(Y,-1— Y, »)

Y,
Y., :*’*E(Yr—l - yx—z)
o (¢4
Y,
BV~ Y >(—a =By v
o o
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a a
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BI(Y,  — Y, )]>——Y,
o

-«

B[(Y,l— Y:z)]> v,



10. Conclusion: business cycle theory
and economic policy

It has been shown that both linear and non-linear accelerator models,
standing by themselves, are not sufficient for business cycle analysis.
However, it was assumed that such flow of income models can be used as
a core, a skeleton structure, for cycle theory. This use of accelerator models
focuses attention upon the determinants of the parameters of the models,
and it is shown that the parameters of these models depend upon the
behavior of elementary economic units. Accepting the work that has been
done on the relation between households and the propensity to consume,
the relation between individual firm behavior and the accelerator
coefficient has been investigated. In particular, the relationships between
induced investment and financial constraints and market structures have
been studied.

It cannot be claimed that the findings are definitive; in fact, the major
purpose of setting out on this track was to test the plausibility of the
approach. In addition, the tool of analysis selected, a modification of
Marshallian price theory, may be too weak and the factual basis for the
transformation of the findings into a value of the accelerator coefficient is
lacking. Certainly the economic theory of the investment behavior of indi-
vidual firms and the testing of the theory of the investment are among the
major problems in economics. Nevertheless, some results, which may be
viewed as the most tentative of hypotheses, have been obtained.

It has been shown that the investment response of conditional monopo-
lies to a change in demand is discontinuous, whereas the response of firms
in competitive markets is continuous. This result should be testable in the
real world. If true, then a world in which market structures are dominated
by conditional monopolies would tend to exhibit inflation and stagnation
as alternative stable states. In such a world the business cycle disappears,
being replaced by these alternative stable states and a rapid movement from
one state to another.

It has also been shown that as far as the accelerator process is con-
cerned, the division between real and monetary phenomena is misleading.
The inflation state of an explosive accelerator model depends upon a per-
missive monetary system. Without an appropriate monetary system the
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explosive inflation cannot exist and the result is a stagnant low employ-
ment equilibrium. There is no endogenous mechanism which necessarily
will end the stagnant state. It has also been shown that an explosive accel-
erator process can be transformed into a steady rate of growth by means
of an appropriate monetary system.

It was also shown that the balance sheets of firms can affect investment
behavior and hence the accelerator process. Models were constructed in
which, even assuming a permissive monetary system, the willingness of
firms to go into debt limits the expansion. This may be of particular
importance for economies in which a large portion of savings are channeled
through financial intermediaries with limited portfolio possibilities. That is,
the growth of savings by classes that hold only debt may increase the ten-
dency toward stagnation of an economy.

The relation between industrial structure and the accelerator process
which has been derived leads to an interesting evolutionary hypothesis.
If the structure of markets in an economy changes as an economy evolves,
then the business cycle contours change. A competitive society would tend
to have short cycles with relatively small amplitude to the fluctuations.
An economy in which conditional monopolies dominate would tend to
have a longer cycle, with a long expansionary inflationary boom and a long
flat-bottomed trough or stagnant state. The behavior of the economic
system depends upon the behavior of individual economic units so that if
the weight in the economy of different market structure changes, the cyc-
lical behavior of the economy changes. This changing composition of the
economy may result in either a continuous gradation of cyclical patterns,
or there may be a few patterns and few critical mixtures such that the behav-
ior of the economy changes sharply with a slight change in the proportion
of different market structures. If the hypothesis as to the relation between
market structures is valid, then areas of economic policy such as anti-trust
and anti-cyclical policy cannot be treated in separate compartments.
In particular, a ‘reasonable’ anti-trust policy may negate a ‘vigorous’ stabil-
ization policy. It is also true that if cyclical behavior evolves, then the
evidence of times series data is suspect. If the evolution of the economy is
rapid enough, then the runs of data based upon a given economic state may
be too short for fruitful statistical analysis.

If monetary behavior regulates the excess of realized investment over
ex-ante savings on an upswing, then the rate of growth of the economy can
be determined by monetary mechanism: in particular, monetary policy can
transform an inflationary explosion into a steady growth of the economy.
The efficacy of such a policy primarily depends upon the availability of
finance and only indirectly upon the interest rate. When ex-ante savings
exceeds ex-ante investment then monetary policy can only affect the
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liquidity of the community. Unless investment is interest elastic, such a
monetary expansion on the downswing will have no effect. It was shown
that the presumption is that the interest elasticity of investment depends
upon market structure — that a world of conditional monopolies would
tend to have an interest inelastic investment demand curve. This means
that the efficacy of monetary policy also varies with the structure of the
economy.

Investment which is due in the first instance to changes in production
functions has not been taken up. That is, the effect of innovations upon
aggregate investment has not been discussed, except to note that the supply
curve of financing, and of investment goods, relates to both induced and
innovational investment. As was mentioned in the text, such innovational
investment may be a significant element in business cycles by supplying
‘energy’ to a damped flow of income process. The effects of innovations
may be represented by introducing a stochastic factor into the model.
Perhaps innovational investment can be integrated into our approach by
considering the demand curves and financing conditions confronting an
innovating firm.

The material presented here is primarily intended to demonstrate that a
generalization about the behavior of an economy as a whole is meaningless
unless it is integrated with the known or accepted material about the behav-
ior of individual economic units. Rather than be content with spawning
additional formal-mathematical aggregate models, the simplest flow of
income model with an investment coefficient was used as a framework with
which to explore the relation between the behavior of firms and aggregate
induced investment. It is believed that the resulting variable coefficient
accelerator model can serve as an adequate basis for business cycle analy-
sis, especially as the variations in the coefficients are related to the behavior
of individual economic units. If this approach is to be used in further work,
then empirical research has to be undertaken to determine whether the sig-
nificant homogeneous classes of firms with regard to investment behavior
are, as is assumed here, the homogeneous classes of firms derived from
price theory. If this turns out to be true, then predictions as to the behav-
ior of the accelerator coefficient can be made which lead to predictions as
to the cyclical behavior of the economy.
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