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Voting and Collective Decision-Making

Every day thousands of decisions are made by all kinds of committees,

parliaments, councils and boards by a ‘yes–no’ voting process. Sometimes

a committee can only accept or reject the proposals submitted to it for a

decision. On other occasions, committee members have the possibility of

modifying the proposal and bargaining an agreement prior to the vote. In

either case, what rule should be used if each member acts on behalf of

a different-sized group? It seems intuitively clear that if the groups are of

different sizes then a symmetric rule (e.g. the simple majority or unanimity)

is not suitable. The question then arises of what voting rule should be used.

Voting and Collective Decision-Making addresses this and other issues

through a study of the theory of bargaining and voting power, showing

how it applies to real decision-making contexts.
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Preface

The important changes that have taken place in the European Union

as a result of the latest enlargements have made it necessary to redesign

decision-making procedures again and again. This has contributed to a

renewal of interest in issues related to the choice and design of dichoto-

mous voting procedures in recent years, to a conspicuous increase in

the number of academic papers, both theoretical and applied, related

in one way or another to these issues and to heated debates within the

scientific community. As a result of this ‘fever’ there have been various

movementswithin this community that have gone beyond the academic

realm, including press articles and explicit attempts to influence politi-

cians or their advisers on the choice of voting rule for the EU Council

of Ministers. At the basis of some of these recommendations is what

is called, perhaps a little ostentatiously, ‘a priori voting power theory’.

The main purpose of this book is to provide a critical revision of the

foundations of this theory and of the recommendations that stem from

it, based on more than ten years of joint research on the subject.

Prior to this collaboration, the first author of this book was prepar-

ing her Ph.D. One of the chapters of her thesis sets out the application

to the EU Council of the two-stage model of the decision-making pro-

cess in committees of representatives1. This model assumes that each

representative follows the will of the majority in his/her constituency

on every issue. Then, assuming that each citizen votes ‘yes’ or ‘no’ inde-

pendently with probability 1/2, one can calculate the probability of a

citizen being crucial or decisive for a given voting rule in the committee.

This (usually very small) probability is interpreted as the ‘a priori vot-

ing power’ of the citizen and is known as the citizen’s ‘Banzhaf index’.

If this interpretation is accepted, egalitarianism recommends choosing

a voting rule that gives equal Banzhaf indices to all citizens whatever

their constituency. This recommendation is known as the (first) ‘square

1 Joint work with Mika Widgrén [52].
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xii Preface

root rule’ because it entails choosing the rule for which each represen-

tative in the committee has a Banzhaf index proportional to the square

root of the population that he/she represents.

This model was also the starting point of our joint research. Since

then our views have changed considerably, to the extent that we refused

to sign a letter addressed to the EU Governments and supported by

a group of scientists endorsing the square root rule as the choice of

voting rule for the EU Council2. Ten years of work lie behind this shift

of views.

As shown in [52], citizens of different countries had different Banzhaf

indices for the qualified majority rule in the fifteen-member EU. Our

first endeavour was to seek a measure of inequality in this context

[41, 43], but we soon turned our attention to the foundations. Why

the Banzhaf index? Why not the Shapley–Shubik index, apparently

preferred by game theorists, or any other ‘power index’? We first

addressed the question of the axiomatic foundations of power indices in

the framework of simple games [39, 40, 42] only to honestly conclude

that there were no conclusive arguments for the superiority of any of

them on these grounds alone. We then turned our attention to the prob-

abilistic approach [37, 44, 45, 46]. In this approach voters’ behaviour

is described by a probability distribution over vote configurations, and

power indices are interpreted as probabilities either of being decisive

or of obtaining one’s preferred outcome. This point of view led us to

adhere for a while to the Banzhaf index as the best-founded index, but

we soon grew increasingly dubious about its consistency. One of the

factors that contributed to these doubts was our critical examination of

the so-called ‘postulates and paradoxes’ so popular in the literature on

power indices, their inconsistencies and their lack of real discriminat-

ing capacity [47]. To our surprise, the notion of success or satisfaction,

i.e. the likelihood of obtaining one’s preferred outcome, which is inex-

tricably intermingled with decisiveness in any pre-conceptual notion

of voting power, behaved even better than decisiveness with respect to

some postulates. This sparked doubts concerning the soundness of the

notion of voting power as the likelihood of being decisive, and led us

to consider the notion of success or satisfaction as the relevant issue

in certain voting situations [38]. On the other hand, a most inspir-

ing interview in 2002 with David Galloway, who had twenty years

2 Available at www.esi2.us.es/ ˜mbilbao/pdffiles.letter.pdf
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of experience working for the Council of Ministers of the European

Union, made it clear to us that bargaining was a (if not ‘the’) crucial

ingredient in the workings of the Council. Bargaining is a genuine game

situation that calls for a game-theoretic approach. We thus considered

an alternative model, one of whose primitives was the preference pro-

file over the feasible agreements [48, 51]. It thus seemed clear that the

analysis of voting situations required a preliminary description of the

voting environment: a small committee does not make the same use of

a voting rule as a Parliament. The model cannot include the voting rule

as the unique ingredient, it must be enriched to describe the specificity

of the voting environment.

In this way, a gradual process of accumulative reflection drove us

finally to a radical change in our way of looking at several basic issues.

This book presents our proposal for new foundations along with a

systematic presentation of the changes that this entails in the whole

theoretic edifice.

To begin with, a clear distinction must be drawn at the level of the

environment between two extreme types of collective decision-making

bodies or committees: committees with the capacity solely to accept or

reject proposals submitted to it, and committees with the capacity to

bargain among feasible agreements. This at first sight obvious distinc-

tion proves rich in conceptual consequences. First, it clarifies what one

is talking about, something which has been established only vaguely

from the outset in the voting power tradition, where the voting rule

is the only clearly specified ingredient. Second, each type of situation

requires a different model and a separate analysis. This neat distinction

also clarifies the different issues posed by each type of decision-making

environment. It is worth remarking here that the question of power is

not the primary or basic issue in either case. Moreover, in the first type

of committee (which we call ‘take-it-or-leave-it committees’), where

behaviour immediately follows preferences, the notion of voting power

does not even make sense. In contradistinction, in a ‘bargaining com-

mittee’ the notion of bargaining power in a genuinely game-theoretic

sense emerges as related to the likelihood of being decisive.

The normative recommendations that stem from this approach differ

conspicuously from those based on the traditional approach, particu-

larly for the choice of voting rule in a committee of representatives

whose members act on behalf of groups of different sizes. The square

root rule recommendation alluded to above appears in this light as
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correct but distorting and ill-founded if the goal is to obtain the pre-

ferred outcome. It can be re-founded in expected utility terms, but

its possible validity (as well as that of the so-called ‘second square

root rule’) is restricted to ‘take-it-or-leave-it committees’, where the

very notion of voting power is irrelevant. By contrast, in the case of

bargaining committees of representatives, the model yields completely

different recommendations. But this is not the place to anticipate our

conclusions in detail (impatient readers may skip to the Conclusions

section at the end of the book).

We hope that by this point the readers will have a clear idea of what

this book is about, and will perhaps understand how hard it was for

us to find a title that was clear and concise enough. We were reluctant

to include the words ‘voting power’ in the title, in spite of the fact that

it is precisely those interested in voting power issues who will proba-

bly be most interested in the book. We believe that the ‘sex-appeal’ of

these words is responsible to some extent for the obscurities that have

survived for so long at the root of the topic. The feeling of importance

that comes with the use of the word ‘power’ only makes a humble, rig-

orous and detached analysis more difficult (just the opposite of ‘game

theory’, a frivolous name for an ambitious research programme).

The monograph most closely related to this book is The Measure-

ment of Voting Power: Theory and Practice, Problems and Paradoxes

by Felsenthal and Machover [22], published in 1998. It was a valuable

attempt to conduct a critical revision of the foundations of traditional

voting power theory, a tradition inwhich inertia, disregard of its incon-

sistencies and obscurities and the mechanical application of different

indices on no clear grounds were the rule. These authors stress a dis-

tinction between two notions of voting power: ‘I-power’, or power

to influence the outcome, and ‘P-power’, the expected share in a fixed

prize. They hold that there are several points which support this distinc-

tion. For instance, I-power is a probabilistic notion related to ‘policy

seeking’, while P-power is a game-theoretic notion related to ‘office

seeking’. The Banzhaf index is considered as the right measure of a

priori I-power, and other candidates are rejected on the basis that they

violate some I-power ‘postulates’ (i.e. supposedly desirable properties

whose violations are referred to as ‘paradoxes’). As to the second type

of power, the Shapley–Shubik is presented with reserves as the most

serious known candidate for a measure, but doubts are explicitly cast

on the coherence of the very notion of P-power.
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When their book appeared, we agreed with their critical views and

found the intuition behind their I/P-power distinction to be basically

correct. However, we felt that the distinction was too vague and

insufficient. Moreover, as time passed, we felt that accepting it as a

satisfactory remedy for the obscurities at the level of the foundations

was only a conformist way of hindering a real progress in resolving

the lack of clarity at a deeper level. We also found the foundations of

the P-power notion unconvincing, to the extent that, as stated above,

we adhered for a while the notion of voting power as influence as

the only coherent notion of voting power, and discarded the Shapley–

Shubik index. Interested readerswill find a brief account of the different

implications of the their approach and ours in the Conclusions section.

Another related book is Morriss’ Power: A Philosophical Analy-

sis [58, 59]. This author is also critical with the frequently unjustified

applications of power indices. He conducts a careful discussion about

the semantics of the word ‘power’, distinguishing between ‘power-

as-ability,’ and ‘power-as-ableness’. Indeed the book is intended to

be more philosophical and less formal than ours. It may provide

interesting additional reading (especially Part IV).

Our purpose is not to survey all the huge amount of material on the

topic published over more than fifty years, though we do, of course,

pay attention to what we consider the most significant contributions

in the field. A few seminal contributions are presented in some detail.

As is clear from its title, in this book we consider only dichotomous

voting rules that specify collective acceptance or collective rejection for

each possible yes–no vote profile. We do not consider the possibilities of

abstention or not showing up. These conditions preclude the difficulties

evidenced by Arrow’s [2] impossibility theorem when more than two

alternatives are involved, and the possibility of ‘strategic’ voting [27].

Consequently, the copious social choice literature on these issues is

orthogonal to this book.

We hope the book may be of interest and of use to students and

researchers alike in political and social science, as well as in game the-

ory and economics, especially the public economics, public choice, and

social choice families. We try to present results and, especially, norma-

tive recommendations in an honest, humble, precise ‘if . . . then’ form,

in which the ‘if ’ part is explicit and transparent. This requires a formal

formulation. However, to make the book accessible to as wide an audi-

ence as possible, we have tried to keep the level of formalization low
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enough not to discourage readers with less mathematical backgrounds

but at the same time high enough to be precise. The meaning of formal

statements is always expressed in plain words. Some proofs, especially

in the case of technically complex published results, have been omit-

ted. Chapter 4 may perhaps be the most difficult for those readers not

familiar with game theory. Nevertheless, it is our hope that readers

with less mathematical backgrounds can get a grasp of the main ideas

presented in the book by skipping the mathematical details and just

reading the rest.

The book is organized as follows. Chapter 1 presents the basic

set-theoretic notation and some combinatorics, along with the nota-

tion and terminology on dichotomous (acceptance/rejection) voting

rules used throughout the book. This chapter also contains two brief

sections devoted to the basics of expected utility theory and a sum-

mary overview of a few basic concepts of game theory. In Chapter 2

a few seminal papers are briefly and critically reviewed, and the basic

distinction in this book between ‘take-it-or-leave-it’ and ‘bargaining’

committees is introduced. Chapter 3 is devoted to ‘take-it-or-leave-it’

committees, a probabilistic model of which allows us: (i) to address

the question of the conceptual and analytical distinction between the

notions of success and decisiveness; (ii) to provide a common per-

spective in which several ‘power indices’ from the literature can be

seen as variations of two basic ideas; and (iii) to address the ques-

tion of the optimal voting rule in a take-it-or-leave-it committee from

two points of view: egalitarianism and utilitarianism. Chapter 4 deals

with bargaining committees. A game-theoretic model is proposed, and

the question of the players’ expectations is addressed first from a

cooperative-axiomatic point of view, and then from a non-cooperative

point of view. This chapter concludes with a recommendation for

bargaining committees of representatives. Finally, in Chapter 5 the

different rules used in the EU Council and some more recent propos-

als are examined from the point of view of the models presented in

Chapters 3 and 4. A section with exercises at the end of each chapter is

intended to provide readers with a means to check how well they have

understood the chapters.

We would like to end this preface by expressing our gratitude to

some people and institutions. Wewould like to thank people of various

fields such as Fuad Aleskerov, Steve Brams, Nimrod Megiddo, Hans

Peters, and Stef Tijs, who independently suggested to us the stimulating
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notion of writing a book on this subject before the idea had crossed

our minds.

We also thank Dan Felsenthal and Moshé Machover, our main sci-

entific opponents in the last years. In spite of our sometimes overheated

scientific arguments (particularly in their interesting and controversial

‘petit comité’ ‘VPP’s’ meetings, towhich they have never failed to invite

us every year since the first meeting in 2001), our disagreements have

always been stimulating and inspiring.

We also thank Jon Benito, Arri Chamorro, Elena Iñarra, Jean Lainé,

Vincent Merlin, Maria Montero, Stefan Napel and Norma Olaizola

who read some chapters and made valuable suggestions on how to

improve them. Thanks also go to William Thomson, who taught the

second author to make drawings, and to Chris Pellow who did his

best to make our English sound better. It goes without saying that all

mistakes and defects are entirely our responsibility.

Finally, we thank Chris Harrison and Philip Good, of Cambridge

University Press. Chris encouraged us to present our project to

Cambridge, and Philip has been in charge of in the latter stages.
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1 Preliminaries

This chapter provides some basic background data. Basic set-theoretic

notation is introduced in Section 1.1, and some combinatorics in

Section 1.2. Formal descriptions of voting rules and related notation

and terminology to be used throughout the book are given in Section

1.3. In Section 1.4 the basics of decision facing risk and expected util-

ity theory are provided. Section 1.5 contains a short overview of a few

basic concepts from game theory.

1.1 Basic set-theoretic notation

In general, sets are denoted by capitals (e.g. N, S, M, etc.), and when

they are finite the same small case letter (n, s,m, . . .) denotes their num-

ber of elements or cardinality (sometimes denoted by #N, #S, #M, . . .).

We write a ∈ S to express that an element a belongs to a set S, and

a /∈ S otherwise. Given two sets A and B we write A ⊆ B to express

that all elements in A are also in B, and we write A ⊂ B if A ⊆ B

and A �= B. Symbols ‘∪’ and ‘∩’ denote the usual operations on sets of
‘union’ and ‘intersection’, while A\B denotes the set of those elements

in A that do not belong to B. When B contains a single element i, i.e.

B = {i}, we will often write A \ i instead of A \ {i} and A ∪ i instead

of A ∪ {i}. The set consisting of all subsets of a set N is denoted by 2N

(note that its cardinal is 2n).

We write f : A → B to express that f is a map or a function from

set A to set B, and, if x ∈ A, x �→ f (x) to express that f maps x onto

f (x). If C ⊆ A, f (C) = {f (x) : x ∈ C}. A map f : A → B is said

to be injective if whenever x, y ∈ A and x �= y, we have f (x) �= f (y);

and is said to be surjective if for all z ∈ B, there exists an x ∈ A such

that f (x) = z. A map f is said to be bijective if it is both injective and

surjective.

The set of real numbers is denoted byR. The subset ofR consisting of

all non-negative (≥0) numbers is denoted by R+, while R++ denotes

1
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the set of positive (>0) real numbers. For any pair of real numbers

a,b, [a,b] denotes the segment [a,b] = {x ∈ R : a ≤ x ≤ b}. If
N = {1, 2, . . . ,n}, RN denotes the set of n-tuples x = (x1, . . . ,xn),

where xi ∈ R; or in other terms the set of maps x (i �→ xi) from N to

R. We will write for any x, y ∈ RN, x ≤ y (x < y) if xi ≤ yi (xi < yi)

for all i = 1, . . . ,n.

We write ‘P ⇒ Q’ (or ‘Q ⇐ P’) to express that ‘P implies Q’, and

‘P ⇔ Q’ or ‘P iffQ’, to express that ‘P is equivalent toQ’. The symbols

‘∀’ (for all), ‘∃’ (there exists), ‘∄’ (there does not exist) are also used.

We use the symbol ‘x :=’ to mean that ‘x is by definition equal to’.

1.2 Some combinatorics

1.2.1 Permutations and combinations

Let A = {a1, a2, . . . , an} a set of n elements. A permutation of A is an

arrangement of its n elements in a certain order. For instance, if A =
{1, 2, 3}, the possible permutations of A are 123, 132, 213, 231, 312,

321. Alternatively a permutation in A is often defined as a bijection

π : A → A, because there is a one-to-one correspondence between the

set of ordered arrangements of its n elements and the set of bijections

A → A. For instance, in the above example, the permutation 213 can

be associated with the bijection π :

1 �→ π(1) = 2

2 �→ π(2) = 1

3 �→ π(3) = 3.

Thus in the sequel we use the term ‘permutation’ in either sense without

distinction.

The number of permutations of a set of n elements is given by

n! = n(n − 1) . . .3 · 2 · 1.

A combination of (a set of) n elements of order r (0 ≤ r ≤ n) is a subset

of r elements. The number of subsets of r elements of a set of n elements

is denoted by Cr
n, and is given by

Cr
n =

n!
(n − r)!r!

, (1)
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or with the usual notation

Cr
n =

(

n

r

)

.

Note that from (1) it follows immediately that for 0 ≤ r ≤ n:

Cr
n = Cn−r

n , (2)

and, as the total number of subsets of a set with n elements is given by

2n, we have

C0
n + C1

n + · · · + Cn−1
n + Cn

n = 2n. (3)

These two equalities enable us to derive others that will be useful

later. If n is odd, i.e. n = 2r + 1 for some positive integer, by (2) and

(3) we have

C0
n + · · · + Cr

n = Cr+1
n + · · · + Cn

n = 2n−1. (4)

If n is even, i.e n = 2r for some integer r, by (2) we have

C0
n + C1

n + · · · + Cr
n = Cr

n + Cr+1
n + · · · + Cn

n ,

and by (3) we have

Cr
n + Cr+1

n + · · · + Cn
n = 2n−1 +

1

2
Cr
n, (5)

and

Cr+1
n + · · · + Cn

n = 2n−1 −
1

2
Cr
n. (6)

1.2.2 Some useful approximations

It will sometimes be necessary to calculate expressions involving per-

mutations or combinations. As the number of elements increases these

calculations become increasingly laborious, and in some cases it will

be useful to have well known formulae that provide sufficiently good
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approximations. Some of them are based on Stirling’s formula, which

provides a good approximation of n! for big enough n, given by3

n! ≃ nne−n
√
2πn. (7)

For instance, we will later need to calculate the number of subsets

of size n/2 of a set of n elements for a given even number n, by (1),

given by

C
n
2
n =

n!
(n − n

2 )!n2 !
=

n!
n
2 !n2 !

.

If n is big enough this can be approximated by using (7), yielding

C
n
2
n ≃ 2n

√

2

πn
. (8)

1.3 Voting rules

This book is mainly concerned with collective decision-making. This

means situations in which a set of agents make decisions by means

of a decision procedure. By a decision procedure we mean a well-

defined rule for making collective choices based on individual choices.

A decision procedure is thus a rather general notion that may include

a wide variety of ways of mapping the profiles of individual actions

to group decisions. By ‘individual actions’ we mean votes in a general

sense, as specified by the decision procedure itself: for instance mark-

ing a candidate in a list, marking the approved alternatives within

a set in the ‘approval voting’ system or assigning points to them

according to certain constraints, or just voting ‘yes’ or ‘no’ on a

proposal.

In this book we focus our attention on dichotomous voting rules that

specify a collective ‘yes’ (acceptance) or a collective ‘no’ (rejection) for

each possible profile of ‘yes’ or ‘no’ by individuals. We assume that

voters are never indifferent between the two outcomes, and abstention

3 It will be used for n ranging from the order of hundreds of thousands to the

order of millions. But even for n = 100 the quotient n!−nne−n
√
2πn

n! is 0.00083.



Preliminaries 5

is not possible. In this section we introduce the notation and termi-

nology related to such voting rules that will be used throughout the

book.

1.3.1 Dichotomous voting rules

Throughout this book a voting rule is a well-specified procedure for

making binary decisions (i.e. acceptance or rejection) by the vote of a

committee of any kind with a certain number of members. That is, a

voting rule associates a final outcome with any possible vote configu-

ration (or result of a vote). If n is the number of seats in the committee,

let us label them by 1, 2, . . . ,n, and let N = {1, 2, . . . ,n}. The same
labels are also used to represent the voters that occupy the correspond-

ing seats. The precise result of a particular vote is specified by a vote

configuration: a list indicating the vote cast by the voter occupying

each seat. As we assume that voters are never indifferent between the

two options and abstention is not possible, there are 2n possible con-

figurations of votes, and each configuration can be represented by the

set of labels of the ‘yes’-voters’ seats. So, for each S ⊆ N, we refer to

the result of a vote where the voters in S vote ‘yes’ while the voters in

N \ S vote ‘no’ as ‘vote configuration S’. The number of ‘yes’-voters in
the configuration S is denoted by s.

In these conditions, anN-voting rule can be specified and represented

by the set WN of vote configurations that would lead to a final ‘yes’

(the others would lead to a final ‘no’):

WN =
{

S : S leads to a final ‘yes’
}

.

A vote configuration S is winning if S ∈ WN , and losing if S /∈ WN .

WhenN is obvious from the context we will omit the ‘N’ in ‘N-voting

rule’ and write W instead of WN . In order to exclude unreasonable

and inconsistent voting rules the following conditions are assumed for

the set W ⊆ 2N:

1. The unanimous ‘yes’ leads to a final ‘yes’: N ∈ W.

2. The unanimous ‘no’ leads to a final ‘no’: ∅ /∈ W.

3. If a vote configuration is winning, then any other configuration with

a larger set of ‘yes’-voters is also winning: If S ∈ W, then T ∈ W

for any T containing S.
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4. The possibility of a proposal and its negation both being accepted

should be prevented. Namely, if a proposal is supported by S and

its negation by N \ S, these two voting configurations cannot both

be winning4. That is, if S ∈ W then N \ S /∈ W.

Definition 1 Avoting rule of n seats or anN-voting rule is a setW ⊆ 2N

that satisfies the above four conditions.

The set of all voting rules with set of seats N is denoted VRN .

We use the term improper rule to describe a set W ⊆ 2N that only

satisfies the first three properties. A minimal winning vote config-

uration is a winning configuration that does not include any other

winning configuration. An equivalent way to specify and represent a

voting rule is by listing the minimal winning configurations, denoted

M(W).

Given an N-voting rule W, and a permutation π : N → N, we

denote by πW the voting rule πW = {π(S) : S ∈ W}.
Some special seats must be mentioned. A veto seat can prevent the

passage of a proposal: if the vote from a veto seat is ‘no’ then the

proposal is rejected. That is, i is a veto seat in W if

i /∈ S ⇒ S /∈ W

(or equivalently: S ∈ W ⇒ i ∈ S). In other words, i’s support is

necessary for a proposal to be accepted. The voter sitting in such a seat

is referred to as a vetoer.

A null seat is a seat such that the vote cast by the voter occupying it

never makes a difference. In other words the vote of the other voters

determine the outcome irrespective of this voter’s vote. That is, i is a

null seat in W if

S ∈ W ⇔ S \ i ∈ W.

The voter sitting in such a seat is referred to as a null voter.

4 In some cases no inconsistency arises from dropping the last condition. For
instance, if the rule is used to include issues on the agenda and all proposals
submitted to the vote have the form: ‘shall we put A on the agenda?’, and
cannot be ‘shall we not put A on the agenda?’.
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In voting rule W, seat j weakly dominates seat i (denoted j �W i) if

for any vote configuration S such that i, j /∈ S,

S ∪ i ∈ W ⇒ S ∪ j ∈ W.

If seat j weakly dominates seat i but seat i does not weakly dominate

seat i, we say that seat j dominates seat i (j ≻W i). Note that the domin-

ation relationship is not complete: seats cannot always be compared.

Seats i and j are symmetric if j �W i and i �W j. In other words,

in the environment specified by the voting rule these seats are inter-

changeable. A voting rule is symmetric if any two seats are symmetric.

Symmetric rules are also called anonymous rules because a voting rule

W is symmetric if and only if (see Exercise 4) for any permutation

π : N → N, πW = W.

1.3.2 Some particular voting rules

A few special voting rules are specified in this section. In a dictatorship,

the final outcome always coincides with the vote cast by one specific

seat: the dictator’s seat. Denoting seat i’s dictatorship by W i we have

W
i = {S ⊆ N : i ∈ S} .

In a T-oligarchy or T-unanimity rule, only the votes from a set T

of seats count: the final result is ‘yes’ if and only if all voters from the

‘oligarchy’ are in favour of the proposal. Denoting this rule by WT ,

we can write

W
T = {S ⊆ N : S ⊇ T}.

In the unanimity rule (denotedWN) a proposal is accepted only with

unanimous support, that is

W
N = {N}.

In the simple majority, a proposal is passed if the number of votes

in favour of the proposal is strictly greater than half the total number

of votes. That is, denoting the simple majority rule by WSM,

W
SM =

{

S : s >
n

2

}

.
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Simple majority and unanimity are special cases of q-majority rules,

where a proposal is passed if the proportion of votes in favour of the

proposal is greater than q. That is, denoting the q-majority rule by

WqM,

W
qM =

{

S :
s

n
> q

}

.

In order to prevent improper rules we require 1
2 ≤ q < 1. Note that in

all q-majority rules all seats are symmetric.

A weighted majority rule is specified by a system of positive weights

w = (w1, . . . ,wn), and a quota Q > 0, so that the final result is ‘yes’

if the sum of the weights in favour of the proposal is larger than the

quota. Denoting this rule by W(w,Q), we have

W
(w,Q) =

{

S ⊆ N :
∑

i∈S
wi > Q

}

.

Alternatively the quota can be expressed as a proportion of the total

weight q = Q
∑

j∈N wj
, and the rule denoted W(w,q). That is,

W
(w,q) =

{

S ⊆ N :
∑

i∈S

wi
∑

j∈N wj
> q

}

.

Again the condition 1
2 ≤ q < 1 prevents improper rules. As the reader

can easily check, all the above examples can be specified as weighted

majority rules. Nevertheless, not all voting rules can be so represented5

(see Exercises 5 and 6).

A double weighted majority rule is specified by a double system

of positive weights w = (w1, . . . ,wn) and w′ = (w′
1, . . . ,w

′
n), and a

double quotaQ andQ′, with each quota corresponding to a system of

weights. The final result is ‘yes’ if each sum of the weights in favour of

the proposal is larger than its corresponding quota. Denoting this rule

5 Taylor and Zwicker [85, 86] give necessary and sufficient conditions for a
voting rule to be representable as a weighted majority rule.
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by W((w,Q),(w′,Q′)), we have

W
((w,Q),(w′,Q′)) =

{

S ⊆ N :
∑

i∈S
wi > Q and

∑

i∈S
w′
i > Q′

}

.

Note that

W
((w,Q),(w′,Q′)) = W

(w,Q) ∩ W
(w′,Q′).

In fact two general ways of combining voting rules are intersection

and union under certain conditions. Namely, if W and W ′ are voting
rules their intersection W ∩ W ′ is also a proper voting rule, while their
union W ∪W ′ is sure to inherit conditions 1, 2, and 3 in 1.3.1, but not
necessarily 4.

A different way of combining voting rules is by composition. Con-

sider the following two-stage indirect voting procedure for a set M

of m voters. Voters are not asked to vote directly but to elect rep-

resentatives who report their preferences in the following way. The

voters are divided into n disjoint groups (not necessarily of equal sizes):

M = M1 ∪ · · · ∪Mn. For each vote, the proposal is submitted to a vote

within each group, and it is assumed thatWM1
is the voting rule used in

groupMj to set the group’s position. In a second stage, each represen-

tative reports his/her group’s final decision (‘yes’ or ‘no’) as prescribed

by the vote and the group’s voting rule, and the decisions of the differ-

ent groups are aggregated by means of WN , where N = {1, 2, . . . ,n}.
The whole voting procedure is equivalent to anM-voting rule, denoted

WN[WM1
, . . . ,WMn ], which can be formally described as follows. For

each j ∈ N, and each S ⊆ M, denote

Sj = S ∩ Mj and C(S) := {j ∈ N : Sj ∈ WMj
}.

Therefore, Sj is the set of voters in S that belong to group Mj, that is,

those in Mj that vote ‘yes’, and C(S) is the set of representatives of

groups in which the ‘yes’ won. Thus

WM = WN[WM1
, . . . ,WMn ] = {S ⊆ M : C(S) ∈ WN}.
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1.4 Expected utility theory

1.4.1 Players, games and game theory

A game situation is one in which there exists interdependence between

the decisions of two or more agents. That is, each agent has to choose

an action or a sequence of actions, and whatever the level of

information about the consequences of his/her acts or about the other

agents, those consequences also depend on the other players’ decisions.

Game theory provides formal models, called games, for the analysis of

such situations. There is a great variety of such models, depending on

the amount of detail that is incorporated, the environment in which

the players make decisions and the purpose of the model. In game-

theoretic models in which players are rational agents6, as is the case

here, an important ingredient is the players’ assessments or preferences

concerning the possible outcomes of the game. This element should be

factored into any analysis of what may be considered as the most advis-

able action for a player or what outcome can be expected as a result

of rational interaction among the players.

This is formally incorporated into the model by means of the fol-

lowing assumption: each agent can express his/her preferences over

the feasible outcomes by means of a binary relation (complete and

transitive, see next paragraph), so that he/she acts accordingly trying

to obtain the most preferred one of the feasible alternatives.

1.4.2 Preferences and utility

Let A denote a set of feasible alternatives. A binary relation, !, over A
is complete if for all x, y ∈ A, either x ! y or y ! x; and it is said to be

transitive if x ! z whenever x ! y and y ! z.

In a game, that is, in a game-theoretic model of a game situation, in

which A represents the set of possible outcomes or results, a complete

and transitive binary relation ! over A associated with a player is

interpreted as the expression of his/her preferences over A. If x ! y,

we say that the player weakly prefers y to x. If x ! y and y ! x, we say

that the player is indifferent between x and y, andwewrite x ∼ y; while

6 Originally only rational interaction was considered as the object of game theory
(in fact ‘rational interaction’ was the name suggested by R. Selten as a more
adequate alternative to ‘game theory’, a term already consecrated by use).
Nevertheless, some of the most successful applications of notions and results of
game theory have been to ‘irrational interaction’, as is the case of the evolution
of species.
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if x ! y and y � x (where y � x means ‘not y ! x’) we say that the

player (strictly) prefers y to x, and write x ≺ y. We write indistinctly

x ! y or y � x, and x ≺ y or y ≻ x.

In general it is more convenient to work with functions than with

binary relations, and one way of doing so is by scoring alternatives by

numbers according to their ‘utility’, so that more preferred alternatives

are given more points. Formally, a utility function over a set of alter-

natives A is a map u : A −→ R which is interpreted as a representation

of the preferences !u, given by (for all x, y ∈ A)

x !u y if and only if u(x) ≤u(y).

We say that u represents !u.

Obviously any map from A to R can be interpreted as representing

a preference relation on A, and it can immediately be checked that,

whatever u : A −→ R, the associated binary relation !u is complete

and transitive. If A is finite the converse is also true, that is to say, any

complete binary relation over a finite set can be represented by a utility

function. But this correspondence of preferences and utility functions is

not one-to-one: if a binary relation is representable by a utility function

then there are infinite utility functions representing it. For instance, if

!=!u for some u : A → R, then !=!ϕ◦u for all strictly increasing

map ϕ : R → R (that is, s.t. x ≤ y ⇔ ϕ(x) ≤ ϕ(y)).

Example 1.1: Let A = [0,M] be a continuum of quantities of a good

(money, land, gold, etc.), and let ! be the preference over quantities

(assuming non-satiety) with ‘the more the better’. This can be repre-

sented by the map u1(x) = x. But, for instance, taking u2(x) = 2x +
100, u3(x) = x2, or u4(x) = ex, we obtain alternative representations

of the same preference relation.

As we consider utility functions as representation of preferences, that

is, only the ranking provided by the utility function matters, we say

that two utility functions u1,u2 : A → R are A-equivalent, and we

write u1 ≈A u2, if they represent the same preferences on A. That is, if

for all x, y ∈ A, u1(x) ≤ u1(y) ⇔ u2(x) ≤ u2(y).

1.4.3 Lotteries and expected utility

Let A denote a set of alternatives. A lottery over A is a randommixture

of a finite number of alternatives in A. A lottery is thus a random

experiment whose possible outcomes are a finite number of alternatives
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in A, each of them occurring with a certain probability. As from a

mathematical point of view the relevant information is encapsulated

in these probabilities, a lottery will for all effects be identified with

its associated probability measure. Any such probability measure can

be represented by (and identified with) a map l : A −→ R+, such
that its support, i.e. the set spt(l) :=

{

x ∈ A : l(x) > 0
}

, is finite, and

such that
∑

x∈spt(l) l(x) = 1, which associates with each alternative x its

probability l(x). The set of all suchmaps or lotteries is denoted byL(A).

We identify each alternative x inA for all effects with the (degenerated)

lottery in L(A) whose support is {x}, that is to say with the lottery that
gives xwith probability 1. Given x, y ∈ A and µ (0 ≤ µ ≤ 1) we denote

indistinctly by µx ⊕ (1 − µ)y or by (1 − µ)y ⊕ µx the binary lottery

such that l(x) = µ and l(y) = 1 − µ.

Given a function u : A → R, the expected utility function associated
with u, denoted ū, is the map ū : L(A) → R, given by7

ū(l) := E[u(x)] =
∑

x∈A
l(x)u(x).

Thus ū associates the expected utility (asmeasured by u) of the outcome

with each lottery.

It is important to remark that A-equivalent utility functions (in

the sense specified in Section 1.4.2) may have non L(A)-equivalent

expected utility associated functions. In other words: u1 ≈A u2 does

not imply ū1 ≈L(A) ū2.

Example 1.2: Let A =
{

a,b, c
}

, and let ! be the preference such that

a≻b≻c. Among the infinite utility functions that represent this binary
relation consider the following three:

u1(a) = 10, u1(b) = 5, u1(c) = 0;

u2(a) = 10, u2(b) = 8, u2(c) = 0;

u3(a) = 10, u3(b) = 2, u3(c) = 0.

Obviously !=!u1=!u2=!u3 . But lotteries in L(A) are ranked dif-

ferently by their associated expected utility functions. For instance, let

l be the lottery that gives each alternative with probability 1/3. If we

7 As the support of any lottery l is assumed to be finite, for the sake of brevity we
write

∑

x∈A instead of the more precise
∑

x∈spt(l).
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compare l with alternative b according to each expected utility function

we obtain

ū1(b) = 5, ū1(l) = 1
3 (10 + 5 + 0) = 5,

ū2(b) = 8, ū2(l) = 1
3 (10 + 8 + 0) = 6,

ū3(b) = 2, ū3(l) = 1
3 (10 + 2 + 0) = 4.

Thus b ∼ū1 l, b ≻ū2 l, b ≺ū3 l. Therefore u1 ≈A u2 ≈A u3, but no two

out of ū1,ū2, ū3 are equivalent in L(A).

1.4.4 Expected utility preferences

In many game situations randomization is a natural ingredient. In some

cases it is part of the objective description of the rules of the game

(e.g., the initial shuffling in card games, the throw of a dice, etc.). In

other cases there are ‘mixed strategies’ among the feasible actions of

a player, that is, random choices of action, each of them with a certain

probability. Also when the players’ information is not complete, a

probability distribution over the ‘states of the world’ may represent

the (incomplete) information of a player about the environment. Thus

the players’ preferences should be extended to encompass and rank

random outcomes.

Formally, if A denotes a set of deterministic alternatives, we have

the following model of rational behaviour facing risk.

Definition 2 A binary relation ! on L(A) is a von Neumann–

Morgenstern preference (or an expected utility preference) if there

exists u : A → R, such that !ū=!.

Thus, the rational behaviour of a player with such preferences can be

described asmaximizing the expected utility ū for a certain u. In view of

Example 1.2, given a preference over a set of deterministic alternatives,

this model does not prescribe a particular ranking of the lotteries over

thosealternatives. Inotherwords, givenapreferencerelationonA, there

is an infinite number of different von Neumann–Morgenstern (vNM)

preferences overL(A) consistent with that relation. In fact, Definition 2

only postulates some formof consistency in thewayof ranking lotteries.

In order to see this more clearly we need to see explicitly in terms of

preferences what Definition 2 amounts to assuming. This is what the

following theorem does. In order to simplify the proof we assume that



14 Voting and Collective Decision-Making

in the set A there are most and least preferred alternatives. Thus we

assume that there exist two alternatives a,b ∈ A, such that b ! x ! a

for all x ∈ A; and in order to avoid a trivial case we also assume that

a ≻ b. Then we have the following characterization:

Theorem 3 A binary relation ! on L(A) is a von Neumann–

Morgenstern preference on L(A) if and only if the following conditions

hold:

(i) ! is complete and transitive.

(ii) For all x ∈ A there exists µx ∈ [0, 1] such that

(ii-1) x ∼ µxa ⊕ (1 − µx)b, and

(ii-2) For all l ∈ L(A),

l ∼
(

∑

x∈A
l(x)µx

)

a ⊕
(

1 −
∑

x∈A
l(x)µx

)

b.

(iii) For all µ,µ′ ∈ [0, 1],

µa ⊕ (1 − µ)b ! µ′a ⊕ (1 − µ′)b ⇔
(

µ ≤ µ′) .

Proof. (Necessity (⇒)): Let ! be a von Neumann–Morgenstern prefer-

ence relation on L(A). This means (Definition 2) that !=!ū for some

u : A → R.

(i) Thus, as any binary relation representable by a utility function, ū

in this case, ! is necessarily complete and transitive.

(ii) Let x ∈ A. As b ! x ! a, and !=!ū, then u(b) ≤ u(x) ≤ u(a).

Therefore there exists µx ∈ [0, 1] such that

u(x) = µxu(a) + (1 − µx)u(b).

Then we have

ū(µxa ⊕ (1 − µx)b) = µxu(a) + (1 − µx)u(b) = u(x) = ū(x).

Thus x ∼ū µxa ⊕ (1 − µx)b, and we have (ii-1).

Now let l ∈ L(A), and let us denote by µx the number that sat-

isfies (ii-1) whose existence has just been proved for each x ∈ A.
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Then

ū(l) =
∑

x∈A
l(x)u(x) =

∑

x∈A
l(x)(µxu(a) + (1 − µx)u(b))

=
(

∑

x∈A
l(x)µx

)

u(a) +
(

1 −
∑

x∈A
l(x)µx

)

u(b)

= ū

((

∑

x∈A
l(x)µx

)

a ⊕
(

1 −
∑

x∈A
l(x)µx

)

b

)

.

Then as !=!ū, we have (ii-2).

(iii) Let µ,µ′ ∈ [0, 1]:

µa ⊕ (1 − µ)b ! µ′a ⊕ (1 − µ′)b

⇔ ū(µa ⊕ (1 − µ)b)

≤ ū(µ′a ⊕ (1 − µ′)b)

⇔ µu(a) + (1 − µ)u(b)

≤ µ′u(a) + (1 − µ′)u(b)

⇔ (µ − µ′)(u(a) − u(b)) ≤ 0.

Which, as a ≻ b, is equivalent to saying that µ ≤ µ′.
(Sufficiency (⇐)): Let ! be a binary relation on L(A) satisfying con-

ditions (i)–(iii). By (ii-1), for all x ∈ A there exists a number µx ∈ [0, 1]
such that: x ∼ µxa⊕ (1− µx)b. Note that, as a ≻ b, (i) and (iii) ensure

that this µx is unique. Let u : A → R be the map defined by

u(x) := µx s.t. x ∼ µxa ⊕ (1 − µx)b.

Then we have that by (i) and (ii-2), l ! l′ if and only if

(

∑

x∈A
l(x)µx

)

a ⊕
(

1 −
∑

x∈A
l(x)µx

)

b

!
(

∑

x∈A
l′(x)µx

)

a ⊕
(

1 −
∑

x∈A
l′(x)µx

)

b,
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which by (iii) is equivalent to saying that

∑

x∈A
l(x)µx ≤

∑

x∈A
l′(x)µx,

which in turn is equivalent to

∑

x∈A
l(x)u(x) ≤

∑

x∈A
l′(x)u(x).

In other words, if and only if ū(l) ≤ ū(l′). Thus we have !=!ū .

Thus Theorem 3 characterizes vNM preferences, establishing three

necessary and sufficient conditions for a binary relation on L(A) to be

within this class. Let us examine these conditions one by one. Condition

(ii-1) imposes that each deterministic alternative should be indifferent

to a certain lottery between the best and the worst alternative. Con-

dition (ii-2) amounts to requiring ‘respect’ or consistency with basic

probability calculus. Specifically, it states that indifference should pre-

vail between any lottery and the binary one that results from replacing

each alternative x in its support by its binary equivalent postulated

in (ii-1). Condition (iii) seems very plausible: it just requires that of

two lotteries that can only yield the best and the worst alternatives

the one giving a higher probability to the best should be preferred.

Finally there is condition (i) which requires the most obviously nec-

essary conditions for a preference representable by a utility function:

completeness and transitivity of preferences. Nevertheless, this is per-

haps the least plausible condition if one seeks to interpret the expected

utility model in positive terms, that is, as a prediction of rational ‘spon-

taneous’ behaviour: It is not credible for an individual facing the choice

between any pair of lotteries, even with clear preferences on the set of

deterministic alternatives, to have the sensitivity to feel an unequivo-

cally immediate preference for one or other (think of the case of lotteries

involving several maybe different alternatives), still less that he/she will

not incur inconsistencies with some of the other conditions after a few

choices. In fact, experiments show that this is not the case in general8.

8 For a classic example (Allais’s paradox [1]) in which the expected utility model
is often contradicted, see Exercise 8.
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But, inverting the point of view, it is not easy to find arguments

against the rationality of these conditions, which can be used ‘norma-

tively’ to guide a consistent way of choosing. In view of the proof of

sufficiency in Theorem 3, an agent who finds these conditions reason-

able should only specify for each deterministic alternative x the number

µx such that x ∼ µxa⊕(1−µx)b. Then, taking u(x) := µx, the expected

utility function ū would represent a vNM preference consistent with

them. Thus we have the following corollary.

Corollary 4 Let ! be a von Neumann–Morgenstern or expected utility

preference on L(A). If there are a best and a worst alternative in A, i.e.

two alternatives a,b ∈ A such that a ≻ b and a � x � b, then !=!ū

for the utility function u : A → R defined by u(x) := µx such that

x ∼ µxa ⊕ (1 − µx)b.

In short, conditions (i)–(iii) provide an acceptable model of rational

behaviour in the face of risk. Later, when we want to incorporate

players’ preferences into the model of a voting situation we will do so

by assuming expected utility preferences.

As shownbyExample 1.2, equivalent utility functionsmay have non-

equivalent associated expected utility functions. The following theorem

establishes the relation that must exist between two utility functions

for their expected utility functions to be equivalent. We omit the proof,

which is an easy exercise.

Theorem 5 Two maps u,u′ : A → R have equivalent associated

expected utility functions, i.e. functions such that !ū=!ū′ , if and only

if there exist α ∈ R++ and β ∈ R such that u′ = αu + β.

Remarks. (i) The assumption that there are both most and least pre-

ferred alternatives is not crucial. It has been made only to simplify the

proof of Theorem 3, but the results remain valid without this assump-

tion. Only in Theorem 3 do conditions (ii) and (iii) need to be required

for any two alternatives a, b, such that b ! a, condition (ii-1) has to

be required for any x, such that b ! x ! a, and (ii-2) for any lottery

with support between a and b.

(ii) If A is not finite other probability measures more complex than

lotteries can be considered. This would involve greater technical com-

plexity, and implicitly more technically sophisticated players (they—as

the reader—should be familiar with measure theory). This is not

necessary for our purpose.



18 Voting and Collective Decision-Making

(iii) It is possible to give different sets of necessary and sufficient

conditions for Theorem 3 that make the assumption of vNM prefer-

ences appear less demanding9. We prefer the simplicity of conditions

in Theorem 3, given that in any case they are both necessary and

sufficient.

1.5 Some basic game theory notions

As mentioned in Section 1.4.1, game theory provides formal models,

called games, for the analysis of what we have called game situa-

tions, in which the outcome is the result of the decisions made by the

interacting agents. More than sixty years after vonNeumann andMor-

genstern’s foundational book, the ramifications of game theory and the

variety of models proposed are enormous. It is beyond the scope and

possibilities of this book to even summarily overview this huge field,

but in Chapters 3 and 4 some models and results from game theory

are needed. This section is aimed at readers not familiar with game

theory, and seeks to provide the minimal background required. To

that end in this section we present a few basic game-theoretic notions.

To make the section accessible to as many readers as possible and to

keep the space devoted to it within reasonable limits, we avoid formal

details as far as possible and concentrate on the main ideas. Readers

interested in going deeper into any of them should go to the specific

literature10.

The goal of the formal models analysed by game theory is to con-

tribute to a better understanding of game situations. If we go a step

further and ask what a better understanding means, at least two

answers can be given. A phenomenon can be considered as thoroughly

understood if we are able to ‘guess’ or better predict the outcome (as

meteorology seeks to do with the weather). This is a positive goal or

a positive sort of knowledge. In other cases attempts can be made

to give well-founded advice as to the best way to proceed in a given

situation to achieve a given goal. This may be the case if an analyst

uses game theory to found a recommendation about the best course

9 See for instance [29].
10 In recent years a number of books on game theory have been written, some of

them excellent. Three in particular must be mentioned: Binmore’s [13],
Osborne and Rubinstein’s [66], and Osborne’s [65].



Preliminaries 19

of action (for the interests of whoever asks for advice). In this case

the goal is normative, using the term without necessarily implying a

moral or ethical connotation. There are still cases in which a game-

theoretic recommendation can be interpreted in normative terms in a

sense in which a notion of fairness is explicit or implicit. Whenever

human behaviour is involved, as is the case in game theory, the dis-

tinction is often confusing, and sometimes the two points of view are

complementary.

1.5.1 Equilibrium

Either point of view can lead to the notion of Nash equilibrium

[61]. Assume that in a given game situation theory recommends or

predicts a certain action for each of the players involved. Unless

each of those actions is the best response to the other players’

recommended/predicted actions the recommendation/prediction is self-

contradictory. If it were not so at least one player would have incentive

to act otherwise, thus breaking the recommendation/prediction. This

takes us to the notion of ‘equilibrium’. A profile of actions, i.e. one for

each player is a Nash equilibrium if each player’ action is the best for

that player given the other players’ actions. Only if this necessary con-

dition is satisfied will no player regret following the recommendation

if all the others do, and will the knowledge of the predicted behaviour

of the others not cause any player to deviate.

Example 1.3: (Prisoner’s dilemma) Two individuals face a symmetric

game situation. Each has two feasible actions: cooperate (C) or defect

(D), and the preferences of the players are represented by the utility

functions given in the table, assuming that player 1 chooses row and

player 2 column.

C D

C 5, 5 0, 6

D 6, 0 1, 1

If for instance player 1 chooses C and player 2 chooses D the util-

ity ‘payoffs’ are 0 for player 1 and 6 for player 2. In this case the

only Nash equilibrium is the pair of actions (D,D). If players can-

not communicate, or communication is possible but no possibility
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of enforcing agreements exists, (D,D) seems the most plausible

outcome11.

It should be emphasized that equilibrium is not a panacea, but a log-

ically necessary condition for a consistent theory of rational behaviour

in the general terms formulated.

Example 1.4: (Battle of the sexes) Two individuals have two strategies

each: going to the cinema (C) and going to the theatre (T). Both would

rather go together to either place than alone, but player 1 prefers the

cinema, and player 2 the theatre. It is assumed that going separately

would completely spoil the evening. Thus their preferences about the

four possible situations are represented by

C T

C 2, 1 0, 0

T 0, 0 1, 2

Note that there are two equilibria: (C,C) and (T,T). The two equi-

libria of the game are the situations in which the players go together

to either place, with each preferring one place to the other. Given the

entire symmetry of the situation there is no argument that can dis-

criminate either of these two equilibria as superior in any sense to the

other. This simple classic example shows the possible multiplicity of

equilibria even in very simple situations.

1.5.2 Cooperative and non-cooperative game theory

Nash established the distinction between cooperative and non-

cooperative game theory, and the basic notions and methodological

paradigms in each field: the notion of equilibrium [61] and the cooper-

ative solution to the bargaining problem [60] respectively, along with

what has later been called the ‘Nash programme’ to bridge them. The

non-cooperative approach addresses game situations in which players

may or may not subscribe to agreements, and proceeds by explic-

itly modelling the players’ possible actions with some level of detail

11 In this case, in addition to a Nash equilibrium (D,D) is a combination of
dominant stategies: for both players strategy D is the best choice whatever the
choice of the other.
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and trying to predict the equilibrium outcome under the given condi-

tions. The cooperative approach addresses game situations in which

players have the capacity to subscribe to agreements and means to

enforce them, and proceeds by ignoring details and trying either to

predict the reasonable outcome or to assess the players’ expectations

based on ideal rationality conditions that an agreement should sat-

isfy. Alternatively, the cooperative approach may adopt a normative

point of view, prescribing a good compromise based on suitable ‘fair-

ness’ conditions. In cooperative game situations, where agreements are

enforceable, both cooperative and non-cooperative approaches can be

applied and, as suggested by Nash, both should be applied.

Example 1.5: (Prisoner’s dilemma in a cooperative context) Consider

the situation in Example 1.3. If players have to decide in a non-

cooperative environment, i.e. when either no chance of communication

exists or communication is possible but no possibility of enforcing

agreements exists, (D,D) seems the most plausible outcome. But now

assume that players are given the possibility of communicating and

signing an agreement on the outcome, and that once signed the agree-

ment will automatically be implemented. In this case it seems clear

that the most plausible outcome is (C,C): this is better for both than

(D,D), and either of them would surely refuse either of the other two

alternatives (C,D) and (D,C). This simple example shows how the

change of environment from non-cooperative to cooperative dramat-

ically changes the expectations. Note also that the difference is not

in the players’ preferences or their readiness to cooperate but in the

environment.

1.5.3 Subgame perfect equilibrium

In Examples 1.3 and 1.4 each player has only one move or one choice

to make: their choices of strategy are simultaneous and determine an

outcome. Thus the situation can be directly described in strategic form

by listing the actions or strategies available to each player and the utility

that each outcome provides for each of them. But it is often the case that

the players have to make a sequence of choices in a certain order that

depends on the particular rules of the game and all the previous choices

by all players. In this case the situation has to be described by a decision

tree that incorporates all possible histories of the game for all possible
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(2,1) (0,0) (0,0) (1,2)

2 2

1

C

C TC

T

T

Figure 1.1. Battle of the sexes in sequential form.

sequences of decisions of the players. Games represented in this way

are called games in extensive form. In this context a pure strategy of

a player should specify his choice in any conceivable situation in the

game (or node in the tree representing the game) in which that player is

the one who must make a choice for the game to continue. Therefore a

pure strategy profile, that is, a pure strategy for each player, completely

determines the course of the game, with the only degree of freedom left

being due to possible random moves that the game may include (for

instance, throwing a dice). In this way, by listing all the available pure

strategies for each player, a game in extensive form can be described

in strategic form12.

Example 1.6: (Battle of the sexes in sequential form) Let us now con-

sider the following variation of the game of Example 1.4. Assume that

player 1 chooses first, and only then can player 2 choose where to go.

This new (and entirely different) game situation can be represented in

extensive form by the tree shown in Figure 1.1.

In terms of pure strategies, player 1 has only two choices (C or T)

but player 2 has four: CC (going to the cinema whatever the choice

of 1), TT (going to the theatre whatever the choice of 1), CT (going

with 1 whatever 1’s choice), and TC (going alone whatever 1’s choice).

The following table summarizes the pure strategies available to each

player.

12 At least theoretically, because the number of pure strategies becomes
astronomical for even relatively simple games.
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CC CT TC TT

C 2, 1 2, 1 0, 0 0, 0

T 0, 0 1, 2 0, 0 1, 2

There are three Nash equilibria: (C,CC), (C,CT), and (T,TT).

In general there may be a great many equilibria in pure strategies: i.e.

pure strategy profiles such that each of them is an optimal response to

the others in the same profile. Nevertheless, sometimes it is possible to

discriminate between them. To illustrate this consider the three equi-

libria in Example 1.6. On closer examination their plausibility levels

differ. Consider (T,TT). Player 1 cannot improve his situation because

player 2 commits himself by the choice TT: he will go to the theatre

whatever 1 does. But if player 1 happens to choose C, it would be

irrational (i.e. against his preferences) on the part of player 2 to go to

the theatre. Now consider (C,CC). Again there is something similar

in the plan of player 2: if player 1 happens to choose T, 2 will regret

not having played CT instead of CC. Thus in both equilibria one of

the pure strategies has this undesirable property: there are situations

(or nodes in the tree) that will never occur if both players follow the

strategies that make up the equilibrium, but that would, if for whatever

reasons they were reached in the course of the game, cause some of the

players to change their plans, or to regret their choices if such changes

were not possible. Note that the only equilibrium free from this prob-

lem is (C,CT), because it is the only subgame perfect equilibrium of

the game.

In order to provide a general formulation we need the notion of sub-

game of a game in extensive form that we state informally below. Take

any non-terminal node in the tree that describes a game in extensive

form. Consider that we ‘cut down’ the tree exactly at this node, so

that all that remains is the rest of the tree describing all the possible

continuations of the game from this node on. Note that this subtree in

itself specifies another game in extensive form. Any game obtained in

this way is called a subgame of the original game. Note also that any

pure strategy profile of the original game (that is, an exhaustive plan

for playing the game for each player) will determine a pure strategy

profile for every subgame.
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Thus we have the following definition.

Definition 6 A subgame perfect equilibrium is a strategy profile such

that the restriction to any subgame is also a Nash equilibrium.

As can easily be checked, the only subgame perfect equilibrium in

Example 1.6 is (C,CT), i.e. player 1, who chooses first, chooses his

preferred option, and player 2 follows 1’s choice.

An important branch of game theory deals with repeated games.

Take Examples 1.3 or 1.4 and assume that the same game is to be

played again and again, and that at the end of each round the game

recommences with probability r (0 < r < 1), and ends with probability

1 − r. Alternatively, it can be assumed that after each round the game

recommences but the payoffs are reduced by a discount factor of r. Even

in the first case, in which the probability of a play of infinite length is

0, it is very complex to specify a pure strategy, because it requires

that a choice be specified at each round t (t = 1, 2, 3, . . .), which is in

principle dependent on the ‘history’ of the game so far (i.e. the sequence

of choices made by all the players so far). The implementation of such

strategies entails some difficulties. For instance, it requires unlimited

recall or storage capacity. There are different ways of implementing

simpler strategies in these games, e.g. by using the limited capacity of

finite automata. The simplest type of strategy in this context is what

is called a stationary strategy, which consists of specifying the same

choice for every round regardless of the history so far. A stationary

subgame perfect equilibrium (SSPE) is a subgame perfect equilibrium

in which all strategies are stationary.

1.5.4 Basic cooperative models

We end this summary overview of game-theoretic notions by introduc-

ing some basic ‘cooperative games’, that is, models of game situations

in which the players have the capacity to subscribe agreements and the

means to enforce them. As commented in Section 1.5.2, cooperative

models ignore details about how the players interact and incorporate

only some basic features of the situation. In this section we review three

basic models that will play a role later.

Von Neumann and Morgenstern [87] introduce transferable utility

games. A transferable utility game (or TU game, for short), is a sum-

mary of a game situation in which the only relevant information is a
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real number for each subset of players, which represents the amount

of utility (assumed to be transferable between players) that the players

in such a subset can guarantee for themselves if they join forces.

Formally, a TU-game consists of a pair (N, v), where the set N =
{1, 2, . . . ,n} labels the players, and v is a map v : 2N → R, associating
its worth v(S) with each subset of players or coalition S ⊆ N (with

v(∅) = 0). For short we sometimes refer to map v as a game. GN

denotes the set of all n-person (labelled by N) TU games.

A TU game v is monotonic if

(T ⊆ S) ⇒ (v(T) ≤ v(S)).

This in particular entails that the worth of any coalition is positive,

and that adding new members can only increase its worth. A game

v is superadditive if two disjoint coalitions can always make at least

as much by joining forces as they can separately, namely, if for all

S,T ⊆ N, such that S ∩ T = ∅,

v(S ∪ T) ≥ v(S) + v(T).

The situation behind a TU game v can be assumed to be the follow-

ing: the players negotiate a distribution of v(N), the utility that the

grand coalition can obtain.

TU games in which v(S) takes only the values 0 or 1 are especially

simple. If in addition v(N) = 1, then v is called a simple game. The

notion of simple games was also introduced by von Neumann and

Morgenstern in [87], where the first example proposed is that of

‘majority games’.

A more general model that includes TU games as well as bargaining

problems as particular cases is that of non-transferable utility (NTU

for short) games. The model consists of a pair (N,V) where N =
{1, 2, . . . ,n} is the set of players, and V = {V(S)}S⊆N is a collection

of nonempty sets, one for each coalition S ⊆ N, such that for each

S, V(S) ∈ RS, which represents the set of utility payoff vectors x ∈
RS which are feasible for coalition S. In other words, V(S) is the set

of all payoff vectors that coalition S can guarantee by itself for its

members if it forms. These sets are usually assumed to be closed, convex

and comprehensive: i.e., x ≤ y and y ∈ V(S) ⇒ x ∈ V(S). Further

specifications on these sets are possible depending on the context.
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TU games can be embedded as a subclass of NTU games. It suffices to

associate with each TU game (N, v) the NTU game (N,Vv)defined by

Vv(S) :=
{

x ∈ RS :
∑

i∈S
xi ≤ v(S)

}

.

Evidently both v and Vv encapsulate the same information in different

forms.

The NTU model also includes classical n-person bargaining prob-

lems (introduced in 2.1.1). These correspond to the case in whichV(N)

is a set D ⊆ RN, and there is a point d ∈ D, such that for each S ⊂ N,

V(S) =
{

x ∈ RS : xi ≤ di (∀i ∈ S)
}

. That is, in a bargaining problem

only the grand coalition can guarantee payoffs better than those at d

for its members.

1.6 Exercises

1. In weighted majorities (1.3.2), the weights and the quota usually

meet the following conditions: 1
2

∑

i∈N wi < Q <
∑

i∈N wi.

(a) Prove that if both conditions are satisfied, then W(w,Q) is a

proper voting rule.

(b) Is either condition alone necessary or sufficient for this?

2. Prove or disprove with a counterexample the following statements

relative to weighted majority rules:

(a) Two seats are symmetric if and only if they have the same

weight.

(b) A seat is null if and only if its weight is zero.

3. In a weighted majority what should be the weight of a seat in order

for it to be a dictator’s seat? What should be the weight of a seat

in order for it to have a veto?

4. Let W be an N-voting rule. Prove that the following conditions

are equivalent:

(a) W is symmetric (see 1.3.1);

(b) W is anonymous (that is, for any permutation π : N → N,

πW = W);

(c) W is a q-majority voting rule for some q s.t. 1
2 ≤ q < 1.
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5. Consider an eight-seat committee divided into two subgroups:

N = A ∪ B with A = {1, 2, 3, 4, 5} and B = {6, 7, 8}, and two

possible rules:

Rule 1: A proposal is accepted if it has the support of at least 3

votes from A and at least 2 votes from B.

Rule 2: A proposal is accepted if it has the support of at least 5

votes, of which 3 votes must be those from B.

For each voting rule: (a) Give the set of winning configurations.

(b) What seats are symmetric? (c) Is the dominance relation-

ship complete? (d) Can the rule be represented by a weighted

majority? If not, by a double majority?

6. The following rule, which was proposed to amend the Canadian

constitution, involves the ten Canadian provinces: Quebec,

Ontario, the four Atlantic provinces (New Brunswick, Nova

Scotia, Prince Edward Island, and Newfoundland), the three Cen-

tral provinces (Alberta, Saskatchewan, and Manitoba) and British

Columbia. To pass an amendment, a proposal must get at least the

support of Ontario andQuebec, two of the Atlantic provinces, and

either British Columbia and a central province or all three central

provinces.

(a) Give the set of winning configurations of the voting rule.

(b) Show that the dominance relationship is not complete.

7. The United Nations Security Council currently comprises fifteen

members: five permanent members (China, France, Russia, United

Kingdom, and United States of America) and ten non-permanent

members.

(a) If we ignore the possibility of abstention, the voting rule

requires the approval of its five permanent members and at

least four of the ten non-permanent members in order for a

decision of substance to be adopted. Give the set of winning

configurations of the decision rule. Show that this rule can be

represented as a weighted majority.

(b) If we take into account the possibility of abstention, a proposal

can be passed if there are at least nine members in favour of

the proposal and no veto member is against. How should the

model be modified to distinguish between votes against and

abstention?
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8. (Allais’s paradox): Consider the following four situations:

Option A: 100 million euros for certain.

OptionB: a 10%probability of 500million euros, an 89%prob-

ability of 100 million euros, and a 1% probability of 0 euros.

Option C: an 11% probability of 100 million euros, an 89%

probability of 0 euros.

Option D: a 10% of probability of 500 million euros, a 90%

probability of 0 euros.

Many individuals claim to prefer A to B, and D to C. Are these

preferences compatible with the expected utility model?

9. Explain the fallacy underlying the following statement: If an indi-

vidual with expected utility preferences prefers a lottery ticket in

which only one out of 10 000 tickets will win 1000 euros to one

euro for certain, then if each ticket cost 1 euro and he/she has 100

euros then he/she will spend it all on tickets for this lottery.

10. Discuss whether any of the following behaviour patterns of Mr X

is inconsistent with vNM’s model:

(a) Mr X buys a one euro lottery ticket for a draw in which only

one out of 1000 tickets will win 10 euros.

(b) Mr X, who claims to prefer life to death, agrees to play

Russian roulette (with one bullet in a six-bullet revolver) for

the promise of a bike if he survives.

11. Let A = {a1, a2, a3, a4}, where a1 = 110 euros, a2 = 100 euros,

a3 = 10 euros, and a4 = 0 euros. Two individuals have vNM

preferences !1 and !2 on L(A) such that a1 ≻i a2 ≻i a3 ≻i a4
(i = 1, 2), and a3 ∼1

3
4a2 ⊕ 1

4a4 and a3 ∼2
1
5a2 ⊕ 4

5a4.

(a) If 1 has 25 tickets of a lottery in which one out of 100 will

win 100 euros, and 2 has 10 euros. Would either of them be

interested in a swap?

(b) If a2 ∼1
13
14a1 ⊕ 1

14a4 and 1 had all the tickets for this lottery,

would they both be interested in the same swap (10 euros for

25 tickets)?

(c) In the conditions of (b), what is the maximum number of tick-

ets that 1 will be willing to exchange for 10 euros? And what

is the minimum number of tickets that 2 would need to be

offered for 2 to be willing to pay 10 euros in exchange?
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12. An analyst is in charge of making decisions that can involve lot-

teries with four alternatives: a, b, c, and d. He is ordered to make

decisions consistent with expected utility theory, and such that

a ≻ b ≻ c ≻ d.

(a) Do these conditions determine a choice between 1
2a ⊕ 1

2c and
1
2b ⊕ 1

2d?

(b) If in addition he is also told that b ∼ 2
3a⊕ 1

3d and c ∼ 1
2b⊕ 1

2d

which of the following two should he choose: 1
6a ⊕ 1

6b ⊕ 4
6c

or 1
2b ⊕ 1

2c?

13. An individual wants to insure a good worth w euros against a risk

of damage of r euros (r < w). An insurance company offers a pol-

icy at a price p according to which the individual will receive r if the

damage occurs. The estimated likelihood (according to both the

individual and the company) of the damage occurring is 0.1%, and

the company is indifferent to risk in the sense that its preferences

follow the expected monetary benefit.

(a) What is the minimum price p at which the company would be

interested in offering the policy?

(b) If the preferences of the individual are vNM and are repre-

sented for a range of monetary values between w − r and w

by the map u(x) =
√

x−w+r
r , within what price interval would

both the company and the individual be interested in signing

the policy?



2 Seminal papers, seminal ambiguities

In this chapter a few important seminal papers are briefly and

critically reviewed in Section 2.1. Then the basic distinction in this

book between ‘take-it-or-leave-it’ and ‘bargaining’ committees is intro-

duced in Section 2.2. The related literature is summarily reviewed in

Section 2.3.

2.1 Seminal papers and seminal ambiguities

In the wake of the seminal contribution of Shapley and Shubik [78]

in 1954, a copious literature on so-called ‘power indices’ and ‘voting

power’ in general has been, and continues to be, produced. In this

section we review only a few basic and seminal papers, Shapley and

Shubik’s [78] and Banzhaf’s [4], as well as other previous or subsequent

papers that laid the conceptual framework for later developments in

voting power analysis. This will put things into historical perspective,

and will also allow us to introduce some important classic models that

will play a role in the book. This brief critical overview also raises some

doubts about the foundations, thus motivating the endeavour and goal

of this book. It is also our ambitious hope that a second reading of this

chapter after reading the rest of the book will provide a test of our

success. This would be the case if, to some extent, the reader had the

impression that the ideas in the book had provided him / her with new

‘glasses’ to look at and understand the issues raised in these papers and

the lights and shadows in the answers proposed in them.

2.1.1 Nash (1950): The bargaining problem

It may seem surprising to start a book on voting issues with Nash,

but as will be seen later in Chapter 4 it is perfectly justified. John

F. Nash is a central figure in Game Theory. A few years after von

Neumann andMorgenstern’s foundational bookTheTheory ofGames

and Economic behaviour [87], Nash established in a few papers the

30
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distinction between cooperative and non-cooperative game theory (see

1.5.2), and the basic notions and methodological paradigms in the

two fields: the non-cooperative equilibrium notion and the cooperative

solution to the bargaining problem, respectively, along with what has

later been called the ‘Nash programme’ to bridge them13.

In a renowned paper [60] Nash addresses the bargaining problem,

an old problem in economics that had been given up as too complex for

rational analysis: What can the outcome of negotiations between two

rational agents be when both can benefit from cooperating? In other

words, what is the satisfaction each individual should expect to obtain

from bargaining, or how much should the opportunity to engage in

such a situation be worth to each of them?

In order to provide an answer the situation is idealized by several

assumptions. It is assumed that both individuals are ‘highly ratio-

nal’, i.e. that their preferences when facing risk are consistent with

the von Neumann–Morgenstern utility theory reviewed in Section 1.4,

which at that time had recently been introduced in [87]. In this case the

preferences of each individual can be represented by a utility function

determined up to the choice of a zero and a unit of scale (Theorem 5

in 1.4.4). It is also assumed that lotteries over feasible agreements are

also feasible agreements and that a particular alternative representing

the case of no agreement enters the specification of the situation.

The problem can thus be graphically summarized (Figure 2.1(a)) by

plotting the utility vectors associated with all feasible agreements on a

plane (set D) as well as the utility vector d associated with the case of

disagreement. Figure 2.1(b) represents the problem obtained by adding

all points which are dominated by any feasible one as feasible payoffs

vectors. This alternative model, which is reasonable assuming ‘free

disposal’ (i.e., that any level of utility inferior to a feasible one is also

feasible) is used in Chapter 4.

In [60] it is assumed that the set of feasible utility vectors D ⊂ R2

is compact and convex, and contains the disagreement or status quo

point d, and some point that strictly dominates d. The bargaining

problem is thus summarized by the pair B = (D,d). Then Nash pro-

ceeds by asking for reasonable conditions for a rational agreement,

13 The collected works of Nash on game theory are reunited in [63], with an
excellent introduction by Binmore. Nash’s main papers on game theory and
mathematics can be found in [35].
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u2 u2

u1 u1(a) (b)

D D

d d

Figure 2.1. A bargaining problem: (a) Classical à la Nash model (b) Assuming

‘free disposal’.

that is, a point �(B) or �(D,d) in R2 deserving of the name. In this

way he characterizes by a set of conditions the unique ‘solution’ or

map � :B2 → R2 satisfying them, where B2 denotes the set of all

such bargaining problems. Namely, consistently with the interpreta-

tion of the solution as a vector of rational expectations of gain by the

two bargainers, the following conditions are imposed on rationality

grounds.

1. Efficiency14. If (x1,x2), (x
′
1,x

′
2) ∈ D and xi > x′

i (for i = 1, 2),

then (x′
1,x

′
2) �= �(D,d).

A problem (D,d) is symmetric if d1 = d2, and (x2,x1) ∈ Dwhenever

(x1,x2) ∈ D.

2. Symmetry. If (D,d) is symmetric, then �1(D,d) = �2(D,d).

3. Independence of irrelevant alternatives. Given two problems

with the same disagreement point, (D,d) and (D′,d), if D′ ⊆D and

�(D,d) ∈ D′, then �(D′,d) = �(D,d).

Given that von Neumann–Morgenstern utility functions are deter-

mined up to a positive affine transformation, the solution should not

depend on the zero and the unit of scale chosen to represent the utilities,

that is, it must be invariant w.r.t. positive affine transformations.

4. For any problem (D,d) and any ai,bi ∈ R (ai >0, i=1, 2), if

T(D,d) = (T(D),T(d)) is the problem that results from (D,d) by

the affine transformation T(x1,x2) = (a1x1 + b1, a2x2 + b2), then

�(T(D,d)) =T(�(D,d)).

The first condition expresses that rational individuals will not accept

an agreement if another better for both is feasible. The second states

14 Nash did not actually name his conditions. The names we use here were given
to them later.
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that, given that in the model the two individuals are ideally assumed to

be equally rational, when the mathematical description of the problem

is entirely symmetric the solution must also be symmetric (later, in [62]

Nash replaces this condition by anonymity, requiring that the labels,

1 or 2, identifying the players do not influence the solution). The third

expresses a condition of consistency: an agreement considered satisfac-

tory should still be considered satisfactory if it remains feasible after the

feasible set shrinks (and the disagreement point remains unchanged).

Under the conditions assumed forB, these four conditions determine

a unique solution �(B) for every bargaining problem, now known as

the ‘Nash solution of the bargaining problem’, which is given by

Nash(B) = arg max
x∈D, x≥d

(x1 − d1)(x2 − d2).

Namely, the point inD for which the product of utility gains (w.r.t. d)

is maximized. The following simpler and equivalent geometrical spec-

ification of this point may prove useful. Assuming that the scales of

utilities for both players have been chosen so that d = 0, Nash(B) is

(see Figure 2.2) the point on the boundary of D which is the middle

point of the segment between the intersections with the positive axes

of a straight line that leaves D below it.

Although Nash only considered the two-player case, the whole con-

struction works for the n-player case, yielding the same result. So for

three players the aspect of a bargaining problem (assuming free dis-

posal and assuming that the scales of utilities are chosen so that d = 0)

would be as illustrated in Figure 2.3. In this case Nash(B) is the point

in the boundary of D which is the baricenter of the triangle whose

vertices are the intersections of a supporting hyperplane that leaves D

d = 0 u1

u2

D
Nash (B)

Figure 2.2. The Nash bargaining solution.
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u3

u2

u1

d = 0

Figure 2.3. A three-person bargaining problem.

below with the positive axes (that is, if these points are Pi (i = 1, 2, 3):

Nash(B) = 1
3P1 + 1

3P2 + 1
3P3).

In short, in a n-person bargaining problem as idealized by Nash’s

model, assuming that rational players’ expectations should satisfy these

conditions amounts to concluding that such expectations are given by

Nash(B) = arg max
x∈D, x≥d

n
∏

i=1

(xi − di).

Note the model implicitly assumes ‘complete information’, that is,

all the information within the model B = (D,d) is shared by all the

players. But note that even assuming this, Nash’s characterization gives

no clue about how players can interact to reach this point. Later Nash

[62] re-examined the bargaining problem from a non-cooperative point

of view, starting what is known now as ‘the Nash programme’, i.e.

modelling the bargaining situation as a non-cooperative game in which

the players’ steps of negotiation (proposals and threats) become moves

in a non-cooperative game, and obtaining the cooperative solution as

an equilibrium15.

2.1.2 Shapley (1953): The value of a TU game

In 1953, in the wake of Nash’s success, Lloyd S. Shapley, in [76],

addresses a relatively similar problem with a similar approach, but

15 In fact, as a limit of equilibrium points of ‘smoothed games.’
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concerning a model introduced by von Neumann and Morgenstern

in [87] involving n players: a transferable utility game (see 1.5.4).

Although different stories can be provided to motivate it, there is not

so clearly a real-world situation behind this model as there is behind

the case of Nash’s bargaining model16.

If the situation behind a TU game (N, v) is that the players negotiate

a distribution of an amount of utility v(N), assumed to be ‘objective

and transferable’, the problem can be put as follows: What is a ratio-

nal agreement on how to divide v(N)? Answering this question entails

assessing the ‘value’ of the game for each player. In other words, how

much is the opportunity to engage in such a situation worth to each

of them? Then, proceeding like Nash, Shapley asks for the follow-

ing conditions17 for a vector �(v) = (�1(v), . . . ,�n(v)) ∈ RN to be

considered as a rational evaluation of the prospect of playing game v.

1. Efficiency.
∑

i∈N
�i(v) = v(N).

Given a permutation π : N → N and a game v, πv denotes the per-

muted game defined by πv(π(S)) := v(S), where π(S) = {π(i) : i ∈ S}.
That is, πv is the game that results from v by relabelling the players

according to π, so that i is in v what π(i) is in πv.

2. Anonymity. For any permutation π, �π(i)(πv) = �i(v).

A player i is a null player in a game v if his/her entering or leaving

any coalition never changes its worth, that is, if v(S ∪ i) = v(S), for

all S.

3. Null player. If i is a null player in a game v, then �i(v) = 0.

The addition of two TU games, v+w, can be defined by

(v+w)(S) := v(S) + w(S).

4. Additivity. �(v+w) = �(v) + �(w).

The first condition expresses that the distribution of utility is fea-

sible and efficient in the sense that no utility is wasted. Anonymity

means that if the players are relabelled their values are relabelled con-

sistently. The third condition imposes that irrelevant players should

16 In fact, TU games originally appear in [87] as a ‘second order’ abstraction, that
is, as a model which is the result of abstracting some information from a
previous and more complex model. Readers interested in the Shapley value
should consult [74].

17 In [76] the formulations and names of some of the conditions are slightly
different.
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receive 0. Finally, additivity, in spite of Shapley’s argument that it

‘is a prime requisite for any evaluation scheme designed to be applied

eventually to systems of interdependent games’, is the least compelling

condition.

These conditions characterize a single map or ‘value’ v �→ �(v) ∈
RN, which is now known as the Shapley value, or more properly, as

�(v) is a vector, each of its components, �i(v), denoted by Shi(v) here,

is the Shapley value of player i in game v, and is given by

Shi(v) =
∑

S:S⊆N

(n − s)!(s − 1)!
n!

(v(S) − v(S\i)).

As v(S)−v(S\i) is the marginal contribution of player i to the worth
of coalition S, that is, the increase in worth that his/her joining S\i
causes, Shi(v) is a weighted average of the marginal contributions of

that player to the worth of all coalitions he/she belongs to. These coef-

ficients or ‘weights’ admit several interpretations. Shapley proposes a

bargaining model based on one of them from which the value can be

derived as the expected outcome. Assume that players agree to form the

grand coalition and distribute its worth in the following way: players

join the coalition one at a time in a given order, all orders being equally

probable, and each player receives his/her marginal contribution to the

worth of the coalition formedwhen he/she enters. It is then easy to show

that if the allocation is done in this way, (n−s)!(s−1)!
n! is the probability

of S being the coalition formed when i enters. Therefore the expected

payoff (i.e., the expected marginal contribution in this probabilistic

model) of each player is his/her Shapley value. It is worth stressing

Shapley’s comment : ‘[this bargaining model] lends support to the view

that the value is best regarded as an a priori assessment of the situation,

based on either ignorance or disregard of the social organization of the

players’.

Example 2.1: Let N = {1, 2, 3}, and let v : 2N → R be the TU game

such that v(N) = 8, v(1, 2) = 2, v(1, 3) = 3, v(2, 3) = 4, v(1) =
v(2) = 1, and v(3) = 0. In the following table the 3! = 6 possible

orders are in the left-hand column, and the marginal contributions of

each player to the coalition formed when he/she enters for each order

are in the other three.
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Order v(S) − v(S\1) v(S) − v(S\2) v(S) − v(S\3)

1, 2, 3 1 1 6

1, 3, 2 1 5 2

2, 1, 3 1 1 6

2, 3, 1 4 1 3

3, 1, 2 3 5 0

3, 2, 1 4 4 0

As each order occurs with probability 1
6 , the expected marginal con-

tribution of each player is obtained by adding up each column and

dividing by 6. Thus Sh(v) =
(

14
6 ,

17
6 ,

17
6

)

.

2.1.3 Shapley–Shubik (1954): A power index

Many collective decision procedures can be presented as simple games

(see Section 1.5.4), in particular all those described as voting rules in

Section 1.3. As defined in 1.3.1, a voting rule can be specified by the

set of seats N = {1, 2, . . . ,n} and the set W ⊆ 2N of winning vote

configurations, that is, those that can make a decision. So the simple

TU game vW can be associated with each voting rule W, defined by

vW (S) :=
{

1, if S ∈ W

0, if S /∈ W.
(9)

In [78] Shapley and Shubik propose the Shapley value of the associated

simple game as an ‘a priori evaluation of the division of power among

the various bodies and members of a legislature or committee system’.

Since then the Shapley value of game vW for each i ∈ N has been

known as the Shapley–Shubik index.

In accordance with the interpretation of the Shapley value, the most

coherent interpretation of the Shapley–Shubik index of the simple game

associated with a voting rule seems to be the following: A unit of objec-

tive and transferable utility is to be distributed among n individuals,

under the condition that any group of individuals that forms a winning

configuration according to the specification of a given voting rule W

can enforce any feasible distribution. The Shapley–Shubik index of

each voter can then be interpreted as an expected share of the available

unit.

On the other hand, as the marginal contribution of a player,

vW (S) − vW (S\i), can only be either 0 or 1, and is 1 only when the
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presence/absence of a player in S makes it winning/losing, Shapley and

Shubik also propose a probabilistic interpretation in terms of the likeli-

hood of being ‘pivotal’ or ‘critical to the success of a winning coalition’.

They reinterpret Shapley’s bargainingmodel assuming an ‘order of vot-

ing as an indication of the relative degree of support by the different

members, with themost enthusiasticmembers “voting” first, etc.’ Then

what in the case of a TU game is the expected marginal contribution of

a player, becomes now the probability of his/her being pivotal (i.e. the

probability of vW (S) − vW (S\i) = 1) if a winning coalition is formed

according to this probabilistic sequential model.

Example 2.2: LetN = {1, 2, 3}, andW = {{1, 2}, {1, 3}, {1, 2, 3}}. Then
proceeding with vW as in Example 2.1, we have:

Order vW (S) − vW (S\1) vW (S) − vW (S\2) vW (S) − vW (S\3)

1, 2, 3 0 1 0

1, 3, 2 0 0 1

2, 1, 3 1 0 0

2, 3, 1 1 0 0

3, 1, 2 1 0 0

3, 2, 1 1 0 0

We obtain Shi(v) =
(

4
6 ,

1
6 ,

1
6

)

. Note that for each row (i.e. each order)

there is a single ‘1’, corresponding to the pivotal player for that order.

A critical examination of the whole construction and its interpreta-

tion casts some doubts on the soundness of its foundations. The first

source of confusion lies in the implicit identification of a voting rule

with a TU-game. The specification of a voting rule (see 1.3.1) involves

neither players nor their preferences (different players with different

preference profiles may use a same voting rule), while a simple game

is a particular type of TU game. Thus, identifying a voting rule with a

TU-game amounts to assuming a very special configuration of players’

preferences18. Second, if the compellingness of additivity is not clear

in Shapley’s axiomatic system, now the condition does not even make

sense in the context of simple games, where the sum of two simple

18 We come back to this point in Chapter 4 (see 4.2), where we consider a model
of a committee consisting of a voting rule and a preference profile. In the light
of this more general model, vW appears as a particular case. Only then can this
objection be fully understood.
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games is not a simple TU game19. Third, if we turn to the pivotal

interpretation, the relevance of the ‘degree of support’ to a proposal to

be voted upon in a yes/no decision is not clear, and nor is the impor-

tance of being ‘pivotal’ for a given order. Why (see Example 2.2) should

only the pivotal player for a given order keep all the credit and have

the whole cake if other players may also be critical in the coalition

formed?

In short, in addition to somewhat dubious foundations, the seminal

paper contains a seminal duality or ambiguity that remained unre-

solved and pervaded most of the subsequent related literature: What

is the meaning of Shapley–Shubik’s ‘power index’? Is it the ‘value’ or

‘cooperative solution’ of a sort of bargaining situation, or it is an assess-

ment of the likelihood of being critical in the making of a decision? Is

it an expected share of a prize, or it is a probability of being decisive?

Or it is both these things? The same questions can be posed in regard

to what is supposed to be evaluated: What is ‘voting power’? On the

other hand, where does the index’s credibility comes from? From its

axiomatic foundation or from its probabilistic interpretation?

2.1.4 Banzhaf (1965): Power as decisiveness

In [4] Banzhaf makes a devastating critique of the current practice of

assigning voting weights proportional to the numbers of citizens in

several legislative bodies as a means of implementing the ‘one man,

one vote’ requirement without disturbing the existing arrangement of

districts of unequal size. He provides the following examples in which

some of the representatives with positive weight have null capacity to

influence the outcome, or in which representatives with rather different

weights have exactly the same capacity to affect it.

Example 2.3: LetW(w,Q) be the five-person qualifiedmajority rulewith

weightsw = (5, 1, 1, 1, 1) andQ = 4. In this case player 1 concentrates

all decision power because this rule is 1’s dictatorship. Now letW(w′,Q′)

with w′ = (8, 8, 8, 8, 1) and Q′ = 16. In spite of the different weights

the rule specified is equivalent to a simple majority rule.

19 The first axiomatization of the Shapley–Shubik index, that is to say of the
Shapley value in the domain of simple games, was due to Dubey [18]. It
entailed additivity being replaced by a no more compelling condition (see
2.1.6).
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This proves that ‘voting power is not proportional to the number

of votes a legislator may cast’, and that ‘the number of votes is not

even a rough measure of the voting power of the individual legislator’.

To give a more precise foundation to this assertion he proposes ‘to

think of voting power as the ability of a legislator, by his vote, to

affect the passage or defeat of a measure’, and provides a measure of

voting power based on this idea. This measure of voting power of a

voter is given by the number of ‘swings’, that is, the number of vote

combinations in which that voter is able to determine the outcome.

The ratio of the power of any two voters is then given by the ratio of

such combinations for each of them. He makes no explicit use of any

probabilistic model, but the assumption that all vote combinations are

equally probable is implicit20.

Example 2.4: LetN = {1, 2, 3}, andW = {{1, 2}, {1, 3}, {1, 2, 3}}. Then
we have:

Vote configuration 1’s swings 2’s swings 3’s swings

{1, 2, 3} 1 0 0

{1, 2} 1 1 0

{1, 3} 1 0 1

{2, 3} 1 0 0

{1} 0 1 1

{2} 1 0 0

{3} 1 0 0

∅ 0 0 0

Total swings 6 2 2

Note that each row corresponds now to a possible vote configuration

(order plays no role), and in some of them there are several ‘1’, because

in some vote configurations two or more players can be swingers. Note

also that the ratio of ‘power’ according to the Banzhaf index (3 : 1 : 1)

20 The term ‘probability’ never occurs in [4], but in [5] the probabilistic model is
almost explicit when he asserts that ‘Because a priori all voting combinations
are equally possible, any objective measure of voting power must treat them as
equally significant (. . .) no one can say beforehand which combinations will
occur most often’, and even closer when he says that equal voting power
means allowing ‘each voting member an opportunity to affect the outcome in
an equal number of equally likely voting combinations.’
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is different from the ratio obtained from the Shapley–Shubik index

(4 : 1 : 1) for the same voting rule.

Although he acknowledges that his definition ‘is based in part on

the idea of Shapley–Shubik’ he rejects their index arguing against the

relevance of the order in which votes are cast in a voting situation,

and asserting that their definition, ‘based as it is upon mathematical

game theory in which each “player” seeks to maximize his “expected

winnings”, seems to make unnecessary and unreasonable assumptions

about the legislative process in order to justify a more complicated

measure of voting power.’

In short Banzhaf takes decisiveness as the source of power, dismiss-

ing the axiomatic approach and favouring a notion of power based

on the likelihood of being decisive or critical in a decision made by

vote, that is, assuming that one exerts power when one’s vote is

determinant.

2.1.5 Penrose (1946), Rae (1969) and Coleman (1971)

Independently and earlier, Penrose [68] (see also [69]) had in 1946

reached basically the same conclusions as Banzhaf. Unfortunately,

in this case the seed failed to germinate and his work was widely

ignored, in particular by the game-theoretic power indicesmain stream.

Only relatively recently has his pioneering work been rediscovered and

recognized.

The contribution of Coleman [15, 16], independently and coinciding

in part with that of Banzhaf, and the seminal work of Rae [70] are also

worth mentioning. In the next chapter their contributions are put into

perspective within the conceptual framework proposed in this book.

2.1.6 Through the axiomatic glasses: Dubey (1975),
Dubey–Shapley (1979)

In two classic papersDubey [18], andDubey and Shapley [20] provided

the first axiomatic characterizations of the Shapley–Shubik index and

the Banzhaf index. Before proceeding we need a few formal definitions.

Recall (see 1.5.4) a simple game is a TU-game v : 2N → R such

that v(S) takes only the values 0 and 1, and such that v(N) = 1.

But note that if v = vW is the simple game associated with a voting
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rule W defined by (9) in Section 2.1.3, in addition to these con-

ditions, v will satisfy the following conditions. As we assume that

(S ⊇ T ∈ W) ⇒ (S ∈ W), then the associated game ismonotonic. Also

as we assume that (S ∈ W) ⇒ (N \S /∈ W), then the associated game is

superadditive.

It is also easy to check that all simple monotonic and superadditive

games are generated by (9). In other words the map W �→ vW is a one-

to-one correspondence between the set ofN-voting rules and the set of

N-person simplemonotonic and superadditive games, whichwe denote

by SGN . As in the sequel we restrict our attention to SGN , whenever

we say ‘simple games’ we mean ‘simple monotonic and superadditive

games’.

For any v,w ∈ SGN , define two operations21 on SGN

(v ∧ w)(S) := min{v(S),w(S)},

(v ∨ w)(S) := max{v(S),w(S)}.

Note that both v ∧ w and v ∨ w are TU-games, but v ∨ w may fail to

be a superadditive monotonic simple game. Dubey [18] introduces the

following condition:

Transfer. A map � : SGN → RN satisfies the ‘transfer’ condition if

for any v,w ∈ SGN such that v ∨ w ∈ SGN ,

�(v) + �(w) = �(v ∧ w) + �(v ∨ w). (10)

Combining this condition with three of the conditions in Shapley’s

characterization gives the following result.

Theorem 7 (Dubey [18]) The only map � : SGN → RN that satisfies

efficiency, anonymity, null player, and transfer is the Shapley–Shubik

index.

Later Dubey and Shapley [20] provide an adaptation of this char-

acterization in order to axiomatize the Banzhaf index by replacing

21 In fact both operations make sense for arbitrary TU-games. As the reader may
check, these operations are the exact counterparts for simple games of ‘∩’
(intersection) and ‘∪’ (union) for voting rules (see 1.3.2).
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‘efficiency’ by the following somewhat ad hoc condition22:

∑

i∈N
�i(v) =

∑

i∈N
Bzi(v), (11)

to obtain the following result.

Theorem 8 (Dubey and Shapley [20]) The only � : SGN → RN that

satisfies condition (11), anonymity, null player, and transfer, is the

Banzhaf index.

Thus from the point of view of these characterizations the Shapley–

Shubik index and the Banzhaf index ‘share’ three axioms (anonymity,

null player and transfer23) and differ in only one. But there are two

problems with these characterizations. First, if we assume that wewant

to characterize either a distribution of the pie (i.e. of a unit of utility

among the players), or a vector of rational expectations of shares,

then ‘efficiency’ seems a compelling rationality condition. Moreover,

if we are trying to characterize axiomatically a measure of power or

of influence, whatever this might mean, then neither this condition

nor (11) is compelling at all. Second, the lack of compellingness of the

transfer condition in either case means a flaw in both characterizations.

This condition can be seen as a sort of adaptation of ‘additivity’ to the

narrower domain of simple games. But what is the motivation or the

justification for requiring it? This is not clear at all for either a vector of

rational expectations or for a measure of influence. In short, neither of

22 This formulation may seem rather unsatisfactory in the sense that the index it
helps to characterize appears in the axiom. Although this can be avoided by an
equivalent formulation in which the right-hand side of (11) is replaced
discretely by the required quantity (a function of the game v), namely

∑

i∈N
�i(v) =

1

2n−1

∑

i∈N

∑

S:i∈S⊆N

(v(S) − v(S \ i)),

the bottom line is the same: to require the sum to be what it is for the Banzhaf
index.

23 In fact these three conditions are satisfied by all semivalues. Semivalues are
basically the family of ‘values’ that result by dropping ‘efficiency’ in Shapley’s
characterizing system of his value. They were introduced by Weber [88] (see
also [19]). When restricted to simple games, semivalues include the
Shapley–Shubik and Banzhaf indices, and can be seen as a family of
‘generalized power indices’, which share with these two indices their most
compelling properties (anonymity and null player) as well as transfer (see [42]).
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the two above characterizations provides compelling support for either

of the two indices.

Axioms, paradoxes and postulates24

The lack of conclusive arguments in favour of either of the two indices

gave rise to a proliferation of new power indices. Several authors then

provided examples of more or less counterintuitive behaviour of some

of them. These examples are referred to somewhat exaggeratedly as

‘paradoxes ’ in the literature on power indices, where they have been

widely discussed25. According to this point of view, each paradox

entails the violation of a desirable property or ‘postulate’ by a power

index, and these paradoxes/postulates can be used to judge and select

between power indices. This is indeed very close to the axiomatic

approach, at least to its earliest versions where compellingness of the

axioms was a priority26, though no characterization has been so far

provided based on really compelling ‘postulates’ for a measure of vot-

ing power. Nevertheless, the weakest point of the paradoxes/postulates

approach lies in trying to grasp the rather abstract notion of mea-

sure of ‘power’ (or ‘voting power’ associated with a voting rule)

directly, with no sufficient prior clarification of what such a ‘power’

may mean. Moreover, such a chimeric measure tends to be founded

solely on the voting rule, disregarding any other elements from the

environment.

2.2 Clear-cut models to dissipate ambiguity

Recapitulating after this brief review of the basic landmarking seminal

papers, one is left with a number of doubts concerning the issues raised

and the answers given to them. What is the meaning of the Shapley–

Shubik index? Is it a ‘value’ in the cooperative-axiomatic sense à la

Nash, i.e. an assessment of the expected payoff of a rational player

at the prospect of engaging in a sort of bargaining situation? Or is it

24 Readers not familiar with the ‘voting power paradoxes’ literature can skip this
comment.

25 See [22] for a discussion of the main paradoxes. See [47] (briefly commented at
the end of 3.5.5) for a further critique of the whole approach.

26 As pointed out in 2.1.1, the conditions proposed by Nash are not called
‘axioms’ in [60]. Only later, given their characterizing power, were they called
so and ‘axiomatic’ such an approach.
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an assessment of the likelihood of playing a critical or decisive role

in the making of a decision by a vote? Or are the two interpreta-

tions compatible? Which is ‘better’: the Shapley–Shubik index or the

Banzhaf index? What provides sounder foundations for a measure of

voting power: axioms or probabilistic interpretations? In fact the ten-

sion between these two indices, like the tension between the merits

of the axiomatic and probabilistic approaches, has pervaded all the

subsequent related work to date. Both indices have been defended and

attacked with axiomatic and probabilistic arguments.

But going further, all these question marks can be transferred to the

underlying notion that is to be evaluated: What is ‘power’ or ‘voting

power’ about? It is our view that a serious attempt to solve this rid-

dle requires a more radical issue to be clarified first. To put it bluntly:

What are we talking about? However provoking it may sound, this

basic issue has been sidelined in much of the literature on the topic27.

In most cases a considerable dose of ambiguity surrounds the situation

under consideration. A situation in which a matter is to be decided

upon by vote (or at least under conditions among which a voting rule

plays a prominent role) by a collective body is the common denom-

inator underlying this literature. But such a vague specification as

this may include an extremely wide and heterogeneous constellation

of voting situations: law-making in a parliament, a parliament vote

for the endorsement of a government after elections, a referendum,

governmental cabinet decision-making, a shareholders’ meeting, an

international or intergovernmental council, etc.

The only way to get rid of ambiguity and to clarify the analysis is

to take the bull by the horns and start with clear-cut models of well-

specified clear-cut voting situations. In accordance with this idea, in

this book we take a new departure with respect to previous literature

related to voting power. We distinguish neatly between two differ-

ent types of voting situation that a collective body can face, or, in

27 But not by all, as Peter Morriss’ words testify: ‘Before we can start
constructing an account of power we need to know what sort of thing we are
dealing with: we must decide just what it is that we are trying to analyse. And
we must decide, as well, how we go about deciding that. Most writers in the
social sciences pay far too little attention to these preliminary problems, with
the result that they go rushing off in the wrong direction, pursuing the wrong
quarry. When they eventually catch it, they may claim to have caught the beast
they sought; but how do they know, if they didn’t know what they were
looking for?’ ([59], p. 2).
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the terms chosen here, two types of committee: ‘take-it-or-leave-it’

committees and ‘bargaining’ committees. An ingredient common to

both types of committee is a dichotomous voting rule (as introduced

in Section 1.3) specifying the winning vote configurations. A ‘take-it-

or-leave-it’ committee (i) votes upon different independent proposals

over time; (ii) these proposals are submitted to the committee by some

external agency; and (iii) the committee is only entitled to accept or

reject proposals, but cannot modify them. By contrast a ‘bargaining’

committee (i) deals with different issues over time; (ii) bargains about

each issue in search of a unanimous agreement, in which task it is

entitled to adjust the proposal; (iii) this negotiation takes place under

the condition that any winning coalition has the capacity to enforce

agreements; and (iv) for each issue a different configuration of pref-

erences emerges in the committee over the set of feasible agreements

concerning the issue at stake.

Although in reality it is often the case that the same committee acts

sometimes like a ‘take-it-or-leave-it’ committee, and others like a ‘bar-

gaining’ committee, or even at times like something between the two,

this clear differentiation of two clear-cut types of situation provides

benchmarks for a better understanding of many less clear real-world

situations. A thorough understanding of simple situations should be

obtained before more complex ones are tackled. In this case this basic

distinction requires different models and different conceptual analy-

ses. It also permits more precise answers to more precisely formulated

questions28. Moreover, as we will see, this neat double point of view

dissipates ambiguities and allows for a clarification of the meaning

and limits of some common places (both ideas and recommendations)

sustained by inertia and ambiguity. In particular it enables us to pro-

vide coherent answers to some of the questions raised in the previous

paragraphs.

2.3 Further reading

After half a century of research a huge number of papers can be seen

one way or other as related to the few seminal papers briefly reviewed

28 The conceptual relationship of the basic distinction in this book with the vague
distinction, widely extended in the literature, between ‘I-power’ and ‘P-power’,
introduced in [24] is discussed in the Conclusions at the end of the book.



Seminal papers, seminal ambiguities 47

in this chapter. It would be tiresome and futile to attempt to draw up

an exhaustive list of references. On the specific topic of voting power

there is Felsenthal and Machover’s [22] influential book. In the fol-

lowing we make a personal selection of the work we consider most

relevant to the issues addressed in this book. We separate the selected

works into two subsections. One subsection is devoted to some of

the main contributions in the axiomatic approach, the other to those

related to the probabilistic approach. Some of the papers will be men-

tioned again in subsequent chapters. Some contributions are best left

for quote and comment in later chapters, and are therefore omitted in

these comments.

2.3.1 Axiomatic approach

The success of the elegant paper by Nash on the bargaining prob-

lem (immediately followed by Shapley’s) enabled the cooperative

‘axiomatic’ approach to flourish. Each of Nash’s characterizing

requirements [60] seeks to embody a compelling condition about the

outcome of negotiation among rational bargainers. Later this crucial

aspect was often forgotten, and characterizations of these and other

‘values’, ‘solutions’ or ‘power indices’ proliferated. Here we give a few

relevant contributions in this line of work.

The most often criticized of Nash’s conditions is that of ‘indepen-

dence of irrelevant alternatives’ and the most respectable alternative to

it was ‘monotonicity’, which gave rise to the Kalai–Smorodinsky solu-

tion [33]. Kalai also explored the effects of dropping ‘symmetry’ in [32],

and Roth showed how ‘efficiency’ and ‘symmetry’ can be replaced by

a condition of ‘individual rationality’ in [72].

In an interesting paper by Roth [73] the Shapley–Shubik index and

the Banzhaf index are reinterpreted as utility functions representing

von Neumann–Morgenstern preferences over lotteries on ‘roles’ in

voting procedures. In [54] Lehrer characterizes the Banzhaf index by

means of a property relative to the ‘amalgamation’ of two players.

More recently, in [39] and [40] we have provided alternative char-

acterizations to those of [20] and [73], only to honestly conclude

that there is no good reason either to reject or accept any of the

two indices on pure axiomatic grounds in the framework of simple

games.
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2.3.2 Probabilistic approach

As commented, both the Shapley value and the Shapley–Shubik

index admit probabilistic interpretations. A probabilistic model also

underlies Banzhaf’s index. This is also the case with some coop-

erative game-theoretic ‘solutions’ born out of different axiomatic

explorations. But in general terms probabilistic interpretations have

been overlooked by game theorists, maybe because one can always

find one or more. Game theorists are in general more interested

in axiomatic characterizations. Nevertheless in some cases a prob-

abilistic model provides a clearer interpretation. Political scientists

seem to have been more interested in probabilistic models. An

early example of this is the collection of contributions edited by

Niemi and Weisberg in 1972 [64], after the interest aroused by

Rae [70]. Some important contributions that deserve to be men-

tioned in this respect are those of Straffin [79, 81, 82], and Weber

[88, 89].

2.4 Exercises

1. A buyer and a seller discuss and bargain over the price of a good.

The seller (player 1) is interested in selling at any price greater than

p, and at that price would be indifferent between selling and not

selling. The buyer (player 2) is interested in buying at any price

lower than P and at that price would be indifferent between buying

and not buying. Assuming that p < P and that both players have

vNM preferences, calculate the final price according to the Nash

bargaining solution, assuming that their preferences on the range of

prices [p,P] can be represented by utility functions u1(x) = x−p
P−p

and u2(x), for each of the following cases: (a) u2(x) = P−x
P−p .

(b) u2(x) =
√

P−x
P−p . (c) u2(x) =

(

P−x
P−p

)2
.

2. Consider the following prisoner’s dilemma situation in a coopera-

tive context. Two individuals have two strategies each: cooperate

(C) and defect (D). Their preferences about the four possible

situations are

(D,C) ≻1 (C,C) ≻1 (D,D) ≻1 (C,D),

(C,D) ≻2 (C,C) ≻2 (D,D) ≻2 (D,C).



Seminal papers, seminal ambiguities 49

If lotteries on the four outcomes are admitted and both have vNM

preferences on them, calculate and interpret the Nash bargaining

solution in each of the following cases (in order tomake the compar-

ison easier, take u1(C,D) = u2(D,C) = 0, u1(D,C) = u2(C,D) =
10 and d = (u1(D,D),u2(D,D)) as the disagreement point in both

cases):

(a) If

(C,C) ∼1
4

5
(D,C) ⊕

1

5
(C,D), (D,D) ∼1

1

5
(D,C) ⊕

4

5
(C,D),

(C,C) ∼2
4

5
(C,D) ⊕

1

5
(D,C), (D,D) ∼2

1

5
(C,D) ⊕

4

5
(D,C).

(b) If !2 is as in (a), and

(C,C) ∼1
3

5
(D,C) ⊕

2

5
(C,D), (D,D) ∼1

1

2
(D,C) ⊕

1

2
(C,D).

3. Consider the following variant of the ‘battle of the sexes’ in a coop-

erative context. Two individuals have two strategies each: going to

the cinema (C) and going to the theatre (T). Player 1 prefers going

to the cinema, and player 2 going the theatre, but both prefer going

together to either place to going alone. Thus their preferences about

the four possible situations are

(C,C) ≻1 (T,T) ≻1 (C,T) ≻1 (T,C),

(T,T) ≻2 (C,C) ≻2 (C,T) ≻2 (T,C).

If lotteries on the four possibilities are admitted and both have vNM

preferences on them, calculate and interpret the Nash bargaining

solution in each of the following cases (in order to make the com-

parison easier, take u1(T,C) = u2(T,C) = −5 and u1(C,C) =
u2(T,T) = 10 in both cases, and d = (u1(C,T),u2(C,T)) as the

disagreement point):

(a) If

(T,T) ∼1
2

3
(C,C) ⊕

1

3
(T,C), (C,T) ∼1

1

3
(C,C) ⊕

2

3
(T,C),

(C,C) ∼2
2

3
(T,T) ⊕

1

3
(T,C), (C,T) ∼2

1

3
(T,T) ⊕

2

3
(T,C).
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(b) If !2 is as in (a), and

(T,T) ∼1
4

5
(C,C) ⊕

1

5
(T,C), (C,T) ∼1

2

5
(C,C) ⊕

3

5
(T,C).

4. Two individuals with vNMpreferences bargain the division of a pie.

If x (0 ≤ x ≤ 1) denotes 1’s fraction and 1− x denotes 2’s fraction,

and the following utility functions represent the vNM preferences

of either player: u1(x) = ax2 + (1−a)x, and u2(x) = 1−ax2 − (1−
a)x, obtain and compare the divisions corresponding to the Nash

bargaining solution in the following cases: (a) when a = 0; (b) when

a = 1.

5. Checkwhich of the conditions that characterize theNash bargaining

solution are satisfied by the following solutions.

(a) The ‘egalitarian’ solution: choose the feasible payoff vector for

which the utility gains with respect to the status quo are equal

for all players and those gains are maximal. Formally,

�(D,d) := d + µ̄1,

where µ̄ := max
{

µ : d + µ1 ∈ D
}

and 1 = (1, . . . , 1) ∈ RN.

(b) The ‘utilitarian’ solution: choose the feasible payoff vector for

which the sum of the gains is maximal. Formally,

�(D,d) := argmax
x∈Dd

∑

i∈N
(xi − di).

6. Calculate the egalitarian solution and the utilitarian solution (see

Exercise 5) of the bargaining problems in Exercises 2 and 3.

7. Check which of the conditions that characterize the Shapley value

are satisfied by the following values.

(a) For all i ∈ N, �i(v) := v(N)
n . (Allocate v(N) in the egalitarian

way.)

(b) For all i ∈ N, �i(v) := v(N) − v(N \ i). (Allocate to each player
his/her marginal contribution to v(N).)

(c) Give 0 to every null player and allocate v(N) in an egalitarian

way among the non-null players. Allocate 0 to every null player

and allocate v(N) in an egalitarian way among the non-null

players.
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(d) For all i ∈ N,

�i(v) :=
{

v({1}), if i = 1,

v({1, 2, . . . , i}) − v({1, 2, . . . , i − 1}), if i > 1.

(Let the players join in a fixed order 1, 2, . . . ,n, and each player

receives his/her marginal contribution to the coalition he/she

joins.)

8. For each three-person voting rule, calculate the Shapley–Shubik

index and compare it with the number of swings.



3 ‘Take-it-or-leave-it’ committees29

This chapter is concerned with what was introduced in Section 2.2

as ‘take-it-or-leave-it’ committees. The take-it-or-leave-it scenario is

explained in detail in Section 3.1. In Section 3.2 we introduce the basic

notions of ex post (i.e. after a vote) success and decisiveness. Section

3.3 introduces the probabilistic representation of voters’ behaviour or

preferences, which provides a formal setting for addressing the likeli-

hood of decisions being passed, the likelihood of success and that of

decisiveness in Section 3.4. The normative goal leads to the assump-

tion that all vote configurations are equally probable, which provides

a common perspective in which several ‘power indices’ in the literature

are seen as assessments of the likelihood of being decisive or of being

successful in a take-it-or-leave-it committee (Section 3.5). The con-

ceptual and analytical distinction between the notions of success and

decisiveness is discussed in Section 3.6, where arguments in support of

the notion of success as the relevant concept in the take-it-or-leave-it

scenario are given. The question of the optimal voting rule in a take-it-

or-leave-it committee is addressed in Section 3.7. Two points of view

are considered: egalitarianism and utilitarianism, and the recommen-

dations that stem from each of them are presented. The question of

the optimal voting rule from either point of view is also addressed in

Section 3.8 for committees of representatives.

3.1 The take-it-or-leave-it scenario

We consider voting situations in which a set of voters or committee

handles collective decision-making by means of a voting rule, and

is entitled only to vote for or against proposals submitted to it by

an external agency. It is assumed that there is no possibility of the

committee amending or modifying the proposals: hence the name

29 The material from Sections 3.1–3.6 is partly drawn from [45] and [38].

52
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‘take-it-or-leave-it’ committees. Moreover, we assume that there is no

room either for linking decisions on different proposals. This rules

out agreements among members of the committee of the type ‘I’ll

vote “yes” on this issue even though I’d prefer it to be rejected if

you vote “yes” on this other issue that is more important to me’. It

is also assumed that no voter is indifferent between acceptance and

rejection. In these conditions there is no room for negotiating or bar-

gaining, nor for forming coalitions. In other words, there is no room

for strategic considerations. The best any voter can do is to vote ‘yes’ or

‘no’ according to his/her preferred outcome (acceptance or rejection).

Approximate examples of this type of situation could be a referen-

dum or an academic committee that decides by a vote of its members

on whether to admit students to a doctoral programme or a summer

schoolwithout capacity constraints. In fact, such crisp conditions as the

ones stated above are seldom found in real-world committees, where

there is usually some margin either to link decisions that are separate

and only formally independent, or to modify proposals to some extent.

In other words, in real-world voting situations there is usually some

room for negotiation. Nevertheless, this ‘pure’ take-it-or-leave-it sce-

nario, free from ambiguity, provides a point of view that allows for a

clear interpretation of some ‘power indices’ in the literature, as well as

the existence of some relevant overlooked ‘gaps’ in the different aspects

assessed by them. This point of view is complemented by the picture

obtained from the alternative situation considered in Chapter 4, which

addresses the game-theoretic analysis of ‘pure’ bargaining committees.

As mentioned in Section 2.2, a common ingredient in the models of

both types of voting situation is the voting rule. Thus in this chapter,

using the notation and terminology introduced in Section 1.3,N labels

the seats of an N-voting rule W that specifies the outcome (accep-

tance or rejection) after a vote in a take-it-or-leave-it committee of n

members.

In a pure take-it-or-leave-it situation several issues can be addressed.

For instance, the ease with which proposals are accepted or rejected,

the likelihood of a voter obtaining the result that he/she voted for and

the likelihood of a voter being decisive in a vote. Obviously, the voting

rule affects these probabilities. Intuition suggests that it is easier to

pass a proposal under a simple majority than under the unanimity

rule. Similarly, in a dictatorship the dictator always gets the result that

he/she votes for and is always decisive, while the rest of the voters



54 Voting and Collective Decision-Making

can get the outcome they vote for only if their votes coincide with the

dictator’s, but they are never decisive. But dictatorship is a very special

case as knowledge of the voting rule is not in general sufficient to assess

the likelihood of these issues. They all depend on the voting rule and

also on the voters’ votes.

3.2 Success and decisiveness in a vote

To pin down these notions with more precision, let us bring the voters

onto the scene and label them with the labels of their respective seats

(1, 2, . . . ,n). First let us consider the situation ex post, that is, once they

have voted on a given proposal, a vote configuration has emerged,

and the voting rule has prescribed the final outcome, i.e. passage or

rejection of the proposal. A distinction can be made between voters.

If the proposal is accepted (rejected), those voters who have voted

in favour (against) are satisfied with the result, while the others are

not. Following Barry30 [8], we will say that they have been successful.

Thus, being successful means obtaining the outcome – acceptance or

rejection – that one voted for. We also say that a successful voter

has been decisive in a vote if his/her vote was crucial: i.e., had he/she

changed his/her vote the outcome would have been different.

Definition 9 After a decision is made according to an N-voting ruleW,

if the resulting configuration of votes is S,

(i) Voter i is said to have been successful if the decision coincides with

voter i’s vote, i.e. iff

(i ∈ S ∈ W) or (i /∈ S /∈ W). (12)

(ii) Voter i is said to have been decisive, if he/she was successful and

his/her vote was critical to that success, i.e. iff

(i ∈ S ∈ W and S\i /∈ W) or (i /∈ S /∈ W and S ∪ i ∈ W). (13)

These notions are indeed ‘ex post’: they depend on the voting rule

used to make decisions and the resulting vote configuration after a

vote is cast. To reflect this, we will say that ‘i is (is not) successful in

30 The notion can be traced back under different names to [68] or [70] (see also
[14] and [83]).
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(W, S)’, or ‘i is (is not) decisive in (W, S)’. Also note that these are

Boolean notions, in the sense that there is no quantification: a voter

merely may or may not be successful or decisive in a vote.

Barry [8] also uses the notion of ‘luck’, considering a successful voter

who is not decisive as ‘lucky’. Formally, voter i is said to have been (ex

post) ‘lucky’31 (for short, ‘i is lucky in (W, S)’), iff

(i ∈ S ∈ W and S\i ∈ W) or (i /∈ S /∈ W and S ∪ i /∈ W).

Thus we have the obvious relationship:

i is successful in (W, S) ⇔
[

(i is decisive in (W, S))

⊻(i is ‘lucky’ in (W, S))
]

,

where ‘⊻’ stands for an exclusive ‘or’.

Can these notions be extended ex ante, that is, once voters have

occupied their seats but before the decision is made? Except for the

trivial case where the voting configuration that will emerge is known

with certainty (in which case ex ante becomes anticipated ex post),

a meaningful assessment of success and decisiveness ex ante requires

additional information, possibly imperfect, about voters’ behaviour.

3.3 Preferences, behaviour and probabilities

As has been already pointed out, in a pure take-it-or-leave-it situation

there is no room for strategic considerations: the best a voter can do is

to vote in accordance with his/her preferred outcome. In other words,

rational behaviour follows immediately from preferences. Uncertainty

about voters’ behaviour or preferences can be formally treated and

represented in probabilistic terms by means of a probability distri-

bution over all possible vote configurations. That is, we assume that

we know—or at least have an estimate of—the probability of occur-

rence of any vote configuration that may arise. In other words, the

elementary events are the vote configurations in 2N. As their number is

finite (2n), we can represent any such probability distribution by a map

31 For a thorough discussion of the different uses of the term ‘luck’, see [59]
pp. xxxvii–xli.
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pN : 2N → R, that associates with each vote configuration S its prob-

ability of occurrence pN(S), i.e. pN(S) gives the probability that voters

in S will vote ‘yes’, and those in N\S will vote ‘no’. To keep notation

as simple as possible below, when N is clear from the context we will

write p. Of course, 0 ≤ p(S) ≤ 1 for any S ⊆ N, and
∑

S⊆N

p(S) = 1.

The probability of i voting ‘yes’ is denoted by γi(p), that is

γi(p) := Prob (i votes ‘yes’) =
∑

S:i∈S
p(S).

Let PN denote the set of all distributions of probability over 2N. This

set can be interpreted as the set of all conceivable voting behaviours or

preference profiles of n voters within the present probabilistic setting.

The following special distributions of probability will be considered.

A distribution is anonymous if the probability of a vote configuration

depends only on the number of ‘yes’-voters, that is, p(S) = p(T) when-

ever s = t. A distribution is independent if each voter i independently

votes ‘yes’ with probability ti and ‘no’ with probability (1 − ti). The

probability of the configuration S is then given by

p(S) =
∏

i∈S
ti
∏

j∈N\S
(1 − tj).

As the reader can easily check, these two conditions are independent,

and if a distribution is both anonymous and independent then each

voter independently votes ‘yes’ with a probability t and ‘no’ with prob-

ability (1 − t), so that the probability of the configuration S is then

given by

p(S) = ts(1 − t)n−s.

A special case that will play a central role is when all vote configu-

rations have the same probability, denoted by p∗. That is,

p∗(S) =
1

2n
for all configurations S ⊆ N.

This is equivalent to assuming that each voter, independently of the

others, votes ‘yes’ with probability 1/2, and votes ‘no’ with probability

1/2. Thus this probability accumulates all symmetries: it is anonymous

and independent, with equal inclination towards ‘yes’ and ‘no’.
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3.4 Success and decisiveness ex ante

Assume that a probability distribution over vote configurations p enters

the picture as a second input besides the voting rule W that governs

decisions in a take-it-or-leave-it committee. In a voting situation thus

described by pair (W,p) the ease of passing proposals or probability

of acceptance is given by

α(W,p) := Prob (acceptance) =
∑

S:S∈W

p(S). (14)

Furthermore, success and decisiveness can be defined ex ante. It suffices

to replace the sure configuration S by the random vote configuration

specified by p in ex post definitions (12) and (13). This yields the

following extension of these concepts.

Definition 10 Let (W,p) be an N-voting situation, whereW is the vot-

ing rule for making decisions and p ∈PN is the probability distribution

over vote configurations, and let i ∈ N:

(i) Voter i’s (ex ante) success is the probability that i is successful:

�i(W,p) := Prob
(

i is successful
)

=
∑

S:i∈S∈W

p(S) +
∑

T:i/∈T /∈W

p(T).

(15)

(ii) Voter i’s (ex ante) decisiveness is the probability that i is decisive:

�i(W,p) := Prob
(

i is decisive
)

=
∑

S:i∈S∈W
S\i/∈W

p(S) +
∑

T:i/∈T /∈W
T∪i∈W

p(T).

(16)

Note that strictly speaking i’s decisiveness depends only on the other

voters’ behaviour, not on his/her own. To see this, voter i’s decisiveness

can be rewritten as

�i(W,p) =
∑

S:i∈S∈W
S\i/∈W

(p(S) + p(S\i)).
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Observe that for each S, p(S) + p(S\i) is the probability of all voters
in S\i voting ‘yes’ and those in N\S voting ‘no’. In this case, what-

ever voter i’s vote, he/she is decisive, while �i depends on all voters’

behaviour. Therefore there is no way to derive one of these notions

from the other, and the only relations in general are the obvious

�i(W,p) ≤ �i(W,p) and Barry’s [8] equation: ‘Success’ = ‘Decisive-

ness’+ ‘Luck’, which remains valid in a muchmore precise and general

version:

�i(W,p) = �i(W,p) + �i(W,p),

where�i(W,p) denotes voter i’s (ex ante) ‘luck’ or probability of being

‘lucky’, that is:

�i(W,p) :=
∑

S:i∈S
S\i∈W

p(S) +
∑

S:i/∈S
S∪i/∈W

p(S).

Definition (15) of �i(W,p) (the same occurs with (16) for �i(W,p))

aggregates as equivalent the likelihood of being successful in case of

voting ‘yes’ and in case of voting ‘no’. In some cases it is interesting to

consider the case in which the relative importance that voters attach

to having a proposal rejected or accepted in accordance with their

preferences is not the same. We introduce the following notation:

�+
i (W,p) := Prob

(

i is successful & i votes ‘yes’
)

=
∑

S:i∈S∈W

p(S),

�−
i (W,p) := Prob

(

i is successful & i votes ‘no’
)

=
∑

T:i/∈T /∈W

p(T),

so that voter i’s probability of success is

�i(W,p) = �+
i (W,p) + �−

i (W,p). (17)

We refer to �+
i (W,p) as positive success, and to �−

i (W,p) as negative

success. Voter i’s probability of being decisive can be decomposed in a

similar way.

Conditional probabilities of success and decisiveness under different

conditions are also meaningful. The conditional probability of event

A given event B, that is, the probability of A given that B is sure, is
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given by

P(A | B) =
P(A ∩ B)

P(B)
.

Here A may stand for ‘voter i is successful/decisive’ and B is the

condition32. The following questions arise naturally in this context:

Q.1: What is voter i’s conditional probability of success (decisiveness),

given that voter i votes in favour of (against) the proposal?

Q.2: What is voter i’s conditional probability of success (decisiveness),

given that the proposal is accepted (rejected)?

This makes for eight possible conditional probabilities33. A little

notation is necessary. We will superindex the measures (�i or �i) with

the condition. The superindex ‘i+’ (‘i−’) expresses the condition ‘given

that i votes “yes” (“no”)’. So the answers to Q.1 are given by�i+
i , �i+

i ,

�i−
i and �i−

i , respectively34. The superindex ‘Acc’ (‘Rej’) expresses

the condition ‘given that the proposal is accepted (rejected)’. Thus the

answers to Q.2 are given by �Acc
i , �Acc

i , �
Rej
i and �

Rej
i , respectively.

As an illustration, we formulate two of them explicitly. Voter i’s

conditional probability of being decisive given that voter i votes in

favour of the proposal, is given by

�i+
i (W,p) = Prob

(

i is decisive | i votes ‘yes’
)

=
1

γi(p)

∑

S:i∈S∈W
S\i/∈W

p(S).

Voter i’s conditional probability of success given that the proposal is

accepted, is given by

�Acc
i (W,p)=Prob

(

i is successful | acceptance
)

=
1

α(W,p)

∑

S:i∈S∈W

p(S).

32 It is implicitly assumed that p(B) �= 0 whenever we refer to a conditional
probability for condition B.

33 Of course, other questions involving different conditions (e.g. conditional to
‘i and j voted the same’, etc.) are possible. We highlight these particular
questions because some power measures proposed in the literature can be
reinterpreted as one of these conditional probabilities for a particular
probability distribution.

34 Note the difference between �i+
i and �+

i , related by

�+
i (W,p) = γi(p)�i+

i (W,p).
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Table 3.1. Ten different unconditional and conditional probabilities of

success and decisiveness

Condition: none i votes ‘yes’ i votes ‘no’ acceptance rejection

Success �i �i+
i �i−

i �Acc
i �

Rej
i

Decisiveness �i �i+
i �i−

i �Acc
i �

Rej
i

The ten different unconditional and conditional probabilities of

success and of decisiveness considered so far are summarized in

Table 3.1.

They can all be used in principle for a positive or descriptive

evaluation of a voting situation if an estimate of the voters’ voting

behaviour/preferences (i.e. of p) is available. In each particular real-

world case the better the estimate of the probability distribution over

vote configurations, the better the measure of actual success or deci-

siveness. In the next section, in which we set p = p∗ with normative

purposes, we will see how seven out of these ten variants (eight out

of eleven if we include α(W,p)) are related to power indices. Section

3.6 discusses the difference between success and decisiveness and their

different conditional variants.

3.5 A priori assessments based on the voting rule

The probabilistic assessments considered in the previous section can

be used for normative purposes in the evaluation of a voting rule,

irrespective of which voters occupy the seats, or for the comparison of

different rules in the design of decision-making procedures. In this case,

the particular personality or preferences of the voters or, equivalently

in a pure take-it-or-leave-it scenario, their actual patterns of behaviour,

should not be taken into account. Then we arrive at a logical deadlock:

in our setup, measurement is based on a probability distribution over

vote configurations, but the relevant information for estimating this

probability has to be ignored. What can be done? One way out of the

difficulty is to assume that all vote configurations are equally probable

a priori:

p∗(S) :=
1

2n
for any configuration S ⊆ N.
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This ‘unbiased’ choice seems consistent with the normative point of

view according to which any information beyond the voting rule itself

should be ignored. This a priori probabilistic model of behaviour is not

beyond argument. It has often been criticized, even when a normative

point of view is assumed. Other models have been considered35, but

this one seems to us reasonable and the simplest, and it makes sense

when the objective is not to assess a particular voting situation but

the voting rule itself, keeping any further information behind a ‘veil of

ignorance’.

For this special, totally symmetric, distribution of probability some

special relations that we use later hold. One concerns α(W,p∗) (see
(14)), which can be interpreted as an index of the a priori ease of

passing proposals with rule W. For all voting rules we have

α(W,p∗) ≤
1

2
. (18)

We also have

�+
i (W,p∗) = 0.5�i(W,p∗) + 0.5α(W,p∗) − 0.25, (19)

�−
i (W,p∗) = 0.5�i(W,p∗) − 0.5α(W,p∗) + 0.25. (20)

The following relationship, as will be commented later (see 3.6.1), is

the source of some confusion between success and decisiveness:

�i(W,p∗) = 0.5 + 0.5�i(W,p∗). (21)

Finally, unconditional decisiveness and conditional decisiveness given

a positive vote or given a negative vote are indistinguishable:

�i(W,p∗) = �i+
i (W,p∗) = �i−

i (W,p∗). (22)

But it is worth remarking that these relationships do not hold in

general36 for p �= p∗.

35 See for instance [82].
36 Relationship (22) holds for all p such that the vote of every voter is

independent from the vote of the remaining voters.
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Some ‘power indices’ in the literature can be seen as the particu-

larization of some of the measures introduced in the previous section

(Table 3.1) for this specific probability distribution. We review them

here. Readers not interested in this review can skip the rest of this

section and proceed to Section 3.6.

3.5.1 Rae index

Rae [70] studies the symmetric voting rule that maximizes the cor-

respondence between a single anonymous individual vote and the

collective decision. He defines an index of such a correspondence based

on two assumptions37: the votes are independent from one another,

and each voter votes ‘yes’ with probability 1/2, and votes ‘no’ with

probability 1/2. Dubey and Shapley [20] suggest that the index can be

generalized to any voting rule and for any voter, leading to what can

be referred to as the Rae index, given by

Raei(W) :=
# {S : i ∈ S ∈ W}

2n
+

# {S : i /∈ S /∈ W}
2n

=
∑

S:i∈S∈W

p∗(S) +
∑

S:i/∈S/∈W

p∗(S).

That is, Rae’s index of a player i for a given rule is i’s probability of

success (15) for the particular distribution p∗:

Raei(W) = �i(W,p∗).

3.5.2 Banzhaf(–Penrose) index

Banzhaf’s [4] original or ‘raw’ index (see 2.1.4) for a seat i and voting

rule W is given by

rawBzi(W) := number of winning configurations in which

i is decisive.

37 In fact he makes a third assumption, namely that the probability of no
member supporting the proposal is zero. But this must be dropped because
under the other conditions the probability of no one supporting the proposal is
necessarily 1/2n.
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Dubey and Shapley [20] (see also [67]) proposed the following

normalization of this index as a ratio:

Bzi(W)=
number of winning configurations in which i is decisive

total number of voting configurations containing i
.

Therefore in the current notation the Banzhaf index is Bzi(W) =
�i+
i (W,p∗). Thus, by (22), we have

Bzi(W) = �i(W,p∗) = �i+
i (W,p∗) = �i−

i (W,p∗). (23)

This provides three alternative interpretations of the Banzhaf index as

an expectation of being decisive. Also note the relationship with the

Rae index that emerges by just rewriting (21):

Raei(W) = 0.5 + 0.5Bzi(W). (24)

This relationship was anticipated by Penrose [68], who, constraining

attention to weighted majority rules and assuming that all vote con-

figurations are equally probable, writes: ‘the power of the individual

vote can be measured by the amount by which his chance of being

on the winning side exceeds one half. The power, thus defined, is the

same as half the likelihood of a situation in which an individual vote

can be decisive.’ Penrose’s measure of power is then 0.5Bzi(W). For

this reason the Banzhaf index is sometimes referred to as Penrose or

Banzhaf–Penrose index.

3.5.3 Coleman indices

Coleman [15, 16] defines three different indices in terms of ratios. The

‘power of a collectivity to act’ measures the ease of decision-making

by means of a voting rule W, and is given by

A(W) =
number of winning configurations

total number of voting configurations
.

Voter i’s ‘Coleman index to prevent’ action (ColPi ) is given by

ColPi (W) =
number of winning configurations in which i is decisive

total number of winning configurations
,
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while voter i’s ‘Coleman index to initiate’ action (ColIi) is given by

ColIi(W) =
number of losing configurations in which i is decisive

total number of losing configurations
.

All three indices can be reinterpreted in probabilistic terms as

A(W) = α(W,p∗),

ColPi (W) = �Acc
i (W,p∗),

ColIi(W) = �
Rej
i (W,p∗).

The difference between the Coleman indices and the Banzhaf index is

clear. They all measure the likelihood of decisiveness assuming all vote

configurations to be equally probable, but the conditions are different.

Still, they are often confused. The origin of the confusion lies in the fact

that their normalizations coincide, giving rise to the so-called ‘Banzhaf–

Coleman’ index. In formula, we have the following relation for any

voting rule W:

Bzi(W)
∑

j∈N Bzj(W)
=

ColPi (W)
∑

j∈N ColPj (W)
=

ColIi(W)
∑

j∈N ColIj(W)
.

This coincidence should serve only as a warning against the common

practice of normalizing these indices, since it results in their losing

their probabilistic interpretation. Normalization also makes the com-

parison of different rules problematic: it is as if percentages of cakes of

different sizes were compared. Also note that in general, for arbitrary

probability distributions, the normalizations of �i(W,p), �Acc
i (W,p),

and �
Rej
i (W,p) do not coincide.

The Coleman indices have recently attracted more attention than

was formerly been paid to them38. This recent upsurge in interest

may be related to the intuition, or the evidence in some cases, of the

different attitude of voters towards the prospect of having the propos-

als they support accepted, and the prospect of having the proposals

they dislike rejected39. This nuance is missed by the Banzhaf index.

38 In particular in the context of the European Council of Ministers (see for
instance [53]).

39 See for instance [56].
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By (23), unconditional decisiveness of a voter, as well as conditional

decisiveness given he/she votes ‘yes’ or given he/she votes ‘no’ collapse

in the Banzhaf index. The Coleman’s indices have sometimes been used

as a remedy in a somewhat confusing attempt to distinguish what is

indistinguishable from the a priori decisiveness point of view. Indeed,

ColPi (W) = �Acc
i (W,p∗) �= �

Rej
i (W,p∗) = ColIi(W).

This is confusing for two reasons. First, if the prospects mentioned

above are to be evaluated, the right condition seems to be ‘given that

voter i supports (rejects) the proposal’ (a condition of which a voter has

more knowledge than whether the proposal will be accepted or not).

Second, in Coleman indices the condition ‘the proposal is accepted

(rejected)’ varies in probability with the rule. This makes the compar-

ison of these indices for different rules problematic (we come back to

this in 3.6.2).

3.5.4 König and Bräuninger’s inclusiveness index

More recently König and Bräuninger [34] define voter i’s ‘inclusiveness’

as the ratio of winning configurations containing i:

KBi(W) :=
number of winning configurations containing i

total number of winning configurations
,

which can be rewritten as

KBi(W) = �Acc
i (W,p∗).

The last comments about the Coleman indices apply also to König

and Bräuninger’s inclusiveness. An additional weakness of König and

Bräuninger’s index is that information is lost by disregarding the

natural pair of �Acc
i (W,p∗), which is �

Rej
i (W,p∗).

3.5.5 Summary and remarks

The following table summarizes the relationships between these ‘power

indices’ and the current probabilistic model. Assuming the probability

distribution p = p∗, Table 3.1 becomes Table 3.2.
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Table 3.2. Relationships between ‘power indices’ and the current

probabilistic model

Condition: none i votes ‘yes’ i votes ‘no’ acceptance rejection

Success Raei(W) �i+
i �i−

i KBi(W) �
Rej
i

Decisiveness Bzi(W) Bzi(W) Bzi(W) ColPi (W) ColIi(W)

These ‘power indices,’ can thus be jointly justified as a priori assess-

ments of different aspects of the voting rule itself on the same normative

grounds, based on the probability distribution that assigns the same

probability to all vote configurations.

Table 3.2 still raises some further questions. First, the question of the

interest for applications of the indices reviewed. In this respect themain

issue is that of which notion should be given preeminence in a take-it-

or-leave-it committee: success or decisiveness? In the next section we

give arguments in support of success as the relevant notion in a pure

take-it-or-leave-it environment. We also deal with the overlooked cells

in Table 3.2, that is, �i+
i (W,p∗) and �i−

i (W,p∗).
There is also the question of the power indices that do not appear in

Table 3.2 and their possible relation with the two-ingredient model of

a take-it-or-leave-it committee. Some power indices hardly fit or do not

enter the picture at all. Most of them seek to measure ‘power’ under-

stood as decisiveness, which, as mentioned above, we believe to be

secondary in pure take-it-or-leave-it situations. But their interpretation

in this scenario is problematic (see [45]).

As briefly commented at the end of Section 2.1.6, in view of

the proliferation of power indices, some authors propose the use of

paradoxes/postulates to select among them. In fact, most of these

postulates embody confusing desiderata in which the idea of success

and decisiveness are conflated. In [47] the ex ante success and deci-

siveness for arbitrary probability distributions p’s are tested against

some of the best known voting power postulates. It is shown that

in all cases in which a ‘paradox’ may occur it can be explained in

clear and simple terms, so that the paradoxes dissipate as such. Sur-

prisingly enough success, unavoidably intermingled with decisiveness

in any pre-conceptual notion of voting power, behaves even better

with respect to some postulates in principle intended for measures of

decisiveness.
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3.6 Success versus decisiveness

3.6.1 Success is the issue in a take-it-or-leave-it scenario

As commented in Section 2.2, considerable vagueness in the specifica-

tion of the voting situation considered underlies most of the literature

on ‘voting power’. On such vague grounds the notion of decisive-

ness has de facto been widely accepted as the right basis for the

formalization of a measure of ‘voting power’. Shapley and Shubik’s

interpretation of their index as the probability of being ‘pivotal’ in

the making of a decision contributed to this choice. Banzhaf’s and

Coleman’s indices, in spite of their criticism of Shapley–Shubik’s index,

are also evaluations of decisiveness. Even Penrose concentrates on

decisiveness as the part of success that can be credited to the voter.

In spite of this dominant view, some authors have raised doubts

as to the relevance of this interpretation of ‘power’ as decisiveness,

suggesting as more relevant the notion of satisfaction or success. That

is, focusing on the likelihood of obtaining the result that one votes for

irrespective of whether one’s vote is crucial for it or not. Rae was the

first to take an interest in a measure of success for symmetric voting

rules. A few other authors have since also paid attention to the notion

of success40.

Nevertheless, in general, the notion of success has usually been either

overlooked or considered as just a sort of secondary ingredient of deci-

siveness. The difference between the two notions should be obvious,

unless firmly entrenched mental habits prevent one from perceiving

it. The confusion is partly due to relationship (24) ((21) in our nota-

tion) anticipated in [68] and proved in [20]. This relationship may give

the impression that success and decisiveness are two faces of the same

coin41, but it can be shown42 that�i(W,p) = 0.5+0.5�i(W,p) holds

for all W if and only if p = p∗, i.e. under the assumption that all vote
configurations are equally probable. Thus, in general,

�i(W,p) �= 0.5 + 0.5�i(W,p),

40 See, for instance, [14, 8, 83], and more recently [34, 10, 38] .
41 For instance, Hosli and Machover [31] claim that ‘these two concepts of voting

power, far from being opposed to each other, are virtually identical, and differ
only in using a different scale of measurement’.

42 See [38].
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so success and decisiveness are not only conceptually different but

also analytically independent as there is no general way to derive one

concept from the other.

The following example shows how even for rather symmetric

behaviour, as described by anonymous and independent probability

distributions, two voting rules can be differently ranked from these

two points of view.

Example 3.1: Consider a three-member committee inwhich eachmem-

ber votes ‘yes’ in an independent way with probability 3/4, so that

p(S) = (3/4)s(1/4)n−s. Compare the simple majority rule (WSM) and

the unanimity rule (WN) for this distribution of probability. We have

�i(W
SM,p) = 52/64, and �i(W

N,p) = 43/64,

�i(W
SM,p) = 24/64, and �i(W

N,p) = 36/64.

Thus

�i(W
SM,p) > �i(W

N,p),

while

�i(W
SM,p) < �i(W

N,p).

Thus, voter i will surely prefer the simple majority if he/she priori-

tizes maximizing her/his likelihood of success while he/she will prefer

unanimity if he/she prioritizes decisiveness.

With the conceptual and analytical difference between these two

notions settled, let us come back to the basic issue: Which is more

important, success or decisiveness? Once again, as argued in Section

2.2, the only way to seriously address this and other basic issues is

by specifying clearly the situation that one is referring to. In this case

we are concerned with a pure take-it-or-leave-it scenario. In such a

context, from the voters’ point of view, what really matters? Is it the

likelihood of obtaining the result that one voted for? Or is it the like-

lihood of obtaining the result that one voted for and being crucial for

it? If a voter is faced with such a choice in a pure take-it-or-leave-it sit-

uation, it seems clear that he/she will surely be more likely to prefer to

obtain with higher probability the outcome that he/she votes for over
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being decisive for it with a higher probability. Consider Example 3.1.

If the probability distribution actually expresses the common beliefs of

the members of the committee, no doubt a rational individual would

prefer the decision to be made by means of the simple majority rule

in spite of the fact that the probability of being decisive is lower than

with the unanimity rule43. Why should he/she care about the likeli-

hood of being decisive in a situation in which there is no place for

strategic considerations, as argued in Section 3.1? Only the possibility

of strategic use of a decisive position can make this relevant, but in a

pure take-it-or-leave-it environment there is no such possibility.

In short, in a pure take-it-or-leave-it situation success is certainly

the relevant issue, while decisiveness is immaterial. This is a departure

from the dominant underlying assumption in traditional voting power

literature. As we will see in the next two sections, some relatively pop-

ular recommendations about ‘the best voting’ rule in some contexts

appear differently in this light.

3.6.2 Conditional success

With this basic issue settled, what can be said about the conditional

variants of success in Tables 3.1 and 3.2? Conditional evaluations of

likelihood of success can also be informative, as well as relevant for

comparison of voting rules. In each vote each voter knows his/her

particular vote, but he/she is in general uncertain about whether the

proposal will be accepted or rejected. Therefore the information pro-

vided by �i+
i and �i−

i seems more interesting than that given by the

other conditional variants. Moreover the condition (i.e. acceptance

or rejection) under which the conditional probability is calculated for

�Acc
i or �

Rej
i varies from one rule to another, which makes comparing

rules based on �Acc
i or �

Rej
i problematic.

In sum, the three probabilities, �i, �
i+
i , and �i−

i , along with α seem

to be the most relevant notions in the context of take-it-or-leave-it

committees. Each of these measures provides a criterion for compar-

ing voting rules for a given p. Measure α provides a point of view

43 At least assuming that success in a positive sense (i.e. of a ‘yes’ vote) and
success in a negative sense (i.e. of a ‘no’ vote) are equally valued. If, for
instance, more importance is given to the success of a ‘no’ vote, then unanimity
may be preferred (we return to this point later).
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detached from any particular voter. Now consider the others. If a

voter is interested in maximizing the probability of obtaining the out-

come that he/she votes for, then �i is the criterion for voter i. But

often voters are differently concerned with the prospect of obtaining

the preferred result depending on the sense of their vote, i.e. accep-

tance or rejection. In particular, when rejection means maintaining the

status quo there may be a bias in either direction, giving priority to

�i+
i or �i−

i .

The following are important simple properties for the comparison

of rules. If W ⊆ W ′, then for any p,

α(W,p) ≤ α(W ′,p),

and for any i and any p,

�i+
i (W,p) ≤ �i+

i (W ′,p) and �i−
i (W,p) ≥ �i−

i (W ′,p).

An example illustrates this: as WN ⊆ WSM, whatever the estimate

of p, a voter only interested in getting a proposal accepted whenever

he/she favours it will prefer the simple majority to unanimity, while

a voter only interested in getting a proposal rejected whenever he/she

votes against it will have the reverse preference.

Note however that, depending on p, we may have

�i(W,p) � �i(W
′,p) and �i(W,p) � �i(W

′,p).

3.6.3 Summary

From Table 3.1 (or Table 3.2 if we adopt the normative a priori eval-

uation), we are basically left with three probabilities, �i+
i or �i−

i and

�i, along with α, as the relevant parameters for the comparison of vot-

ing rules. A voter i with an estimate of the probability distribution p,

who is indifferent between the positive or negative directions of success

will preferW toW ′ if his/her probability of obtaining his/her preferred
outcome is greater with W than with W ′. Thus, such a preference can
be expressed by

W �i W
′ iff �i(W,p) ≥ �i(W

′,p).

Similarly, depending on the priority given to either direction of success,

other preferences can be formulated by replacing �i by �i+
i or �i−

i .
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3.7 The choice of voting rule: egalitarianism
and utilitarianism

So far, assuming a take-it-or-leave-it environment, we have considered

different points of view that allow comparisons to be made between

different voting rules, as well as between different seats in a given

voting rule. These comparisons are based on the voting rule and the

probability distribution over vote configurations. Some of these notions

help provide a foundation for normative recommendations about the

choice of voting rule in such committees. This is the issue addressed in

this and the next sections.

These recommendations are normative in nature. Thus, taking a

detached point of view and disregarding the actual preferences and vot-

ing behaviour of the individuals occupying the seats on the committee,

we make the same assumption as in Section 3.5.

Assumption 1. A priori all vote configurations are equally probable.

Two principles which are commonly used to make normative assess-

ments in different contexts are those of egalitarianism and utilitarian-

ism44. The former holds that an equal treatment should be given to

equals, or, in utility terms, the same utility level. The latter sets out to

maximize the sum of the voters’ utilities. Both criteria involve inter-

personal comparison of utilities. In the first case comparability is a

precondition for equalization; in the second, summing up presupposes

some form of homogeneity.

In the framework considered so far, a take-it-or-leave-it situation is

specified by a voting rule and a probability distribution over all possible

voting behaviours or preference profiles. But in order to apply any of

these principles, utility has to be introduced and for that the utility

that voters obtain in a vote has to be specified. There are four possible

situations for a voter to which utilities are to be attached. Namely, one

must specify

ui(W, S) =















ai, if i ∈ S ∈ W,

bi, if i ∈ S /∈ W,

ci, if i /∈ S /∈ W,

di, if i /∈ S ∈ W.

44 The most prominent authors related to egalitarianism and utilitarianism are
John Rawls [71] and Jeremy Bentham [11] respectively.



72 Voting and Collective Decision-Making

Obviously, if a voter is in favour of the proposal (i ∈ S), he/she prefers

the proposal to be accepted (S ∈ W) rather than rejected (S /∈ W):

that is, ai > bi. Similarly we should have ci > di. But the compar-

ison between either of the first two situations (success or failure for

a proposal that i supports) and either of the second two (success or

failure for a proposal that i rejects) is not obvious: they are necessarily

associated with different proposals45 and the importance of proposals

may differ from vote to vote and from voter to voter. As an initial

simplification we assume the same utility for every voter in each case

(i.e. ai,bi, ci,di are the same for all i). This can be justified in terms

of the ‘veil of ignorance’ [71] point of view that underlies the nor-

mative approach that we assume. The relative value of pairs a,b and

c,d still remains. If obtaining the preferred outcome, whether the pro-

posal is supported or rejected, is the goal of every voter, success is the

source of utility. But as voters may value success differently in the two

directions their utility may differ in the case of acceptance or rejection,

that is, it may be that a < c, a = c, or a > c. Although a similar

distinction is possible for both forms of failure, we make the simplify-

ing assumption that both are equally valued and set their utility to 0

(i.e. b = d = 0).

Assumption 246. Voters have expected utility preferences, and hav-

ing success means λ units of utility (0 ≤ λ ≤ 1) for any voter if the

voter voted ‘yes’, and 1 − λ units of utility if the voter voted ‘no’; not

having success means zero of utility; i.e. if the rule is W and the vote

45 If we are referring, as we are here, to the same voter. Or with different voters if
we refer to the same alternative.

46 An alternative to Assumption 2 is the following. If proposals are voted against
the status quo, and only modifications of the status quo matter, then one can
assume b = c. Then setting the status quo to 0, i.e. b = c = 0, we have an
alternative choice of utilities given by

uλ
i (W, S) =











λ, if i ∈ S ∈ W,

0, if i ∈ S /∈ W or i /∈ S /∈ W,

λ − 1, if i /∈ S ∈ W,

where (0 ≤ λ ≤ 1). Nevertheless, the conclusions are basically the same as
under Assumption 2.
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configuration is S, i’s utility is

uλ
i (W, S) =







λ, if i ∈ S ∈ W,

1 − λ, if i /∈ S /∈ W,

0, if i ∈ S /∈ W or i /∈ S ∈ W.

(25)

The parameter λ reflects the importance which is given to positive

success relatively to negative success: λ = 0 means that only negative

success matters, λ = 1 means that only positive success matters, λ =
1/2 means that voters are indifferent in their evaluations of positive

and negative success. Indeed for λ = 1/2 we have

u
λ=1/2
i (W, S) =







1

2
, if i ∈ S ∈ W or i /∈ S /∈ W

0, if i ∈ S /∈ W or i /∈ S ∈ W.

Under Assumption 2, for a given W and a probability distribution

over vote configurations p, the expected utility of the voting situation

(W,p) for a voter i, denoted as in 1.4.4 by ūλ
i , is given by

ūλ
i (W,p) := E[uλ

i (W, S)] =
∑

S:i∈S∈W

p(S)λ +
∑

S:i/∈S/∈W

p(S)(1 − λ)

= λ�+
i (W,p) + (1 − λ)�−

i (W,p). (26)

When positive success and negative success are equally valued (i.e.

when λ = 1/2), voter i’s expected utility is simply half the uncon-

ditional success:

ū
λ=1/2
i (W,p) =

1

2
�i(W,p). (27)

In general, under Assumption 1, setting p = p∗ in (26) gives voter

i’s a priori expected utility, which can be rewritten using (19) and

(20) as

ūλ
i (W,p∗) =

(

1

2
− λ

)(

1

2
− α(W,p∗)

)

+
�i(W,p∗)

2
. (28)
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3.7.1 Egalitarianism47

Egalitarianism argues for equal treatment of equals behind the veil of

ignorance or, in our framework under Assumptions 1 and 2, equal

a priori expected utilities. Therefore a voting rule W satisfies this

principle a priori if

ūλ
i (W,p∗) = ūλ

j (W,p∗), for all i, j. (29)

In view of (28) this is equivalent to requiring that

�i(W,p∗) = �j(W,p∗), for all i, j,

that is, all voters should, a priori, have the same probability of obtain-

ing the outcome that they vote for. Any symmetric rule satisfies this

principle. This includes the unanimity rule and the simple majority

rule, as well as all intermediate q-majority rules (see 1.3.2).

We can thus summarize the conclusions as follows:

Proposition 11 Under Assumptions 1 and 2, whatever the parameter

λ (0 ≤ λ ≤ 1), any symmetric rule implements the egalitarian principle

a priori.

3.7.2 Utilitarianism

The utilitarian optimum consists of maximizing aggregate utility. In

our framework this would be achieved by a rule for which the aggre-

gated a priori expected utility is maximal, i.e. by a rule W that solves

the problem

Max
W∈VRN

∑

i∈N
ūλ
i (W,p∗). (30)

The following equivalence will help us to solve it for different values

of the parameter λ (see Appendix for proof).

47 The results obtained in this section and the next can be seen as particular cases
of those obtained in Section 3.8 for a committee of representatives when the
groups represented by the members of the committee contain just one
individual each.
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Proposition 12 Problem (30) is equivalent to

Max
W∈VRN

∑

S∈W

(s − (1 − λ)n). (31)

Therefore maximizing the aggregated expected utility means choos-

ing W with as many winning configurations that satisfy s > (1 − λ)n

as possible. The choice seems simple: any configuration that satisfies

the condition should be winning. In fact, if λ ≤ 1/2, this condition

defines a q-majority voting rule with quota q = 1 − λ that solves the

problem. Thus the more importance is given to negative success, the

greater the quota should be in order to implement the utilitarian prin-

ciple. In particular if λ = 1/2 (i.e. equal importance is given to positive

and negative success), then q = 1
2 . Thus the simple majority is the rule

that best implements the utilitarian principle48 if λ = 1/2. The other

extreme occurs for λ close to 0 (i.e. only negative success matters),

when unanimity is the best rule.

Proposition 13 Under Assumptions 1 and 2, if λ ≤ 1
2 , the voting rule

that best implements the utilitarian principle a priori is the q-majority

rule with quota q = 1 − λ.

A problem appears when λ > 1/2. In this case condition s > (1−λ)n

may define an improper rule. The solution seems to be to keep the quota

as low as possible, i.e. at 1/2. The simple majority seems again to be

the best rule of all the proper rules. The following counterexample

shows that this is not true in general.

Example 3.2: Let N = {1, 2, 3, 4} and assume that the utility of any

voter is given by (25) with λ = 3
4 . Consider the simple majority WSM

and W = WSM ∪ {{1, 2}}. Then we have

∑

S∈W

(s − (1 − λ)n) = 1 +
∑

S∈WSM

(s − (1 − λ)n) >
∑

S∈WSM

(s − (1 − λ)n).

Example 3.2 provides a hint about why the simple majority rule may

fail to be the utilitarian optimum: as long as it is possible to add vote

configurations whose size is greater than (1− λ)n to the set of winning

48 The fact that the simple majority was the best of the symmetric rules (in a sense
close to the one considered here) was conjectured in [70] and proved in [84].
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ones without making the rule improper, the aggregated expected utility

will increase. It also gives a hint about how far this can go, not very far

indeed, as the following proposition shows (see proof in the Appendix).

Proposition 14 With λ > 1
2 , ifW is the voting rule that best implements

the a priori utilitarian principle, then for all S ∈ W it holds that s ≥ n
2 .

This means in particular that even if λ > 1
2 for n odd, the simple

majority implements the a priori utilitarian principle, while for n even,

it only almost implements it. More precisely, for n even the simple

majority is the best of all symmetric rules. Then we have the following

proposition.

Proposition 15 Under Assumptions 1 and 2, if λ > 1
2 , then if n is

odd the simple majority is the voting rule that best implements the

utilitarian principle a priori. If n is even the simple majority is the

utilitarian-best of the symmetric rules.

In short, egalitarianism and utilitarianism are compatible and easy

to implement. The rule has to be symmetric in order to guarantee

equal a priori expected utility for all voters. The utilitarian principle

determines the choice of the quota, which varies with the importance

given to positive success. The more highly positive success is valued,

the smaller the quota, with a lower bound being 1/2.

Remark. There is the question of the effect of the choice of utilities

to represent the voters’ vNM preferences. It should be noted that

the solutions of problems (29) and (30), which yield the egalitarian

and utilitarian optima, are not altered if the utilities given by (25) are

replaced by

u′λ
i (W, S) = αuλ

i (W, S) + β, (32)

for some α > 0 and some β. More precisely, this is so as long as this is

done (with the same α and β) for all voters. Thus, as far as the exact

requirement of egalitarianism is concerned, no conflict arises from any

change in the form given by (32). The problem appears with compar-

isons between voters’ expectations in case of inequality. In Section 3.8.2

wewill bemaking such comparisons. Absolute comparisons (i.e. differ-

ences) are not altered by β if α = 1, relative comparisons (i.e. quotients)

are not altered by α if β = 0, otherwise both are dependent on both
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α and β. If we want to compare the expectations of i and j, in either

absolute or relative terms, then the choice of α and β in (32) matters.

A reasonable solution to this problem so as to make such comparisons

independent of α and β is the following. Relativize absolute compar-

isons w.r.t. the difference between the maximal and minimal utilities.

In this way, for all α and β, we have

ū′λ
i (W,p∗) − ū′λ

j (W,p∗)

u′λ
Max − u′λ

Min

=
ūλ
i (W,p∗) − ūλ

j (W,p∗)

uλ
Max − uλ

Min

,

where, from Assumption 2 (25),

uλ
Max = Max{λ, 1 − λ} and uλ

Min = 0. (33)

Similarly, for relative comparisons take quotients of differences with

the minimal utility. In this way, for all α and β, we have

ū′λ
i (W,p∗) − u′λ

Min

ū′λ
j (W,p∗) − u′λ

Min

=
ūλ
i (W,p∗) − uλ

Min

ūλ
j (W,p∗) − uλ

Min

. (34)

3.8 The choice of voting rule in a committee
of representatives

Now consider a take-it-or-leave-it committee in which each member

acts on behalf of a group of individuals or a constituency of a different

size. Given the number of members in this committee and the sizes of

each group represented, what is the most adequate voting rule for the

committee?

The idea is to provide answers based on one of the two principles

discussed in the previous section with respect to those represented.

As we will see, such recommendations can be made on the basis of

the number of members in the committee and the sizes of each group

represented. Nevertheless, a well-founded answer requires the model

to be enriched beyond these objective data. Some assumptions about

the relationship between the preferences within the represented groups

and the votes of their representatives is necessary. An assumption con-

cerning the utilities of the people represented when they obtain their

preferred outcome in a committee’s decision is also needed. We assume

that every representative always follows the majority opinion of his/her
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group on every issue. In this way the decision-making process can be

neatly modelled by a composite rule, as is done in the next section. This

will allow us to make a recommendation based on Assumptions 1 and

2 at the level of the people represented. Note that Assumption 1 implies

assuming that the voters behave independently from one another, even

in the same constituency. Is this reasonable? It may be so if constituen-

cies are seen a priori as purely administrative entities, which may not

be the case. Nevertheless, this assumption seems reasonable for a nor-

mative assessment, and will enable us to make a comparison with a

traditional model also based on this assumption.

First we will describe the model more precisely and then look for

the rules that enable one or other of the principles to be implemented.

Before proceeding, we must discard the naïve, egalitarian-sounding

answer of aweightedmajority withweights proportional to the groups’

sizes. In this case intuition is not correct. It is easy to give examples

of dictatorships that result from assigning weights on committees pro-

portional to the group sizes, and examples in which the difference in

weight is of no consequence (see Example 2.3 in 2.1.4).

3.8.1 An ideal two-stage decision procedure

Let n be the number of representatives on the committee, denoted

by N = {1, 2, . . . ,n}, and for each i ∈ N, let mi be the number of

individuals in the groupMi represented by i. We assume these n groups

to be disjoint. Let M := ∪i∈NMi, and let m denote the total number

of individuals represented on the committee: m = m1 + · · · + mn.

Individuals in M are sometimes referred to as ‘citizens’.

Each representative i is assumed to follow the majority opinion in

Mi, which is equivalent to saying that on every issue the representative

position is decided by a simple majority in Mi. That is, by the Mi-

voting rule

W
SM
Mi

:=
{

Si ⊆ Mi : #Si >
mi

2

}

.

Then if the voting rule in the committee of representatives is WN , the

two-stage idealization ofM’s decision-making process is formalized by

the composite M-rule (see 1.3.2)

WM := WN[WSM
M1

, . . . ,WSM
Mn

],
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in which each vote configuration of citizens S ⊆ M determines whether

the proposal is accepted or rejected. Finally, we make Assumptions 1

and 2 at the level of the citizens. That is, we assume the a priori distri-

bution of probability p∗
M, and we assume the utilities of the individuals

in M to be given by (25).

Now the model is complete and the question of the choice of the

voting rule in the committee can be formally addressed. But before

proceeding we must establish a few relationships that will be of use.

Observe that the voting behaviour within each groupMi, and within

the committee of representatives is fully determined by p∗
M. As individ-

uals in M vote ‘yes’ independently one from another with probability

1/2, the voting behaviour in each groupMi, is p
∗
Mi

49. Then, in the com-

mittee, as each representative i follows the majority opinion in Mi, a

member i will vote independently ‘yes’ with probability α(WSM
Mi

,p∗
Mi

),

where, in view of (4) and (6),

α(WSM
Mi

,p∗
Mi

) =











1

2
if mi is odd

1

2
− 1

2mi+1

( mi
mi/2

)

if mi is even.
(35)

Note that if mi is even and large, using Stirling’s approximation (7),

we have

α(WSM
Mi

,p∗
Mi

) =
1

2
−

1

2mi+1

(

mi

mi/2

)

≃
1

2
−

√

1

2πmi
≃

1

2
.

Therefore the probability of a majority voting ‘yes’ in each group Mi

is exactly (approximately) 1/2 if mi is odd (even and large). As a con-

sequence, the voting behaviour on the committee of representatives is

p∗
N exactly if all mi are odd, or approximately if those that are even

are large enough. We also have the following relationship.

Proposition 16 Let WM = WN[WSM
M1

, . . . ,WSM
Mn

]. If all mj are large

enough, we have

α(WM,p
∗
M) ≃ α(WN ,p

∗
N). (36)

49 In other terms p∗
M = p∗

M1
× · · · × p∗

Mn
.
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In fact (36) is an equality if all mj are odd, while it is a good

approximation if those that are even are sufficiently large.

The following lemmas (proofs in the Appendix) will be useful

later.

Lemma 17 Let M be a population of m voters; then for m large we

have for all k ∈ M

�k(W
SM
M ,p∗

M) ≃
√

2

πm
. (37)

Lemma 18 LetWM = WN[WSM
M1

, . . . ,WSM
Mn

]. If all mj are large enough,

for all i ∈ N, and all k ∈ Mi, we have

�k(WM,p
∗
M) ≃ �k(W

SM
Mi

,p∗
Mi

)�i(WN ,p
∗
N). (38)

Again if all mj are odd, (38) becomes an exact equality50.

A consequence of these two lemmas is that in this model if all groups

are big enough an individual’s a priori probability of being decisive is

given approximately by

�k(WM,p
∗
M) ≃

√

2

πmi
�i(WN ,p

∗
N). (39)

This quantity is small if mi is large. In other words, in this case

Bzk(WM) = �k(WM,p
∗
M) ≃ 0.

As for an individual’s success, we have that

�k(WM,p
∗
M) ≃ 0.5,

�+
k
(WM,p

∗
M) ≃ 0.5α(WN ,p

∗
N),

�−
k
(WM,p

∗
M) ≃ 0.5(1 − α(WN ,p

∗
N)).

More precisely, using relationships (21), (19), (20) and (39), we obtain

(see Appendix) the following proposition.

50 Note that (38) can be equivalently expressed as

Bzk(WM) ≃ Bzk(W
SM
Mi

)Bzi(WN).



‘Take-it-or-leave-it’ committees 81

Proposition 19 IfWM = WN[WSM
M1

, . . . ,WSM
Mn

], all mj are large enough

and approximation (39) is accepted, then for all k ∈ M, we have

�k(WM,p
∗
M) ≤ ξ ,

�k(WM,p
∗
M) − 0.5 ≤ 0.5ξ ,

�+
k
(WM,p

∗
M) − 0.5α(WN ,p

∗
N) ≤ 0.25ξ ,

�−
k
(WM,p

∗
M) − 0.5(1 − α(WN ,p

∗
N)) ≤ 0.25ξ , (40)

where

ξ :=

√

2

πMini∈Nmi
. (41)

Thus, for the ideal two-stage decision procedure modelled by the

composite rule WN[WSM
M1

, . . . ,WSM
Mn

], assuming the voting behaviour

described by p∗
M and all groups large enough, any individual inM has

a probability of approximately one-half of obtaining his/her preferred

outcome. Does this mean that a represented individual whose main

concern is the probability of success would in practice be indifferent

to the rule in the committee? According to the model so far described

the answer seems to be yes. Now let us take utilities into consideration

and see where the egalitarian and utilitarian principles take us.

3.8.2 Egalitarianism in a committee of representatives

In terms of the two-stage model, the egalitarian principle is satisfied if

any two individuals inM have the same expected utility irrespective of

what group they belong to, that is, under Assumptions 1 and 2 relative

to the people in M, if

ūλ
k(WM,p

∗
M) = ūλ

l (WM,p
∗
M), for all k, l ∈ M. (42)

The individual’s a priori expected utility is given by (28), which can be

rewritten using (21) as

ūλ
k(WM,p

∗
M) = 1

4 + 1
4�k(WM,p

∗
M) + (12 − α(WM,p

∗
M))(12 − λ).

(43)
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In this expression, there is just one term that is not constant for all

citizens: 1
4�k(WM,p

∗
M). In view of (40) this term is very small if the

groups are large, and is negligible compared to the other terms. There-

fore basically the a priori expected utility is the same for all individuals

if all groups are large enough, namely we have

ūλ
k(WM,p

∗
M) ≃ ūλ

l (WM,p
∗
M) ≃ 1

4 + (12 − α(WM,p
∗
M))(12 − λ).

This level of utility varies in accordance with the rule used in the com-

mittee of representatives (with the term α(WM,p
∗
M)), but the egalitarian

principle is thus basically satisfied. By ‘basically satisfied’ we mean the

following, using (33) and (34) for comparisons (see 3.7.2). Whatever

the rule in the committee of representatives WN , if all mj are large

enough, for any k, l ∈ M

∣

∣ūλ
k
(WM,p

∗
M) − ūλ

l
(WM,p

∗
M)
∣

∣

uλ
Max − uλ

Min

≃ 0

and

ūλ
k
(WM,p

∗
M) − uλ

Min

ūλ
l
(WM,p

∗
M) − uλ

Min

≃ 1.

That is, the difference in utilities between two individuals in absolute

terms is close to 0, and their ratio is close to 1. The following proposi-

tion gives a more precise idea of the extent to which this is so (see the

proof in Appendix).

Proposition 20 If we accept approximations (38) and (37) we have,

for any k, l ∈ M,

∣

∣ūλ
k
(WM,p

∗
M) − ūλ

l
(WM,p

∗
M)
∣

∣

uλ
Max − uλ

Min

≤
1

2
ξ and

ūλ
k
(WM,p

∗
M) − uλ

Min

ūλ
l
(WM,p

∗
M) − uλ

Min

< 1 + ξ ,

where ξ is given by (41).
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Then we have the following claim.

Claim 21 In the current model of a committee of representatives, for

any voting ruleWN , the egalitarian principle is basically satisfied at the

individual level as long as all the groups are large in size.

Thus, the egalitarian principle seems not to be binding after all for

the choice of the rule in a take-it-or-leave-it committee of representa-

tives. This is a very different conclusion from the one reached by the

traditional ‘voting power’ approach. There, the so-called ‘first square

root rule’ (SQRR) states that the voting rule in a committee of rep-

resentatives should be chosen in such a way that the Banzhaf index

of each representative is proportional to the square root of the size of

the group that he/she represents51. What leads to such contradictory

conclusions in analyses based on the same two-stage idealization and

the same probabilistic model?

The ‘first square root rule’ recommendation is based on the following

notions: (i) ‘voting power’ is the relevant issue at stake; (ii) the Banzhaf

index is the right measure of ‘voting power’; and (iii) this being so, a

‘fair’ voting rule should give equal voting power to all individuals. That

is, under these premises, for all k, l ∈ M, it should be

Bzk(WM) = Bzl(WM).

Restated in our notation what is required is

�k(WM,p
∗
M) = �l(WM,p

∗
M) for all k, l ∈ M,

i.e. all individuals should have the same a priori probability of being

decisive. The ‘square root rule’ is then derived as follows. Assuming

that all groups are large enough to accept the approximations, for

k ∈ Mi and l ∈ Mj, using (38), the last relationship can be rewritten as

�k(W
SM
Mi

,p∗
Mi

)�i(WN ,p
∗
N) = �l(W

SM
Mj

,p∗
Mj

)�j(WN ,p
∗
N),

51 Deviations from this recommendation of some voting rules in the EU Council
have given rise to active criticism by some members of the academic
community, as commented in Chapter 5 (see 5.2.2).
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or, by (37), for mi large enough, as

√

2

πmi
�i(WN ,p

∗
N) =

√

2

πmj
�j(WN ,p

∗
N),

which holds if and only if

�i(WN ,p
∗
N)

√
mi

=
�j(WN ,p

∗
N)

√
mj

or equivalently,

Bzi(WN)
√
mi

=
Bzj(WN)

√
mj

.

Thus, in order to equalize the Banzhaf indices of individuals in the ideal

two-stage procedure modelled by WM, each representative’s Banzhaf

index in WN should be proportional to the square root of his/her

group’s size.

On the other hand, under Assumptions 1 and 2, in view of (43)

in Section 3.8.2, having equal expected utility is equivalent to having

the same probability of being decisive, which entails that the egal-

itarian goal is equivalent to the SQRR goal. Then how can their

recommendations differ?

The crucial disagreement between the approach developed here and

traditional voting power lies in point (i) underlying the SQRR. That is,

as argued in Section 3.6, we see no reasons to consider ‘voting power’

as the relevant issue at stake in a pure take-it-or-leave-it committee, nor

as the source of utility52. Then, even though requiring equal Banzhaf

indices for any two individuals in WM is equivalent to requiring equal

expected utility, the discrepancy appears when this condition is not

met. In this case comparisons based on expected utilities and those

based on decisiveness draw different conclusions, because comparisons

in relative terms between very small numbers (likelihood of decisiveness

52 Nor do we consider sound or coherent the interpretation as ‘power’ of the
likelihood of being decisive in such committees (see 2.2). It can be argued that,
given its vagueness in this point, the traditional voting power approach does
not apply to take-it-or-leave-it committees. But in Chapter 4 we deal with
bargaining committees and there the conclusions are even further from the
SQRR.
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for individuals) artificially dramatize differences between individuals.

The following example illustrates this.

Example 3.3: In Chapter 5 we apply this model to different rules in the

European Council of Ministers. The Council is interpreted in Section

5.2 as a take-it-or-leave-it committee of representatives of the citi-

zens of the EU Member States. Using 2004 population figures, for

the ‘Nice rule’, we obtain that Luxembourgian citizens (Lu) have the

highest Banzhaf index, while Latvian citizens (La) have the lowest. The

figures are:

BzLa(W
Ni
M ) = 0.00000446,

BzLu(W
Ni
M ) = 0.0000101,

with the ratio between the indices

BzLu(W
Ni
M )

BzLa(W
Ni
M )

= 2.27.

Thus, according to the traditional voting power approach, a

Luxembourgian citizen’s ‘voting power’ is more than double that of

a Latvian citizen’s.

Nevertheless, in 2004 the smallest of the 25 member states is Malta,

with a population of 380 000 individuals, which yields ξ = 0.0013 in

(41). Thus, whatever the rule in the Council and the value of λ, for any

pair of EU citizens k, l, we have

∣

∣ūλ
k
(WM,p

∗
M) − ūλ

l
(WM,p

∗
M)
∣

∣

uλ
Max − uλ

Min

≤ 0.00065,

and

ūλ
k
(WM,p

∗
M) − uλ

Min

ūλ
l
(WM,p

∗
M) − uλ

Min

< 1.0013.

In order to illustrate the point more clearly, let us choose the following

utility for the Nice rule for any citizen:

u′
k(W

Ni
M , S) =

{

1, if k ∈ S ∈ WNi
M or i /∈ S /∈ WNi

M

−1, if k ∈ S /∈ WNi
M or i /∈ S ∈ WNi

M ,
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which leads to

ū′
k(W

Ni
M ,p∗

M) = Bzk(W
Ni
M ).

Note that this corresponds to the affine transformation

u′
k(W, S) = 4u

λ=1/2
k

(W, S) − 1,

and u′
Max = 1 and u′

Min = −1. The relative comparison of utilities

according to (34) gives

ū′
Lu(W

Ni
M ,p∗

M) − ū′
La(W

Ni
M ,p∗

M)

u′
Max − u′

Min

= 0.000003,

and

ū′
Lu(W

Ni
M ,p∗

M) − u′
Min(W

Ni
M ,p∗

M)

ū′
La(W

Ni
M ,p∗

M) − u′
Min(W

Ni
M ,p∗

M)
=

BzLu(W
Ni
M ) + 1

BzLa(W
Ni
M ) + 1

= 1.000006.

Thus, a ratio of 2.27 : 1. between Banzhaf indices becomes very close

to 1 : 1 between expected utilities.

This example illustrates our point clearly. Traditional voting power

comparisons are based on the Banzhaf index, which magnifies differ-

ences that are negligible in terms of expected utility. In fact, the above

example is not extreme at all. One can even have

ūλ
k
(WM,p

∗
M)

ūλ
l
(WM,p

∗
M)

≃ 1 while
Bzk(WM)

Bzl(WM)
≃ ∞,

which happens if citizen l’s representative (and not k’s) has a null seat53.

Apart from magnifying the differences, a weak point of the ‘square

root rule’ is that it does not prescribe a voting rule, but only condi-

tions that should be met by the representatives’ a priori decisiveness.

Moreover, there is no guarantee that such a rule exists. Especially if

the number of groups is small, it may well happen that no rule even

comes close to satisfying this condition; (the number of possible rules

is finite, and small when the number of seats is small).

53 This is not an artificial academic example: in the European Council with six
members Luxembourg had a null seat.
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3.8.3 Utilitarianism in a committee of representatives

In terms of the composite model of the idealized two-stage decision

procedure in which WM = WN[WSM
1 , . . . ,WSM

n ], under Assumptions
1 and 2, the objective of the a priori utilitarian principle is to choose

WN so as tomaximize the aggregated expected utility inM in the voting

situation (WM,p
∗
M). This means maximizing

∑

k∈M
ūλ
k(WM,p

∗
M) =

∑

i∈N

∑

k∈Mi

ūλ
k(WM,p

∗
M).

As the aggregated expected utility and the expected aggregated utility

coincide54, we have

∑

i∈N

∑

k∈Mi

ūλ
k(WM,p

∗
M) = E





∑

i∈N

∑

k∈Mi

uλ
k(WM, S)



 .

Therefore the utilitarian goal is to choose WN so as to maximize the

latter expectation. In other words, to make for each vote configuration

in the committee the decision for which the expectation

E





∑

k∈M
uλ
k





is the highest. If the vote configuration in the committee is C ⊆ N,

given that many different vote configurations in M yield such vote

configuration in the committee, the best decision is to accept the

proposal if the expected aggregated utility given that the vote con-

figuration is C is greater in case of acceptance than in case of rejection.

That is, if

E





∑

k∈M
uλ
k | C & accept



 > E





∑

k∈M
uλ
k | C & reject



 . (44)

54 For any two random variables X and Y, we have: E[X] + E[Y] = E[X + Y].
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The following two lemmas will permit us to approximate the expec-

tations in (44) for large groups. For this we need to know the

aggregated expected utility in each group in either case (acceptance

or rejection), for each vote configuration in the committee. Note that

for a vote configuration C in the committee, i ∈ C (i.e. Mi’s repre-

sentative votes ‘yes’) when a majority in group Mi votes ‘yes’, while

if i ∈ N \ C (i.e. Mi’s representative votes ‘no’) when no majority in

group Mi votes ‘yes’. As an immediate consequence of the possibil-

ity of permuting aggregation and expectation, we have the following

lemma.

Lemma 22 Let i ∈ N. Under Assumption 2, the aggregated expected

utility in group Mi given that the majority in Mi votes ‘yes’ and the

proposal is accepted (rejected), is given, respectively, by

E





∑

k∈Mi

uλ
k | #Si >

mi

2
& accept



 = λE
[

#Si | #Si >
mi

2

]

,

E





∑

k∈Mi

uλ
k | #Si >

mi

2
& reject



 = (1 − λ)E
[

#(Mi \ Si) | #Si >
mi

2

]

;

while the aggregated expected utility in groupMi, given that the major-

ity in Mi does not vote ‘yes’ and the proposal is accepted (rejected), is

given, respectively, by

E





∑

k∈Mi

uλ
k | #Si ≤

mi

2
& accept



 = λE
[

#Si | #Si ≤
mi

2

]

,

E





∑

k∈Mi

uλ
k | #Si ≤

mi

2
& reject



 = (1 − λ)E
[

#(Mi \ Si) | #Si ≤
mi

2

]

.

The next lemma gives approximations of the expected numbers of

voters voting ‘yes’ and voting ‘no’ in a large group under the different

conditions.
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Lemma 23 Let i ∈ N. Under Assumption 1, if mi is large enough,

the expected numbers of voters voting ‘yes’ and voting ‘no’ in group

Mi, given that the majority in Mi votes ‘yes’, can be approximated,

respectively, by

E
[

#Si | #Si >
mi

2

]

≃
mi

2
+
√

mi

2π
,

E
[

#(Mi \ Si) | #Si >
mi

2

]

≃
mi

2
−
√

mi

2π
;

while the expected numbers of voters voting ‘yes’ and voting ‘no’ in

group Mi, given that the majority in Mi does not vote ‘yes’, can be

approximated, respectively, by

E
[

#Si | #Si ≤
mi

2

]

≃
mi

2
−
√

mi

2π
,

E
[

#(Mi \ Si) | #Si ≤
mi

2

]

≃
mi

2
+
√

mi

2π
.

Now we are ready to solve the maximization problem. We consider

the simplest case first, when the same importance is given to positive

and negative success55.

Case λ = 1/2: In view of the two preceding lemmas, when amajority

in group Mi votes ‘yes’ (or, equivalently in the current model, when

Mi’s representative votes ‘yes’) the aggregated expected utility in this

group if the decision in the committee is ‘yes’ is (the approximation is

55 The reader may prefer to skip this case and go directly to the general case,
which is discussed immediately afterwards. We deal first with this particular
case because this is the most common assumption in the literature, and some
readers may be interested only in this case. This will also allow us to compare
the conclusion with the so-called ‘second square root rule’.
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good for mi large enough),

E





∑

k∈Mi

u
λ=1/2
k

| #Si >
mi

2
& accept



 ≃
1

2

(

mi

2
+
√

mi

2π

)

;

while if the decision in the committee is ‘no,’ the aggregated expected

utility in group Mi is

E





∑

k∈Mi

u
λ=1/2
k

| #Si >
mi

2
& reject



 ≃
1

2

(

mi

2
−
√

mi

2π

)

.

Similar calculations can be made for the case in which Mi’s represen-

tative votes ‘no’.

According to the two-stage model, a vote configuration in the com-

mittee C ⊆ N occurs if for all i ∈ C, the majority in Mi votes ‘yes’,

while for all j ∈ N \ C, the majority in Mj does not vote ‘yes’. Thus

aggregating across all groups we have that for a given vote configura-

tion in the committeeC ⊆ N, the aggregated expected utility inM if the

committee accepts the proposal, given that the vote configuration in

the committee isC, is (with close approximation for large enoughmi’s)

E





∑

k∈M
u

λ=1/2
k

| C & accept





=
∑

i∈C
E





∑

k∈Mi

u
λ=1/2
k

| #Si >
mi

2
& accept





+
∑

j∈N\C
E





∑

k∈Mj

u
λ=1/2
k

| #Sj ≤
mj

2
& accept





≃
1

2

∑

i∈C

(

mi

2
+
√

mi

2π

)

+
1

2

∑

j∈N\C

(

mj

2
−
√

mj

2π

)

=
1

2





m

2
+

1
√
2π





∑

i∈C

√
mi −

∑

j∈N\C

√
mj







 ;
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while if the proposal is rejected the aggregated expected utility is

E





∑

k∈M
u

λ=1/2
k

| C & reject





≃
1

2





m

2
+

1
√
2π





∑

j∈N\C

√
mj −

∑

i∈C

√
mi







 .

Thus, from the utilitarian point of view, an optimal decision in the

committee is to accept the proposal if

E





∑

k∈M
u

λ=1/2
k

| C & accept



 > E





∑

k∈M
u

λ=1/2
k

| C & reject



 ,

that is, using the above approximations, if

∑

i∈C

√
mi >

∑

j∈N\C

√
mj,

which, as

∑

j∈N\C

√
mj =

∑

i∈N

√
mi −

∑

i∈C

√
mi,

can be rewritten as

∑

i∈C

√
mi >

1

2

∑

j∈N

√
mj.

Thus we have the following result, always under Assumptions 1

and 2.

Proposition 24 For λ = 1/2, if all the groups represented are large

enough, the weighted majority rule in the committee WN = W(w,q)

that gives to each representative a weight proportional to the square

root of the size of the group and a relative quota of 50% (i.e. q = 1
2 )

implements the utilitarian principle with close approximation.
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Observe that the quota recommended is the same as in the case of

direct voting (see Section 3.7.1), which in the symmetric direct case

means a simple majority.

The rule prescribed by Proposition 24 is known in the literature as

the ‘second square root rule’. Indeed, in view of (21), (23) and (27), the

maximization problem that it solves is equivalent to that of maximizing

∑

i∈N

∑

k∈Mi

Bzk(WM),

a problem that has been addressed in voting power literature (see

[22, 58, 59]). Once again, as in the egalitarian case, we have the same

recommendation about the choice of voting rule but based on differ-

ent grounds. Here this prescription is based on a simple utilitarian

principle applied to a precise model in a specific context: that of a

take-it-or-leave-it committee.

General case, λ ∈ [0, 1]: Again using Lemmas 22 and 23, when a

majority in Mi votes ‘yes’ the aggregated expected utility in group Mi

if the decision in the committee is ‘yes’ is (approximately for mi large

enough),

E





∑

k∈Mi

uλ
k | #Si >

mi

2
& accept



 ≃ λ

(

mi

2
+
√

mi

2π

)

;

while if the decision in the committee is ‘no’, the aggregated expected

utility in group Mi is

E





∑

k∈Mi

uλ
k | #Si >

mi

2
& reject



 ≃ (1 − λ)

(

mi

2
−
√

mi

2π

)

.

Similar calculations can be made for the case in which ‘yes’ does not

obtain a majority in Mi.

Now, as in the case λ = 1
2 , aggregating across all groupswe have that

for a given vote configuration in the committee C ⊆ N, the aggregated

expected utility in M if the committee accepts the proposal, is (with
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close approximation for large enough mi)

E





∑

k∈M
uλ
k | C & accept



 ≃ λ

(

∑

i∈C

(

mi

2
+
√

mi

2π

)

+
∑

i∈N\C

(

mi

2
−
√

mi

2π

)





= λ
m

2
+

λ
√
2π





∑

i∈C

√
mi −

∑

i∈N\C

√
mi



 ;

(45)

while if the proposal is rejected the aggregated expected utility is

E

[

∑

i∈M
uλ
i | C & reject

]

≃ (1 − λ)
m

2
+

1 − λ
√
2π





∑

i∈N\C

√
mi −

∑

i∈C

√
mi



 . (46)

Thus, from the utilitarian point of view the best decision in the com-

mittee is to accept the proposal if (44) holds, that is, after substituting

and simplifying, if

(1 − 2λ)m

√

π

2
<
∑

i∈C

√
mi −

∑

i∈N\C

√
mi.

This inequality holds if and only if

∑

i∈C

√
mi >

1

2

∑

i∈N

√
mi +

1

2
(1 − 2λ)m

√

π

2
. (47)

The situation is similar to that found with direct committees in

Section 3.7.2. If λ ≤ 1
2 this condition defines a weighted majority rule
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with weights wi = √
mi, and relative quota

qλ =
1

2
+

1

2

(1 − 2λ)m
√

π
2

∑

i∈N

√
mi

. (48)

As expected, when the importance given to negative success increases

(i.e. λ decreases), the quota increases.

Thus we have the following result (note that it includes the result

obtained for λ = 1
2 as a particular case).

Proposition 25 Under Assumptions 1 and 2, assuming that all the rep-

resented groups are large enough, if λ ≤ 1
2 , the weighted majority rule

WN = W(w,qλ) in the committee for weights wi = √
mi and relative

quota qλ given by (48) implements the a priori utilitarian principle with

close approximation.

Now consider the case in which λ > 1
2 . In this case (47) may define

an improper voting rule. The idea is then to lower the quota Q as

much as possible so that W (w,Q), for weights wi = √
mi, is a proper

rule. Namely let

Q̄ := Min
{

Q ∈ R :W (w,Q) ∈ VRN

}

. (49)

Or equivalently, take Q̄ as the minimal Q ≥ 0 such that

∑

i∈C
wi > Q ⇒

∑

j∈N\C
wj ≤ Q. (50)

Then we have the following result, which shows howW (w,Q̄) is almost

the utilitarian optimum. In the proof we use the notation

w(C) :=
∑

i∈C
wi.

Proposition 26 If WN implements the utilitarian optimum according

to the approximation based on (45) and (46), then for all C ∈ WN ,
∑

i∈C wi ≥ Q̄.
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Proof. First note that, as λ > 1
2 and w(N)

2 is among the Q that satisfy

(50), we have Qλ ≤ Q̄ ≤ w(N)
2 , where Qλ = w(N)qλ. Then obviously

w(C) < Q̄ ⇒ w(N \ C) > Q̄ ≥ Qλ.

Assume that for some C ∈ WN we have w(C) < Q̄. We can assume C

to be minimal winning. Consider the rule

W
′
N := (WN \ {C}) ∪ W

N\C.

That is, W ′
N is the rule that results from WN by eliminating C from the

set of winning configurations and adding all those containing N \ C.
As C is minimal, N \ C intersects all T ∈ WN \ {C}, and W ′

N is a

proper rule. Let us now show that W ′
N is better than WN from the

utilitarian point of view. In order to compare the aggregated expected

utility of a decision made by either rule, note that the decision differs

only for the configuration C and for those T containing N \ C. For

all the latter, as w(T) ≥ w(N \ C) > Q̄ ≥ Qλ, the decision by W ′
N

(acceptance) is utilitarian-better than by WN (rejection). The reverse

only occurs for the configuration C. It then suffices to show that what

is lost by rejecting for configuration C is outweighed by what is gained

by accepting for the equally probable configurationN \C. Again using
(45) and (46), we have

E





∑

k∈M
uλ
k | C & accept



− E

[

∑

i∈M
uλ
i | C & reject

]

= (2λ − 1)
m

2
+

λ
√
2π

(w(C) − w(N \ C)) < (2λ − 1)
m

2
,

while

E





∑

k∈M
uλ
k | N \ C & accept



− E

[

∑

i∈M
uλ
i | N \ C & reject

]

= (2λ − 1)
m

2
+

λ
√
2π

(w(N \ C) − w(C)) > (2λ − 1)
m

2
.

Therefore, WN does not implement the utilitarian optimum according

to the approximation based on (45) and (46).
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Therefore a utilitarian-optimal rule (according to approximations

(45) and (46)) should contain the winning configurations in W (w,Q̄)

plus some configurations whose weight equals the quota Q̄ if such a

thing is possible. Then we have the following corollary.

Corollary 27 Under Assumptions 1 and 2, assuming all the repre-

sented groups are large enough, if λ > 1
2 , the weighted majority rule

WN = W(w,Q̄) in the committee for weights wi = √
mi and quota Q̄

given by (49) implements the a priori utilitarian principle with close

approximation.

Remarks. (i) Barberà and Jackson [6] consider an even wider setting in

which the representatives’ vote in the committee in the two-stage deci-

sion process is an arbitrary known function of the preferences within

their respective groups. Thus no voting rule governs the representatives’

vote. Also the preference profile in each group concerning accep-

tance/rejection is in principle arbitrary, and only a probability distribu-

tion over the possible profiles is assumed to be known. In such a general

setting Barberà and Jackson address the utilitarian question of deci-

sions in the committee as a function of the vote/preference configura-

tion that maximizes the expected aggregated utility. The generality of a

setting in which the usual notion of voting rule does not constrain their

model allows them to deal with ties by tossing a coin. But when they

specify the conditions limiting the degrees of freedom (on preferences

and decision-making process) they come very close to the conclusions

obtained here.

(ii) As has been mentioned, some authors discuss the arguments in

support of the a priori probability distribution p∗ and favour other

models. The independence of voters’ behaviour is perhaps the aspect

most criticized. The most important rival probabilistic model is that

of ‘homogeneity’. Straffin [80] proposes the following probabilistic

model for a set of voters. Let t ∈ [0, 1] be chosen from the uniform

distribution on [0, 1], and assume that each voter votes ‘yes’ with

probability t and ‘no’ with probability (1 − t). This raises the ques-

tion of egalitarianism and utilitarianism for alternative probabilistic

models56.

56 See e.g. [9, 21, 55].



‘Take-it-or-leave-it’ committees 97

3.9 Exercises

1. Prove or disprovewith a counterexample the following statements.

(a) A voter occupying a null seat is never successful or decisive.

(b) Whenever a proposal is accepted, a voter occupying a veto seat

is successful and decisive.

(c) Whenever a proposal is rejected, a voter occupying a veto seat

is successful and decisive.

2. Assume the following three-person voting behaviour: voters 1 and

2 vote independently from each other, both with probability 1/2,

in favour of the proposal, and voter 3 votes as voter 2 does. (a)

Obtain the probability distribution p that describes this. (b) If

they make decisions by simple majority, calculate: α and �i, �i+
i ,

�i−
i , �i, �i+

i and �i−
i , for i = 1, 2, 3, for the voting situation

(WSM,p).

3. Let W ⊆ W ′. (i) Prove that for any p and any i,

α(W,p) ≤ α(W ′,p),

�i+
i (W,p) ≤ �i+

i (W ′,p),

�i−
i (W,p) ≥ �i−

i (W ′,p).

(ii) Show that in general the inequality may hold in either sense for

�i and �i, and for the Coleman indices to prevent and to initiate

action.

4. Consider the five-person voting situation (WSM,p∗). Calculate

�1(W
SM,p∗) and �1(W

SM,p∗), and compare them with the con-

ditional probability of voter 1 being successful and that of his/her

being decisive given that 1 and 2 voted the same way.

5. Show that symmetry is a sufficient condition for a voting rule to

be a priori egalitarian (i.e. �i(W,p∗) = �j(W,p∗) for all i, j), but
this condition is not necessary.

6. Garrett and Tsebelis [26] criticize traditional power indices

because voters’ preferences and any other relevant contextual

information are ignored. To illustrate their point they propose

the following situation. Consider a seven-voter voting rule where

a proposal is passed if it has the support of at least five. Voters’
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unidimensional preferences are located on a real line so that only

connected and minimal winning configurations occur, and all of

them are equally probable. They claim that a ‘more realistic power

index’ would be ( 115 ,
2
15 ,

1
5 ,

1
5 ,

1
5 ,

2
15 ,

1
15 ).

(a) What is the implicit voting situation (WGT,pGT)?

(b) Compute �(WGT,pGT) and compare this measure with what

Garrett and Tsebelis propose.

7. Consider the following two weighted majorities: W(W ,Q), with

Q = 70 and w = (55, 35, 10), and W(w′,Q), with Q = 70 and

w′ = (50, 25, 25).

(a) Give the set of winning configurations for the two weighted

majorities.

(b) Compute the Banzhaf index for the two voting rules and show

how the Banzhaf index of a voter who loses weight increases.

Is this paradoxical?

8. Consider the following voting situation in a four-party parliament

where decisions are made by a simple majority. There is a large

right-wing party with 40 seats, and three left-wing parties with

20 seats each. The three left-wing parties (1, 2 and 3) always

vote together, while the right-wing party (4) is always isolated,

so that the probability distribution over vote configurations is

given by

p(S) =
{

1/2, if S = {1, 2, 3} or {4}
0, otherwise.

(a) Give the set of the winning configurations (modelling the

decision-making in the parliament as a four-person weighted

majority rule).

(b) Compute �i(W,p) and �i(W,p), for i = 1, 2, 3, 4.

(c) Show that �1(W,p) > �4(W,p) in spite of w1 < w4. Is this

paradoxical?

9. Let the voting situation (W,p) with W = {{1, 2, 3}, {1, 2, 4}, {1, 2,
3, 4}}, and

p(S) =
{

9/32, if S = {1, 2} or {3, 4}
1/32, otherwise.
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(a) Compute �i(W,p) and �i(W,p).

(b) Is the vetoer more likely to be successful than the others?

10. Prove the following statement [38]: �i(W,p) = 1
2 + 1

2�i(W,p)

holds for every W if and only if p = p∗.

11. Prove that �i(W,p), �i+
i (W,p) and �i−

i (W,p) coincide for every

i and every voting rule W if and only if the vote of each voter is

independent from the vote of all the remaining voters.

12. Consider the following variants of the model introduced in Section

3.7. Replace any voter’s utility in Assumption 2 by

ui(W, S) =























λ, if i ∈ S ∈ W,

α, if i /∈ S /∈ W,

β, if i ∈ S /∈ W,

γ , if i /∈ S ∈ W.

(a) Discuss the possible relationships between λ, α, β, and γ

(assuming λ > β, and α > γ ).

(b) Give voter i’s expected utility (ūi(W,p)) as a function of λ, α,

β, and γ , and voter i’s probabilities of success and of being in

favour of the proposal.

(c) What is the rationale behind α = β = 0 and γ = λ − 1?

(d) Prove that if α = β = 0 and γ = λ − 1 then

ūi(W,p) = λ�+
i (W,p) + (1 − λ)�−

i (W,p) − (1 − λ)(1 − γi(p)).

3.10 Appendix

Proof of Proposition 12 (Section 3.7.2). In view of (28), we have

Max
∑

i∈N
ūλ
i (W,p∗)

= Max
∑

i∈N

((

1

2
− λ

)(

1

2
− α(W,p∗)

)

+
�i(W,p∗)

2

)

.
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This sum can be rewritten as

=
∑

i∈N

1

2

(

1

2
− λ

)

+
∑

i∈N

(

(

λ −
1

2

)

∑

S:S∈W

1

2n

)

+
1

2

∑

i∈N

∑

S:i∈S∈W

1

2n
+

1

2

∑

i∈N

∑

S:i/∈S/∈W

1

2n
.

As λ does not depend on the rule, the first sum can be ignored for the

maximization problem. The second term is

1

2n

∑

i∈N

∑

S:S∈W

(

λ −
1

2

)

=
1

2n

∑

S:S∈W

(

λ −
1

2

)

n.

The third term is

1

2

∑

i∈N

∑

S:i∈S∈W

1

2n
=

1

2n

∑

S:S∈W

s

2
.

The fourth term is

1

2

∑

i∈N

∑

S:i/∈S/∈W

1

2n
=

1

2n

∑

S:S/∈W

n − s

2

=
1

2n





∑

S:S⊆N

n − s

2
−

∑

S:S∈W

n − s

2



 .

Also note that
∑

S:S⊆N
n−s
2 does not depend on the rule. Thus, delet-

ing this term and the multiplying factor 1
2n we have the equivalent

maximization problem:

Max
∑

S:S∈W

((

λ −
1

2

)

n +
s

2
−

n − s

2

)

= Max
∑

S:S∈W

(s − (1 − λ)n) ,

which is problem (31). �

Proof of Proposition 14 (Section 3.7.2). Let W be a voting rule such

that for some S ∈ W, it holds s < n
2 . If so there must exist a minimal

winning configuration T ∈ W such that t < n
2 . Let W ′ be the rule

W
′ := (W \ {T}) ∪ W

N\T ,
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where W \ {T} is the rule that results from W by eliminating T from

the winning configurations, and WN\T is the (N \ T)-unanimity rule

(see Section 1.3.2). As N \ T intersects all S ∈ W \ {T}, W ′ is a proper
voting rule. Then we have

∑

S∈W ′

(s − (1 − λ)n)

≥
∑

S∈W

(s − (1 − λ)n) − (t − (1 − λ)n) + ((n − t) − (1 − λ)n)

=
∑

S∈W

(s − (1 − λ)n) − 2t + n >
∑

S∈W

(s − (1 − λ)n).

Therefore W does not solve (31). In other words, W does not

implement the utilitarian principle. �

Proof of Lemma 17 (Section 3.8.1). �k(W
SM
M ,p∗

M) is the a priori prob-

ability of k being decisive in WSM
M . In other words (assuming m odd),

it gives the probability that m−1
2 voters vote ‘yes’ and m−1

2 voters vote

‘no’ inM\k. Using Stirling’s approximation (relationship (8) in 1.2.2),
for m large C

m−1
2

m−1 ≃ 2m−1
√

2
π(m−1)

. Thus, this probability approaches
√

2
π(m−1)

as m increases. For m large enough we can replace m − 1 by

m, and we have (37). A similarly good approximation is obtained if m

is even. �

Proof of Lemma 18 (Section 3.8.1). An individual k ∈ Mi is decisive

in the ideal two-stage decision-making if k is decisive in the decision

made inMi, andMi’s representative i is decisive in the committee at the

second stage. Assuming the behaviour described by p∗
M, the two events

are independent. The probability of the first is given by�k(W
SM
Mi

,p∗
Mi

).

As representative i follows the majority opinion inMi, i’s vote is inde-

pendent of the vote of the other members of the committee. Ifmi is odd

the probability of i voting ‘yes’ is exactly 1/2, and very close to it ifmi

is even but large. Thus, the probability of the latter is (approximately

if mi is even) �i(WN ,p
∗
N), and we have (38). �
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Proof of Proposition 19 (Section 3.8.1). Let k ∈ Mj. By (39), we have

�k(WM,p
∗
M) ≃

√

2

πmi
�i(WN ,p

∗
N)

≤

√

2

πmi
≤

√

2

π Mini∈Nmi
= ξ .

By (21) and the same approximation, we have

�k(WM,p
∗
M) = 0.5 + 0.5�k(WM,p

∗
M) ≤ 0.5 + 0.5ξ .

Similarly, (19) and (20) lead to the other results. �

Proof of Proposition 20 (Section 3.8.2). Assume ūλ
k
(WM,p

∗
M) ≥

ūλ
l
(WM,p

∗
M). Then by (43), (21) and (40), we have

ūλ
k(WM,p

∗
M) − ūλ

l (WM,p
∗
M) =

1

4

(

�k(WM,p
∗
M) − �l(WM,p

∗
M)
)

≤
1

4
�k(WM,p

∗
M) ≤

1

4
ξ .

By (25), uλ
Max = Max{λ, 1 − λ} ≥ 1

2 , u
λ
Min = 0, and the first inequality

follows.

Again using (43) we have

ūλ
k
(WM,p

∗
M)

ūλ
l
(WM,p

∗
M)

=
1
4 + 1

4�k(WM,p
∗
M) + (12 − α(WM,p

∗
M))(12 − λ)

1
4 + 1

4�l(WM,p
∗
M) + (12 − α(WM,p

∗
M))(12 − λ)

≤
1
4 + 1

4�k(WM,p
∗
M) + (12 − α(WM,p

∗
M))(12 − λ)

1
4 + (12 − α(WM,p

∗
M))(12 − λ)

≤ 1 +
0.25�k(WM,p

∗
M)

1
4 + (12 − α(WM,p

∗
M))(12 − λ)

.

In order to find the upper bound we need to know the sign of

(

1

2
− α(WM,p

∗
M)

)(

1

2
− λ

)

.



‘Take-it-or-leave-it’ committees 103

By (18), we have α(WM,p
∗
M) ≤ 1

2 , so that if λ ≤ 1
2 the sign of this term

is positive, and a lower bound of the denominator is 1
4 . Then we have

ūλ
k
(WM,p

∗
M)

ūλ
l
(WM,p

∗
M)

≤ 1 +
0.25�k(WM,p

∗
M)

1
4

≤ 1 + ξ .

If λ > 1
2 , the denominator has to be expanded in order to find a lower

bound:

1

4
−
(

1

2
− α(WM,p

∗
M)

)(

λ −
1

2

)

=
1

2
−

1

2
λ −

1

2
α(WM,p

∗
M) + λα(WM,p

∗
M)

=
1

2
(1 − λ) − α(WM,p

∗
M)(1 − λ) +

1

2
α(WM,p

∗
M)

=
(

1

2
− α(WM,p

∗
M)

)

(1 − λ) +
1

2
α(WM,p

∗
M) ≥

1

2
α(WM,p

∗
M).

Then, if k ∈ Mj, using (39), we have

ūλ
k
(WM,p

∗
M)

ūλ
l
(WM,p

∗
M)

≤ 1 +
0.25�k(WM,p

∗
M)

0.5α(WM,p
∗
M)

≃ 1 +
√

2

πmj

�j(WN ,p
∗
N)

2α(WM,p
∗
M)

≤ 1 + ξ
�j(WN ,p

∗
N)

2α(WM,p
∗
M)

.

As �j(WN ,p
∗
N) = �

j+
j (WN ,p

∗
N) =

∑

S:i∈S∈W
S\i/∈W

1
2n−1 , and α(WM,p

∗
M) ≃

α(WN ,p
∗
N), then as α(WN ,p

∗
N) =

∑

S:i∈S∈W

1
2n , we conclude that

�j(WN ,p
∗
N)

α(WN ,p
∗
N)

≤ 2, and the result follows. �

Note that we could obtain an even lower bound for the difference

in utilities in absolute terms:

∣

∣ūλ
k(WM,p

∗
M) − ūλ

l (WM,p
∗
M)
∣

∣ ≤
1

4

√

2

π Minj∈Nmj
−

1

4

√

2

π Maxi∈Nmi
.

Proof of Lemma 23 (Section 3.8.3). Assumemi is odd, i.e. mi = 2r+1

for an integer r. Then the expected number of people voting ‘yes’ when
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a majority votes ‘yes’ is

E
[

#Si | #Si >
mi

2

]

=
∑

S:r<s≤mi

1
2mi

s

1
2

=
1

2mi−1

∑

S:r<s≤mi

s

=
1

2mi−1

(

(r+1)Cr+1
mi

+ (r+2)Cr+2
mi

+ · · · + mCmi
mi

)

=
mi

2mi−1

(

(mi − 1)!
(mi − r − 1)!r!

+ · · · +
(mi − 1)!
0!(mi − 1)!

)

=
mi

2mi−1

(

Cr
mi−1 + Cr+1

mi−1 + · · · + C
mi−1
mi−1

)

. (51)

Now, by (5) in Section 1.2.1, we have

Cr
mi−1 + Cr+1

mi−1 + · · · + C
mi−1
mi−1 = 2mi−2 +

1

2
Cr
mi−1.

Thus, as r = mi−1
2 , substituting in (51) and using (8) (see Section 1.2.2)

we have

E
[

#Si | #Si >
mi

2

]

=
mi

2mi−1

(

2mi−2 +
1

2
C

mi−1
2

mi−1

)

≃
mi

2mi−1

(

2mi−2 +
1

2
2mi−1

√

2

π(mi − 1)

)

=
mi

2
+ mi

√

1

2π(mi − 1)

≃
mi

2
+
√

mi

2π
.

In the last step we have replaced mi − 1 by mi within the square root

in order to simplify the expression. Similarly, it can be checked that

whenmi is sufficiently large the approximation is as good formi even.

The other approximations follow similar steps. �



4 Bargaining committees

This chapter addresses voting situations in which a committee bargains

in search of agreement over a set of feasible alternatives ‘in the shadow

of a voting rule’57. More specifically we consider a ‘bargaining’ com-

mittee thatmakes decisions in an environment such as the one described

in Section 2.2. In particular we are interested in the role and influence

of the voting rule on the outcome of negotiations in order to assess the

adequacy of a voting rule in different contexts.

In Section 4.1 we describe the environment of what we call a ‘bar-

gaining committee’ and in Section 4.2 a model for such a committee is

presented. The situation is modelled by the two basic ingredients that

specify it: the voting rule that prescribes what coalitions can enforce an

agreement, and the voters’ preference profile. The situation summar-

ily described by this two-ingredient model is then analysed using two

approaches. The question of what agreements are likely to arise in such

situation is addressed first in Section 4.3 from a cooperative-axiomatic

game-theoretic point of view, as an extension of Nash’s bargaining

theory. That is, by imposing reasonable conditions for an agreement

among rational individuals the class of admissible agreements is drasti-

cally narrowed and characterized. The same question about reasonable

agreements is then approached from a non-cooperative game-theoretic

point of view in Section 4.4. That is, the decision-making process in

a bargaining committee is modelled as a non-cooperative game. This

is done for a variety of ‘protocols’, for which the stationary subgame

perfect equilibria are investigated. The result is consistent with the

results obtained from the axiomatic approach; that is, the same fam-

ily of agreements is obtained as a limit case. In this way cooperative

and non-cooperative game-theoretic support is provided for a new and

richer interpretation of some power indices as measures of ‘bargaining

power’ in a precise game-theoretic sense.

57 Most of the material in this chapter is drawn from [48–51].

105
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The question of the choice of voting rule in a bargaining committee

is addressed in Section 4.5, with a compromise between egalitarianism

and utilitarianism as the criterion applied. In Section 4.6, the same

question is addressed for a bargaining committee of representatives of

groups of different sizes, based on the same egalitarian/utilitarian com-

promise as the criterion of fairness. We propose as ‘optimal’ a ‘neutral’

voting rule in the sense that any player is indifferent between bargaining

personally and leaving bargaining in the hands of a representative (at

least under certain symmetry conditions relative to preferences within

each group). The normative recommendation that this approach yields

is different from those obtained for a take-it-or-leave-it committee in

Section 3.8.

4.1 The bargaining scenario

Recall the scenario described in Section 2.2 as a bargaining committee.

We consider a committee thatmakes decisions under a given voting rule

under the following conditions: the committee (i) deals with different

issues over time; (ii) bargains about each issue by seeking consensus on

an agreement, in search of which it is entitled to adjust the proposal;

(iii) this negotiation is carried out under the condition that any win-

ning coalition (according to the voting rule) has the capacity to enforce

agreements; and (iv) for every issue a different configuration of pref-

erences emerges in the committee over the set of feasible agreements

concerning the issue at stake.

A situation like this has very little in common with the one described

as a take-it-or-leave-it committee, which was dealt with in Chapter 3,

other than the fact that a voting rule plays a role in both cases. Apart

from that the voting situation we consider now is completely differ-

ent. In fact, properly speaking this is a bargaining situation, which

means a game situation and calls for a game-theoretic analysis. It is

worth remarking that the question of the ‘power’ or ‘voting power’

of the players involved in such a situation is premature. The natu-

ral main issue that should be addressed first is what the reasonable

outcome of negotiations is in such conditions. The first main ques-

tion is: What general agreements are likely to arise? Only after an

answer to this basic question is obtained can one reasonably try to

evaluate the relative advantage that the voting rule may give to each

player.
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4.2 A model of a bargaining committee: voting rule
and voters’ preferences

The situation described above is a genuine game situation, a formal

model of which is obtained by incorporating the following elements.

First, the set of members of the committee, or players for short,

N = {1, 2, . . . ,n}, and the N-voting rule W under which bargaining

takes place. Second, the preference profile of the members of the com-

mittee over the feasible agreements for the particular issue at stake. We

assume that the players have expected utility preferences according to

the von Neumann and Morgenstern model reviewed in Section 1.4.4.

We assume à la Nash [60] that lotteries over feasible agreements are

also feasible (or that an agreement equivalent for all players to any

such lottery is always feasible). Thus we can summarize the configura-

tion of voters’ preferences over the set of feasible agreements in utility

terms by the set of associated utility payoffs, exactly as in a classical

n-person bargaining problem (see Section 2.1.158). Thus the second

ingredient of the model is the set of feasible utility vectors D ⊆ RN,

together with the particular vector d ∈ D associated with the disagree-

ment or status quo that would be the payoff vector if no agreement

were reached. Thus the pair (D,d) is a summary of the situation con-

cerning the players’ decisions. The problem they face is to agree on a

point in D.

Under these assumptions, the situation can be summarized by a

pair (B,W), where B= (D,d) represents the preference profile in the

committee in utility terms, and W is the N-voting rule to enforce

agreements. We make the following assumptions consistent with this

interpretation. We assume that D is a closed, convex and com-

prehensive set containing d, such that there exists some x∈D s.t.

x > d. We denote the boundary of D by ∂D. We assume also that

Dd :=
{

x ∈ D : x ≥ d
}

is bounded and non-level (i.e. ∀x, y ∈ ∂D∩Dd,

x ≥ y ⇒ x = y).

Note that formally any such B is a classical n-person bargaining

problem. The set of all such bargaining problems is denoted by B.

Thus, we are concernedwith pairs (B,W) ∈ B ×VRN , each of which

can be referred to as a bargaining problem B under ruleW, or for short

just a bargaining committee (B,W).

58 Readers not familiar with the material presented in Section 2.1 should read it
before proceeding with this section.
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It is worth remarking that this model includes classical bargaining

problems and simple superadditive games as particular cases. To show

this, let us see first how this class of problems can be associated with a

subclass of non-transferable utility (NTU) games (Section 1.5.4).

If no player can be forced to accept a payoff below status quo

level, we can associate an NTU game (N,V(B,W)) with each bargain-

ing committee (B,W) by associating with each coalition S the set of

all utility vectors feasible for S if such a coalition forms. For each

S ⊆ N, let prS : RN → RS denote the natural S-projection, defined by

prS(x) := (xi)i∈S, for all x = (xi)i∈N ∈ RN, and denote xS := prS(x)

for any x ∈ RN. Then, if S ∈ W, the set of utility vectors feasible for

S is the set of points in RS that are the S-projection of those points in

D that give to players in N \ S at least the disagreement payoff. More

precisely, for any S, the subset V(B,W)(S) of RS is given by

V(B,W)(S) :=
{

prS
({

x ∈ D : xN\S ≥ dN\S}) if S ∈ W,

prS(ch(d)) if S /∈ W,

where B = (D,d), and ch(d) denotes the comprehensive hull of
{

d
}

,

that is, ch(d) =
{

x ∈ RN : x ≤ d
}

.

Classical n-person bargaining problems (see Sections 1.5.4 and

2.1.1) correspond to the case in which the voting rule is the unani-

mity rule, W = {N}, with N as the only winning coalition, while

simple superadditive TU games correspond to the case in which the

configuration of preferences is TU-like in the following sense.

Definition 28 In a bargaining committee (B,W) the configuration of

preferences is TU-like if B = � := (�, 0), where � :=
{

x ∈ RN :
∑

i∈N xi ≤ 1
}

.

Observe that when B = � the associated NTU game V(�,W) is equiv-

alent to the simple TU game associated with the rule vW , given by (9)

in Section 2.1.3. This two-ingredient model of a bargaining commit-

tee allows in particular for a neat distinction between voting rules and

their associated simple TU games, two notions which are conceptually

different (the specification of a voting rule does not involve its users’

preferences, as pointed out in Section 2.1.3) but formally incorporate

the same amount of information, and are often confused due to the

habit of representing voting rules by simple games.
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Thus the subfamily of NTU games
{

(N,V(B,W)) : (B,W) ∈ B×
VRN} associated with what we have called bargaining committees

properly contains all classical bargaining problems and all simple

superadditive games.

As briefly discussed in Section 1.5.2, there are two game-theoretic

approaches for modelling and analysing game situations: the cooper-

ative and non-cooperative approaches. We first adopt a cooperative

approach.

4.3 Cooperative game-theoretic approach

Nash’s original two-person bargaining model (seen in 2.1.1) can be

seen as consisting of two ingredients: a set of (two) players with von

Neumann–Morgenstern preferences over a set of feasible agreements,

and a voting procedure (unanimity) for settling agreements. As the

only non-dictatorial two-person voting rule is unanimity, the second

element is not explicit but tacit in Nash’s model. In other words Nash’s

model is a particular case of the model just introduced, or, more

properly speaking, the kind of situation we are interested in has been

modelled by a natural generalization of Nash’s model (and its tradi-

tional extension to n players), by considering n players and an arbitrary

voting rule instead of unanimity.

The basic question that such a situation raises is what (payoff vectors

associated with) agreements can reasonably arise from the interaction

of rational players in search of consensus in the situation specified by

the model. The importance of the issue is clear in many contexts. In

contrast with the case of a ‘take-it-or-leave-it’ committee, only enti-

tled to accept or reject proposals submitted to it, without capacity to

modify them, it is often the case in a committee that uses a voting rule

to make decisions that the final vote is merely the formal settlement

of a bargaining process in which the issue to be voted upon has been

adjusted to gain the acceptance of all members. In this case what gen-

eral agreements are likely to arise? Or, in terms of our present model,

is it possible to select a feasible agreement in D for each bargaining

committee (B,W) that can be arguably considered as a reasonable

expectation for rational players confronted with the situation? Or,

still in classical terms, what is the value for any player of the prospect

of engaging in a situation such as this? Intuition suggests that the



110 Voting and Collective Decision-Making

voting rule under which negotiations take place may influence such

expectations.

4.3.1 Rationality conditions

In order to find an answer we also follow Nash’s approach. That is, by

assuming conditions that can be considered desirable from the point

of view of rational players that share the information encapsulated in

the model (preference profile B and voting rule W) we narrow down

the set of admissible agreements. The two-ingredient setting allows for

the easy adaptation of the conditions used by Nash [60] and Shapley

[76] in their respective setups with a similar objective.

Proceeding as in these two seminal papers we impose some condi-

tions on a map � : B × VRN → RN, for vector �(B,W) ∈ RN to be

considered as a rational agreement, or as a reasonable expectation of

utility levels of a general agreement in a bargaining committee (B,W).

As prerequisites we build the requirements of being feasible and no

worse than the status quo for any player into the very notion of a solu-

tion. Namely, if B = (D,d), we require: �(B,W) ∈ D (feasibility),

and �(B,W) ≥ d (individual rationality). Therefore we are implicitly

assuming that no player can be forced to accept an agreement that is

worse for him/her than the status quo59.

In addition to this we impose the following conditions, all of them

natural adaptations of Nash’s and Shapley’s characterizing properties

(see Sections 2.1.1 and 2.1.2):

1. Efficiency (Eff). For all (B,W) ∈ B × VRN , there is no x ∈ D s.t.

x > �(B,W). (Rational players will not agree on something when a

better option is feasible.)

For any permutation π : N → N, let πB := (π(D),π(d)) denote

the bargaining problem that results from B by the π -permutation of

its coordinates, so that for any x ∈ RN, π(x) denotes the vector in RN

s.t. π(x)π(i) = xi.

2. Anonymity (An). For all (B,W) ∈ B × VRN , and any permuta-

tion π : N → N, and any i ∈ N, �π(i)(π(B,W)) = �i(B,W), where

59 A richer model would include two reference points: the status quo, as the
initial starting point, and a vector of ‘minimal rights’ or minimal admissible
payoffs. These two points coincide in a classical bargaining situation, but this
is not necessarily so when unanimity is not required.
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π(B,W) := (πB,πW). (Expectations are not influenced by the players’

labels but only by the structure of the problem.)

3. Independence of irrelevant alternatives (IIA). Let B,B′ ∈ B, with

B = (D,d) and B′ = (D′,d′), be such that d′ = d, D′ ⊆ D and

�(B,W) ∈ D′. Then �(B′,W) = �(B,W), for any W ∈ VRN . (An

agreement that is considered satisfactory under a voting rule should

also be considered satisfactory if under the same voting rule this

agreement remains feasible in a smaller feasible set.)

4. Invariance w.r.t. positive affine transformations (IAT). For all

(B,W) ∈ B × VRN , and all α ∈ RN
++ and β ∈ RN,

�(α ∗ B + β,W) = α ∗ �(B,W) + β,

where α ∗ B + β = (α ∗ D + β,α ∗ d + β), denoting α ∗ x :=
(α1x1, . . . ,αnxn), and α ∗ D + β := {α ∗ x + β : x ∈ D}. (As seen in

Section 1.4.4, utility representation of von Neumann–Morgenstern

preferences is determined up to the choice of a zero and a unit of scale.

Thus if the utility of each player is changed in this way the payoffs of

a satisfactory agreement should change accordingly.)

5. Null player (NP). For all (B,W) ∈ B × VRN , if i ∈ N is a null

player (i.e. a player occupying a null seat) in W, then �i(B,W) = di.

(Null players’ expectations are set to the status quo level, given their

null capacity to influence the outcome given the voting rule according

to which final agreements are enforced.)

Note that Eff, IIA and IAT are adaptations of Nash’s axioms

that state basically a relationship between the agreement-solution

and the bargaining element B, while An (adapted from Nash’s

and Shapley’s anonymity) and NP (from Shapley’s system) concern

the relationship with both elements, B and W. It may be worth

remarking that An entails a consistent relabelling of voters in B and

seats in W.

As wewill see, these conditions are not enough to single out an agree-

ment, so we also consider the two conditions below, which impose

alternative constraints on the solution for TU configurations of pref-

erences (i.e. when B = �). The first condition (Transfer) postulates

that the effect of eliminating a minimal winning configuration from

the set of winning configurations is the same whatever the voting rule.

It is the adaptation to the present two-ingredient model of a condi-

tion equivalent to that of ‘transfer’ (see 2.1.6), introduced by Dubey
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[18] in order to characterize the Shapley–Shubik index60. In [39] we

replace it by a weaker condition (in the presence of anonymity) to

characterize the Shapley–Shubik and Banzhaf indices. This is the sec-

ond condition (Symmetric gain–loss), which requires that the effect of

eliminating a minimal winning configuration from the list that specifies

the voting rule is equal on any two voters belonging (not belonging)

to it.

6. Transfer (T). For any two rulesW,W ′ ∈ VRN , and all S ∈ M(W)∩
M(W ′) (S �= N) :

�(�,W) − �(�,W \ {S}) = �(�,W ′) − �(�,W ′ \ {S}). (52)

6*. Symmetric gain–loss (SymGL). For any voting rule W ∈ VRN ,

and all S ∈ M(W) (S �= N),

�i(�,W) − �i(�,W \ {S}) = �j(�,W) − �j(�,W \ {S}),

for any two voters i, j ∈ S, and any two voters i, j ∈ N \ S.

4.3.2 Axiomatic characterizations

Denote by Nash(B) the Nash bargaining solution of an n-person

bargaining problem B = (D,d) (as in 2.1.1), that is

Nash(B) = argmax
x∈Dd

∏

i∈N
(xi − di).

And denote by Nashw(B) thew-weighted asymmetric Nash bargaining

solution [32] of the same problem for a vector of non-negative weights

w = (wi)i∈N , that is

Nashw(B) = argmax
x∈Dd

∏

i∈N
(xi − di)

wi .

60 Formulation (52) of this condition is equivalent (see [39]) to the more
traditional form for simple games (see (10) in 2.1.6), which once rewritten in
terms of the current model becomes

�(�,W) + �(�,W ′) = �(�,W ∪ W
′) + �(�,W ∩ W

′).
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Basically, asymmetric Nash bargaining solutions emerge by dropping

the requirement of symmetry or anonymity in the Nash system, hence

their name. Obviously, the bigger the weight wi the better for player i.

The lack of symmetry may be due to an asymmetric environment

(which is not included in the model) that favours different players dif-

ferently. Binmore ([12], p. 78) uses the term ‘bargaining power’ to refer

to the players’ weights and interprets the asymmetric Nash solutions

as reflecting the different bargaining powers of the players ‘determined

by the strategic advantages conferred on players by the circumstances

under which they bargain’. Note that if we accept this interpretation

then this notion of bargaining power is purely relative in the sense that

a w-weighted asymmetric Nash bargaining solution, Nashw(B), does

not vary if all the weights are multiplied by the same positive constant.

In particular when the bargaining problem is� = (�, 0), then it is easy

to check that

Nashw(�) = w, (53)

where w is w’s normalization, that is, w = w/
∑

i∈N wi.

The following result shows how conditions 1–5 considered in the

previous section drastically restrict the possible answers to the question

raised.

Theorem 29 (Laruelle and Valenciano [48]61) A value� : B×VRN →
RN satisfies efficiency (Eff), anonymity (An), independence of irrele-

vant alternatives (IIA), invariance w.r.t. affine transformations (IAT)

and null player (NP), if and only if

�(B,W) = Nashϕ(W)
(B), (54)

for some map ϕ :VRN → RN that satisfies anonymity and null player.

The interpretation is clear. If these conditions are accepted as desir-

able requirements for an agreement to be considered acceptable, they

fail to characterize a single agreement for each problem, but restrict

61 In fact the result proved in [48] is slightly different because there we do not
assume non-levelness of Dd . This forces us to assume there a stronger version
of NP, in which only null players have null expectations (though in exchange
Eff is not needed). Thus this is an alternative version of the result proved there
that can be proved assuming non-levelness of Dd as we do here.
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drastically the structure of the solution. Namely, these conditions yield

(54), a remarkable formula in which the impact of the voting rule is,

so to say, ‘separated’ as exclusively affecting the ‘bargaining power’

(in the precise game-theoretic sense explained above) of each member

of the committee. More precisely, such bargaining power is an anony-

mous function of the voting rule that gives power zero to the members

occupying null seats, whatever the preference profile.

Note that in view of (54) and (53), we have in particular for a TU-like

preference profile

�(�,W) = Nashϕ(W)
(�) = ϕ(W),

where ϕ(W) = ϕ(W)/
∑

i∈N ϕi(W). That is, if the weights ϕ(W) are

normalized so as to add up to one, they coincide with �(�,W). There-

fore, as Nashϕ(W)(B) = Nashϕ̄(W)(B), formula (54) can be rewritten

�(B,W) = Nash�(�,W)
(B). (55)

Remark. Therefore in our setting the old striking duality of the

Shapley–Shubik index, mentioned in Section 2.1.3, which can be inter-

preted either as a piece of ‘cake’ or (on less clear grounds) as a measure

of ‘voting power’ is clarified. This happens on clear grounds for any �

that satisfies the above conditions. Namely, for any � that satisfies the

above conditions, when the configuration of preferences is TU-like it

holds that for any voting rule W, vector �(�,W), which is a vector of

expected utilities (pieces of a ‘cake’), also gives the bargaining powers

in the precise game-theoretic sense.

Nevertheless these conditions do not provide a crisp answer to the

question of reasonable agreement. But in view of the above discussion,

any map �(�, ·) :VRN → RN that satisfies efficiency, anonymity and

null player would fit into formula (55) and yield a solution �(B,W)

that satisfies the four conditions. In other words: assuming Eff, An,

IIA, IAT and NP, the solution, given by (55), will be unique as soon

as �(�, ·) is specified.
The conditions on �(�, ·) (efficiency, anonymity and null player)

bring to mind the Shapley value or, more specifically in the context

of simple games, the Shapley–Shubik index. But there are other alter-

natives; for instance, the normalization of any semivalue meets these
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conditions, as do some other power indices, such as theHoller–Packel

index (see [30]).

Denote by Sh(W) the Shapley–Shubik index of a voting rule W,

i.e. the Shapley value of the associated simple game vW . We have the

following result (see [48]).

Proposition 30 Let � : B × VRN → RN be a value that satisfies Eff,

An, NP and T, then for any voting rule W ∈ VRN , �(�,W) = Sh(W).

Then as an easy corollary of Theorem 29 and Proposition 30 we

have the following theorem.

Theorem 31 (Laruelle and Valenciano [48]) There exists a unique

value � : B × VRN → RN that satisfies efficiency (Eff), anonymity

(An), independence of irrelevant alternatives (IIA), invariance w.r.t.

affine transformations (IAT), null player (NP) and transfer (T), and it

is given by

�(B,W) = NashSh(W)
(B). (56)

Note that (56) yields for W = {N} (or any symmetric voting rule):

�(B,W) = Nash(B),

while when B = �, for any rule W, it yields

�(�,W) = Sh(W).

Therefore when the solution (56) is restricted to bargaining problems

it yields the Nash bargaining solution, and when restricted to TU-like

committees it yields the Shapley–Shubik index. Moreover, NP and T

become empty requirements when W is fixed as the unanimity rule

W = {N} (or any symmetric voting rule). Thus the characterizing

axioms in Theorems 29 and 31 become Nash’s axiomatic systemwhen

restricted to �(·,W) : B → RN for any fixed symmetric rule. On the

other hand, as conditions IIA and IAT become empty requirements

when fixing B = �, Proposition 30 can also be rephrased like this:

the characterizing axioms in Theorem 31 when restricted to �(�, ·) :
VRN → RN become Shapley–Dubey’s characterizing system of the

Shapley–Shubik index in W.
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In other words, Theorem 31 integrates Nash’s and Shapley–Dubey’s

[20] characterizations into one, but goes further beyond these previous

characterizations, yielding a surprising solution to the more complex

problem under consideration given by (56).

Remark. In Proposition 30, and in Theorem 31, transfer (T) can be

replaced by the weaker (in the presence of anonymity) condition of

SymGL.Thus we have still an alternative characterization of (56) given

by the following theorem.

Theorem 32 There exists a unique value � : B × VRN → RN that

satisfies Eff, An, IIA, IAT, NP and SymGL, and it is given by (56).

4.3.3 Discussion

As briefly reviewed in Section 2.1.3, the Shapley–Shubik index results

from applying the Shapley value to the simple game (a particular type of

TU-game) associated with a voting rule. Recall that the Shapley value

(see 2.1.2) is meant to be a ‘value’ in the sense of Nash’s bargaining

solution. That is, a rational expectation of utility for a rational player

engaging in a sort of bargaining situation described by a TU-game.

Thus the Shapley–Shubik index presupposes a sort of bargaining sit-

uation described by the TU-game associated with the voting rule. But

why the one described by this game? In the light of the richer model

we have introduced here we see that this amounts to assuming a very

particular preference profile in the committee: a TU-like preference

profile. The simple game associated with a voting rule is often pre-

sented in the literature as merely an alternative way of presenting the

same information: the voting rule itself. But, as has been pointed out

by various authors, this representation has certain conceptual implica-

tions. In terms of the model presented here a TU preference profile is

only a particular case. In other words, from the point of view provided

by Theorem 29, the Shapley–Shubik index is just one of the candidates

to fit formulae (54) and (55). Even the duality of the Shapley–Shubik

index alluded to in Section 2.1.3 (piece of a ‘cake’ and measure of

‘power’) is shared by all the reasonable candidates to fit formula (54).

Now there is the question of the compellingness of the characterizing

conditions, and consequently that of the results obtained: Theorems 29

and 31. The conditions in Theorem 29 are the result of integrating the

(in our view) most compelling ones in the classical characterizations
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of the Nash bargaining solution and the Shapley value. But these con-

ditions are not enough to single out an agreement for each bargaining

committee. We see no drawback here though, nor do we consider this

lack of uniqueness surprising. After all, the model only incorporates

the basic elements of the situation. In such situations, even assuming

a given profile of preferences and a given voting rule, there are other

details that would surely influence the outcome of negotiations. Most

importantly, the particular ‘protocol’ or set of more or less clear rules

according to which negotiations proceed in the committee is crucial.

This will be seen more clearly in the next section, in which we adopt a

non-cooperative approach, and consider a variety of such protocols.

As for Theorem 31, it gives ‘axiomatic’ support to (56), and conse-

quently to the Shapley–Shubik index as a measure of bargaining power

in a wider setting than the classical setup of simple games. But there is

still the question of the compellingness of the ‘transfer’ condition, and

the same doubts about this condition raised in the traditional setting

of simple games in Section 2.1.6 remain in the current setup62. The

discussion in the preceding paragraph sheds some light on this prob-

lem. It seems clear that there is not sufficient information within the

current model to expect a unique compelling answer based on its two

elements. In the next section we describe a very simple protocol that

would yield the solution given by (56), thus providing non-cooperative

foundations for it.

4.4 A non-cooperative model of a bargaining committee

We now explore the non-cooperative foundations of formulae (54) and

(56). As Binmore [13] puts it: ‘Cooperative game theory sometimes

provides simple characterizations of what agreement rational players

will reach, but we need non-cooperative game theory to understand

62 In [50] we consider a wider model admitting random voting rules. In this wider
setting transfer can be derived from two relatively compelling conditions. One
requires basically that when the preference profile is TU-like the expected
payoff vector when a coin is to be tossed to choose between two voting rules is
the same as the average between the expectations in either case. The other
requires that, for any given preference profile, the expectations for two random
voting rules such that both give the same probability of being winning to each
coalition are the same. In other words, the expected payoffs depend only on
the probabilities of each coalition being winning. But the latter condition is not
beyond controversy as it means ignoring part of the information explicit in a
random voting rule.
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why.’ In our case non-cooperative modelling requires further specifi-

cation beyond the only two elements, B and W. Some assumptions are

necessary about the way in which bargaining takes place in the com-

mittee. How are the proposals for agreement submitted and by whom?

If consensus is sought, how are partial disagreements dealt with? How

is enforcing power used by winning coalitions?

The mere formulation of these questions evidences the complexity

of the situation we want to model. The answers are not obvious, and

they surely differ in different real-world contexts. A positive approach

would require us to have, if possible, the particular details that answer

these questions for the particular committee we are dealing with. But

we are not interested in a prediction for a particular committee. We are

interested rather in a term of reference model in which the necessary

details are at once simple and sufficiently specified, and in which the

only source of ‘bias’ or asymmetry lies in the ingredients that specify

the model so far: B and W. The two elements are usually asymmetric,

as the proximity between players’ preferences may differ, and often

the voting rule is not symmetric. But if our ultimate goal is to establish

a recommendation for the choice of a voting rule, it seems that such

a recommendation should not depend on the preference configuration

in the committee. This preference profile is different for each issue,

while the voting rule is usually the same, at least for a specified variety

of issues. Therefore it seems that our model of a bargaining protocol

should not depend on the preference profile. On the other hand, a

model consistent with the results obtained axiomatically, in which the

bargaining power is a function of the voting rule, calls for bargaining

protocols dependent on the voting rule.

Thuswe assume that in order to make a proposal the proposer needs

the support of a winning coalition. In this way the voting rule may be

determinant for the chances of each player playing the role of proposer,

and if the voting rule is not symmetric players may not have the same

chances of playing that role.

The basic idea for the bargaining protocols that we consider is this:

A player, with the support of a winning coalition to play the role of

proposer, makes a proposal for agreement. If it is accepted by all play-

ers, the game ends. If any player rejects it then with some probability

negotiation ends in failure (i.e. the status quo prevails), otherwise a

new proposer and a winning coalition supporting him/her are chosen.

Thus the negotiating process ends either when consensus is reached or,
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if failure occurs, in the status quo. This still leaves many possibilities

open: How is the supporting coalition formed? How is the proposer

chosen by such a coalition? In particular this model accounts for the

non-uniqueness of the answer provided by (54). Different specifica-

tions concerning these points yield different outcomes. As we will see,

(56) appears as a special case with a sort of ‘focal’ appeal given the

simplicity of the particular protocol associated, which confers on it

some normative value as a term of reference.

In order to see the effect of the likelihood of being the proposer and

the effect of the way in which disagreement is dealt with, we consider

first a strictly probabilistic bargaining protocol in which no voting rule

enters the model.

4.4.1 Probabilistic protocols

For each p = (p1, . . . ,pn) ∈ RN
+ s.t.

∑

i∈N pi = 1, and each r ∈
R (0 < r < 1), assume the following strictly probabilistic protocol

for a committee with a given preference profile B = (D,d):

(p, r)-Protocol: A proposer i ∈ N is chosen with probability pi and

makes a feasible proposal x ∈ Dd.

(i) If all the players accept it the game ends with payoffs x.

(ii) If any player does not accept it:

with probability r the process recommences,

with probability 1−r the game ends in failure or ‘breakdown’ with

payoffs d.

In this model p and r are exogenous, that is, they are the parameters

that specify the model. The different likelihood of being a proposer

should originate from some asymmetry in the environment outside the

model. The interpretation of r is clear: it represents the patience of the

committee in seeking consensus. The bigger r is, the smaller the risk of

breakdown is, and the greater the chances of continuing to bargain in

search of consensus after a disagreement.

We have the following result for this family of protocols; one for

each probability distribution p and each r.

Theorem 33 (Laruelle and Valenciano [51]) Let B = (D,d) be the

preference profile of an N-person committee satisfying the conditions

specified in Section 4.2. Under a (p, r)-protocol: (i) there exists a
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stationary subgame perfect equilibrium SSPE; (ii) as r → 1 any SSPE

payoff vector converges to the w-weighted Nash bargaining solution

of B with weights given by wi = pi.

We give here an outline of the proof in [51] that provides some

interesting insights, in particular regarding the nature of the stationary

subgame perfect equilibria (see 1.5.3) for each r.

A stationary strategy profile should specify for each player i

the proposal that he/she will make whenever he/she is chosen to be

the proposer, and what proposals he/she will accept from others. A

proposal by i can be specified by a vector π i = (yi, (x
i
j)j∈N\i) ∈ Dd,

where yi is the payoff i will propose for him/herself, and x
i
j the payoff

i will propose for j �= i. Acceptance and refusal by i of a proposal by

another player should depend only on the utility he/she receives. This

can be specified by the minimal level of utility for which he/she will

accept it. In SSP equilibrium every player should be offered at least

what he/she expects if he/she refuses. We can assume d = 0 without

loss of generality, and consistently in what follows we writeD0 instead

of Dd. Then it should be that for all i and all j �= i,

xij ≥ (1 − r)0 + rpjyj + r
∑

k∈N\j
pkx

k
j .

As the proposer will seek the biggest payoff compatible with this con-

dition, from the non-levelness D0 we can assume equality. As the

right-hand side of the equation does not depend on i, we can drop

the superindex in xij and xkj , and rewrite the above condition as an

equation:

xj = rpjyj + r
∑

k∈N\j
pkxj = rpjyj + r(1 − pj)xj,

that can be rewritten for all j as

rpjyj = (1 − r + rpj)xj. (57)

Note that if pj = 0 then xj = 0, while if pj �= 0 (57) can be rewritten

yj = θj(r)xj (where θj(r) :=
1 − r + rpj

rpj
> 1). (58)
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Observe that in this case (i.e. if pj �= 0) yj > xj. That is, being the

proposer is desirable. In fact the proposer would make the best of

this advantage by maximizing his/her payoff under the constraint of

feasibility, that is, for all j

yj = max
{

y ∈ R : (x−j, y) ∈ D
}

, (59)

where (x−j, y) denotes the point whose j-coordinate is y and all other

coordinates are equal to those of x (this maximum exists from the

compactness ofD0). As playerswith probability 0 of being the proposer

will receive 0 according to (57), one can constrain attention to those

players with a positive probability of being the proposer. To simplify

the notation, instead of dealing with this subset as N′ = {i1, . . . , in′} ⊆
N, one can take N′ = N.

We then have a system with 2n equations ((58) and (59)) with 2n

unknown ((x1, . . . ,xn) and (y1, . . . , yn)) specifying a stationary strategy

profile: each jwhenever chosen as proposer will propose π j = (yj,x−j).

That is, he/she will propose yj for him/herself and xi for each i �= j,

and accept only proposals that give him/her at least xj. The problem is

to prove that a solution for this system exists. This can be proved by

a fixed-point argument63. Then it only remains to show that the limit

of SSPE ex ante payoffs (i.e. the expected payoffs before the proposer

is chosen) as r → 1 is Nashp(B). We omit the details that can be seen

in [51].

Interpretation of the SSPE. Let us examine the equations (58) and (59)

solved by a SSPE. That is for all j ∈ N,

{

yj = θj(r)xj (with θj(r) :=
1−r+rpj

rpj
> 1)

yj = max
{

y ∈ R : (x−j, y) ∈ D
}

(i) According to the first equation, the relative advantage of the pro-

poser diminishes as r increases. Namely, θj(r) → 1 as r → 1, where

63 If B is the normalized TU bargaining problem � = (�, 0), equation (59)
becomes

yj = 1 −
∑

k∈N\j
xk,

so that a linear system results that, as can be easily proved, yields as its unique
solution: xj = rpj, and yj = 1 − r + rpj.
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θj(r) = yj
xj
is the ratio between player j’s expected payoff when he/she

is the proposer and when the proposer is someone else.

(ii) Nevertheless, as each player j is the proposer with probability pj,

ex ante (i.e. before the proposer is chosen), the expected SSPE payoffs

for each r, are given by

∑

j∈N
pjπ

j =
∑

j∈N
pj(yj,x−j). (60)

Thus the probability of being the proposer has a determinant impact on

the expected SSPE payoffs, which according to Theorem 33 converge

to Nashp(B) as r → 1 (see Figure 4.1).

(iii) Note that the ‘agreement’ given by (60) is not ‘efficient’ in gen-

eral, as it is the p-weighted average (i.e. a convex combination) of n

points in ∂D: π1,π2, . . . ,πn, namely the continuation SSPE payoffs

after the choice of a proposer corresponding to the n different possible

proposers. Thus, in general the SSPE ex ante payoffs are not ‘efficient’,

as they are at the interior of D, though the bigger the r the closer they

are to ∂D (see Figure 4.1).

(iv) By contrast, as for every proposer the continuation SSPE payoffs

after the choice of a proposer are in ∂D, if B is the TU-bargaining

u1

u2

u3

p3

p2
p1

p1 = (y1,x2,x3)

p2 = (x1,y2,x3)

p3 = (x1,x2,y3)

x1

x2

x3

Figure 4.1. Continuation payoffs after the choice of proposer in a three-person

problem.
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problem � = (�, 0) the SSPE ex ante payoffs are ‘efficient’ (i.e. they

are in ∂D) and the same for every r, and given by Nashp(�) = p.

4.4.2 Bargaining protocols under a voting rule

What we have called a (p, r)-protocol is entirely specified in proba-

bilistic terms. On the other hand, a comparison of the results given

by Theorem 33 with formula (54) suggests a way of bridging these

results obtained from different approaches. The basic idea is, as antic-

ipated above, to link the probability of being the proposer, which is

the source of bargaining power in a (p, r)-protocol, with the voting

rule, which is the only element of the bargaining environment included

in the model of a bargaining committee. But there are many ways of

selecting a proposer based on the voting rule. That is, there are infi-

nite ways of mapping voting rules into probability distributions over

players. The question is whether there are any especially simple rea-

sonable proposer selection protocols based on the voting rule within

the plethora of possibilities consistent with formulae (54) and (56).

A general principle that seems reasonable is the following: In order to

play the role of proposer the support of a winning coalition that he/she

belongs to is needed. In order to consider in full generality ways of

going from voting rules to probabilities respecting this principle we can

abstract away protocol details. We consider maps P : VRN → PN×2N ,

where PN×2N denotes the set of probability distributions overN×2N,

and use the notation pW to denote P(W). That is, under rule W,

pW (i, S) = Prob (i is the proposer with the support of S).

If we want pW : N×2N → [0, 1] to respect the principle stated as well
as the null player principle, the following should be required

(pW (i, S) �= 0) ⇒ (i ∈ S ∈ W and S \ i /∈ W). (61)

That is, the proposer has to be decisive in the winning coalition that

supports him/her. In order to preserve the principle of anonymity the

following must be required for any permutation π ,

pW (i, S) = pπW (π i,πS). (62)
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Then any p : VRN → PN×2N satisfying (61) and (62) ‘abstracts’ a

proposer’s selection protocol determined by the voting rule in a bar-

gaining committee which gives the probabilities of being the proposer

by

pW
i :=

∑

S:i∈S
pW (i, S).

Any such protocol combined with the (pW , r)-protocol will yield a par-

ticular case of (54) in the limit (in the sense of Theorem 33). But, as

has been stated, any map satisfying these conditions just ‘abstracts’ a

proposer’s selection protocol, and we are interested in the explicit pro-

tocols, not in their abstract summary by a vector of probabilities p. Still,

a great variety of protocols are compatible with the above conditions.

We consider a general relatively simple way of selecting a player

i to play the role of proposer and a winning coalition S containing

him/her such that i ∈ S ∈ W, and S \ i /∈ W. It seems natural to form a

coalition in support of a proposer prior to the choice of the proposer.

This entails a coalition formation process that can be encapsulated in

a black-box-like probability distribution. Let p denote a probability

distribution over coalitions described by a map p : 2N → [0, 1] that,
in order to be consistent with the anonymity assumption, assigns the

same probability to all coalitions of the same size. In other words p(S)

depends only on s. Thus we can write ps instead of p(S).

(S-i)-Protocols (Choose first S, then i). Assume a given probability

distribution over coalitions p (satisfying the above conditions), and

the following protocol: Choose a coalition S according to p. Choose a

player i in S at random. If S ∈ W and S\ i /∈ W, player i is the proposer,

otherwise recommence until a proposer is chosen.

The probability of player i being the proposer after the first two steps

is given by

∑

S:i∈S∈W
S\i/∈W

1

s
ps =

∑

S:i∈S

1

s
ps(vW (S) − vW (S \ i)), (63)

but in general no player is chosen as proposer after a single round.

Nevertheless the actual probabilities of being proposer after applying

an (S-i)-protocol are proportional to the probabilities given by (63),
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which, as can easily be checked, yields the family of normalized semi-

values. In particular the two best known semivalues result for the

following probabilities.

Shapley–Shubik index. If ps = 1
n+1

1
(ns)

, then the probability of player

i being the proposer under (S-i)-protocol is given by the Shapley–

Shubik index of the voting rule, that is, pW
i = Shi(W). Thus in terms

of (S-i)-protocols the Shapley–Shubik index emerges for the familiar

probabilistic model of choosing a size at random, and then a coalition

of that size at random.

Normalized Banzhaf index. If ps = k s
2n , where k is a constant result-

ing from normalization, then the probability of player i being the

proposer under (S-i)-protocol is given by the normalized Banzhaf index

of the voting rule. Note that in this protocol the probability of a

coalition is weighted by its size64.

A more general way of selecting a proposer is the following.

(i, S)-Protocols (Choose i and S simultaneously). As already pointed

out, any W �→ pW such that pW (i, S) satisfies (61) and (62) abstracts

a protocol that, combined with the resulting (p, r)-protocol, yields a

particular case of (54) in the limit. This also includes as particular cases

some power indices less familiar than Shapley–Shubik’s and Banzhaf’s

that lie outside the family of normalized semivalues, such as Deegan–

Packel’s [17] and Holler–Packel’s [30] indices.

But again the Shapley–Shubik index emerges associated with a very

simple selection procedure:

Shapley–Shubik’s Protocol (formulation 1). (i) Choose an order in N

at random, and let the players join a coalition in this order until a

winning coalition S is formed. (ii) Then the last player entering S is the

proposer.

Under this protocol:

Prob (i is the proposer) = Shi(W).

The simplicity of this procedure within the family of protocols

described above is worth remarking on. First, the formation of the

64 Note that if ps = 1
2n for all S, i.e. if all coalitions are equally probable, then the

probability of a player being chosen as the proposer is not the normalized
Banzhaf index of that player.
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coalition appears in this case as a sequential process, which seems at

once natural and the simplest way. Alternatively and equivalently it can

be described as choosing one player at random to join the coalition at

each step. Onemaywonder why the ‘swinger’ is chosen as the proposer

rather than any other player who is decisive in S. But it does not make

any difference if the second step is replaced by this: Choose one of the

players decisive in S at random. It can be easily seen that the proce-

dure is equivalent. Thus the protocol can be specified alternatively as

follows:

Shapley–Shubik’s Protocol (formulation 2). (i) Starting from the empty

coalition, choose one player at random each time from the remaining

players until a winning coalition S is formed. (ii) Then choose one of

the players decisive in S at random.

Thus, under this protocol each player has a probability of being the

proposer equal to his/her Shapley–Shubik index for the current voting

rule.

Summing up we can combine any of the above proposer selection

protocols with the probabilistic (p, r)-protocol considered in the previ-

ous section. In view of Theorem 29 and the above discussion we have

the following results, which are the non-cooperative counterpart of

(54) and (56).

Theorem 34 Let (B,W) be an N-person bargaining committee with

preference profile B = (D,d) satisfying the conditions specified in

Section 4.2. Under any (S-i) or (i, S)-protocol for selecting the proposer

combined with the resulting (p, r)-protocol: (i) for all r (0 < r < 1),

there exists a stationary subgame perfect equilibrium (SSPE); (ii) as

r → 1, any SSPE payoff vectors converge to the weighted Nash bar-

gaining solution of B with weights given by the probabilities of being

the proposer determined by W and the proposer selection protocol;

(iii) under an (S-i)-protocol, these weights are given by a normalized

semivalue of the voting rule (i.e. of the simple TU-game vW ).

Theorem 35 Under the Shapley–Shubik protocol combined with the

resulting (p, r)-protocol: (i) parts (i) and (ii) of Theorem 34 hold, and

the weights in the limit are given by the Shapley–Shubik index of the

voting rule W; (ii) if B = �, also the SSPE payoffs are given by the

Shapley–Shubik index of the voting rule W, for all r(0 < r < 1).
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Remarks. In the light of this bargaining model the voters’ conventional

‘voting power’ or decisiveness becomes ‘bargaining power’ in a specific

game-theoretic sense. Thus, the old conceptual ambiguity commented

on in Section 2.2 concerning the game-theoretic notion of ‘value’ when

applied to simple games representing voting rules, and its alternative

interpretation as ‘decisiveness’, or likelihood of playing a crucial role

in a decision, is clarified.

(i) In a bargaining committee, according to this model, the source of

(bargaining) power is the likelihood of being the proposer, related to

the likelihood of being decisive via the protocol.

(ii) By part (ii) of Theorem 35, in the case of a committee with a TU

preference profile, i.e. if B = �, the ex ante SSPE payoffs are given by

the Shapley–Shubik index of the voting ruleW,whatever r (0 < r < 1).

Thus the limit result for r → 1 is trivial in this case. But observe that

the non-cooperative ‘implementation’ of the Shapley–Shubik index of

the voting rule W (or equivalently, of the Shapley value of the asso-

ciated simple game vW ) is different from previous ones. In this model

Sh(W) represents an expectation in a precise sense, in which no player

(unless the rule is a dictatorship) has a chance of getting the whole

cake, although the proposer would benefit (decreasingly as r gets big-

ger) from this role. Observe also that when r → 0, in the limit the

proposer will have the whole cake, though the ex ante expectations

are the same. In other words, for r → 0, in the limit we have a rein-

terpretation of the original Shapley model applied to the simple game

associated with the voting rule.

(iii) Theorem 35-(ii) is the non-cooperative counterpart of the fact

pointed out in Section 4.3.2 that NashSh(W)(B) = Sh(W)when B = �.

In cooperative terms it was emphasized there that the relevant point

is not this particular case, but the fact that Sh(W) appears in (56)

setting the bargaining weights for all B, thus with a new meaning:

the bargaining power that the voting rule confers to the players. Now

in this non-cooperative model this interpretation is corroborated and

clarified: this is so (in the limit for r → 1) for a specific and particularly

simple protocol.

4.4.3 Discussion

Theorems 34 and 35 provide a non-cooperative interpretation of for-

mulae (54) and (56), originally obtained from a cooperative-axiomatic
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approach. Nevertheless the non-cooperative model admits many vari-

ations that may be worth investigating. Here are some of the possible

lines of further research.

As briefly commented in Section 4.3.1, in our model of a bargaining

committee the status quo is a reference point that at the same time

sets a level of utility below which no player can be forced to accept.

Even if such a limit exists, it is sometimes below the status quo, so

that players can be worse off within certain limits if forced into this

situation by a winning coalition. Thus a richer model would include

two different points: the initial starting point or status quo and a vector

of minimal admissible payoffs. Another way of enriching the model is

by admitting partial agreements. That is, in our models the outcome is

either general consensus or breakdown: why not admit the possibility

of partial consensus even if general consensus is sought?65 Finally,

in this model all symmetric rules appear as equivalent and yield the

Nash bargaining solution. But intuition suggests that the difficulty of

reaching agreements is not the same under a unanimity rule and under

a simple majority. A model accounting for this seems desirable.

4.5 Egalitarianism and utilitarianism in a bargaining
committee

In Section 3.7 we addressed the question of the voting rule that best

implements the egalitarian and utilitarian principles in a take-it-or-

leave-it committee. To this end, utilities were introduced in the model

in a very simple way assuming a strong degree of symmetry. Then it

was seen that any symmetric rule implements the egalitarian principle,

and of those rules it is the simple majority that best implements the

utilitarian principle under certain conditions.

Unlike the case of a take-it-or-leave-it committee, in a bargaining

committee the preference profile, given in utility terms, is one of the

ingredients of the model. Moreover, this element, B = (D,d), sepa-

rated from the voting rule, is precisely the only ingredient in a classical

bargaining problem and, as is well known, in such an environment

65 The closest model to the (p, r)-protocols is that of Rubinstein [75], of which it
may be considered an extension. In [28] a bargaining model is provided in
the NTU framework in which consensus is sought and there is a risk of
breakdown. Other interesting non-cooperative models are [3,7,57] .
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utilitarianism and egalitarianism conflict. Given an n-person bargain-

ing problem B = (D,d), the egalitarian optimum is at the point in D

for which the gains of utility with respect to the status quo d are equal

for all players and those gains are maximal: that is, the point

d + µ̄1 where µ̄ := max
{

µ : d + µ1 ∈ D
}

, (64)

where 1 = (1, . . . , 1) ∈ RN. By contrast, the utilitarian optimum

would be reached at the feasible point for which the sum of the gains

is maximal, that is, at

arg max
x∈Dd

∑

i∈N
(xi − di). (65)

In general these two points are different, and both depend on D

and d. Therefore the idea of looking for the voting rule that best imple-

ments either principle independently of the preference profile does not

make sense, nor does it make sense to look for such rules for each

preference profile. In fact, as pointed out by Shapley [77], the Nash

bargaining solution can be seen as a compromise between these two

principles in the following sense. A compromise between the different

points given by (64) and (65), can be this: find a system of weights

λ = (λi)i∈N ∈ RN
+ , such that the following two problems have the

same solution. First, find the point d + µ̄λ such that

µ̄ = max
{

µ : d + µλ ∈ D
}

,

and, second, find the point

arg max
x∈Dd

∑

i∈N
λi(xi − di).

As Shapley [77] points out, such a system of weights (λi)i∈N for which

the solution to both problems is the same does exist, and it turns

out that for these weights the common solution is given by the Nash

bargaining solution, that is by Nash(B).

Therefore if we accept this compromise between the egalitarian and

utilitarian principles as a ‘fair’ deal, and we accept (54) as the norma-

tive term of reference (supported by Theorems 29 and 34) of a rational

agreement in a bargaining committee (B,W), then any symmetric
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voting rule implements such a compromise, because in this case all

components of ϕ(W) in (54) are equal, so that it yields Nash(B).

4.6 The neutral voting rule in a committee of representatives

Now we turn our attention to the normative issue of the choice of

voting rule in a committee of representatives inwhich eachmember acts

on behalf of a group of different size. In Section 3.8 we addressed this

issue for the case of a take-it-or-leave-it committee. We now address

the case in which the committee of representatives acts as a bargaining

committee. As we will see the conclusions are different.

Assume that eachmember i of a bargaining committee of nmembers,

labelled byN, represents a groupMi of sizemi. Let’s assume that these

groups are disjoint, so that if M = ∪i∈NMi, and the cardinality of M

is m =
∑

i∈N mi. Denote by M the partition M = {M1,M2, . . . ,Mn}.
It seems intuitively clear that if the groups are of different sizes a sym-

metric voting rule is not adequate for such a committee, at least if

a principle of equal representation (whatever this might mean in this

context) is to be implemented. This raises the issue of the choice of the

‘most adequate’ voting rule under these conditions. The main difficulty

in providing an answer is to specify precisely what is meant by ‘ade-

quate’, ‘right’, or ‘fair’. To begin with, ‘adequate’, ‘right’, or ‘fair’ in

what sense and from which or whose point of view?

It seems clear that it should be so from the point of view of the

people represented. The basic idea, which we further specify and jus-

tify presently, is this: A voting rule is ‘fair’ if any individual of any

group is indifferent between bargaining directly with the other peo-

ple in M (assuming such ‘mass bargaining’ were possible and yielded

theM-person Nash bargaining solution), and leaving bargaining in the

hands of a representative picked arbitrarily from the group. Even if

this sounds Utopian (and as indeed it is in general), we will show that

it is implementable in a precise sense if a certain level of symmetry (not

uniformity!) of preferences within each group is assumed.

In general, a bargaining committee of representatives will negotiate

about different issues over time under the same voting rule. In each

case, depending on the particular issue, a different configuration of

preferences will emerge in the population represented by the members

of the committee. Thus it does not make sense to make the choice of

the voting rule dependent on the preference profile, nor does it make
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sense to assume unanimous preferences within every constituency. On

the other hand, if there is no relationship at all between the preferences

of the individuals within each group it is not clear on what normative

grounds the choice of a voting rule for the committee of representatives

should be founded66.

In order to find an answer we assume that the configuration of pref-

erences in the population represented is symmetric within each group

in the following sense. Assume that B = (D,d) (d ∈ D ⊆ RM) is the

m-person bargaining problem representing the configuration of vNM

preferences of the m individuals in M about the issue at stake in the

committee. We say that a permutation π : M → M respects M if for

all i ∈ N, π(Mi) = Mi. We say that B is M-symmetric if for any per-

mutation π :M → M that respectsM, it holds that πd = d, and for all

x ∈ D, πx ∈ D. In other words, B isM-symmetric if for any group (Mi)

the disagreement payoff is the same for all its members (dk = dl , for all

k, l ∈ Mi), and with the payoffs of the other players in M\Mi fixed in

any way, the set of feasible payoffs for the players in that group (Mi) is

symmetric. Notice that this does not mean at all that all players within

each group have the same preferences. In fact it includes all symmetric

situations ranging from unanimous preferences to the ‘zero-sum’ case

of strict competition within each group. But note that if the payoffs

of all the players inM\Mi are fixed, the outcome of bargaining within

Mi (under unanimity and assuming anonymity) would yield the same

utility level for all players in Mi. Thus M-symmetry in B entails the

following consequences.

Let M, N and M be as above, and let B = (D,d) be M-symmetric.

Assuming as a term of reference that the players inM negotiate directly

under unanimity, according to Nash’s bargaining model the outcome

would be Nash(B). Or, in other terms, Nash(B) can be considered

as a normative term of reference representing an egalitarian-utilitarian

compromise as discussed in Section 4.5. As B is M-symmetric, it must

be that

Nashk(B) = Nashl(B) (∀i ∈ N,∀k, l ∈ Mi).

66 An extreme example can illustrate this: Assume all individuals in groupMi

have identical preferences, and all in groupMj but individual k ∈ Mj have also
the same preferences (but different from those inMi), while k has identical
preferences to those inMi. In a case like this individual k would prefer
representative i to be more powerful than his/her own representative j.
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Namely, in each group all players would receive the same pay-

off according to Nash’s bargaining solution. Therefore the optimal

solution of the maximization problem

argmax
x∈Dd

∏

l∈M
(xl − dl)

that yields Nash(B) coincides with the optimal solution of the same

maximization problem when the set of feasible payoff vectors is con-

strained to yield the same payoff for any two players in the same group.

Formally, denote by BN the N-bargaining problem BN = (DN,dN),

where

DN :=
{

(x1, . . . ,xn) ∈ RN : (x1, . . . ,x1, . . . ,xn, . . . ,xn) ∈ D} ,
m1−times mn−times

and by dN the vector inRN whose i-component is, for each i ∈ N, equal

to dk (the same for all k ∈ Mi). Namely, B
N is the bargaining problem

that would result by taking one individual from each constituency as a

representative for bargaining on its behalf, under the commitment of

later bargaining symmetrically within that constituency after the level

of utility of the other constituencies has been settled. We have that, for

all i ∈ N and all k ∈ Mi,

Nashk(B) = argk maxx∈Dd

∏

l∈M
(xl − dl)

= argi maxx∈DN
dN

∏

j∈N
(xj − dj)

mj = Nashmi (BN),

where m = (m1, . . . ,mn). That is to say, for the configuration of pref-

erences or M-bargaining problem B, a player k in M would obtain

the same utility level by direct (m-player unanimous) bargaining that a

representative would obtain by bargaining on behalf of him/her (and

of all the players in the same group) under the configuration of prefer-

ences BN if each representative were endowed with a bargaining power

proportional to the size of the group.

The problem then is how to ‘implement’ such a weighted Nash

bargaining solution. In other words, and more precisely, how to imple-

ment a bargaining environment that confers the right bargaining power

on each representative. In view of Theorem 29, if a ‘power index’
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(i.e. a map ϕ :VRN → RN that is efficient, anonymous and ignores

null players) is considered to be the right assessment of bargaining

power in a committee, and for some N-voting rule W it holds that

ϕi(W)

mi
=

ϕj(W)

mj
(∀i, j ∈ N), (66)

then this rule would exactly implement such an environment. In par-

ticular, if such an index is the Shapley–Shubik index (Theorem 31), an

optimal voting rule would be one for which

Shi(W)

mi
=

Shj(W)

mj
(∀i, j ∈ N). (67)

In view of the underlying interpretation of ‘fairness’ as a compromise

between egalitarianism and utilitarianism, it could be also adequate to

call it ‘neutrality’, and to call a voting rule satisfying it ‘neutral’.

Then we conclude that if: (i) the term ‘bargaining power’ is inter-

preted in the precise game-theoretic sense formerly specified (i.e.

bargaining weights); (ii) (54) is accepted as a reasonable expectation

in a bargaining committee supported by Theorems 29 and 34; and

(iii) ‘fairness’ or ‘neutrality’ is understood as the egalitarian–utilitarian

compromise given by the Nash bargaining solution; then the above dis-

cussion and the formulae (66) and (67) that it yields can be summarized

in the following theorem.

Theorem 36 A fair or neutral voting rule in a bargaining committee

of representatives is one that gives each member a bargaining power

proportional to the size of the group that he/she represents.

From the point of view of application there are still some issues to

be resolved. There is the question of the ‘right’ power index (i.e. the

right ϕ(W) in formula (54)) for assessing the bargaining power that

the voting rule confers to each member of the committee. As discussed

in Sections 4.3 and 4.4, this issue cannot be settled unless additional

assumptions about the bargaining protocol in the committee are made.

Nevertheless, as we have seen in Section 4.4.2, the Shapley–Shubik

index emerges associated with a particularly simple bargaining proto-

col and consequently, in the absence of further information, it can be

taken as a term of reference for a normative assessment. In any case, it is
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worth stressing the clear message of Theorem 36, somewhat consistent

with intuition and different from previous recommendations67.

4.7 Exercises

1. Let� : B×VRN → RN be a solution satisfying the conditions of fea-

sibility and individual rationality, that is, such that �(B,W) ∈ Dd.

Prove that if� also satisfies Independence of Irrelevant Alternatives,

then for any two problems B = (D,d) and B′ = (D′,d′) such that

d = d′ and Dd = D′
d′ , and any rule W, it holds that

�(B,W) = �(B′,W).

2. Consider a two-person bargaining committee (B,W), where B =
(D,d), d = (0, 0), and D is the comprehensive hull of Dd, given by

Dd = {(x1,x2) ∈ R2
+ : x21 + x22 ≤ 1}.

Discuss the possible solutions under the conditions of Theorem 29

for the possible voting rules (dictatorship or unanimity).

3. Consider a three-person bargaining committee (B,W), where B =
(D,d), d = (0, 0, 0) and

D = {(x1,x2,x3) ∈ R3 : x1 + x2 + x2 ≤ 3}.

Discuss the possible solutions under the conditions of Theorem 29

in the following cases. (a) Player 1 is a dictator. (b) They decide by

simple majority. (c) There is an oligarchy of players 1 and 2.

4. Let W = {{1, 2}, {1, 3}, {1, 2, 3}}. Calculate the solution for a

bargaining committee (B,W) according to Theorem 31, in the

following cases:

(a) B is as in the preceding exercise.

67 In [10] a curious antecedent of this recommendation is given: ‘In Franklin v.
Kraus (1973), the New York Court of Appeals again approved a weighted
voting system that made the Banzhaf power index of each representative
proportional to his district’s size.’
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(b) B = (D,d), d = (0, 0, 0), and D is the comprehensive hull of

Dd, given by

Dd = {(x1,x2,x3) ∈ R3
+ : x21 + x22 + x23 ≤ 9}.

(c) Compare the proportion between the solution payoffs of the

vetoer (player 1) and that of any of the other two in either case.

5. Let B = (D,d) be as in Exercise 3. Determine the stationary sub-

game perfect equilibrium strategy profile for a (p, r)-protocol in

which each player has probability 1
3 of being the proposer: that

is, p = (13 ,
1
3 ,

1
3 ). (a) If r = 1

2 . (b) If r = 3
4 .

6. Let (B,W) be a three-person bargaining committee, such that

B = (D,d) is as in Exercise 3 and W = {{1, 2}, {1, 3}, {1, 2, 3}}.
Determine the stationary subgame perfect equilibrium strategy pro-

file for the Shapley–Shubik Protocol combined with the resulting

(p, r)-protocol for r = 3
4 .

7. Let W be the four-person voting rule whose minimal winning vote

configurations areM(W) = {{1, 2}, {1, 3}, {2, 3, 4}}. If W is the vot-

ing rule in a bargaining committee of representatives, and the total

number of people represented is 12,000, what should the number

of people represented by each member be for W to be the ‘neutral

rule’ (according to Theorem 36 and assuming the Shapley–Shubik

index is the adequate measure of bargaining power)?



5 Application to the European Union

In this chapter we apply themodels developed in the preceding chapters

to the European Council of Ministers. We submit the different voting

rules that are or have been used in the Council, as well as some oth-

ers that have been proposed, to cross-examination from the different

points of viewprovided by the two basicmodels discussed inChapters 3

and 4.

The different voting rules used in the Council are described in

Section 5.1. In Section 5.2 we apply the model of a take-it-or-leave-it

committee. In Section 5.2.1 we examine some relevant probabilities

based on the a priori model of voting behaviour for the different rules.

Then, in Section 5.2.2, we incorporate utilities into the model and

assess the different rules in the Council from the egalitarian and util-

itarian points of view, as a committee of states and as a committee

of representatives. Finally, in Section 5.3 we apply the bargaining

committee model.

The reader will not find any categorical normative recommenda-

tions along the lines of ‘this is the best rule for the Council’ or ‘this

is the rule that should be used by the Council’. None of the mod-

els applied captures all the complexity of the real situation. But they

all help to understand it, as this application gives some insights into

how the rules may affect the working of the Council. On the other

hand, applying concepts and theoretical constructions also helps gain

a deeper understanding of them.

5.1 Voting rules in the European Council

The rules that we consider here are rules that have been used in the

Council at some time, more precisely between 1958 and 2005; the

number of members in the Council increasing with the enlargements

over this period. In 2005, the 25 members in decreasing order of

population size were (with their abbreviated forms): Germany (Ge),

136
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United Kingdom (UK), France (Fr), Italy (It), Spain (Sp), Poland (Pl),

Netherlands (Ne), Greece (Gr), Czech Republic (CR), Belgium (Be),

Hungary (Hu), Portugal (Pr), Sweden (Sw), Austria (Au), Slovakia

(Sk), Denmark (De), Finland (Fi), Ireland (Ir), Lithuania (Li), Latvia

(La), Slovenia (Sn), Estonia (Es), Cyprus (Cy), Luxembourg (Lu) and

Malta (Ma).

We denote the set of Council members byNn, where the subscript n

refers to the number of states. During the period considered, we have,

always in decreasing population order:

From 1958 to 1972:

N6 = {Ge,Fr, It,Ne,Be,Lu};

from 1973 to 1980:

N9 = {Ge,UK,Fr, It,Ne,Be,De, Ir,Lu};

from 1981 to 1985:

N10 = {Ge,UK,Fr, It,Ne,Gr,Be,De, Ir,Lu};

from 1986 to 1994:

N12 = {Ge,UK,Fr, It, Sp,Ne,Gr,Be,Pr,De, Ir,Lu};

from 1995 to 2003:

N15 = {Ge,UK,Fr, It, Sp,Ne,Gr,Be,Pr, Sw,Au,De,Fi, Ir,Lu};

and in 2004 and 2005:

N25 = {Ge,UK,Fr, It, Sp,Pl,Ne,Gr,CR,Be,Hu,Pr, Sw,

Au, Sk,De,Fi, Ir,Li,La, Sn,Es,Cy,Lu,Ma}.

Threemain rules are used in theCouncil: simplemajority, unanimity,

and the so-called qualified majority. The simple majority is the default

voting rule unless the Treaty provides otherwise, which it usually does.

In practice the Council decides by simple majority only in a limited

number of mainly procedural matters. Unanimity is used for quasi-

constitutional or politically sensitive matters, and a qualified majority

is used for all other cases. Successive modifications of the Treaty have
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resulted in an extension of the use of the qualified majority voting in

comparison to the unanimity voting.

The simple majority (WSM
n ) and unanimity (WU

n ) are symmetric rules

that were introduced in 1.3.2 for n seats. Note that we always have

W
U
n ⊂ W

SM
n , (68)

that is, it is always in principle more difficult to pass proposals under

unanimity than under a simple majority.

The qualified majority (W
QM
n ) is a weighted majority used up to

enlargement to the N25 Council. For n = 6, 9, 10, 12, and 15 we have

W
QM
n =

{

S ⊆ Nn :
∑

i∈S
wi(Nn) ≥ Q(Nn)

}

,

with weights and quotas given by

w(N6) = (4, 4, 4, 2, 2, 1), Q(N6) = 12,

w(N9) = (10, 10, 10, 10, 5, 5, 3, 3, 2), Q(N9) = 41,

w(N10) = (10, 10, 10, 10, 5, 5, 5, 3, 3, 2), Q(N10) = 45,

w(N12) = (10, 10, 10, 10, 8, 5, 5, 5, 5, 3, 3, 2), Q(N12) = 54,

w(N15) = (10, 10, 10, 10, 8, 5, 5, 5, 5, 4, 4, 3, 3, 3, 2), Q(N15) = 62.

Galloway ([25], p. 63) justifies the choice of the weights and quotas as

follows:

‘The system was constructed so as to ensure a certain relationship

between member states based on a system of “groups” or “clusters”

of large, medium and small member states, with states in each cluster

having an identical number of votes. (…)

• Apart from an adjustment in voting weights to accommodate new

categories of member states at the first enlargement in 1973, the sys-

tem has undergone straightforward extrapolation at each successive

enlargement.

• The system of “clusters” was maintained. With each successive

enlargement, new member states were categorized in accordance

with the same principle, although additional categories had to be

inserted into the system as required on the basis of member states’
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size (e.g. Denmark and Irelandwere allocated three votes each, Spain

eight votes and Austria and Sweden four votes each).’

Remarks. (i) Luxembourg had a null seat in WQM
6

. Thus Luxem-

bourg’s probability of being decisive was zero in the N6 Council

(whatever the voting behaviour of the others).

(ii) Luxembourg’s seat, like Denmark’s and Ireland’s seats, are sym-

metric in W
QM
10 , in spite of their having different numbers of votes:

2 for Luxembourg, and 3 each for Ireland and Denmark. These three

states thus had the same probabilities of being decisive or successful in

the N10 Council for any anonymous probability distribution.

(iii) We always have

W
U
n ⊂ W

QM
n . (69)

As the simple majority obviously contains a larger number of winning

configurations than the qualified majority, there may also exist some

inclusion between these rules, but this is not always true. We only have

W
QM
n ⊂ W

SM
n for n = 9, 12, and 15. (70)

The inclusion does not hold for the N6 nor the N10 Councils
68.

The Treaty of Nice has substantially modified the qualified majority

rule for the N25 Council in two ways. First, the system of weights was

redesigned. Second, an additional clause was added: to be adopted,

a proposal needs the support of a majority of member states. Thus

the qualified majority is no longer a weighted majority, but a double

(weighted) majority. We refer to this rule as ‘the Nice rule’ (WNi
25 ):

W
Ni
25 =

{

S ⊆ N25 :
∑

i∈S
wi(N25) ≥ 232 and s ≥ 13

}

,

where

w(N25) = (29, 29, 29, 29, 27, 27, 13, 12, 12, 12, 12,

12, 10, 10, 7, 7, 7, 7, 7, 4, 4, 4, 4, 4, 3).

68 Consider for example S = {Ge, It,Fr}. We have S ∈ W
QM
6 but S /∈ W

SM
6 .
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The choice of this rule was the result of difficult and painful bargaining

among member states in December 2000. It soon came to be consid-

ered as not very satisfactory. In 2001, a Convention was launched to

reform the Nice Treaty and to consider the possibility of writing a

Constitution.

The Convention finished its work in July 2003, and came up with

a substitute to the Nice rule. This alternative rule, which we refer to

as ‘the Convention rule’ (WCv
n ), is described as follows (article 24):

‘When the European Council of the Council of Ministers takes deci-

sions by qualifiedmajority, such amajority shall consist of the majority

of Member States, representing at least three fifths of the population

of the Union.’ For the N25 Council, we have:

W
Cv
25 = {S ⊆ N25 :

∑

i∈S
mi ≥ 0.6 m and s ≥ 13},

where mi denotes state i’s population and m the total population in
the EU. In 2005, these figures were69:

82, 500, 800 (Ge), 60, 561, 200 (UK), 60, 034, 500 (Fr), 58, 462, 400 (It),

43, 038, 000 (Sp), 38, 173, 800 (Pl), 16, 305, 500 (Ne), 11, 075, 700 (Gr),

10, 529, 300 (CR), 10, 445, 900 (Be), 10, 220, 600 (Hu), 10, 097, 500 (Pr),

9, 011, 400 (Sw), 8, 206, 500 (Au), 5, 411, 400 (Sk), 5, 384, 800 (De),

5, 236, 600 (Fi), 4, 109, 200 (Ir), 3, 425, 300 (Li), 2, 306, 400 (La),

1, 997, 600 (Sn), 1, 347, 000 (Es), 749, 200 (Cy), 455, 000 (Lu),

402, 700 (Ma).

An Intergovernmental Conference then took place between October

2003 and June 2004 and concluded its work with the signing of the

Constitution in October 2004. In article I-25 of the Constitutional

Treaty a winning configuration is defined as containing ‘at least 55%

of the members of the Council, comprising at least fifteen of them

and representing Member States comprising at least 65% of the pop-

ulation of the Union. A blocking minority must include at least four

Council members, failing which the qualified majority shall be deemed

attained.’ We will refer to this rule as ‘the Constitution rule’ (WCs
n ).

69 EUROSTAT (the statistical office of the European Commission), 2005.
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For the N25 Council, we have
70

W
Cs
25 =

{

S ⊆ N25 :

(

∑

i∈S
mi ≥ 0.65 m and s ≥ 15

)

or (s ≥ 22)

}

.

It was decided during the Intergovernmental Conference that the

weights chosen in Nice would be used until 2009. By then if the Con-

stitution is ratified that rule will be replaced by the Constitution rule.

But the fate of the Constitution is now unclear after the ‘no’ votes by

the Dutch and French to the Constitutional Treaty.

Remarks. (i) The main innovation of the Convention rule (and after-

wards of the Constitution rule) is that they depend only on population

figures and percentage of member states. They can thus be extended

mechanically at each new enlargement.

(ii) For the N25 Council, neither the Convention rule nor the Con-

stitution rule has been used. Still, as they competed to become the rule

for the Council, they were widely discussed in the media. As such, it

seems that they deserve a formal study71. They are also useful as terms

of comparison for the evaluation of the Nice rule72.

(iii) In the Constitution rule, any member may request verification

that the Member States constituting the qualified majority represent at

least 62% of the total population of the Union. This clause, sometimes

called the population safety net will not be considered here.

(iv) By construction, the sets of winning configurations of the Nice

rule, the Constitution rule and the Convention rule are all included in

the list of winning configurations of the simple majority. We have

W
U
25 ⊂ W

EU
25 ⊂ W

SM
25 for W

EU
25 ∈ {WNi

25 ,W
Cs
25 ,W

Cv
25 }. (71)

No inclusion relation holds between the Constitution, the Convention

and the Nice rules (see Exercise 2).

70 As 55% of 25 is 13.75, the clause concerning 55% of members states is
inoperative, as at least 15 member states are needed.

71 Moreover this is not the first time that a system of double majority was
proposed: prior to the Treaty of Nice the Commission proposed a system close
to the Convention rule (with relative quotas of both population and members
being set to 50%). See [41].

72 For other studies of the N25 Council, see for instance [23] or [36].
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The models developed in Chapters 3 and 4 can be used to com-

pare the rules presented above (we refer to any of these rules as WEU
n ).

Special emphasis is given to the comparison of the Nice rule, the Con-

vention rule and the Constitution rule, as they were competitors for

use as the new qualified majority.

5.2 The Council as a take-it-or-leave-it committee

In practice, the Council usually makes a formal vote when it has practi-

cally reached a unanimous agreement73. It seems clear that the effective

work of the Council is closer to what has been described as the envi-

ronment of a bargaining committee than to that of a take-it-or-leave-it

committee. Thus the bargaining committee model seems more ade-

quate for the Council. Still, with the successive enlargements informal

bargaining may become more and more difficult. With larger num-

bers of member states, the need for an effective vote may perhaps arise

more frequently. In any case, the take-it-or-leave-it committee model,

or more precisely some of the relevant probabilistic measures based on

this model, provide an interesting assessment of various issues related

to the voting rules used at different times in the Council.

In the take-it-or-leave-it model, some relations hold independently of

voting behaviour. This happens when there is an inclusion between the

sets of winning configurations of two rules. In this case there are some

conclusions that do not depend on the voting behaviour. To complete

the picture and get numerical values, a probability distribution has

to be chosen. In Chapter 3 we have advocated in favour of p∗ for a

normative a priori evaluation of voting rules74. But one should always

73 The Council publishes a monthly document listing legislative and
non-legislative acts of the Council including the results of votes since 1999.
These results can be found at www.consilium.europa.eu

74 The specific context of the European decision-making process may justify other
normative assumptions. For instance, any proposal that reaches the Council
can be expected to have the support of more than half the member states
(otherwise it would have been blocked in the Commission). A vote
configuration with a number of ‘yes’-voters smaller than half the members can
be assumed to have a zero probability. Then settting an equal probability to all
other vote configurations we have the probability distribution

p̃n(S) :=
{

1/r if s > n
2

0 otherwise,

where r represents the number of vote configurations where s > n
2 . (See [37].)
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keep in mind that assessments and recommendations based on p∗ have
no predictive power75.

With the voting rule, and the a priori distribution of probability p∗,
the take-it-or-leave-it model is complete. We first apply the criteria

based on probabilities (ease of passing proposals, probability of suc-

cess and its conditional variants), then the criteria based on utilities

(egalitarianism and utilitarianism).

5.2.1 Criteria based on probabilities

Using the inclusions between the sets of winning configurations for the

EU rules (that is, (68), (69), (70) and (71)), we obtain the following

relations that do not depend on the probability distribution pn.

For n = 9, 12, 15, and for any i and any pn:

α(WU
n ,pn) ≤ α(W

QM
n ,pn) ≤ α(WSM

n ,pn),

�i+
i (WU

n ,pn) ≤ �i+
i (W

QM
n ,pn) ≤ �i+

i (WSM
n ,pn),

�i−
i (WU

n ,pn) ≥ �i−
i (W

QM
n ,pn) ≥ �i−

i (WSM
n ,pn).

For n = 6, 10, and for any i and any pn:

α(WU
n ,pn) ≤ min{α(W

QM
n ,pn), α(WSM

n ,pn)},

�i+
i (WU

n ,pn) ≤ min{�i+
i (W

QM
n ,pn),�

i+
i (WSM

n ,pn)},

�i−
i (WU

n ,pn) ≥ max{�i−
i (W

QM
n ,pn),�

i−
i (WSM

n ,pn)}.

For the N25 Council, and any WEU
25 ∈ {WNi

25 ,W
Cs
25 ,W

Cv
25 }, we have

α(WU
25,p25) ≤ α(WEU

25 ,p25) ≤ α(WSM
25 ,p25),

�i+
i (WU

25,p25) ≤ �i+
i (WEU

25 ,p25) ≤ �i+
i (WSM

25 ,p25),

�i−
i (WU

25,p25) ≥ �i−
i (WEU

25 ,p25) ≥ �i−
i (WSM

25 ,p25),

75 For instance, the claim that the Council (under the N27 Nice rule) ‘is likely to
become immobilized by the extreme difficulty of getting acts approved’ ([23],
p. 19) is based on the computation of the a priori ease of passing proposals:
α(W,p∗). This risk is rightly dismissed by practitioners, arguing that votes are
taken once member states have basically agreed on the proposal (confirming
the appropriateness of the bargaining model). Nevertheless, such figures as
α(W,p∗) and others are expressive in comparisons if used with care.
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for any i and any p25. Also note that unanimity gives a veto right to

any state:

�i−
i (WU

n ,pn) = 1.

This is certainly why the unanimity is used for quasi-constitutional or

politically sensitive matters: any state can be sure that it will not be

forced to accept a decision that it does not favour.

These results confirm the intuition, but do not permit us to com-

pare the Nice rule, the Constitution rule and the Convention rule. The

normative distribution of probability p∗
n permits us to complete the

ranking.

A priori ease of passing proposals

For any voting rule WEU considered in the Council, the results of

computing the a priori ease of passing proposals, given by

α(WEU
n ,p∗) =

∑

S:S∈WEU
n

p∗(S),

are given in Table 5.1.

It is worth making some comments on these figures. Not surpris-

ingly, for any number of member states, the a priori ease of passing

proposals is always largest under the simple majority, and smallest

under unanimity. The a priori ease of passing proposals is around

50% under the simple majority76. At the other extreme, the ease of

passing proposals under unanimity is very small, and is divided by

2 each time a new member is added to the Council: it is only 1.6%

for the N6 Council, and is negligible for the N25 Council
77. Under a

qualified majority, the a priori ease of passing proposals also decreases

at each enlargement of the Council: it is around 21.9% in the N6

Council and around 7.8% in the N15 Council. The Nice rule accen-

tuates this trend still further, while the other rules would reverse it.

Under the Constitution rule the ease of passing proposals is around

10% (very close to what was obtained for the N12 Council), while it

would be 22.5% under the Convention rule (higher than in the initial

76 Recall that (see (35), in 3.8.1) the a priori ease of passing a proposal is exactly
50% if n is odd, and smaller if n is even (although it tends to 50% when n is
large).

77 In Table 5.1 read 3E − 8 as 3 × 10−8 = 0.00000003.
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Table 5.1. A priori ease of passing proposals: α(WEU
n ,p∗

n)

n = 6 9 10 12 15 25

WSM
n 0.344 0.500 0.377 0.387 0.500 0.500

WU
n 0.016 0.002 0.001 2E-4 3E-5 3E-8

W
QM
n 0.219 0.146 0.137 0.098 0.078 -

WNi
n - - - - - 0.036

WCs
n - - - - - 0.101

WCv
n - - - - - 0.225

N6 Council). The ranking of these three rules from this point of view

is thus

α(WNi
25 ,p

∗
25) < α(WCs

25 ,p
∗
25) < α(WCv

25 ,p
∗
25).

A priori integration and sovereignty indices

Ex ante success decomposes into two parts: positive success and

negative success (see (17) in 3.4). A priori, i.e. for p = p∗, we have

�i(W,p∗) =
1

2
�i+
i (W,p∗) +

1

2
�i−
i (W,p∗)

for any i ∈ Nn. In the European context, a priori success conditional

to a positive vote, that is

�i+
i (WEU

n ,p∗),

can be interpreted as an ‘a priori integration index’. Indeed, the more

‘pro-integration’ a state, the more sensitive it should in principle be to

this form of success than to the other (i.e. �i−
i (WEU

n ,p∗)). The values

of �i+
i (WEU

n ,p∗) are given in Table 5.2.

The same can be said here as for the a priori ease of passing propos-

als. For any number of states, for any state, the largest integration index

is obtained under the simple majority (around 50%), and the small-

est under unanimity. The integration indices steadily decrease over

time under unanimity and the qualified majority (with the exception

of Luxembourg in the enlargement from the N9 Council to the N10
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Council78). The decrease is significant in magnitude. Under a quali-

fied majority the probability for large states falls from 37.5% in N6

to 13.4% in N15, while Luxembourg’s probability falls from 21.9%

to 8.9%. The Nice rule reinforces this decrease still further, while the

Constitution rule and the Convention rule would reverse the trend. The

indices under the Convention rule would be larger than those obtained

under the qualified majority for the N9 Council. For any state i, we

have

�i+
i (WNi

25 ,p
∗
25) < �i+

i (WCs
25 ,p

∗
25) < �i+

i (WCv
25 ,p

∗
25).

Interestingly enough, the ranking given by the integration index is

always identical for all states whatever their size. The Convention rule

can be said to be the most advanced from the integrationist point of

view the Nice rule the least; with the Convention rule as a compromise

between them. Note that the integration index ranks rules in the same

way as the a priori ease of passing proposals does.

Inversely, the more jealous a state is of its national sovereignty, the

more concerned it is to avoid having a decision that it does not favour

imposed upon it. The probability of a proposal being accepted given

that a state i votes ‘no’, is given by

1

1 − γi(p)

∑

S:i/∈S∈W

p(S).

As we have

1

1 − γi(p)

∑

S:i/∈S∈W

p(S) = 1 − �i−
i (W,p),

the a priori success conditional to a negative vote, that is

�i−
i (WEU

n ,p∗),

can be interpreted as an ‘a priori sovereignty index’. The more jealous

of its national sovereignty a state is, the more it would prefer this

78 In the N10 Council Luxembourg’s, Ireland’s and Denmark’s seats are
symmetric.
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form of success to the other. The values of �i−
i (WEU

n ,p∗) are given in

Table 5.3.

The comments to be made here are the opposite of those made for

the integration index or the ease of passing proposals. For any number

of states, for any state, the largest sovereignty index is obtained under

unanimity, which gives a veto right to all states. The sovereignty index

is smallest under the simple majority, with one exception: Luxembourg

has a larger sovereignty index under the simple majority than under

the qualified majority in the N6 Council.

Under the qualified majority, sovereignty indices are quite large

(more than 80%79) and they increase over time up to the last enlarge-

ment, with the exception of Denmark and Ireland from theN9 Council

to the N10 Council. Sovereignty indices continue to increase under the

Nice rule: large member states’ sovereignty indices are around 99%

(with the smallest state, Malta, having around 97%). These indices

are very close to 1. In this sense, it can be said that, a priori, states

almost have a veto right under the Nice rule. Again the Constitution

rule and the Convention rule reverse the trend. Under the Constitu-

tion rule, the range of probabilities is between 79% (Malta) and 93%

(Germany). Under the Convention rule, sovereignty indices would be

smaller than under the qualified majority in the N6 Council. For any

state i, we have

�i−
i (WNi

25 ,p
∗
25) > �i−

i (WCs
25 ,p

∗
25) > �i−

i (WCv
25 ,p

∗
25).

Thus, the ranking given by the sovereignty index is the same for

all states (with the exception of the ranking between the simple and

qualified majorities in theN6 Council). This ranking is opposite to the

one given by the a priori ease of passing proposals or the integration

index.

A priori success

Any state’s unconditional a priori success is given by the average of its

integration index and its sovereignty index. The numerical results are

given in Table 5.4.

Any state’s a priori success is around 50% under unanimity. It is

larger under the simple majority, although it also tends to 50% when

79 These indices have to be compared with integration indices smaller than 40%.
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n is large. When the number of states is smaller than 25 we have

�i(W
U
n ,p

∗
n) < �i(W

QM
n ,p∗

n) < �i(W
SM
n ,p∗

n)

for any state i, except Luxembourg in the N6 Council, where we have

�Lu(W
SM
6 ,p∗

6) > �Lu(W
U
6 ,p

∗
6) > �Lu(W

QM
6 ,p∗

6).

Under a qualified majority the a priori success decreases over time80.

This trend is confirmed under the Nice rule, but reversed under the

Convention rule. Under the Constitution rule there is no trend: the

likelihood of success of medium states would decrease, while that of

large and small states would increase.

For the N25 Council, for any state i, we have

�i(W
U
25,p

∗
25) < �i(W

Ni
25 ,p

∗
25) < �i(W

Cs
25 ,p

∗
25) < �i(W

Cv
25 ,p

∗
25).

But if we compare the Convention rule and the simple majority, the

ranking differs according to the size of the states:

�i(W
Cv
25 ,p

∗
25) > �i(W

SM
25 ,p∗

25) > �i(W
Cs
25 ,p

∗
25)

for large states (if i = Ge,UK,Fr, It) while the reverse holds for the

remaining states. In other words, if states rank rules with a priori

success as their criterion, large states should prefer the Convention

to the simple majority, while the other states would prefer the simple

majority. Note that for Germany the probability of success is very

similar under these two rules.

Thus if states rank rules with a priori success as their criterion, the

ranking is generally the same for all states with a few exceptions (in

the N6 and N25 Councils).

Probabilistic criteria: summary conclusions

In the public debate, the choice of the rule in the Council is often pre-

sented as a zero-sum game between states. In particular, it is often

claimed that large states are less and less well-represented, or that

they have lost power in favour of medium or small states. Similarly,

80 An exception is Luxembourg, whose a priori success increases with the first
two enlargements. Recall however that in the N6 Council, Luxembourg had a
null seat. In the N10 Council, Luxembourg, Ireland and Denmark had
symmetric seats.
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the discussions prior to the Nice summit were in terms of balance of

representation between large, medium and small states.

The analysis above offers a different point of view for comparing

rules: The a priori probabilities of success (conditional in one sense

or other, or unconditional) of each state are evaluated for different

rules. These are absolute values81 that can be compared over time, and

between different rules.

The analysis leads to the following conclusions (recalling the caveat

for any descriptive interpretation). The variation over time is similar

for all states: a decreasing trend for the integration index or a pri-

ori success, and an increasing trend for the sovereignty index. The

Convention rule would reverse this trend for the integration index, a

priori success and the sovereignty index. The Constitution rule would

increase the integration index and decrease the sovereignty index. Con-

cerning the choice between the three new rules for the N25 Council,

all states have the largest integration index and largest a priori success

under the Convention rule, and all states have the largest sovereignty

index under the Nice rule. For both indices, the Constitution rule gives

intermediate values to all states.

It is indeed remarkable that the ranking between rules accord-

ing to these indices does not depend on the size of states: the

ranking between rules is identical for all states (with only two excep-

tions). The difference in ranking between rules depends on the cri-

terion chosen (ease of passing proposals, or integration index versus

sovereignty index). From these points of view, the Constitution rule

can be seen as a compromise between the Nice rule, which is more

‘sovereignist’ and less confident about integration, and the Conven-

tion rule, which is more resolutely integrationist and less jealous of

sovereignty.

Of course, inter-state comparisons are also relevant. The rela-

tive position of one state compared to another state also matters.

In particular, the issue remains of assessing the differences between

states and their justification on grounds of differences in popula-

tion size. Egalitarianism and utilitarianism provide standpoints that

allow for comparisons from the point of view of both states and

citizens.

81 Most power indices are usually expressed in relative terms, which make
comparisons between different rules unsound (see the comment on the
normalization of the Banzhaf–Coleman index, Section 3.5.3).
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5.2.2 Criteria based on utilities

There is a well known duality in the way in which the Council is seen. It

is sometimes seen as a committee of states, hence the symmetric simple

majority or the unanimity rules for certain matters, and other times as

a committee of representatives of their respective populations, hence

the different asymmetric qualified majority rules. We thus apply both

the models presented in Sections 3.7 and 3.8.

In the model in Section 3.7 each member of the committee acts on

his/her own behalf and has his/her own utility function. According to

this model for any rule in the Council, WEU
n , state i’s (i ∈ Nn) a priori

expected utility can be defined as (see (26) in 3.7):

ūλ
i (W

EU
n ,p∗

n) = λ�+
i (WEU

n ,p∗
n) + (1 − λ)�−

i (WEU
n ,p∗

n).

In the European context, λ can be interpreted as the importance given

to the ‘integration index’ relative to the ‘sovereignty index’: λ > 0.5

means a more pro-integration view, while λ < 0.5 means a more pro-

sovereignty view. In fact, λ can be regarded as representing the ‘bias’ of

a state between these two extremes. If λ = 0.5 both views are equally

important and what matters is obtaining the preferred outcome. The

formula above presupposes the same bias λ for all states.

In the model in Section 3.8 each member of the committee acts on

behalf of a group of a different size, in which each individual has

his/her own utility function. Let M(t) be the set of European citizens

in year t, distributed across n states,M(t) = M1(t) ∪ . . . ∪ Mn(t). As in

Section 3.8, we assume that each minister in the EU Council follows

the majority will in his/her state. Or, equivalently, decisions within

state i are made by a simple majority, which we denote82 by W
SMt
mi

.

The composite rule

W
EUt
m = W

EU
n [WSMt

m1
, . . . ,WSMt

mn
], (72)

models the EU Council’s decision-making as a two stage EU-citizens’

decision. Then EU’s citizen k’s (k ∈ M) a priori expected utility is

82 According to the convention previously adopted the notation should be W
SM
mi(t)

,

but no confusion can arise with this simpler notation if we recall that the
number of citizens in a state varies with t. Similarly we write p∗

m instead of

p∗
m(t), or W

EUt
m or W

EU
m(t).
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(assuming the same bias λ for all citizens) given by

ūλ
k(W

EUt
m ,p∗

m) = λ�+
k
(WEUt

m ,p∗
m) + (1 − λ)�−

k
(WEUt

m ,p∗
m).

Egalitarian principle

The egalitarian principle requires that a priori all voters have the same

expected utility. Symmetric rules implement the principle. Thus, the

simple majority and unanimity satisfy the egalitarian principle at state

level. The qualified majority does not: only states with symmetric seats

have the same expected utility. That is, states with the same number

of votes or Luxembourg, Denmark and Ireland on the N10 Council.

Of course, the purpose of the qualified majority is to take into

account the differences in terms of populations, and thus the egalitarian

principle should be checked at citizen level. For any pair of citizens k

and l, we obtain that the egalitarian principle is thus basically satisfied

at citizen level whatever the rule (see (42) in 3.8.1):

ūλ
k(W

EUt
m ,p∗

m) ≃ ūλ
l (W

EUt
m ,p∗

m).

More precisely, applying Proposition 20 in 3.8.2 (adopting the same

approximations), themaximal ratio between two citizens, whatever the

year considered and whatever the importance given to the integration

index relative to the sovereignty index, is

ūλ
k
(W

EUt
m ,p∗

m)

ūλ
l
(W

EUt
m ,p∗

m)
< 1 + ξ(t),

where ξ(t), given by (41), depends on the smallest population figure

in year t. For the years considered, ξ(t) is always smaller than 0.0015,

which means that the citizen with the largest expected utility never has

more than 0.15% more than the expected utility of any other citizen.

In Table 5.5 an upper bound δ(n) is given for each n (i.e. each period

with a given number of member states), namely

δ(n) = Maxt [1 + ξ(t)] ,

where the maximum is taken for those years t in which the Council

had n members.



158 Voting and Collective Decision-Making

Table 5.5. Maximum ratio between citizens’ expected utilities

(upper bound).

n = 6 9 10 12 15 25

δ(n) 1.00143 1.00135 1.00132 1.00132 1.00125 1.00126

Comparison with the square root rule

We can compute a similar ratio for the Banzhaf index, that is

�(WEU
n ) = Maxt

[

MaxkBzk(W
EUt
m )

MinlBzl(W
EUt
m )

]

,

where the maximum is taken for any year t such that the Council had

n members. The results are given in Table 5.6.

This ratio is certainly not close to 1, (it can even be infinity in theN6

Council!), and is always much larger than 2; (the sole exception being

the qualified majority in the N9 Council). If citizens’ representation

were measured by the Banzhaf index, this would mean large inequal-

ities between citizens from different states. During the debates that

followed the Treaty of Nice some scientists claimed that: ‘The basic

democratic principle that the vote of any citizen of a Member State

ought to be worth as much as for any other Member State is strongly

violated both in the voting system of the Treaty of Nice and in the

rules given in the draft Constitution.’83 The rationale for their claim is

basically that, for instance,

�(WNi
25 ) = 2.27

�(WCs
25 ) = 4.35,

and these values were considered as much too large. By focusing on

the Banzhaf indices, as discussed in Example 3.3 in Section 3.8.2,

their approach magnifies the differences between citizens from dif-

ferent countries. As was argued there, using the probability of being

decisive as a measure of representation (i.e. of the vote of any citizen

83 Open letter addressed to the governments of the EU member states. The letter
(that as the reader may guess, we refused to sign), as well as the list of scientists
who signed it, can be found, for instance, at www.esi2.us.es/˜mbilbao/
pdffiles.letter.pdf.
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Table 5.6. Maximum ratio between citizens’ Banzhaf indices

n = 6 9 10 12 15 25

�(WSM
n ) 13.4 13.3 13 14.4 14.2 14.4

�(W
QM
n ) ∞ 1.78 3.75 2.02 2.87 −

�(WNi
n ) - − − − − 2.27

�(WCs
n ) - − − − − 4.35

�(WCv
n ) - − − − − 2.88

�(WU
n ) 13.4 13.3 13 14.4 14.2 14.4

of a Member State’s ‘worth’) in a take-it-or-leave-it environment is

misleading. These values have to be compared with the corresponding

number in Table 5.5, which is

δ(25) = 1.000126.

The reason why there is such a big a difference between these figures

is clear: in the a priori probabilistic model, a citizen’s expected utility

depends only slightly on his/her decisiveness.

Utilitarian principle

The voting rules that implement the utilitarian principle in different

conditionswere discussed in Sections 3.7.2 and 3.8.3. Herewe consider

the rules that have actually been used in the Council. To compare rules

from a utilitarian point of view, the criterion is the sum84 of expected

utilities. That is, W is better than W ′ (W ≻ W ′) if

∑

i

ūλ
i (W,p∗) >

∑

i

ūλ
i (W

′,p∗).

This can be applied at state level or at citizen level.

If the Council is interpreted as a committee of ‘equals’, then,

according to Propositions 13 and 15 in Section 3.7.2,

W
SM is the best rule if λ ≥ 0.5,

W
U is the best rule if λ = 0.

84 Here we only compare rules with identical numbers of voters. If this is not the
case, average expected utility would be a better criterion.
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For 0 < λ < 0.5, the utilitarian-best (i.e. the (1 − λ)-majority rule)

is not used in the Council. We compare the expected utilities for the

three rules actually used: WSM
n , W

QM
n and WU

n , and also WNi
25 , WCs

25 ,

and WCv
25 for the N25 Council.

Let us detail the calculations for N6 Council, at state level. Plug-

ging the values of the a priori success and the a priori ease of passing

proposals (Tables 5.1 and 5.4) into (28) in Section 3.7 we obtain

the aggregated expected utility for the simple majority, the qualified

majority and unanimity:

∑

i∈N6

ūλ
i (W

SM
6 ,p∗

6) = 2.44 − 0.94λ,

∑

i∈N6

ūλ
i (W

QM
6 ,p∗

6) = 2.67 − 1.69λ,

∑

i∈N6

ūλ
i (W

U
6 ,p

∗
6) = 3 − 2.91λ.

The largest sum is obtained with the simple majority for λ = 1, and

with the unanimity rule for λ = 0. For intermediate values, as λ

increases from 0 to 1 (i.e. the relative weight of the integration index

w.r.t. the sovereignty index increases), the performance of the three

rules (WU
6 ,W

QM
6 and WSM

6 ) is reversed. A comparison of these sums

leads to

WU
6 ≻ W

QM
6 ≻ WSM

6 if λ < 0.27,

WU
6 ∼ W

QM
6 ≻ WSM

6 if λ = 0.27,

W
QM
6 ≻ WU

6 ≻ WSM
6 for 0.27 < λ < 0.28,

W
QM
6 ≻ WU

6 ∼ WSM
6 if λ = 0.28,

W
QM
6 ≻ WSM

6 ≻ WU
6 for 0.28 < λ < 0.31,

W
QM
6 ∼ WSM

6 ≻ WU
6 if λ = 0.31,

WSM
6 ≻ W

QM
6 ≻ WU

6 for λ > 0.31.

We can thus conclude that for theN6 Council, if the choice is between

simple majority, unanimity and qualified majority, the utilitarian prin-

ciple is best satisfied by unanimity if λ < 0.27, by a qualified majority

only for λwithin the narrow interval 0.27 < λ < 0.31, and by a simple

majority if λ > 0.31.
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We can proceed similarly for the N9, N10, N12 and N15 Councils.

The results can be summarized as follows. If the choice is between

a simple majority, unanimity and a qualified majority, the utilitarian

principle is best satisfied by

WU
n if λ < an,

W
QM
n for an < λ < bn,

WSM
n if λ > bn,

with

a9 = 0.27, a10 = 0.28, a12 = 0.27, a15 = 0.28

b9 = 0.40, b10 = 0.37, b12 = 0.38, b15 = 0.42.

Therefore the qualitative results are similar in all cases: the simple

majority is the best rule for a large range of values of λ (above bn,

which is around 0.40). Unanimity is the best rule for a range of values

of λ (below an, which is close to 0.30). And the qualified majority is

better than unanimity and the simple majority only for a small range

of values of λ (an and bn are quite close).

For the N25 Council, if the choice is between simple majority, the

Convention rule, the Constitution rule, the Nice rule and unanimity,

the utilitarian principle is best satisfied by

WU
25 if λ < 0.32,

WNi
25 for 0.32 < λ < 0.37,

WCs
25 for 0.37 < λ < 0.42,

WCv
25 for 0.42 < λ < 0.44,

WSM
25 if λ > 0.44.

Note that the Constitution rule is once again in an intermediate posi-

tion (in this case the range of λ for which it is the best) between the

Nice and Convention rules, as it was with criteria based on proba-

bilistic indices. Of the three rules, the Constitution rule was the one

finally chosen. This can be interpreted as a choice based on the utilitar-

ian principle (from the point of view of the Council as a committee of

‘equal states’) in the following terms: in the light of the current model,

the European Union’s choice can be rationalized from the utilitarian
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point of view by assuming that the common view is a slightly biased

pro-sovereignty view, with 0.37 < λ < 0.42.

We can proceed in a similar way at citizen level using the model

introduced in Section 3.8.3, in which the EU Council works as a two

stage EU-citizens’ decision-maker. Now in (72) W
EUt
m can be either

W
SMt
m , W

QMt
m or W

Ut
m , depending on whether the rule in the Council is

the simple majority, a qualified majority or unanimity. We obtain that

the utilitarian principle is best satisfied at citizen level under

W
Ut
m if λ < atm,

W
QMt
m for atm < λ < btm,

W
SMt
m if λ > btm,

with atm ∈ [0.499960, 0.499973], and btm ∈ [0.499987, 0.499992].
Thus for any year considered the interval within which a qualified

majority is the best of the three rules is very narrow as atm ≃ btm ≃ 0.5.

Thus at citizen level, of the rules that have been used in the Council,

the one that best satisfies the utilitarian principle is

W
Ut
m if λ < 0.5

W
SMt
m if λ ≥ 0.5.

In conclusion, the aggregated expected utility is almost never highest

under a qualified majority (be it under the Nice rule, the Convention

rule, or the Constitution rule for the N25 Council). In fact, according

to the a priori model, as the relative weight given to positive success

w.r.t. negative success increases, at about λ = 0.5 there is a brusque

shift, and the simple majority becomes better than unanimity. Thus,

from this point of view, the qualifiedmajority is a compromise between

these two extremes that can be justified in optimality terms only for

a value of λ close to 0.5, but which makes sense as an intermediate

rule between the two extreme rules between which optimality switches

depending on the bias.

Criteria based on utilities: summary conclusions

Unanimity and simple majority rules obviously implement the egalitar-

ian principle at state level. At citizen level, expected utility based on the

a priori model is basically the same for all citizens, irrespective of their
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nationality. Therefore the egalitarian principle is basically satisfied at

citizen level for the different rules. From the utilitarian point of view, a

qualifiedmajority (i.e. theNice, Constitution or Convention rule) is the

best rule at state level only for a narrow range within a slightly biased

pro-sovereignty view (common to all states), and practically never at

citizen level. Nevertheless, all the three qualified majority rules make

sense as intermediate between the two extreme rules between which

optimality switches depending on the bias.

5.3 The Council as a bargaining committee

As has been already said, the Council works more like what has been

described as a bargaining committee. The minutes of the Council sug-

gest that often the formal vote takes place once the Council has found a

unanimous agreement. In fact, the confirmation by David Galloway85

that this is very often the case in the decisions made by a qualified

majority, along with the fact that the redistribution of weights in the

Council is obviously the most problematic issue at each enlargement,

are at the origin of the model presented in Chapter 4. He also pointed

out86 that ‘weights do matter because negotiators know that they can

be outvoted’. In reference to the way in which negotiations in the EU’s

Council usually proceed, Galloway also pointed out the capacity of

experienced negotiators to ‘guess’, at a certain stage of the bargaining

process after some negotiating rounds, ‘where more or less the final

agreement will lie’.

To apply the model developed in Chapter 4, we assume that this

‘final agreement’ is:

�(B,WEU
n ) = NashSh(WEU

n )
(B),

that is, we measure the bargaining power (in the precise game-theoretic

sense of giving the weights of the asymmetric Nash bargaining solu-

tion) by the Shapley–Shubik index. As discussed in Sections 4.3 and

4.4, there are no conclusive arguments in support of this index in this

85 An experienced EU practitioner, working for the Council for 20 years. See [25]
for an account of the 2000 Nice summit from the point of view of a
well-informed insider.

86 In the course of a face-to-face interview on 23.06.02.
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context, given that everything depends on the bargaining protocol.

Nevertheless, we take this index as a term of reference in view of the

very simple underlying protocol that supports it.

As explained in Section 4.5, the Nash bargaining solution can be

seen as a compromise between the (generally incompatible) egalitar-

ian and utilitarian goals. At state level, according to this model the

implementation of the Nash solution is guaranteed by any symmetric

rule, where all states have the same bargaining power. In particular,

the simple majority and unanimity satisfy the condition

Shi(W
SM
n ) = Shi(W

U
n ) =

1

n
(for any i ∈ N).

Under a qualified majority, states with symmetric seats have the same

bargaining power, but in general different states have different bargain-

ing powers as shown in Table 5.7. Thus it can be said that under the

simple majority and under unanimity the final agreement that should

be reached can be expected to be a compromise between egalitarianism

and utilitarianism at state level.

Of course the objective of the qualified majority is to take into

account the differences in terms of populations between the different

states. For an assessment from this point of view, we use the model of a

bargaining committee of representatives discussed in Section 4.6. With

the notation introduced in Section 5.2.2, let M(t) be the set of Euro-

pean citizens in year t, distributed in n states, M(t) = M1(t) ∪ . . . ∪
Mn(t). Thus each minister i represents a group of size mi(t) in the

EU Council. Then the ‘neutral’ rule in the Council, according to the

model in Section 4.6, would be such that any state’s bargaining power

is proportional to the size of the group that he/she represents. That is,

such that

Shi(W
EU
n )

mi(t)
=

Shj(W
EU
n )

mj(t)
,

for any two countries i, j. If the rule satisfies this property, in the con-

ditions and sense explained in Section 4.6, any citizen is indifferent

between bargaining directly within M(t), and leaving bargaining in

the hands of his/her minister.

The simple majority and unanimity would be neutral if the popu-

lation were the same in all states. Table 5.8 gives states’ bargaining



T
a
b
le
5
.7
.
S
h
a
p
le
y
–S
h
u
b
ik

in
d
ex

fo
r
th
e
q
u
a
li
fi
ed

m
a
jo
ri
ty

W
Q
M

n
=
6
,9
,1
0
,1
2
,1
5
,2
5

W
Q
M

6
W

Q
M

9
W

Q
M

1
0

W
Q
M

1
2

W
Q
M

1
5

W
N
i

2
5

W
C
s

2
5

W
C
v

2
5

G
er
m
a
n
y

0
.2
3
3

0
.1
7
9

0
.1
7
4

0
.1
3
4

0
.1
1
7

0
.0
9
3

0
.1
5
7

0
.1
6
3

U
K

-
0
.1
7
9

0
.1
7
4

0
.1
3
4

0
.1
1
7

0
.0
9
3

0
.1
0
4

0
.1
1
3

F
ra
n
ce

0
.2
3
3

0
.1
7
9

0
.1
7
4

0
.1
3
4

0
.1
1
7

0
.0
9
3

0
.1
0
3

0
.1
1
2

It
a
ly

0
.2
3
3

0
.1
7
9

0
.1
7
4

0
.1
3
4

0
.1
1
7

0
.0
9
3

0
.1
0
0

0
.1
0
8

S
p
a
in

-
-

-
0
.1
1
1

0
.0
9
5

0
.0
8
6

0
.0
7
2

0
.0
8
1

P
o
la
n
d

-
-

-
-

-
0
.0
8
6

0
.0
6
7

0
.0
7
5

N
et
h
er
la
n
d
s

0
.1
5
0

0
.0
8
1

0
.0
7
1

0
.0
6
4

0
.0
5
5

0
.0
4
0

0
.0
3
5

0
.0
3
4

G
re
ec
e

-
-

0
.0
7
1

0
.0
6
4

0
.0
5
5

0
.0
3
6

0
.0
2
7

0
.0
2
6

C
ze
ch

-
-

-
-

-
0
.0
3
6

0
.0
2
7

0
.0
2
5

B
el
g
iu
m

0
.1
5
0

0
.0
8
1

0
.0
7
1

0
.0
6
4

0
.0
5
5

0
.0
3
6

0
.0
2
7

0
.0
2
5

H
u
n
g
a
ry

-
-

-
-

-
0
.0
3
6

0
.0
2
6

0
.0
2
4

P
o
rt
u
g
a
l

-
-

-
0
.0
6
4

0
.0
5
5

0
.0
3
6

0
.0
2
6

0
.0
2
4

S
w
ed
en

-
-

-
-

0
.0
4
5

0
.0
3
0

0
.0
2
5

0
.0
2
2

165



T
a
b
le
5
.7
.
(c
o
n
t.
)

W
Q
M

n
=
6
,9
,1
0
,1
2
,1
5
,2
5

W
Q
M

6
W

Q
M

9
W

Q
M

1
0

W
Q
M

1
2

W
Q
M

1
5

W
N
i

2
5

W
C
s

2
5

W
C
v

2
5

A
u
st
ri
a

-
-

-
-

0
.0
4
5

0
.0
3
0

0
.0
2
3

0
.0
2
1

S
lo
v
a
k
ia

-
-

-
-

-
0
.0
2
1

0
.0
2
0

0
.0
1
7

D
en
m
a
rk

-
0
.0
5
7

0
.0
3
0

0
.0
4
3

0
.0
3
5

0
.0
2
1

0
.0
2
0

0
.0
1
7

F
in
la
n
d

-
-

-
-

0
.0
3
5

0
.0
2
1

0
.0
2
0

0
.0
1
7

Ir
el
a
n
d

-
0
.0
5
7

0
.0
3
0

0
.0
4
3

0
.0
3
5

0
.0
2
1

0
.0
1
8

0
.0
1
5

L
it
h
u
a
n
ia

-
-

-
-

-
0
.0
2
1

0
.0
1
7

0
.0
1
4

L
a
tv
ia

-
-

-
-

-
0
.0
1
2

0
.0
1
6

0
.0
1
2

S
lo
v
en
ia

-
-

-
-

-
0
.0
1
2

0
.0
1
5

0
.0
1
2

E
st
o
n
ia

-
-

-
-

-
0
.0
1
2

0
.0
1
4

0
.0
1
1

C
y
p
ru
s

-
-

-
-

-
0
.0
1
2

0
.0
1
3

0
.0
1
0

L
u
x
em

b
o
u
rg

0
0
.0
0
9

0
.0
3
0

0
.0
1
2

0
.0
2
1

0
.0
1
2

0
.0
1
3

0
.0
1
0

M
a
lt
a

-
-

-
-

-
0
.0
0
9

0
.0
1
3

0
.0
1
0

166



Application to the European Union 167

Table 5.8. Shapley–Shubik index/population ratio for symmetric

rules

[Shi(W)/mi(t)] ∗ 109, W = WSM
n or WU

n

1958 1973 1981 1986 1995 2004

Germany 3.1 1.8 1.6 1.4 0.8 0.5

UK − 2.1 1.9 1.5 1.1 0.7

France 3.7 2 1.8 1.5 1.2 0.7

Italy 3.4 2 1.8 1.5 1.1 0.7

Spain − − − 2.2 1.7 0.9

Poland − − − − − 1

Netherlands 15 8.3 7 5.7 4.3 2.5

Greece − − 10 8.5 6.6 3.6

Czech − − − − − 3.8

Belgium 18 11 10 8.4 6.4 3.8

Hungary − − − − − 3.9

Portugal − − − 8.3 6.7 4

Sweden − − − − 7.6 4.5

Austria − − − − 8.3 4.9

Slovakia − − − − − 7.4

Denmark − 22 20 16 13 7.4

Finland − − − − 19 7.7

Ireland − 36 29 24 13 9.9

Lithuania − − − − − 12

Latvia − − − − − 17

Slovenia − − − − − 20

Estonia − − − − − 30

Cyprus − − − − − 55

Luxembourg 540 320 270 230 160 89

Malta − − − − − 100

powers divided by the population for some years (1958, 1973, 1981,

1986, 1995 and 2004) for these two symmetric rules.

Note that although the population varies between enlargements and

the years chosen for the calculations are those of the enlargements,

qualitatively the results do not change between the mentioned dates

(with the exception of German reunification, see below). As expected,

it can be seen that these ratios are far from equal, and are much larger

for small states than for large states. A citizen of a small state is favoured
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Table 5.9. Shapley–Shubik index/population ratio for the qualified

majority

[Shi(W
QM
n )/mi(t)] ∗ 109

1958 1973 1981 1986 1995 2004

Ni Cs Cv

Germany 4.3 2.9 2.8 2.2 1.4 1.1 1.9 2

UK − 3.4 3.2 2.4 2 1.5 1.7 1.9

France 5.2 3.3 3.1 2.4 2 1.6 1.7 1.9

Italy 4.7 3.2 3.1 2.4 2 1.6 1.7 1.9

Spain − − − 2.9 2.4 2 1.7 1.9

Poland − − − − − 2.3 1.7 2

Netherlands 14 6 5 4.4 3.6 2.4 2.1 2.1

Greece − − 7.2 6.5 5.4 3.3 2.5 2.3

Czech − − − − − 3.5 2.6 2.4

Belgium 17 8.3 7.4 6.4 5.3 3.5 2.6 2.4

Hungary − − − − − 3.6 2.6 2.4

Portugal − − − 6.4 5.6 3.6 2.6 2.4

Sweden − − − − 5.1 3.4 2.8 2.5

Austria − − − − 5.6 3.7 2.9 2.6

Slovakia − − − − − 3.9 3.7 3.2

Denmark − 11 5.9 8.3 6.8 3.9 3.7 3.2

Finland − − − − 6.9 4 3.7 3.2

Ireland − 18 8.8 12 9.8 5.2 4.5 3.7

Lithuania − − − − − 6.1 5 4.1

Latvia − − − − − 5.1 6.7 5.4

Slovenia − − − − − 6 7.6 6

Estonia − − − − − 8.8 11 8.2

Cyprus − − − − − 16 18 14

Luxembourg 0 27 83 32 51 26 29 22

Malta − − − − − 22 33 24

by representation while the opposite holds for citizens from large

states.

Table 5.9 gives the same ratios for the qualified majority for the

same years. Table 5.9 requires the following comments. As expected,

the differences under symmetric rules are much greater than under

the qualified majority. Nevertheless, they are still considerable for the

qualified majority. Large states still have a smaller ratio than small

states. Thus, small states are relatively favoured. The premise that the
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larger the state is, the smaller the ratio will be holds with the following

exceptions: Luxemburg in theN6 Council, Denmark in theN10 Coun-

cil, Sweden in the N12 Council, and Germany in the N25 Council for

the Constitution rule and the Convention rule.

These ratios question the system of ‘clusters’ (giving the sameweights

and thus the same bargaining power to different states). The population

figures of France, Italy and the United Kingdom are similar enough for

them to be allocated the same number of votes at least since 1981, but

Germany’s population would justify greater bargaining power, espe-

cially since reunification; (between 1989 and 1990, the year of the

reunification of Germany, the ratio falls from 2.2∗10−9 to 1.7∗10−9).

Also the Netherlands’ population would justify placing it in a different

cluster from Belgium (especially since 1981). The same can be said for

Ireland and Denmark.

It is notmeaningful to compare the variation over time of the ratio for

one state (because we compare relative measures that mainly decrease

when members are added, as the measures are divided by popula-

tions that increase). More interesting is the variation over time of the

dispersion of the ratios. This dispersion cannot be said to decrease

over time. It is also meaningful to compare the Nice rule, the Con-

stitution rule and the Convention rule. The ratios for large states are

larger with the Convention rule than with the other rules, while the

ratio for small states (with the exception of Malta) are smaller with

the Convention rule. This means that the dispersion of the ratio is

smaller with the Convention rule than with the other rules, which

in turn means that this is the best rule from this point of view. In

the comparison of the Constitution rule and the Nice rule it must be

noted that the differences in ratio between the large and medium states

are smaller (in both relative and absolute terms) with the Constitu-

tion rule, thus making it a better candidate. But then the differences

between larger and smaller states are not clearly smaller with the

Constitution rule.

In short, the bargaining committee model supports the conclusion

that medium and small states are over-represented compared to large

states. Of the different rules that were proposed for the N25 Council,

the Convention rule is certainly the best, in the sense that the dispersion

in the ratio is the smallest. Also from this point of view, the Constitu-

tion rule can be seen to some extent as intermediate between the Nice

and the Convention rules.
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To conclude, it may be asked whether the over-representation of

medium and small states is interpretable as sheer generosity on the

part of the larger member states. Possibly not. The point of view for

this assessment of such deviations is provided by a model in which

the only source of asymmetry is the difference in population figures; in

other words a model in which population figures are the only source of

bargaining power. The (remarkably systematic: the bigger the country

the further below the ‘due’ proportion) deviation from these propor-

tions may be related to the fact that this is not the only source of

effective bargaining power. Larger states may also have other means

of increasing their effective bargaining power.

5.4 Exercises

1. Show that Luxembourg had a null seat in the N6 Council, while

Luxembourg, Ireland and Denmark had symmetric seats in theN10

Council.

2. Show that there is no inclusion between the set of winning con-

figurations of Nice rule, the Constitution rule and the Convention

rule.

3. Express the Nice rule, the Convention rule and the Constitution rule

in terms of union and intersection of weighted majority rules.

4. Show that if n is odd, we have:

α(Wn,p
∗
n) =

1

2
α(Wn, p̃n),

�i+
i (Wn,p

∗
n) =

1

2
�i+
i (Wn, p̃n),

where

p̃n(S) :=
{

1/x if s > n
2

0 otherwise,

p∗
n(S) =

1

2n
.

5. Show that any citizen’s a priori probability of success is basically of

50% for all rules considered in the Council, irrespective of his/her

nationality. Similarly any citizen’s a priori integration index or
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sovereignty index does not depend on nationality, but on the a priori

ease of passing proposals. That is,

�k(W
EU
m ,p∗

m) ≃
1

2
,

�k+
k

(WEU
m ,p∗

m) ≃ α(WEU
n ,p∗

n),

�k−
k

(WEU
m ,p∗

m) ≃ 1 − α(WEU
n ,p∗

n).

6. Show that

1

n
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Conclusions

To conclude, we briefly summarize the main conclusions and claims of

the book.

1. The first requisite for a sound normative theory for the assessment

and choice of (dichotomous) voting rules is a precise specification of

the type of committee, council or body that makes the collective deci-

sions under consideration. It is not possible to provide a well-founded

analysis or recommendation about a vaguely specified environment, as

has been the case with the traditional voting power approach.

2. In this respect we have dealt separately with two extreme clear-

cut types of committee that make decisions under a yes/no voting rule

as terms of reference: take-it-or-leave-it committees and bargaining

committees, of which we have provided different models whose only

shared ingredient is a (dichotomous) voting rule. Nevertheless, this

does not exhaust all the possible environments though: other models

are no doubt possible.

3. In neither type of committee is the question of ‘power’ or ‘vot-

ing power’ the first or primary issue that arises naturally, and nor can

this issue be immediately addressed in a meaningful way. Each type of

committee requires a different model and a different analysis, but in

both cases the model proposed assumes individuals’ behaviours to be

consistent with the expected utility maximizationmodel. The introduc-

tion of utilities allows (insofar as is possible) for a coherent, and unified

approach to each type of committee. In particular, the normative ques-

tion of the choice of voting rule for a committee of representatives of

either type can be addressed by applying the egalitarian and utilitarian

principles.

4. In pure take-it-or-leave-it committees behaviour follows immedi-

ately from preferences (if indifferences are discarded), so the situation

is not a game situation. This means that in such a context the very

notion of ‘voting power’ is more than dubious. In particular the notion

172
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of power as the likelihood of being decisive is purely formal and devoid

of any clear power-content. The notion of success or satisfaction seems

in such contexts to be a sounder basis for further analysis. On this

basis it is possible to introduce utilities into the model and apply the

egalitarian and the utilitarian principles in order to make normative

recommendations. An a priori probabilistic model of voters’ behaviour

or preferences leads to some recommendations that include the first and

second ‘square root rules’ as particular cases. Nevertheless, an explicit

specification of the context and a formulation of the analysis in util-

ity terms disclose the distorting and misleading effects of presenting

the first as ‘equalizing voting power’. This is especially so in assess-

ing the ‘distance’ of a voting rule from this ‘optimum’, i.e. assessing

inequalities, which are magnified by the traditional approach. Apart

from these differences, some other conclusions are worth remark-

ing. First, starting with a precise specification of the environment

sets limits on the scope and validity of these recommendations: they

only make sense in take-it-or-leave-it voting situations, by contrast

with the seemingly general-purpose recommendations of the tradi-

tional voting power approach. The limited scope of application of

these recommendations may seem disappointing, given the rarity of

pure take-it-or-leave-it voting situations, but it is the price that must

be paid for clarifying the analysis. Second, the model discussed here is

based on explicit assumptions about voters’ behaviour and utilities jus-

tified for normative purposes. As a consequence, the limitations of the

model can be seen clearly. As is well known, the a priori probabilistic

model of behaviour (Assumption 1) is often criticized, even assuming

a normative point of view. Although other models can be considered,

this one seems to us to be reasonable and the simplest. Moreover, this

choice has permitted us to ‘embed’ the traditional model within our

more general model, thus showing its inconsistencies and limitations.

5. The type of situation described as a bargaining committee is much

more complex than a pure take-it-or-leave-it committee. Unlike take-it-

or-leave-it committees, bargaining committees represent genuine game

situations, and require a game-theoretic approach. We have modelled

these situations as an extension of the classical Nash bargaining model.

Our model consists of a profile of expected utility preferences over the

set of feasible agreements (or, in practice, the set of feasible payoff

vectors associated with it à la Nash), and the voting rule that pre-

scribes what groups of players are able to enforce agreements. The first
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question that naturally arises then is what the ‘value’ or reasonable

expectation of a player is in such an environment. The answer that

we provide is also an extension of Nash bargaining theory, based on

rationality requirements about a reasonable agreement in such a con-

text. Theorem 29 provides a foundation for interpreting, in principle,

most traditional power indices as candidates for measuring the ‘bar-

gaining power’ that the voting rule gives to each player in a bargaining

committee. The lack of compelling conditions to go further is inter-

pretable as the degrees of freedom enclosed in our rather summary

model, in other words the indeterminacy of a situation in which details

not incorporated into the model are important. Non-cooperative anal-

ysis shows the importance of the bargaining protocol and its impact

on the players’ bargaining power. Of the power indices which are can-

didates to express the players’ bargaining power, the Shapley–Shubik

index appears associated with a very simple protocol. Finally, the ques-

tion of the choice of rule in a bargaining committee of representatives

is addressed and yields a new and unexpected recommendation based

on the Nash bargaining solution interpreted as a compromise between

egalitarianism and utilitarianism.

6. In the light of the approach presented here, power indices ‘recover’

their game-theoretic character. The probabilistic approachmakes sense

for take-or-leave-it environments, but in such contexts power as deci-

siveness does not make sense. It is in bargaining environments that

power is relevant and decisiveness may be the source of power. It

is also in this context that the (cooperative and non-cooperative)

game-theoretic approach make sense.

7. Thus, it would be wrong to interpret the above summary as the

result of taking the I/P-power dichotomy emphasized in [22] to its

final consequences. In fact, a marginal outcome of the analysis is that it

shows the lack of consistency of a distinction made at the abstract level

rather than at the level of the situation considered. On the one hand,

the notion of ‘I-power’ is revealed as a misunderstanding in a take-

it-or-leave-it context (where its underlying probabilistic model makes

sense), given the lack of sense of the notion of power as decisiveness

in that context. On the other hand, if the resulting bargaining power

in bargaining committees is interpreted as ‘P-power’, it turns out in

general not to be an expected share in a fixed prize, but rather genuine

bargaining power in a well-established game-theoretic sense, and it

is related to decisiveness. In fact, the model presented here accounts
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also for the particular preference profiles (i.e. TU-like) for which the

Shapley–Shubik (and other power indices) may as well be interpreted

as an expected payoff.

8. Finally, we want to stress the tentative and humble ‘if . . . then’

character of all the results and ‘recommendations’ presented in the

book. We have been taught humility by ten years of joint research in

which we believed again and again that we had ‘at last’ seen things

clearly, only to later perceive further obscurities.
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