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THE PHILOSOPHY OF SCIENCE:
AN INTRODUCTION

Philosophy of science emerged as a recognizable
sub-discipline within philosophy only in the twenti-
eth century. The possibility of such a sub-discipline
is a result of the post-Enlightenment disciplinary
and institutional separation of philosophy from
the sciences. Before that separation, philosophical
reflection formed part of scientific research—as,
indeed, it must—and philosophy was usually guid-
ed by a sound knowledge of science, a practice
that gradually lost currency after the separation.
In the nineteenth century, philosophical reflection
on science resulted in a tradition of natural philos-
ophy, particularly in Britain (with the work of Mill,
Pearson, Whewell, and others), but also in conti-
nental Europe, especially in Austria (with Bolzano,
Mach, and others). What is called philosophy of
science today has its roots in both the British and
the Austrian traditions, although with many other
influences, as several entries in this Encyclopedia
record (see, for instance, Duhem Thesis; Poincaré,
Henri).

This Encyclopedia is intended to cover contem-
porary philosophy of science. It is restricted to con-
ceptual developments since the turn of the twentieth
century. Its treatment of major figures in the field is
restricted to philosophers (excluding scientists, no
matter what the extent of their philosophical in-
fluence has been) and, with very few exceptions
(notably Chomsky, Noam; Putnam, Hilary; and
Searle, John), to those whose work is distant enough
to allow ‘‘historical’’ appraisal. Conceptual issues
in the general philosophy of science (including its
epistemology and metaphysics) as well as in the
special sciences are included; those in mathematics
have been left for a different work. This Introduc-
tion will provide a guided tour of these conceptual
issues; individual figures will only be mentioned
in passing.

Historically, the themes treated in the Encyclo-
pedia are those that have emerged starting with the
period of the Vienna Circle (see Vienna Circle),

including the figures and developments that influ-
enced it (see Bridgman, Percy Williams; Duhem
Thesis; Mach, Ernest; Poincaré, Jules Henri). The
work of the members of the Vienna Circle provide a
link between the older natural philosophy, especial-
ly in its Austrian version, and the later philosophy
of science, which borrowed heavily from the con-
cepts and techniques of the mathematical logic
that was being created in the first three decades of
the last century (see Hilbert, David; Ramsey,
Frank Plumpton; Russell, Bertrand; see also Ayer
[1959] and Sarkar [1996a]). The new set of doc-
trines—or, more accurately, methods—came to be
called ‘‘logicalpositivism’’ and, later, ‘‘logical empir-
icism’’ (see Logical Empiricism; see also Sarkar
[1996b]).By the1930s these viewshad spreadbeyond
the confines of Vienna and had attracted allegiance
from many other similarly-minded philosophers
(see Ayer, A. J.; Quine, Willard Van; Reichenbach,
Hans). Two attitudes were widely shared within this
group: a belief that good philosophy must be con-
versant with the newest developments within the
sciences (see Rational Reconstruction), and a
rejection of traditional metaphysics imbued with
discussions with no empirical significance (see
Cognitive Significance; Verifiability).
Some members of the Vienna Circle also took the

so-called linguistic turn (see Carnap, Rudolf) and
viewed scientific theories as systems formalized in
artificial languages (Sarkar 1996c). Arguably, at
least, this work lost the prized contact with the
practice of science, and this development contri-
buted to the eventual rejection of logical empiricism
bymost philosophers of science in the late twentieth
century. However, a number of the original logical
empiricists, along with many others, rejected the
linguistic turn, or at least did not fully endorse it
(see Neurath, Otto; Popper, Karl Raimund; Reich-
enbach, Hans). The tensions between the two views
were never fully articulated during this period, let
alone resolved, because the Vienna Circle as an
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institution and logical empiricism as a movement
both came under political attack in Europe with the
advent of Nazism. Most of the figures involved in
the movement migrated to the United Kingdom
and the United States. In the United States, many
of the logical empiricists also later fell afoul of
McCarthyism (see Logical Empiricism).
In the United States, Nagel probably best exem-

plifies what philosophy of science became in the
period of the dominance of logical empiricism.
The discussions of Nagel’s (1961) Structure of
Science typically include careful formal accounts
of conceptual issues, but these are supplemented
by detailed ‘‘nonformal’’ discussions in the spirit
of the tradition of natural philosophy—this book
may be viewed as a summary of where logical
empiricism stood at its peak (see Nagel, Ernest).
However, starting in the late 1940s, many of the
theses adopted by the logical empiricists came
under increasing attack even by those committed
to keeping philosophy in contact with the sciences
(Sarkar 1996e). (The logical empiricists had explic-
itly advocated and practiced intense self-criticism,
and many of these attacks came from within their
ranks—see Hempel, Carl Gustav.) Some of this
criticism concerned whether cherished doctrines
could be successfully formulated with the degree
of rigor desired by the logical empiricists (see
Analyticity; Cognitive Significance).
However, the most serious criticism came from

those who held that the logical empiricists had
failed to give an account of scientific confirmation
and scientific change (see ‘‘Confirmation,’’ ‘‘Scien-
tific Discovery,’’ and ‘‘Scientific Change,’’ below).
Feyerabend, for one, argued that the logical
empiricists had placed science under an inadmissi-
ble rational straitjacket (see Feyerabend, Paul). As
philosophy of science took a distinctly historical
turn, analyzing the development of science in in-
creasing historical detail, many felt that the logical
empiricists had misinterpreted the historical pro-
cesses of scientific change (see Hanson, Norwood
Russell; Kuhn, Thomas). Kuhn’s (1962) Structure
of Scientific Revolutions, originally written for an
encyclopedia sponsored by the logical empiricists,
was particularly influential. By the mid-1960s logi-
cal empiricism was no longer the dominant view in
the philosophy of science; rather, it came to be
regarded as a ‘‘received view’’ against which philo-
sophers of science defined themselves (Suppe 1974).
However, this interpretation of logical empiricism
ignores the disputes and diversity of viewpoints
within the tradition (see, especially, Logical Empir-
icism), arguably resulting in a caricature rather
than a responsible intellectual characterization.

Nevertheless, for expository ease, the term
‘‘received view’’ will be used in this Introduction
to indicate what may, at least loosely, be taken to
be the majority view among the logical empiricists.

Scientific realism and various forms of natural-
ism, sometimes under the rubric of ‘‘evolutionary
epistemology,’’ have emerged as alternatives to the
logical empiricist interpretations of science (see
Evolutionary Epistemology; Scientific Realism).
Meanwhile, science has also been subject to femi-
nist and other social critiques (see Feminist Philos-
ophy of Science). Kuhn’s work has also been used
as an inspiration for interpretations of science that
regard it as having no more epistemological
authority than ‘‘knowledge’’ generated by other
cultural practices (see Social Constructionism).
However, whether such work belongs to the philos-
ophy of science, rather than its sociology, remains
controversial. While no single dominant interpreta-
tion of science has emerged since the decline of
logical empiricism, the ensuing decades have seen
many innovative analyses of conceptual issues that
were central to logical empiricism. There has also
been considerable progress in the philosophical
analyses of the individual sciences. The rest of
this Introduction will briefly mention these with
pointers to the relevant entries in this work.

Theories

The analysis of scientific theories—both their form
and content—has been a central theme within the
philosophy of science. According to what has be-
come known as ‘‘the received view,’’ which was de-
veloped in various versions by the logical empiricists
between the 1920s and 1950s, theories are a con-
junction of axioms (the laws of nature) and corre-
spondence rules specified in a formalized ideal
language. The ideal language was supposed to con-
sist of three parts: logical terms, observational
terms, and theoretical terms. Logical claims were
treated as analytic truths (see Analyticity), and
were thought by many to be accepted as a matter
of convention (see Conventionalism). Observation-
al claims were also thought to be unproblematic,
initially understood as referring to incorrigible
sense-data and later to publicly available physi-
cal objects (see Phenomenalism; Physicalism; Pro-
tocol Sentences). The correspondence rules were
supposed to allow the logical empiricists to give
cognitive significance (see Cognitive Significance;
Verifiability) to the theoretical portion of the lan-
guage, by specifying rules for connecting theoreti-
cal and observational claims. In their extreme
version, these correspondence rules took the form
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of operational definitions (see Bridgeman, Percy
Williams). One goal of such attempts was to distin-
guish science from non-science, especially what the
logical empiricists derided as ‘‘metaphysics’’ (see
Demarcation, Problem of).

Starting in the 1960s, the received view encoun-
tered anumber of problems. Even earlier, difficulties
had arisen for the correspondence rules, which
took various forms over the years as a result of
these problems. Initially understood as explicit
definitions, they were later treated as partial defini-
tions, and in the end the theoretical terms were
merely required to make a difference to the obser-
vational consequences of the theory. One central
focus of the criticism was on the observation-
theory distinction (see Observation). It was argued
that the theoretical and observational portions of
language are not distinct (Putnam 1962; Achinstein
1968; see also Putnam, Hilary), that the distinction
between entities that are observable and those that
are not is vague (Maxwell 1962), and that ob-
servations are theory-laden (Hanson 1958; see
also Hanson, Norwood Russell; Observation). In
addition, there were problems ruling out unintend-
ed models of theories, which became a source
of counterexamples. In hindsight, it is also clear
that the problem of demarcating science from
non-science was never fully solved.

More recently, a number of philosophers have
questioned the important place given to laws of
nature on this view, arguing that there are scientific
theories in which laws do not appear to play a
significant role (see Biology, Philosophy of; Laws
of Nature). Others have questioned not the occur-
rence of laws within theories, but whether any of
these entities should be conceptualized as linguistic
entities (which is quite foreign to the practice of
science). Still others have wondered whether the
focus on theories has been an artifact of the
received view being based primarily on physics, to
the detriment of other sciences. As the received
view fell out of favor, starting in the 1960s, a
number of philosophers developed various ver-
sions of what is known as the semantic view of
theories, which understands theories as classes
of models, rather than as linguistic entities specifi-
able in an axiomatic system. While not with-
out its problems, the semantic view seemed to
bring philosophical accounts of theories more in
line with the practices of scientists and has be-
come the generally accepted view of theories
(see Scientific Models; Theories). Nevertheless,
there is at present no consensus within the disci-
pline as to how theories should be philosophically
characterized.

Scientific Models

Models are central to the practice of science and
come in a bewildering variety of forms, from the
double helix model of DNA to mathematical mod-
els of economic change (see Scientific Models).
Scientific models were regarded as being of peri-
pheral philosophical interest by the received view.
Little philosophical work was done on them until
the 1970s, with Hesse’s (1963)Models and Analogies
in Science being a notable exception. That situation
has changed drastically, with models probably now
being the locus of evenmore philosophical attention
than theories.
Two developments have contributed to the bur-

geoning philosophical interest in models:

(i) The Semantic Interpretation of Theories. The
development of various versions of the se-
mantic interpretation of theories has put
models at the center of theoretical work in
science (see Theories). For many proponents
of the semantic view, the received view
provided a syntactic interpretation of the-
ories, regarding theories as formalized struc-
tures. Scientific models are then supposed to
be construed in analogy with models in for-
mal logic, providing semantic interpreta-
tions of syntactic structures. The semantic
view inverts this scheme to claim that mod-
els are epistemologically privileged and that
theories should be regarded as classes of
models. The various semantic views have
made many contributions to the under-
standing of science, bringing philosophical
analysis closer to the practice of science than
the received view. Nevertheless, almost all
versions of the semantic view are at least
partly based on a dubious assumption of
similarity between models in logic and
what are called ‘‘models’’ in science.

(ii) Historical Case Studies. How dubious that
presumed similarity has been underscored
by the second development that helped gen-
erate the current focus on scientific models:
the detailed studies of the role of models in
science that has been part of the historical
turn in the philosophy of science since the
1960s. That turn necessitated a focus on
models because much of scientific research
consists of the construction and manipula-
tion of models (Wimsatt 1987). These stud-
ies have revealed that there are many
different types of models and they have a
variety of dissimilar functions (see Scientific
Models for a taxonomy). At one end are
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models of data and representational materi-
al models such as the double helix. At the
other are highly idealized models (see App-
roximation), including many of the math-
ematical models in the different sciences.
Some models, such as the Bohr model of
the atom (see Quantum Mechanics) or the
Pauling models of chemical bonds (see
Chemistry, Philosophy of ), are both math-
ematical and accompanied by a visual pic-
ture that help their understanding and use
(see also Visual Representation).

At present, no unified treatment of the various
types and functions of scientific models seems pos-
sible. At the very least, the rich tapestry of models
in science cannot entirely be accommodated to the
role assigned to them by the semantic interpretation
of theories or any other account that views models
as having only explanatory and predictive func-
tions. The ways in which models also function as
tools of exploration and discovery remain a topic of
active philosophical interest (Wimsatt 1987).

Realism

A central concern of philosophers of science has
long been whether scientists have good reason to
believe that the entities (in particular the unobserv-
able entities) referred to by their theories exist and
that what their theories say about these entities
is true or approximately true (see Realism). In
order for theories to refer to or be true about
unobservable entities, they must actually be claims
about these entities. This was denied by many logi-
cal empiricists, building on concerns raised by
Mach, Duhem, and Poincaré (see Mach, Ernest;
Poincaré, Henri). As noted above, the logical
empiricists were interested in providing cogni-
tive significance to theoretical terms by attempting
to reduce theoretical claims to claims in the obser-
vation language. Even when this proved impos-
sible, many nevertheless argued that theoretical
terms are simply convenient instruments for
making predictions about observable entities, rath-
er than claims about unobservable entities (see
Instrumentalism).
Because of the difficulties with theory-observa-

tion distinction discussed above (see Observation;
Theories), this view fell out of favor and was
replaced with a milder version of anti-realism. Van
Fraassen (1980), for example, argues that while
claims about unobservables might have a truth–
value, scientists only have good reason to believe
in their empirical adequacy, not their truth. Such a

view might broadly be understood as instrumental-
ist in the sense that the truth of theories does not
underwrite the functions they serve. There are two
main arguments provided in support this version of
anti‐realism. First, given the problem of underde-
termination raised by Duhem and Quine, there will
always be more than one rival hypothesis compati-
ble with any body of evidence (see Duhem Thesis;
Underdetermination of Theories). Therefore, since
these hypotheses are incompatible, the evidence
cannot provide adequate reason to believe that
one or the other theory is true. Second, some have
argued that history provides evidence against be-
lieving in the truth of scientific theories. Given the
large number of theories once thought true in
the past that have since been rejected as false,
history provides inductive evidence that science’s
current theories are likely to be false as well (see
Laudan 1981).

There have been a number of responses to these
arguments, including attempts to show that the
problem of underdetermination can be solved,
that anti-realism depends on a distinction between
observable and unobservable entities that cannot
be sustained, and that the realist need only claim
that theories are approximately true or are getting
closer to the truth (see Verisimilitude). In addition,
arguments have been provided in support of real-
ism about theories, the most influential of which is
Putnam’s miracle argument (see Putnam, Hilary).
There are various versions of this argument, but
the central premise is that science is successful
(what this success amounts to varies). The conten-
tion is that the only way this success can be
explained is if scientific theories are approxima-
tely true (see Abduction); otherwise the success of
science would be a miracle.

This argument has been criticized in three central
ways. First, Fine (1986) criticizes the miracle argu-
ment for being viciously circular. Second, some
have argued that science is in fact not very success-
ful, for reasons outlined above. Third, it is argued
that the success of science does not depend on its
truth, or perhaps does not even require an explana-
tion. Van Fraassen (1980), for example, has argued
that it is not surprising that scientific theories are
predictively successful, since they are chosen for
their predictive success. Therefore, the success of
theories can be explained without supposing their
truth. Others have responded that this would not,
however, explain the predictive success of theories
in novel situations (e.g., Leplin 1997).

Due to these problems, other forms of realism
have been defended. Hacking (1983), for example,
defends entity realism. He argues that, while
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scientists do not have good reason to believe their
theories are true, they do have good reason to
believe that the entities referred to in the theories
exist, since scientists are able to manipulate the
entities. Others have attempted to defend a more
radical form of anti-realism, according to which the
entities scientists talk about and the theories they
invent to discuss them are merely social constructs
(see Social Constructionism).

Explanation

In an attempt to avoid metaphysically and episte-
mically suspect notions such as causation (see Cau-
sality), Hempel and Oppenheim (1948) developed a
covering law model of explanation: the deductive-
nomological (D-N) account (see Explanation;
Hempel, Carl). Rather than relying on causes,
they argued that scientific explanations cite the
law or laws that cover the phenomena to be
explained. According to the D-N model, explana-
tions are deductive arguments, where the conclu-
sion is a statement expressing what is to be
explained (the explanandum), and the premises
(the explanans) include at least one law-statement.
Often statements about particular antecedent con-
ditions from which the explanandum can be
derived. Initially developed only to cover ex-
planations of particular facts, the D-N model
was expanded to include explanations of laws,
such as the explanation of Kepler’s laws by deriv-
ing them from Newton’s laws of motion (along
with particular facts about the planets). To ac-
count for explanations of particular events and
laws governed by statistical laws, the inductive-
statistical (I-S) and deductive-statistical (D-S)
models were developed (Hempel 1965). According
to the D-S model, statistical laws are explained by
deductively deriving them from other statistical
laws. However, statements describing particular
facts cannot be deduced from statistical laws. In-
stead, according to the I-S model, the explanans
containing statistical laws must confer a high in-
ductive probability to the particular event to be
explained. In this way, the covering law model
of explanation was able to link explanation
with predictability (see Prediction) and also make
clear why the reduction of, say, Kepler’s laws to
Newton’s laws of motion could be explanatory (see
Reductionism).

In the ensuing years, these accounts ran into a
number of problems. The covering law model
seemed unable to account for cases where scientists
andnon-scientists appear to be giving perfectly good
explanations without citing laws (see Biology,

Philosophy of; Function; Mechanism; Social Scien-
ces, Philosophy of ). Several counterexamples were
developed against the D-N model, including the
purported explanation of events by citing irrele-
vant factors, such as the explanation of Joe’s failure
to get pregnant by citing the fact that he took birth-
control pills, and the explanation of causes by citing
their effects, such as the explanation of the height of
a flagpole by citing the length of its shadow. Deduc-
tive relations, unlike explanatory relations, can in-
clude irrelevant factors and need not respect
temporal asymmetries. The I-S model also encoun-
tered difficulties. According to the I-S model, im-
probable events cannot be explained, which runs
counter to many philosophers’ intuitions about
such cases as the explanation of paresis by citing
the fact that a person had untreated syphilis. More-
over, developing an account of inductive probability
proved difficult (see Inductive Logic; Probability).
Attempts to provide an adequate account of laws
within an empiricist framework also encountered
problems. According to Hempel and Oppenheim,
laws are expressed by universal generalizations of
unlimited scope, with purely qualitative predicates,
and they do not refer to particular entities. The
problem is that there are accidental generalizations,
such as ‘All pieces of gold have a mass of less than
10,000 kg,’ that satisfy these conditions. Laws
appear to involve the modal features that Hume
and the logical empiricists were intent on avoiding;
unlike accidental generalization, laws seem to
involve some sort of natural necessity. The dif-
ficulty is to develop an account of laws that
makes sense of this necessity in a way that does
not make knowledge of laws problematic (see Laws
of Nature).
In response to these problems, some have

attempted to rescue the covering-law model by
supplementing it with additional conditions, as in
unificationist accounts of explanation. According
to these accounts, whether an argument is explana-
tory depends not just on the argument itself, but on
how it fits into a unified theory (see Unity and
Disunity of Science). Scientists explain by reducing
the number of brute facts (Friedman 1974) or ar-
gument patterns (Kitcher 1989) needed to derive
the largest number of consequences. Others have
developed alternatives to the covering law model.
Van Fraassen (1980) has defended a pragmatic
account of explanation, according to which what
counts as a good explanation depends on context.
Others have developed various causal accounts of
explanation. Salmon (1971) and others have argued
that explanatory and causal relations can be under-
stood in terms of statistical relevance; scientists
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explain by showing that the explanans (a causal
factor) is statistically relevant for the event to be
explained. Salmon (1984) eventually rejected this
view in favor of a causal mechanical model, accord-
ing to which explanations appeal to the mechan-
isms of causal propagation and causal interactions
(see Mechanism). Along with the development of
various causal accounts of explanation have come
numerous accounts of causation, as well as
attempts to develop a better epistemology for caus-
al claims through, for example, causal modeling
(see Causality).

Prediction

Traditionally, prediction has been regarded as
being as central to science as explanation (see Pre-
diction). At the formal level, the received view does
not distinguish between explanation and predic-
tion. For instance, in the D-N model, the conclu-
sion derived from the laws and other assumptions
can be regarded as predictions in the same
way that they can be regarded as explanations.
While prediction is generally taken to refer to the
future—one predicts future events—philosophically,
the category includes retrodiction, or prediction of
past events, for instance the past positions
of planets from Newton’s laws and their pre-
sent positions and momenta. (On some accounts
of hypothesis confirmation, retrodiction is even
more important than forward prediction—see
Bayesianism.)
The D-N model assumes that the laws in ques-

tion are deterministic (see Determinism). Statistical
explanations are also predictive, but the predictions
are weaker: they hold probabilistically and can
only be confirmed by observing an ensemble of
events rather than individual events (see Confirma-
tion Theory). Interest in statistical explanation and
prediction initially arose in the social sciences in the
nineteenth century (Stigler 1986; see also Social
Sciences, Philosophy of the). In this case, as well
as in the case of prediction in classical statistical
physics, the inability to predict with certainty arises
because of ignorance of the details of the system
and computational limitations. A different type of
limitation of prediction is seen when predictions
must be made about finite samples drawn from an
ensemble, for instance, biological populations (see
Evolution; Population Genetics). Finally, if the
laws are themselves indeterministic, as in the case
of quantum mechanics, prediction can only be sta-
tistical (see Quantum Mechanics). The last case has
generated the most philosophical interest because,

until the advent of quantum mechanics, the failure
to predict exactly was taken to reflect epistemolog-
ical limitations rather than an ontological feature
of the world. That the models of statistical expla-
nation discussed earlier do not distinguish between
these various cases suggests that there remains
much philosophical work to be done. Meanwhile,
the failure of determinism in quantum mechanics
has led to much re-examination of the concept of
causality in attempts to retain the causal nature of
physical laws even in a probabilistic context (see
Causality).

Prediction, although not determinism, has also
been recently challenged by the discovery that there
exist many systems that display sensitivity to initial
conditions, the so-called chaotic systems. Deter-
minism has usually been interpreted as an ontolog-
ical thesis: for deterministic systems, if two systems
are identical at one instant of time, they remain so
at every other instant (Earman 1986; see Determin-
ism). However, satisfying this criterion does not
ensure that the available—and, in some cases, all
obtainable—knowledge of the system allows pre-
diction of the future. Some physical theories may
prevent the collection of the required information
for prediction (Geroch 1977; see also Space-Time).
Even if the information can be collected, pragmatic
limitations become relevant. The precision of any
information is typically limited by measurement
methods (including the instruments). If the dyna-
mical behavior of systems is exceedingly sensitive
to the initial conditions, small uncertainties in the
initial data may lead to large changes in predicted
behavior—chaotic systems exemplify this problem
(see Prediction).

Confirmation

Hume’s problem—how experience generates ration-
al confidence in a theory—has been central to phi-
losophy of science in the twentieth century and
continues to be an important motivation for con-
temporary research (see Induction, Problem of ).
Many of the logical empiricists initially doubted
that there is a logical canon of confirmation.
Breaking with earlier logical traditions, for many
of which inductive logic was of central importance,
these logical empiricists largely regarded confirma-
tion as a pragmatic issue not subject to useful
theoretical analyses. That assessment changed in
the 1940s with the work of Carnap, Hempel, and
Reichenbach, besides Popper (see Carnap, Rudolf;
Hempel, Carl Gustav; Popper, Karl Raimund;
Reichenbach, Hans). Carnap, in particular, began
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an ambitious project of the construction of a logic of
confirmation, which he took to be part of semantics,
in the process reviving Keynes’ logical interpreta-
tion of probability. Early versions of this project
were distant from the practice of science, being re-
stricted to formal languages of excessively simplified
structures incapable of expressing most scientific
claims. Later versions came closer to scientific prac-
tice, but only to a limited extent (see Carnap,
Rudolf ). Whether or not the project has any
hope remains controversial among philosophers.
Although the relevant entries in this Encyclopedia
record some progress, there is as yet no quantitative
philosophical theory of confirmation (see Confir-
mation Theory; Inductive Logic; Probability).

Meanwhile, within the sciences, the problem of
confirmation was studied as that of statistical in-
ference, bringing standard statistical methods to
bear on the problem of deciding how well a hypo-
thesis is supported by the data. Most of these
methods were only invented during the first half
of the twentieth century. There are two approaches
to statistics, so-called orthodox statistics (some-
times called ‘‘frequentist’’ statistics) and Bayesian
statistics (which interprets some probabilities as
degrees of belief). The former includes two
approaches to inference, one involving confidence
intervals and largely due to Neyman and E. S.
Pearson and the other due to Fisher. These have
received some attention from philosophers but,
perhaps, not as much as they deserve (Hacking
1965; see Statistics, Philosophy of ). In sharp con-
trast, Bayesian inference has been at the center of
philosophical attention since themiddle of the twen-
tieth century. Interesting work points to common
ground between traditional confirmation theory
and Bayesian methodology. Meanwhile, within the
sciences, newer computational methods have made
Bayesian statistics increasingly popular (see Statis-
tics, Philosophy of ), for instance, in the computa-
tion of phylogenies in evolutionary biology (see
Evolution). Bayesian inference methods also have
the advantage of merging seamlessly with contem-
porary decision theory (see Decision Theory), even
though most of the methods within decision theory
were invented in an orthodox context.

Philosophically, the differences between ortho-
dox and Bayesian methods remain sharply defined.
Orthodox methods do not permit the assignment of
a probability to a hypothesis, which, from the per-
spective of most Bayesians, makes them epistemo-
logically impotent. (Bayesians also usually argue
that orthodox inferential recipes are ad hoc—
see Bayesianism.) Meanwhile Bayesian methods

require an assignment of prior probabilities to
hypotheses before the collection of data; for the
orthodox such assignments are arbitrary. However,
in the special sciences, the trend seems to be one of
eclecticism, when orthodox and Bayesian methods
are both used with little concern for whether con-
sistency is lost in the process. This situation calls
for much more philosophical analysis.

Experimentation

The logical empiricists’ focus on the formal rela-
tions between theory and evidence resulted in
Anglo-American philosophers neglecting the role
of experimentation in science. Experimentation
did receive some philosophical treatment in the
late nineteenth and early twentieth centuries, in
particular by Mill, Mach, and Bernard (see Mach,
Ernest). In twentieth century Germany, two tradi-
tions developed around the work of Dingler and
Habermas. It is only in the past three decades that
experimentation has received more attention from
Anglo-American philosophers, historians, and
sociologists. Since then, there have been a number
of careful analyses of the use of experiments by
practicing scientists, with historians and sociolo-
gists focusing largely on the social and material
context of experiments and philosophers focusing
on their epistemic utility.
From a philosophical perspective, the neglect

of experimentation was particularly problematic,
since experimentation seems to affect the very evi-
dential relations empiricists were interested in for-
malizing. Whether experimental results are good
evidence for or against a hypothesis depends on
how the results are produced—whether the data
are reliably produced or amere artifact of the exper-
imental procedure. Moreover, this reliability often
comes in degrees, thereby affecting the degree to
which the data confirms or disconfirms a hypo-
thesis. In addition, how data are produced affects
what sorts of inferences can be drawn from the
data and how these inferences might be drawn.
As Mill argues, ‘‘Observations, in short, without
experiment . . . can ascertain sequences and coexis-
tences, but cannot prove causation’’ (1874, 386).
How experimental results are obtained can also
affect whether replication is necessary and how
statistical methods are used. In some cases, statistics
is used to analyze the data, while in others, it is
involved in the very production of the data itself
(see Experimentation; Statistics, Philosophy of ).
One of the central issues in the philosophy of ex-

perimentation is what experiments are. Experiments
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are often distinguished from observations in that
the former involve active intervention in the world,
whereas the latter are thought to be passive. How-
ever, it is unclear what counts as an intervention.
For example, are the use of sampling methods or
microscopes interventions? There are also ques-
tions about whether thought experiments or com-
puter simulations are ‘‘real’’ experiments or if they
merely function as arguments. Moreover, it is not
always clear how to individuate experiments—
whether it is possible, especially with the increasing
use of computers as integral parts of the experimen-
tal set-up, to disambiguate the experiment from the
analysis of the data.
Another fundamental issue is whether and what

epistemic roles experiments can play (Rheinberger
1997). They are purportedly used in the testing of
theories, in garnering evidence for the existence of
entities referred to by our theories (see Realism), in
the creation (and thereby discovery) of new phe-
nomena, in the articulation of theories, in the
development of new theories, in allowing scientists
to ‘‘observe’’ phenomena otherwise unobservable
(see Observation), and in the development and
refinement of technologies.
Whether experiments can reliably serve these

epistemic functions has been called into question
in a number of ways. First, sociologists and histor-
ians have argued that social factors affect or even
determine whether an experiment ‘‘confirms’’ or
‘‘disconfirms’’ a theory (see Social Constructionism).
It is also argued that experiments are theory-laden,
since experiments require interpretation and these
interpretations rely on theories (Duhem 1954).
Whether this is a problem depends in part on
what use is made of the experiment and what
sorts of theories are needed—the theory being test-
ed, theories of the phenomena being studied but
not being tested, or theories about the experimental
apparatus being used. As Hacking (1983) and Gali-
son (1987) both argue, experiments and experimen-
tal traditions can have a life of their own
independent of higher-level theories.
The theory-ladenness of experimentation also

raises questions about whether experiments can be
used to test hypotheses in any straightforward
way no matter which level of theory is used, since
predictions about experimental results rely on aux-
iliary hypotheses that might be called into question
(see Duhem Thesis). Experiments are also purport-
ed to be ‘‘practice-laden,’’ relying on tacit know-
ledge that cannot be fully articulated (Collins 1985;
see also Polanyi 1958). According to Collins, this
leads to problems with replication. The reliability
of experiments is often judged by the ability of

scientists to replicate their results. However, what
counts as replication of the ‘‘same’’ experiment is
often at issue in scientific disputes. Since, according
to Collins, tacit knowledge (which cannot be made
explicit) is involved in the replication of experi-
ments and even in judgments about what constitu-
tes the ‘‘same’’ experiment, adjudicating these
disputes on rational grounds is problematic. Col-
lins, in addition, questions whether there can be
independent grounds for judging whether an exper-
iment is reliable, which he calls ‘‘the experimenters’
regress.’’Whether an experimental procedure is reli-
able depends on whether it consistently yields cor-
rect results, but what counts as a correct result
depends on what experimental procedures are
deemed reliable, and so on (Collins 1985; for a
reply, see Franklin 1994). Experiments also typically
involve manipulation of the world, often creating
things that are not naturally occurring, which has
led some to question whether experiments represent
the world as it naturally is. At one extreme are those
who argue that experimentation actually constructs
entities and facts (Latour and Woolgar 1979;
Pickering 1984; Rheinberger 1997; see also Social
Constructionism). Others argue that experiments
can produce artifacts, but that these can be reliably
distinguished from valid results (Franklin 1986). A
milder version of this worry is whether laboratory
settings can accurately reproduce the complexities of
the natural world, which is exemplified in debates
between field and experimental biologists. The effect
of interventions on experimental outcomes is even
more problematic in quantumphysics (seeQuantum
Measurement Problem).

Scientific Change

Scientific change occurs in many forms. There are
changes in theory, technology, methodology, data,
institutional and social structures, and so on. The
focus in the philosophy of science has largely been
on theory change and whether such changes are
progressive (see Scientific Change; Scientific Prog-
ress). The primary concern has also been with how
scientific theories are justified and/or become ac-
cepted in the scientific community, rather than how
they are discovered or introduced into the commu-
nity in the first place. Over the years, there have
been various notions of progress correlatedwith the
different goals scientific theories are purported to
have: truth, systematization, explanation, empirical
adequacy, problem solving capacity, and so on.
(Notice that if the focus were on, say, technological
or institutional changes, the goals attended to might
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be very different; for example, does the technology
have greater practical utility or is the institutional
change just?)

Traditionally, scientific change has been thought
of as governed by rational procedures that
incrementally help science achieve its goals. For
the logical empiricists, the aim of scientific theories
was to systematize knowledge in a way that yields
true predictions in the observational language (see
Theories). As such, science progresses through the
collection of additional confirming data, through
the elimination of error, and through unification,
typically by reducing one theory to another of
greater scope. To make sense of these sorts of
changes, the logical empiricists developed accounts
of reduction, explanation, and inductive logic or
confirmation theory (see Confirmation Theory; Ex-
planation; Inductive Logic; Reductionism; Unity
and Disunity of Science). Others, such as Popper,
offered a different account of theory change. Popper
defended an eliminativist account much like Mill’s,
whereby science attempts to eliminate or falsify the-
ories. Only those theories that pass severe tests
ought to be provisionally accepted (see Corrobora-
tion). This was also one of the earliest versions of
evolutionary epistemology (see Evolutionary Epis-
temology; Popper, Karl Raimund).

As discussed in the previous sections, these
accounts ran into difficulties: Quine extended
Duhem’s concerns about falsification, criticized
the analytic/synthetic distinction, and raised ques-
tions about the determinacy of translation (see
Duhem Thesis; Quine, Willard Van; Underdeter-
mination); Popper and Hanson argued that obser-
vations are theory-laden (see Hanson, Norwood
Russell; Observation; Popper, Karl Raimund);
there were problems with Carnap’s inductive
logic; and so on. Partly influenced by these diffi-
culties and partly motivated by a concern that
philosopher’s theories about science actually fit
the practices of science, Kuhn’s The Structure of
Scientific Revolutions (1962) challenged the way
philosophers, historians, sociologists, and scientists
thought about scientific change (see Kuhn, Thom-
as). He argued that scientific change is not in gen-
eral cumulative and progressive, but develops
through a series of distinct stages: immature science
(when there is no generally accepted paradigm),
normal science (when there is an agreed upon par-
adigm), and revolutionary science (when there is a
shift between paradigms). Kuhn’s notion of para-
digms also expanded the focus of scientific change
beyond theories, since paradigms consisted, not
just of theories, but of any exemplary bit of science
that guides research. While the development of

normal science might in some sense be incremental,
Kuhn argued that the choice between paradigms
during a revolution involves something like a Ge-
stalt shift. There are no independent methods and
standards, since these are paradigm-laden; there
is no independent data, since observations are
paradigm-laden; and the paradigms may not even
be commensurable (see Incommensurability). Con-
sequently, paradigm shifts seemed to occur in an
irrational manner.
The responses to Kuhn’s influential work took

two very different paths. On the one hand, strongly
influenced by Kuhn, members of the Strong
Programme argued that scientific change ought to
be explained sociologically—that the same social
causes explain both ‘‘good’’ and ‘‘bad’’ science.
Others (e.g. Latour and Woolgar 1979) went fur-
ther, arguing that scientists in some sense construct
facts (see Social Constructionism). Focus on the
social aspects of scientific research also led to
developments in feminist philosophy of science,
both in the close analysis of the gender and racial
biases of particular sciences and in the development
of more abstract feminist theories about science
(see Feminist Philosophy of Science).
The other, a very different sort of response,

involved a defense of the rationality and progress
of science. There were attempts to show that com-
peting scientific theories and paradigms are not
incommensurable in the sense of being untranslat-
able. Davidson (1974) argues the very idea of a
radically different, incommensurable paradigm
does not make sense; others (e.g., Scheffler 1967)
argued that sameness of reference is sufficient to
ensure translatability, which was later buttressed
by referential accounts of meaning (see Incommen-
surability). The rationality of scientific change was
also defended on other grounds. Lakatos devel-
oped Popper’s ideas in light of Kuhn into his meth-
odology of scientific research programs (see
Lakatos, Imre; Research Programmes); and Lau-
dan (1977) argued that progress can be made sense
of in terms of problem solving capacity. Another
approach to showing that scientific change is pro-
gressive can be found in realism. Rather than argu-
ing that each change involves a rational choice,
defenses of realism can be seen as attempts to
establish that science is approaching its goal
of getting closer to the truth (see Realism). Of
course, anti-realists might also argue that science
is progressing, not toward truth, but toward greater
empirical adequacy.
More recently, there have been attempts to deve-

lop formal methods of theory choice beyond confir-
mation theory and inductive logic (see Bayesianism;
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Statistics, Philosophy of ). There have also been
attempts to model discovery computationally,
which had been thought not to be rule governed
or formalizable. Some of these try to model the way
humans discover; others were developed in order to
make discoveries (e.g., data mining), whether or
not humans actually reason in this way. As a nor-
mative enterprise, such modeling can also be used
as a defense of the rationality of scientific discovery
and, therefore, scientific change (see Scientific
Change).
Perhaps the longest‐lasting influence in the phi-

losophy of science of Kuhn’s influential work has
been to encourage philosophers to look more close-
ly at the actual practices of the various sciences.
This has resulted in a proliferation of philosophies
of the special sciences.

Foundations of the Special Sciences

The logical empiricists believed in the unity of sci-
ence (see Unity of Science Movement). However,
the theme was interpreted in multiple ways. At one
extreme were views according to which unification
was to be achieved through hierarchical reduction
(see Reductionism) of sociology to individual
psychology (see Methodological Individualism),
psychology to biology (see Psychology, Philosophy
of ), biology to physics and chemistry (see Biology,
Philosophy of ), and chemistry to physics (see,
Chemistry, Philosophy of ); for an influential
defense of this view, see Oppenhiem and Putnam
(1958). At the other extreme were those who be-
lieved that unification required no more than to be
able to talk of the subjects of science in an inter-
personal (that is, non-solipsistic) language—this
was Carnap’s (1963) final version of physicalism.
Somewhere in between were stronger versions of
physicalism, which, for most logical empiricists and
almost all philosophers of science since them,
provides some vision of the unity of science (see
Physicalism).
Perhaps with the exception of the most extreme

reductionist vision of the unity of science, all other
views leave open the possibility of exploring the
foundations and interpretations of the special
sciences individually. During the first few decades
of the twentieth century, most philosophical atten-
tion to the special sciences was limited to physics;
subsequently, psychology, biology, and the social
sciences have also been systematically explored by
philosophers. In many of these sciences, most nota-
bly biology and cognitive science, philosophical

analyses have played a demonstrable role in the
further development of scientific work (see Biology,
Philosophy of; Cognitive Science; Intentionality).

Physical Sciences

The first three decades of the twentieth century saw
the replacement of classical physics by relativity
theory and quantum mechanics, both of which
abandoned cherished classical metaphysical princi-
pals (see Quantum Mechanics; Space-Time). It is
therefore not surprising that many philosophers
interested in ‘‘scientific philosophy’’ (see Logical
Empiricism) did significant work in this field. In
particular, Popper and Reichenbach made impor-
tant contributions to the interpretation of quantum
mechanics; Reichenbach and, to a lesser extent,
Carnap also contributed to the philosophy of
space-time (see Carnap, Rudolf; Popper, Karl
Raimund; Reichenbach, Hans). In both quantum
mechanics and relativity, philosophers have paid
considerable attention to issues connected with
causality and determinism, which became problem-
atic as the classical world-view collapsed (see
Causality; Determinism). Arguably, Reichenbach’s
work on space-time, especially his arguments for
the conventionality of the metric, set the frame-
work for work in the philosophy of space-time
until the last few decades (see Conventionalism).
Reichenbach also produced important work on the
direction of time.

Several philosophers contributed to the clarifica-
tion of the quantum measurement problem (see
Quantum Measurement Problem), the concept of
locality in quantum mechanics (see Locality), and
the nature and role of quantum logic (see Putnam,
Hilary; Quantum Logic). Meanwhile, many physi-
cists, including Bohr, Einstein, Heisenberg, and
Schrödinger, also produced seminal philosophical
work on the foundations of physics (see also
Bridgman, Percy Williams; Duhem Thesis). The
only consensus that has emerged from all this
work is that, whereas the foundations of relativity
theory (both special and general) are relatively
clear, even after eighty years, quantum mechanics
continues to be poorly understood, especially at the
macroscopic level (see Complementarity).

Perhaps because of the tradition of interest in
quantum mechanics, philosophers of physics, start-
ing mainly in the 1980s, also began to explore the
conceptual structure of quantum field theory and
particle physics (see Particle Physics; Quantum
Field Theory). However, one unfortunate effect
of the early focus on quantum mechanics and
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relativity is that other areas of physics that also
deserve philosophical scrutiny did not receive ade-
quate attention, as Shimony (1987) and others have
emphasized. (See the list of questions in the entry,
Physical Sciences, Philosophy of.) Only in recent
years have philosophers begun to pay attention to
questions such as reductionism and irreversibi-
lity in kinetic theory (see Irreversibility; Kinetic
Theory) and condensed matter physics (see Batter-
man [2002] and Reductionism). One interesting
result has been that the question of reductionism
within physics is now believed to be far more
contentious than what was traditionally thought
(when it was assumed that biology, rather than the
physics of relatively large objects, presented a chal-
lenge to the program of physical reductionism—see
Emergence).

Finally, beyond physics, some philosophical at-
tention is now being directed at chemistry (see
Chemistry, Philosophy of ) and, so far to a lesser
extent, astronomy (see Astronomy, Philosophy
of ). As in the case of macroscopic physics, the
question of the reduction of chemistry to physics
has turned out to be unexpectedly complicated with
approximations and heuristics playing roles that
make orthodox philosophers uncomfortable (see
Approximation). It is likely that the future will
see even more work on these neglected fields and
further broadening of philosophical interest in the
physical sciences.

Biology

Professional philosophers paid very little attention
to biology during the first few decades of the twen-
tieth century, even though the advent of genetics
(both population genetics and what came to be
called classical genetics [see Genetics]) was trans-
forming biology in ways as profound as what was
happening in physics. Professional biologists—
including Driesch, J. B. S. Haldane, J. S. Haldane,
and Hogben—wrote philosophical works of some
importance. However, the only philosopher who
tried to interpret developments in biology during
this period was Woodger (1929, 1937), better
known among philosophers as the translator of
Tarski’s papers into English. Philosophers paid so
little attention to biology that not only the evolu-
tionary ‘‘synthesis’’ (see Evolution), but even the
formulation of the double helix model for DNA
(see Reduction), went unnoticed by philosophers of
those generations (Sarkar 2005).

All that changed in the 1960s, when the philo-
sophy of biology emerged as a recognizable entity

within the philosophy of science. The first question
that occupied philosophers was whether mole-
cular biology was reducing classical biology (see
Molecular Biology; Reductionism). Initial enthusi-
asm for reductionism gave place to a skeptical
consensus as philosophers began to question both
the standard theory-based account of reductionism
(due to Nagel 1961; see Nagel, Ernest) and whether
molecular biology had laws or theories at all
(Sarkar 1998). In the 1970s and 1980s, attention
shifted almost entirely to evolutionary theory (see
Evolution), to the definitions of ‘‘fitness’’ (see
Fitness) and ‘‘function’’ (see Function), the nature
of individuals and species (see Individual; Species),
the significance of adaptation and selection (see Ad-
aptation and Adaptationism; Population Genetics),
and, especially, the units and levels of selection. Phil-
osophical work has contributed significantly to sci-
entific discussions of problems connected to units of
selection, although no consensus has been reached
(see Altruism; Natural Selection). Besides evolution,
there was some philosophical work in genetics (see
Genetics; Heredity and Heritability).
As in the case of the philosophy of physics,

the last two decades have seen a broadening of
interest within the philosophy of biology. Some
of the new work has been driven by the realization
that molecular biology, which has become most of
contemporary biology, is not simply the study of
properties of matter at lower levels of organization,
but has a conceptual framework of its own. This
framework has largely been based on a concept
of information that philosophers have found high-
ly problematic (see Biological Information). For-
mulating an adequate concept of biological
information—if there is one—remains a task to
which philosophers may have much to contribute
(see Molecular Biology).
There has also been some attention paid to bio-

diversity (see Conservation Biology), ecology (see
Ecology), immunology (see Immunology), and
developmental biology, especially in the molecular
era (see Molecular Biology). Neurobiology has
sometimes been approached from the perspective
of the philosophy of biology, although philosophi-
cal work in that area typically has more continuity
with psychology (see ‘‘Psychology’’ below and
Neurobiology). Philosophers have also argued on
both sides of attempts to use biology to establish
naturalism in other philosophical areas, especially
epistemology and ethics—this remains one of the
most contested areas within the philosophy of bio-
logy (see Evolutionary Epistemology; Evolutionary
Psychology). Some philosophers of science have
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also interpreted the philosophy of medicine as be-
longing within the conceptual terrain of the philos-
ophy of biology (Schaffner 1993). Finally, work in
the philosophy of biology has also led to challenges
to many of the traditional epistemological and
metaphysical assumptions about science, about
the nature of explanations, laws, theories, and so
on (see Biology, Philosophy of; Mechanism).

Psychology

Philosophy and psychology have an intimate his-
torical connection, becoming distinct disciplines
only in the late nineteenth and early twentieth cen-
turies. Even since then, many of the topics covered
by psychology have remained of interest to philo-
sophers of mind and language, although the route
taken to address these questions might be very
different. However, while philosophers of science
did address concerns about the human sciences
more generally (see ‘‘Social Sciences’’ below), it is
only in the last twenty years or so that philosophy
of psychology has developed as a distinct area of
philosophy of science.
The intimate connection between philosophy

and psychology can be seen throughout the history
of psychology and the cognitive sciences more
broadly. In an attempt to make psychology scien-
tific, Watson (1913), a philosopher, founded beha-
viorism, which dominated the field of psychology
for the first half of the twentieth century (see Be-
haviorism). This view fit well with empiricist
attempts to reduce theoretical claims to those in
the observational language by providing operation-
al definitions (see Hempel 1949; see also Bridge-
man, Percy Williams; Theories; Verificationism).
However, the combined weight of objections from
philosophers, linguists, and psychologists led to the
demise of behaviorism. These criticisms, along with
developments in mathematical computation (see
Artificial Intelligence; Turing, Alan) and the influ-
ential work of Chomsky (see Chomsky, Noam;
Linguistics, Philosophy of ), resulted in the cogni-
tive revolution in psychology; it became generally
agreed upon that psychological theories must make
reference to internal representations (see Intention-
ality; Searle, John). These developments also led to
the creation of the interdisciplinary field of cogni-
tive science, which included psychology, linguistics,
computer science, neuroscience, and philosophy
(see Cognitive Science).
Philosophers of psychology have been broadly

interested in foundational issues related to the cog-
nitive sciences. Among the topics of concern are
the content of representation, the structure of

thought, psychological laws and theories, and
consciousness, each of which is briefly discussed
below:

(i) The Content of Representations. One central
question is what fixes the content of repre-
sentations—is content determined by inter-
nal features of the agent (e.g., conceptual
role semantics), features of the external
physical environment (e.g., causal and tele-
ological theories), or features of the external
social environment? There are also debates
about whether the representations are
propositional in form, whether they require
language (see Linguistics, Philosophy of ),
whether some are innate (see Empiricism;
Innate/acquired Distinction), and whether
representations are local or distributed (see
Connectionism).

(ii) The Structure of Thought. The nature of
cognition has also been a topic of dispute.
Some argue that human cognition takes
the form of classical computation (see
Artificial Intelligence; Cognitive Science);
connectionists argue that it is more similar
to parallel distributed processing (see
Connectionism); and more recently other
accounts have been proposed, such as dyna-
mical and embodied approaches to cogni-
tion. Also at issue is whether the cognitive
structures in themind/brain aremodular (see
Evolutionary Psychology), whether cogni-
tion is rule-governed, and whether some of
the rules are innate (see Chomsky, Noam;
Innate/Acquired Distinction).

(iii) Theories and Laws. Questions have been
raised about the nature of theories in the
cognitive sciences (see Neurobiology),
about whether there are psychological or
psychophysical laws (see Laws of Nature),
and about how the theories and laws in
different areas of the cognitive sciences re-
late, such as whether psychology is reduc-
ible to neurobiology (see Neurobiology;
Physicalism; Reductionism; Superveni-
ence). In addition, there is disagreement
about how to interpret theories in the cog-
nitive sciences—whether to interpret them
realistically, as an attempt to represent how
the mind/brain actually works, or merely
instrumentally, as a means of saving the
phenomena or making predictions (see
Instrumentalism; Realism). Moreover, the
problems of reflexivity and the intentional
circle discussed below, alongwith difficulties

THE PHILOSOPHY OF SCIENCE: AN INTRODUCTION

xxii



peculiar to the various areas of the cognitive
sciences, raise questions about the testability
of psychological theories (see Neurobiology;
Psychology, Philosophy of ).

(iv) Consciousness. There has been a resurgence
of interest in consciousness (see Conscious-
ness; Searle, John).There havebeen attempts
to clarify what ‘‘consciousness’’ involves in
its various senses, as well as debates about
how to explain consciousness. To this end, a
number of theories of consciousness have
been proposed, including higher-order the-
ories, neurological theories, representational
theories, and various non-physical theories.

Social Sciences

Philosophical interest in the foundations of the
social sciences has a long history, dating back at
least to Mill’s influential work on the social
sciences. Some foundational issues have also been
systematically discussed by social scientists them-
selves, such as Durkheim (1895/1966) and Weber
(1903/1949). Around the middle of the twentieth
century, the social sciences again received serious
philosophical attention. The focus was largely on
their being human sciences and the philosophical
issues this raised. More recently, philosophers have
directed their attention to the different social
sciences in their own right, especially economics
(see Economics, Philosophy of ).

A central focus of discussion is whether the so-
cial sciences are fundamentally different from the
natural sciences. Logical empiricists attempted to
incorporate the social sciences into their models for
the natural sciences (see Unity of Science Move-
ment). Others have argued that the social sciences
are unique. This has framed many of the debates
within the philosophy of the social sciences, a num-
ber of which are briefly discussed in what follows
(see Social Sciences, The Philosophy of ):

(i) AreThere Social Science Laws? Laws played
important roles in empiricist accounts of
explanation, theories, confirmation, and
prediction, but it is unclear whether there
are laws of the social sciences (see Laws of
Nature). Social phenomena are complex,
involve reference to social kinds, and re-
quire idealizations. As a result, many
argue that generalizations of the social
sciences, if they are laws at all, require
ineliminable ceteris paribus clauses. Others
argue that the social sciences ought not
even attempt to create generalizations or

grand theories, as social phenomena are
essentially historical and local.

(ii) Do Social Scientific Theories Yield Testable
Predictions? Because of the complexity of
social systems, social scientific theories re-
quire idealizations. Given the nature of these
idealizations, deriving empirical predictions
from social scientific theories is difficult at
best (see Prediction). As a result, many argue
that social scientific theories are not testable.
This is exacerbated by the reflexive nature of
social science theories: the very act of theo-
rizing can change the behavior one is theo-
rizing about. Moreover, if human action is
explained by agents’ desires and beliefs, so-
cial scientists seem to be caught in an inten-
tional circle, making it difficult to derive any
testable claims (see Rosenberg 1988).

(iii) Is the Methodology of the Social Sciences
Distinct? Given that social sciences involve
humans and human behavior on a large
scale, experimentation has not played a sig-
nificant role in the social sciences (see Ex-
perimentation). There are also many who
question whether the social sciences can be
naturalized. Some argue that understanding
social action is essentially a hermeneu-
tic enterprise, distinctly different from the
natural sciences.

(iv) What Are the Ontological Commitments of
Scientific Theories? Beginning with Mill
and, subsequently, Durkheim and Weber,
there have been debates as to whether social
scientific theories are reducible to theories
about individual behavior (see Methodolog-
ical Individualism). Moreover, after Nagel’s
influential account of intertheoretic reduc-
tion, it has been argued that social phenom-
ena are multiply realizable, and therefore,
social science theories are not reducible
to lower-level theories (see Emergence;
Reductionism; Supervenience). Additional-
ly, given that social scientific theories in-
volve idealizations, there are questions
about whether these theories ought to be
interpreted realistically or instrumentally
(see Instrumentalism; Realism).

(v) What Is the Nature of Social Scientific
Explanations? Some, such as Hempel
(1962), have argued that social scientific
explanations are no different than in the
physical sciences. Others, however, have
questioned this. If there are no social scien-
tific laws, then social scientific explanation
cannot be captured by the covering law
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model (see Explanation). Social sciences
also often rely on functional explanations,
which, while similar to biology, seem to be
different from explanations in physics (see
Function). Others, following Winch (1958),
have argued that social sciences explain ac-
tion, not behavior, which requires under-
standing the meaning of the action (not its
causes), and therefore must include the
actors’ intentions and social norms. More-
over, some have argued that actions are
governed by reasons, and are therefore not
susceptible to causal explanation, a view
that was later convincingly refuted by
Davidson (1963). An alternative account of
how beliefs and desires can explain actions
has been formalized in rational choice theo-
ry (see Decision Theory), although there are
questions about whether such explanations
capture how people actually behave, rather
than how they ought to behave.

(vi) What Is the Relationship Between Social
Science and Social Values? There has also
been concern with the connection between
social values and the social sciences. Taylor
(1971), for example, argues that social theo-
ry is inherently value-laden, and Habermas
(1971) argues that social theory ought to
engage in social criticism.

Concluding Remarks

Philosophyof science remainsavibrant sub-discipline
within philosophy today. As this introduction has
documented, many of the traditional questions in
epistemology and metaphysics have been brought
into sharper profile by a focus on scientific knowl-
edge. Moreover, philosophical engagement with
the special sciences has occasionally contributed
to the development of those sciences and, as philo-
sophers become more immersed in the practice of
science, the number and level of such contributions
can be expected to increase. The trend that philo-
sophers of science engage all of the special
sciences—not just physics—will also help produce
a more complete picture of the growth of science, if
not all knowledge, in the future.
With few exceptions (e.g., Demarcation, Prob-

lem of and Feminist Philosophy of Science) the
entries in the Encyclopedia are not concerned
with the social role of science. But, as science and
technology continue to play dominant roles in
shaping human and other life in the near future,
philosophers may also contribute to understanding

the role of science in society. Moreover, in some
areas, such as the environmental sciences and evo-
lutionary biology, science is increasingly under ill-
motivated attacks in some societies, such as the
United States. This situation puts philosophers of
science, because of their professional expertise,
under an obligation to explain science to society,
and, where ethically and politically appropriate, to
defend the scientific enterprise. How such defenses
should be organized without invoking a suspect
criterion of demarcation between science and non-
science remains a task of critical social relevance.
The Encyclopedia should encourage and help such
efforts.

JESSICA PFEIFER

SAHOTRA SARKAR
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A
ABDUCTION

Scientific hypotheses cannot be deduced from the
empirical evidence, but the evidence may support
a hypothesis, providing a reason to accept it. One
of the central projects in the philosophy of science
is to account for this nondemonstrative inductive
relation. The justification of induction has been a
sore point since the eighteenth century, when
David Hume ([1777] 1975) gave a devastating skep-
tical argument against the possibility of any reason
to believe that nondemonstrative reasoning will
reliably yield true conclusions (see Induction, Prob-
lem of ). Even the more modest goal of giving a
principled description of our inductive practices
has turned out to be extremely difficult. Scientists
may be very good at weighing evidence and making
inferences; but nobody is very good at saying how
they do it.

The nineteenth-century American pragmatist
Charles Sanders Peirce (1931, cf. 5.180–5.212)
coined the term abduction for an account, also
now known as ‘‘Inference to the Best Explanation,’’
that addresses both the justification and the descrip-
tion of induction (Harman 1965; Lipton 1991, 2001;
Day and Kincaid 1994; Barnes 1995). The govern-
ing idea is that explanatory considerations are a
guide to inference, that the hypothesis that would,
if correct, best explain the evidence is the hypothesis

that is most likely to be correct. Many inferences
are naturally described in this way (Thagard 1978).
Darwin inferred the hypothesis of natural selection
because although it was not entailed by his bio-
logical evidence, natural selection would provide
the best explanation of that evidence. When astron-
omers infer that a galaxy is receding from the Earth
with a specified velocity, they do so because the
recession would be the best explanation of the
observed redshift of the galaxy’s spectrum.
On the justificatory question, the most common

use of abduction has been in the miracle argument
for scientific realism. Hilary Putnam (1978, 18–22)
and others have argued that one is entitled to
believe that empirically highly successful hypoth-
eses are at least approximately true—and hence
that the inductive methods scientists use are reli-
able routes to the truth—on the grounds that the
truth of those hypotheses would be the best expla-
nation of their empirical success (see Putnam,
Hilary; Realism) because it would be a miracle if
a hypothesis that is fundamentally mistaken were
found to have so many precisely correct empirical
consequences. Such an outcome is logically possi-
ble, but the correctness of the hypothesis is a far
better explanation of its success. Thus the miracle
argument is itself an abduction—an inference to

1



the best explanation—from the predictive success
of a hypothesis to its correctness.
Like all attempts to justify induction, the miracle

argument has suffered many objections. The mira-
cle argument is itself an abduction, intended as a
justification of abduction. One objection is that this
is just the sort of vicious circularity that Hume
argued against. Moreover, is the truth of a hypoth-
esis really the best explanation of its empirical suc-
cesses? The feeling that it would require a miracle
for a false hypothesis to do so well is considerably
attenuated by focusing on the history of science,
which is full of hypotheses that were successful for
a time but were eventually replaced as their suc-
cesses waned (see Instrumentalism). The intuition
underlying the miracle argument may also be mis-
leading in another way, since it may rest solely on
the belief that most possible hypotheses would be
empirically unsuccessful, a belief that is correct but
arguably irrelevant, since it may also be the case
that most successful hypotheses would be false,
which is what counts.
Abduction seems considerably more promising

as an answer to the descriptive question. In addi-
tion to the psychologically plausible account it
gives of many particular scientific inferences, it may
avoid weaknesses of other descriptive accounts,
such as enumerative induction, hypothetico-deduc-
tivism, and Bayesianism. Enumerative inferences
run from the premise that observed Fs are G to the
conclusion that all Fs are G, a scheme that does not
cover the common scientific case where hypotheses
appeal to entities and processes not mentioned in
the evidence that supports them. Since those unob-
servables are often introduced precisely because
they would explain the evidence, abduction has no
difficulty allowing for such ‘‘vertical’’ inferences
(see Confirmation theory).
If the enumerative approach provides too narrow

an account of induction, hypothetico-deductive
models are too broad, and here again abduction
does better. According to hypothetico-deductivism,
induction runs precisely in the opposite direction
from deduction, so that the evidence supports the
hypotheses that entail it. Since, however, a deduc-
tively valid argument remains so whatever addition-
al premises are inserted, hypothetico-deductivism
runs the risk of yielding the absurd result that any
observation supports every hypothesis, since any
hypothesis is a member of a premise set that entails
that observation. Abduction avoids this pitfall,
since explanation is a more selective relationship
than entailment: Not all valid arguments are good
explanations.

The relationship between abduction and Bayes-
ian approaches is less clear. Like abduction, Baye-
sianism avoids some of the obvious weaknesses of
both enumerative and hypothetico-deductive acco-
unts. But the Bayesian dynamic of generating judg-
ments of prior probability and likelihood and then
using Bayes’s theorem to transform these into judg-
ments of posterior probability appears distant from
the psychological mechanisms of inference (see
Bayesianism). It may be that what abduction can
offer here is not a replacement for Bayesianism, but
rather a way of understanding how the Bayesian
mechanism is ‘‘realized’’ in real inferential judg-
ment. For example, consideration of the explana-
tory roles of hypotheses may be what helps
scientists to determine the values of the elements
in the Bayesian formula. Bayesianism and abduc-
tion may thus be complementary.

One objection to an abductive description of
induction is that it is itself only a poor explanation
of our inductive practices, because it is uninforma-
tive. The trouble is that philosophers of science
have had as much difficulty in saying what makes
for a good explanation as in saying what makes for
a good inference. What makes one explanation
better than another? If ‘‘better’’ just means more
probable on the evidence, then the abductive ac-
count has left open the very judgment it was sup-
posed to describe. So ‘‘better’’ had better mean
something like ‘‘more explanatory.’’ However, it is
not easy to say what makes one hypothesis more
explanatory than another. And even if the explana-
tory virtues can be identified and articulated, it still
needs to be shown that they are scientists’ guides to
inference. But these are challenges the advocates of
abduction are eager to address.

PETER LIPTON
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ADAPTATION AND ADAPTATIONISM

In evolutionary biology, a phenotypic trait is said
to be an adaptation if the trait’s existence, or its
prevalence in a given population, is the result of
natural selection. So for example, the opposable
thumb is almost certainly an adaptation: Modern
primates possess opposable thumbs because of
the selective advantage that such thumbs conferred
on their ancestors, which led to the retention and
gradual modification of the trait in the lineage
leading to modern primates. Usually, biologists
will describe a trait not as an adaptation per se
but rather as an adaptation for a given task,
where the task refers to the environmental ‘‘prob-
lem’’ that the trait helps the organism to solve.
Thus the opposable thumb is an adaptation for
grasping branches; the ability of cacti to store
water is an adaptation for living in arid deserts;
the brightly adorned tail of the peacock is an adap-
tation for attracting mates; and so on. Each of
these statements implies that the trait in question
was favored by natural selection because it con-
ferred on its bearer the ability to perform the
task. In general, if a trait T is an adaptation for
task X, this means that T evolved because it en-
abled its bearers to perform X, which enhanced
their Darwinian fitness. This can also be expressed
by saying that the function of the trait T is to
perform X. Thus there is a close link between the
concepts of adaptation and evolutionary function
(Sterelny and Griffiths 1999; Ariew, Cummins, and
Perlman 2002; Buller 1999).

Many authors have emphasized the distinction
between a trait that is an adaptation and a trait
that is adaptive. To describe a trait as adaptive is
to say that it is currently beneficial to the organisms
that possess it, in their current environment. This is
a statement solely about the present—it says noth-
ing about evolutionary history. If it turned out

that Darwinism were wholly untrue and that God
created the universe in seven days, many phenotypic
traits would still qualify as adaptive in this sense, for
they undeniably benefit their current possessors. By
contrast, to describe a trait as an adaptation is to
say something about evolutionary history, namely
that natural selection is responsible for the trait’s
evolution. If Darwinism turned out to be false,
it would follow that the opposable thumb is not
an adaptation for grasping branches, though it
would still be adaptive for primates in their current
environment. So the adaptive/adaptation distinc-
tion corresponds to the distinction between a trait’s
current utility and its selective history.
In general, most traits that are adaptations are

also adaptive and vice versa. But the two concepts
do not always coincide. The human gastrointestinal
appendix is not adaptive for contemporary human
beings—which is why it can be removed without
loss of physiological function. But the appendix is
nonetheless an adaptation, for it evolved to help its
bearers break down cellulose in their diet. The fact
that the appendix no longer serves this function in
contemporary humans does not alter the (pre-
sumed) fact that this is why it originally evolved.
In general, when a species is subject to rapid envi-
ronmental change, traits that it evolved in response
to previous environmental demands, which thus
count as adaptations, may cease to be adaptive in
the new environment. Given sufficient time, evolu-
tion may eventually lead such traits to disappear,
but until this happens these traits are examples of
adaptations that are not currently adaptive.
It is also possible for a trait to be adaptive with-

out being an adaptation, though examples falling
into this category tend to be controversial. Some
linguists and biologists believe that the capacity of
humans to use language was not directly selected
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for, but emerged as a side effect of natural selection
for larger brains. According to this theory, there
was a direct selective advantage to having a large
brain, and the emergence of language was simply
an incidental by-product of the resulting increase in
brain size among proto-humans. If this theory is
correct, then human linguistic ability does not
qualify as an adaptation and has no evolutionary
function; thus it would be a mistake to look for a
specific environmental demand to which it is an
evolved response. But the ability to use language
is presumably adaptive for humans in their current
environment, so this would be an example of an
adaptive trait that is not an adaptation. It should
be noted, however, that many biologists and lin-
guists are highly suspicious of the idea that human
linguistic capacity was not directly shaped by natu-
ral selection. (See Pinker and Bloom 1990 and
Fodor 2000 for opposing views on this issue.)
It sometimes happens that a trait evolves to per-

form one function and is later co-opted by evolu-
tion for a quite different task. For example, it is
thought that birds originally evolved feathers as a
way of staying warm, and only later used them to
assist with flight. This is an interesting evolutionary
phenomenon, but it creates a potential ambiguity.
Should birds’ feathers be regarded as an adaptation
for thermoregulation or for efficient flight? Or per-
haps for both? There is no simple answer to this
question, particularly since feathers underwent
considerable evolutionary modification after they
first began to be used as a flying aid. Gould and
Vrba (1982) coined the term ‘‘exaptation’’ to help
resolve this ambiguity. An exaptation is any trait
that originally evolves for one use (or arises for
nonadaptive reasons) and is later co-opted by
evolution for a different use.
How is it possible to tell which traits are adapta-

tions and which are not? And if a particular trait is
thought to be an adaptation, how is it possible to
discover what the trait is an adaptation for, that
is, its evolutionary function? These are pressing
questions because evolutionary history is obviously
not directly observable, so can be known only via
inference. Broadly speaking, there are two main
types of evidence for a trait’s being an adaptation,
both of which were identified by Darwin (1859) in
On the Origin of Species. First, if a trait contributes
in an obvious way to the ‘‘fit’’ between organism
and environment, this is a prima facie reason for
thinking it has been fashioned by natural selection.
The organism/environment fit refers to the fact that
organisms often possess a suite of traits that seem
specifically tailored for life in the environments
they inhabit. Consider for example the astonishing

resemblance between stick insects and the foliage
they inhabit. It seems most unlikely that this resem-
blance is a coincidence or the result of purely chance
processes (Dawkins 1986, 1996). Much more plau-
sibly, the resemblance is the result of many rounds
of natural selection, continually favoring those
insects whomost closely resembled their host plants,
thus gradually bringing about the insect/plant
match. It is obvious why insects would have bene-
fited from resembling their host plants—they would
have been less visible to predators—so it seems safe
to conclude that the resemblance is an adaptation
for reducing visibility to predators. Biologists re-
peatedly employ this type of reasoning to infer a
trait’s evolutionary function.

Second, if a phenotypic trait is highly complex,
then many biologists believe it is safe to infer that it
is an adaptation, even if the trait’s evolutionary
function is not initially known. Bodily organs
such as eyes, kidneys, hearts, and livers are exam-
ples of complex traits: Each involves a large num-
ber of component parts working together in a
coordinated way, resulting in a mechanism as intri-
cate as the most sophisticated man-made device.
The inference from complexity to adaptation rests
on the assumption that natural selection is the only
serious scientific explanation for how organic com-
plexity can evolve. (Appealing to an intelligent
deity, though intellectually respectable in pre-Dar-
winian days, no longer counts as a serious explana-
tion.) Again, inferences of this sort do not strictly
amount to proof, but in practice biologists routine-
ly assume that complex organismic traits are ad-
aptations and thus have evolutionary functions
waiting to be discovered.

The definition of an adaptation given above—
any trait that has evolved by natural selection—is
standard in contemporary discussions. In this
sense, all biologists would agree that every extant
organism possesses countless adaptations. Howev-
er, the term has sometimes been understood slight-
ly differently. R. A. Fisher, one of the founders of
modern Darwinism, wrote that an organism

‘‘is regarded as adapted to a particular situation . . . only
in so far as we can imagine an assemblage of slightly
different situations, or environments, to which the ani-
mal would on the whole be less well adapted; and
equally only in so far as we can imagine an assemblage
of slightly different organic forms, which would be less
well adapted to that environment.’’ (1930, 41)

It is easy to see that Fisher’s notion of adaptation is
more demanding than the notion employed above.
Fisher requires a very high degree of fit between
organism and environment before the concept of
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adaptation applies, such that any small modifica-
tion of either the organism or the environment
would lead to a reduction in fitness. In modern
parlance, this would normally be expressed by
saying that the organism is optimally adapted to
its environment.

It is quite possible for an organism to possess
many adaptations in the above sense, i.e., traits
that are the result of natural selection, without
being optimally adapted in the way Fisher des-
cribes. There are a number of reasons why this is
so. First, natural selection is a gradual process:
Many generations are required in order to produce
a close adaptive fit between organism and environ-
ment. Suboptimality may result simply because se-
lection has yet to run its full course. Second, unless
there is considerable environmental constancy over
time, it is unlikely that organisms will evolve traits
that adapt them optimally to any particular envi-
ronment, given the number of generations required.
So suboptimality may result from insufficient envi-
ronmental constancy. Third, there may be evolu-
tionary trade-offs. For example, the long necks of
giraffes enable them to graze on high foliage, but the
price of a long neck might be too high a center of
gravity and thus a suboptimal degree of stability.
Evolution cannot always modify an organism’s
phenotypic traits independently of each other:
Adjusting one trait to its optimal state may in-
evitably bring suboptimality elsewhere. Finally, as
Lewontin (1985) and others have stressed, natural
selection can drive a species from one point in phe-
notypic space to another only if each intermediate
stage is fitness enhancing. So, suboptimality may
result because the optimal phenotypic state cannot
be accessed from the actual state by a series of
incremental changes, each of which increases fit-
ness. For all these reasons, it is an open question
whether natural selection will produce optimally
adapted organisms.

It is worth noting that the Fisherian concept of
optimal adaptation employed above is not totally
precise, and probably could not be made so, for it
hinges on the idea of a small or slight modification
to either the organism or the environment, leading
to a reduction in fitness. But ‘‘small’’ and ‘‘slight’’
are vague terms. How large can a modification be
before it counts as too big to be relevant to as-
sessing whether a given organism is optimally
adapted? Questions such as this do not have prin-
cipled answers. However, any workable concept
of optimality is likely to face a similar problem. It
is unacceptable to say that an organism is opti-
mally adapted if there is no possible modification
that would raise its fitness, for by that token no

organism would qualify as optimally adapted.
With sufficient imagination, it is always possible
to think of phenotypic changes that would boost
an organism’s fitness—for example, doubling its
fecundity while leaving everything else unchanged.
(As John Maynard Smith wrote, ‘‘it is clearly im-
possible to say what is the ‘‘best’’ phenotype unless
one knows the range of possibilities’’ [Maynard
Smith 1978, 32]). So to avoid trivializing the con-
cept of optimality altogether, some restriction must
be placed on the class of possible modifications
whose effects on organismic fitness are relevant to
judging how well adapted the organism is in its
current state. Spelling out the necessary restriction
will lead to a concept similar to Fisher’s, with its
attendant vagueness.
The constraints on optimality noted in the earlier

discussion of suboptimality show that natural selec-
tionmay fail to produce organisms that are optimal-
ly adapted. But how important these constraints are
in practice is a matter of considerable controversy.
Some biologists think it is reasonable to assume that
most extant organisms are optimally or nearly opti-
mally adapted to their current environment. On this
view, any phenotypic trait of an organism can be
studied on the assumption that selection has fine-
tuned the trait very precisely, so that there is an
evolutionary reason for the character being exactly
the way it is. Other biologists have less confidence in
the power of natural selection. While not denying
that selection has shaped extant phenotypes, they
see the constraints on optimality as sufficiently im-
portant to invalidate the assumption that what has
actually evolved is optimal in Fisher’s sense. They
would not seek adaptive significance in every last
detail of an organism’s phenotype. (See Maynard
Smith 1978 and Maynard Smith et al. 1985 for a
good discussion of this issue.)
The optimality question is just one aspect of an

important and sometimes heated debate concern-
ing the legitimacy of what is called ‘‘adapta-
tionism’’ in evolutionary biology (Sober and
Orzack 2001; Dupre 1987). Adaptationism encom-
passes both an empirical thesis about the world
and a methodology for doing evolutionary research
(Godfrey-Smith 2001). Empirically, the main claim
is that natural selection has been by far the most
important determinant of organismic phenotypes
in evolutionary history—all or most traits have
been directly fashioned by natural selection. Typi-
cally, adaptationists will also show some sympathy
for the view that extant organisms are optimally
adapted to their environments, in at least certain
respects. Methodologically, adaptationists believe
that the best way to study the living world is to
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search for the evolutionary function of organisms’
phenotypic traits. Thus, for example, if an adapta-
tionist observes an unusual pattern of behavior in a
species of insect, the adaptationist will immediately
assume that the behavior has an evolutionary func-
tion and will devote effort to trying to discover that
function. Opponents of adaptationism reject both
the empirical thesis and the methodological strate-
gy. They emphasize the constraints on optimality
noted above, as well as others; additionally, they
point out that natural selection is not the only
cause of evolutionary change and that organisms
possess certain features that are nonadaptive and
even maladaptive. Thus, it is a mistake to view the
living world through an exclusively adaptationist
lens, they argue.
The basic contours of the adaptationism debate

have been in place for a long time, and indeed trace
right back to Darwin. But the modern debate was
instigated by Stephen Jay Gould and Richard
Lewontin’s famous article ‘‘The Spandrels of San
Marco and the Panglossian Paradigm’’ (Gould and
Lewontin 1979). These authors launched a forth-
right attack on what they saw as the extreme adap-
tationism prevalent in many evolutionary circles.
They accused adaptationists of (a) uncritically as-
suming that every organismic trait must have an
evolutionary function, (b) failing to accord a proper
role to forces other than natural selection in evolu-
tion, and (c) paying insufficient heed to the con-
straining factors that limit selection’s power to
modify phenotypes at will. Unusually for a scientific
article, ‘‘Spandrels’’ contains two striking literary
allusions. Firstly, adaptationists are compared to
Dr. Pangloss, a protagonist in Voltaire’s satirical
novel Candide, who despite suffering terrible mis-
fortunes continues to believe that he inhabits the
‘‘best of all possible worlds.’’ Gould and Lewontin’s
suggestion is that adaptationists commit a similar
absurdity by viewing every aspect of an organism’s
phenotype as optimized by selection. Secondly,
adaptationists are accused of inventing ‘‘Just So
Stories’’ in their relentless search for evolutionary
functions, that is, devising speculative hypotheses
about traits’ adaptive significance that owe more to
their ingenuity than to empirical evidence. The ref-
erence here is to Rudyard Kipling’s famous collec-
tion of children’s stories, which include ‘‘How the
Leopard Got Its Spots’’ and ‘‘How the Camel Got
His Hump.’’
The title of Gould and Lewontin’s paper illus-

trates what is perhaps their central complaint
against adaptationist logic: the assumption, in
advance of specific empirical evidence, that every

trait has adaptive significance of its own. Spandrel
is an architectural term that refers to the roughly
triangular space between two adjacent arches and
the horizontal above them; they are necessary by-
products of placing a dome (or a flat roof ) on
arches. The spandrels beneath the great dome of
St. Mark’s Cathedral in Venice are decorated with
elaborate mosaics of the four evangelists. Gould
and Lewontin’s point is that despite their ornate
design, the spandrels are obviously not the raison
d’être of the whole construction: Rather, they are
inevitable by-products of the architectural design.
Similarly, they suggest, certain anatomical and
morphological traits of modern organisms may be
inevitable by-products of their overall design, rath-
er than directly shaped by selection. If so, such
traits would not be adaptations, and it would be
inappropriate to search for their evolutionary func-
tion. The human chin is a commonly cited example
of a spandrel.

Gould and Lewontin’s attack on adaptationism
provoked an array of different reactions. Some of
their opponents accused them of caricaturing adap-
tationism and thus attacking a strawman, on the
grounds that no evolutionist had ever claimed
every phenotypic trait of every organism to be
adaptation, less still an optimal adaptation. There
is certainly an element of truth to this charge.
Nonetheless, Gould and Lewontin were writing at
the height of the controversy over human sociobi-
ology; and it is also true that some of the early
proponents of that discipline advanced highly spec-
ulative hypotheses about the supposed evolution-
ary function of various behavioral patterns in
humans, often on the basis of flimsy and anecdotal
evidence. (This was not true of the best work in
human sociobiology.) Gould and Lewontin’s cri-
tique, even if overstated, was a useful corrective to
this sort of naive adaptationism and led to a greater
degree of methodological self-awareness among
evolutionary biologists.

With hindsight, it seems that Gould and Lewon-
tin’s article has tempered, but not altogether eli-
minated, the enthusiasm felt by evolutionary
biologists for adaptationism (cf. Walsh, ‘‘Span-
drels,’’ forthcoming). Many biologists continue to
believe that cumulative natural selection over a
large number of generations is the most plausible
way of explaining complex adaptive traits, and
such traits are abundant in nature. And despite
the potential methodological pitfalls that the
‘‘Spandrels’’ paper warns against, the adaptationist
research program continues to be highly fruitful,
yielding rich insights into how nature works, and
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it has no serious rivals. Moreover, it is possible to
test hypotheses about the adaptive significance of
particular traits, in a variety of different ways. The
comparative method, which involves comparing
closely related species and trying to correlate phe-
notypic differences among them with ecological
differences among their habitats, is one of the
most common (cf. Harvey and Pagel 1991); it was
employed by Darwin himself in his discussion of
the Galapagos finches’ beaks. Experimentally alter-
ing a trait, e.g., painting the plumage of a bird, and
then carefully observing the effect on the organ-
ism’s survival and reproductive success is another
way of learning about a trait’s adaptive signifi-
cance. The most sophisticated work in evolutionary
biology routinely uses these and other tests to ad-
judicate hypotheses about evolutionary function,
and they bear little relation to the crude storytelling
that Gould and Lewontin criticize. (See Endler
1986 for a good discussion of these tests.)

On the other hand, there is a grain of truth to
Gould and Lewontin’s charge that when a particu-
lar hypothesis about a trait’s adaptive function is
falsified, biologists will normally invent another
adaptationist hypothesis rather than conclude that
the trait is not an adaptation at all. However, not
everyone agrees that reasoning in this way is meth-
odologically suspect. Daniel Dennett agrees that
adaptationists like himself offer ‘‘purely theory-
driven explanations, argued a priori from the as-
sumption that natural selection tells the true
story—some true story or other—about every curi-
ous feature of the biosphere,’’ but he regards this as
perfectly reasonable, given the overall success of
Darwinian theory (1995, 245). It is doubtful wheth-
er what Dennett says is literally true, however.
There are many ‘‘curious features’’ of the biosphere
for which it is not known whether there is an
adaptationist story to be told or not. Take for
example the prevalence of repeat sequences of non-
coding ‘‘junk’’ DNA in the eukaryotic genome.
This certainly qualifies as a curious feature—it
took molecular biologists greatly by surprise
when it was first discovered in the 1970s. But junk
DNA has no known function—hence its name—
and many people suspect that it has no function at
all (though the current evidence on this point is
equivocal; see Bejerano et al. 2004 for a recent
assessment). So although Dennett is right that
there is a general presumption in favor of adapta-
tionist explanations among biologists, it is not true
that every trait is automatically assumed to be an
adaptation.

SAMIR OKASHA
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ALTRUISM

The concept of altruism has led a double life. In
ordinary discourse as well as in psychology and the
social sciences, behavior is called altruistic when it
is caused by a certain sort of motive. In evolution-
ary biology, the concept applies to traits (of mor-
phology, physiology, and behavior) that enhance
the fitness of others at some cost to the self.
A behavior can be altruistic in the evolutionary

sense without being an example of psychological
altruism. Even if a honeybee lacks a mind, it none-
theless counts as an evolutionary altruist when it
uses its barbed stinger to attack an intruder to the
hive: The barb disembowels the bee but allows the
stinger to keep pumping venom into the intruder
even after the bee has died, thus benefiting the hive.
Symmetrically, a behavior can be altruistic in the

psychological sense without being an example of
evolutionary altruism. If one gives another a vol-
ume of piano sonatas out of the goodness of one’s
heart, one’s behavior may be psychologically altru-
istic. However, the gift will not be an example of
evolutionary altruism if it does not improve the
other’s prospects for survival and reproductive suc-
cess or does not diminish one’s own fitness.
Both types of altruism have given rise to contro-

versy. According to psychological egoism, all our
motives are ultimately selfish, and psychological
altruism is merely a comforting illusion. Egoism
was the dominant position in all major schools of
twentieth-century psychology (Batson 1991). With-
in evolutionary biology, there has been consider-
able hostility to the idea that altruistic traits evolve
because they benefit the group; according to one
influential alternative viewpoint, the gene—not the
group or even the individual organism—is the unit
of selection (Dawkins 1976; Williams 1966).

Evolutionary Altruism

Evolutionary altruism poses a puzzle—it appears
to be a trait that natural selection will stamp out
rather than promote. If altruists and selfish indivi-
duals live in the same group, altruists will donate
‘‘fitness benefits’’ to others, whereas selfish indivi-
duals will not. Altruists receive benefits from the
donations of other altruists, but so do selfish indi-
viduals. It follows that altruists will be less fit than

selfish individuals in the same group. Natural se-
lection is a process that causes fitter traits to in-
crease in frequency and less fit traits to decline.
How, then, can natural selection explain the exis-
tence of evolutionary altruism?

Darwin’s answer was the hypothesis of group
selection. Although altruists are less fit than selfish
individuals in the same group, groups of altruists
will be fitter than groups of selfish individuals.
Altruistic traits evolve because they benefit the
group and in spite of the fact that they are deleteri-
ous to altruistic individuals. Darwin (1859, 202)
applied this idea to explain the barbed stinger of
the honeybee; he also invoked the hypothesis to
explain why men in a tribe feel morally obliged to
defend the tribe and even sacrifice their lives in time
of war (1871, 163–165).

With regard to natural selection, Darwin was a
‘‘pluralist’’: He held that some traits evolve because
they are good for the individual, while others
evolve because they are good for the group (Ruse
1980). This pluralism became a standard part of the
evolutionary biology practiced in the period 1930–
1960, when the ‘‘modern synthesis’’ was created.
The idea of group adaptation was often applied
uncritically during this period; however, the same
can be said of the idea of individual adaptation.
The situation changed in the 1960s, when group
selection was vigorously attacked (Hamilton 1964;
Maynard Smith 1964; Williams 1966). Its exile
from evolutionary theory was hailed as one of the
major advances of twentieth-century biology. Since
then, the hypothesis of group selection has been
making a comeback; many biologists now think
that group selection is well grounded theoretically
and well supported empirically as the explanation
of some—though by no means all—traits (Sober
and Wilson 1998). However, many other biologists
continue to reject it.

The arguments mustered against group selection
during the 1960s were oddly heterogeneous. Some
were straightforwardly empirical; for example,
Williams (1966) argued that individual selection
predicts that sex ratios should be close to even,
whereas group selection predicts that organisms
should facultatively adjust the mix of daughters
and sons they produce so as to maximize group

ALTRUISM

8



productivity. Williams thought (mistakenly) that
sex ratios were almost always close to even and
concluded that group selection was not involved in
the evolution of this trait. Other arguments were
sweeping in their generality and almost a priori in
character; for example, it was argued that genes, not
groups, were the units of selection, because genes
provide the mechanism of heredity (Dawkins 1976;
Williams 1966). A third type of argument involved
proposing alternatives to group selection. One rea-
son why group selection was largely abandoned
during this period was that inclusive fitness theory
(Hamilton 1964), the theory of reciprocal altruism
(Trivers 1971), and game theory (Maynard Smith
and Price 1973) were widely viewed as alternatives.
One reason the controversy continues is that it is
disputed whether these theories are alternatives to
or implementations of the idea of group selection
(Sober and Wilson 1998).

Psychological Altruism

Although the concept of psychological altruism is
applied to people and to actions, the best place to
begin is to think of psychological altruism as a
property of motives, desires, or preferences. Eve’s
desire that Adam have the apple is other directed;
the proposition that she wants to come true—that
Adam has the apple—mentions another person,
but not Eve herself. In contrast, Adam’s desire
that he have the apple is self-directed. In addition
to purely self-directed and purely other-directed
desires, there are mixed desires: People desire that
they and specific others be related in a certain way.
Had Eve wanted to share the apple with Adam, her
desire would have been mixed.

An altruistic desire is an other-directed desire in
which what one wants is that another person do
well. Altruistic desires, understood in this way,
obviously exist. The controversy about psychologi-
cal altruism concerns whether these desires are ever
ultimate or are always merely instrumental. When
one wishes others well, does one ever have this
desire as an end in itself, or does one care about
others only because one thinks that how they do
will affect one’s own welfare? According to psycho-
logical egoism, all ultimatemotives are self-directed.
When Eve wants Adam to have the apple, she has
this other-directed desire only because she thinks
that his having the apple will benefit her.

Psychological hedonism is one variety of egoistic
theory. Its proponents claim that the only ultimate
motives people have are the attainment of pleasure
and the avoidance of pain. The only things one
cares about as ends in themselves are states of

one’s own consciousness. This special form of ego-
ism is the hardest one to refute. It is easy enough to
see from human behavior that people do not al-
ways try to maximize their wealth. However, when
someone chooses a job with a lower salary over a
job that pays more, the psychological hedonist can
say that this choice was motivated by the desire to
feel good and to avoid feeling bad. Indeed, hedo-
nists think they can explain even the most harrow-
ing acts of self-sacrifice—for example, the
proverbial soldier in a foxhole who throws himself
on a live grenade to protect his comrades. The
soldier supposedly does this because he prefers
not existing at all over living with the tormenting
knowledge that he allowed his friends to die. This
hedonistic explanation may sound strained, but
that does not mean it must be false.
Since hedonism is difficult to refute, egoism is

also difficult to refute. However, that does not
mean it is true. Human behavior also seems to be
consistent with a view calledmotivational pluralism;
this is the claim that people have both self-directed
and other-directed ultimate aims. This theory does
not assert that there are human actions driven
solely by other-directed ultimate desires. Perhaps
one consideration lurking behind everything one
does is a concern for self. However, since actions
may be caused by several interacting desires, plu-
ralism is best understood as a claim about the
character of our desires, not about the purity of
our actions.
It is an interesting fact about our culture that

many people are certain that egoism is true and
many others are certain it is false. An extraterres-
trial anthropologist might find this rather curious,
in view of the fact that the behaviors one observes
in everyday life seem to be consistent with both
egoism and pluralism. One’s convictions evidently
outrun the evidence one has at hand. Is the popu-
larity of egoism due to living in a culture that
emphasizes individuality and economic competi-
tion? Is the popularity of pluralism due to the fact
that people find it comforting to think of benevo-
lence as an irreducible part of human nature? These
questions are as fascinating as they are difficult to
answer.
Social psychologists have tried to gather experi-

mental evidence to decide between egoism and mo-
tivational pluralism. Egoism comes in a variety of
forms; if each form could be refuted, this would
refute egoism itself. According to one version of
egoism, one helps needy others only because wit-
nessing their suffering makes one uncomfortable;
one helps help them for the same reason that one
adjusts the thermostat when the room becomes too
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hot. According to a second version of egoism, peo-
ple help only because they want to avoid censure
from others or self-censure. According to a third
version, people help only because helping provides
them with a mood-enhancing reward. Batson
(1991) argues that the experimental evidence dis-
confirms all the versions of egoism formulated so
far (but see Sober and Wilson 1998).

The Prisoners’ Dilemma

Game theory was developed by economists and
mathematicians as a methodology for modeling
the process of rational deliberation when what is
best for one agent depends on what other agents do
(von Neumann and Morgenstern 1947). These
ideas were subsequently modified and extended,
the result being evolutionary game theory, in
which organisms (that may or may not have
minds) interact with each other in ways that affect
their fitness (Maynard Smith 1982). The prisoners’
dilemma began as a problem in game theory, but it
also has been much discussed in evolutionary game
theory. It is central to understanding the conditions
that must be satisfied for evolutionary altruism to
evolve. Economists and other social scientists have
studied the prisoners’ dilemma because they think
that people’s behavior in such situations throws
light on whether their motivation is altruistic or
selfish.
Two actors come together; each must decide

independently which of two actions to perform:
cooperate or defect. The payoffs to each player
are shown in the illustration.

Prisoners’

dilemma:

payoffs

Column player

Cooperate Defect

Row

player

Cooperate Both get 3. Row gets 1.

Column gets 4.

Defect Row gets 4.

Column gets 1.

Both get 2.

A simple dominance argument shows that each
player should defect. Suppose you are the row
player. If the column player cooperates, you are
better off defecting (since 4 > 3); and if the column
player defects, you are better off defecting (since
2 > 1). The columnplayer is in exactly the sameposi-
tion. However, the resulting solution—defection by
both—means that both players are worse off than
they would have been if both had chosen to cooper-
ate (since 3> 2). The lesson is that rational decision

making, with full information about the conse-
quences of one’s choices, can make one worse off.

How might the players avoid this dispiriting out-
come? One possibility is for them to become less
selfish. If they care about payoffs to self and pay-
offs to others in equal measure, each player will
choose to cooperate (since 6 > 5 and 5 > 4). An-
other possibility is for the players to be forced to
make the same decision, either by a mutually bind-
ing agreement or by a third party (a ‘‘leviathan’’).
Each of these changes puts the players into a new
game, since the defining features of the prisoners’
dilemma have now been violated.

In an evolutionary setting, the utilities described
in the table are reinterpreted as ‘‘fitnesses’’—that
is, numbers of offspring. Suppose there are two
types of individuals in a population: cooperators
and defectors. Individuals form pairs, the members
of each pair interact, and then each reproduces
asexually, with the number of an organism’s off-
spring dictated by the table of payoffs. Offspring
exactly resemble their parents (there are no muta-
tions). The older generation then dies, and the new
generation of cooperators and defectors form pairs
and play the game again. If this process is iterated
over many generations, what will be the final con-
figuration of the population? Since mutual defec-
tion is the solution to the prisoners’ dilemma when
the problem involves rational deliberation, can we
infer that the solution for the evolutionary problem
is universal defection?

The answer is no. Everything depends on how
the pairs are formed. If they form at random, then
universal defection will evolve. But suppose that
like always pairs with like. In this instance coop-
erators receive a payoff of 3 and defectors receive a
payoff of 2, which means that cooperation will
increase in frequency. The dominance argument
that settles the deliberational problem has no
force in the evolutionary problem (Skyrms 1996).
All one can tell from the table of payoffs is that the
average fitness of cooperation must be somewhere
between 3 and 1, and the average fitness of defec-
tion must be somewhere between 4 and 2. Cooper-
ation and defection in evolutionary game theory
are nothing other than evolutionary altruism and
selfishness. The evolution of altruism thus crucially
depends on how much correlation there is between
interacting individuals (Skyrms 1996; Sober 1992).

When economists run experiments in which sub-
jects play the prisoners’ dilemma game, they find
that people often behave ‘‘irrationally’’—they do
not always defect. What could explain this? One
obvious possibility is that the payoff used in the
experiment (usually money) doesn’t represent
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everything that the subjects care about. It is true
that defection can be reduced in frequency by
manipulating the magnitude of monetary payoffs,
but this does not show that the impulse to cooper-
ate is always nonexistent; it shows only that this
impulse is sometimes weaker than the impulse of
self-interest. Furthermore, defenders of psycholog-
ical egoism can easily bring cooperative behavior
within the orbit of their theory. If people cooperate
because and only because cooperation brings them
pleasure, the behavior is consistent with psycholog-
ical hedonism. Indeed, there is evidence from neu-
roscience that subjects do experience pleasure when
they cooperate in the prisoners’ dilemma (Billing
et al. 2002). Note, however, that motivational plu-
ralism is consistent with this finding. This raises the
question whether behavior in such experiments
throws light on the dispute between psychological
egoism and motivational pluralism.

ELLIOTT SOBER
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ANALYTICITY

Analyticity can be characterized vaguely as follows.
Analytic sentences, statements, or propositions are
either true or known to be true ‘‘in virtue of’’ the
meanings of the terms or concepts contained within
them. Although a variety of notions resembling
analyticity appear in writings of the late seventeenth
century, notably in the work of Gottfried Leibniz
(who uses ‘‘analytic’’ as a synonym for ‘‘practical’’
[Leibniz 1981, 624]), the more contemporary use of
the notion of analyticity first appears in the work of
Immanuel Kant. The account below will survey
several historically significant notions of analyticity
and then turn to more recent developments stem-
ming from important objections to the notion of
analyticity developed by Willard Van Quine and

others. A strategy in defense of analyticity in re-
sponse to Quine’s challenge will then be sketched.

Historical Background

In his Critique of Pure Reason, Kant characterized
an analytic judgment in two ways. Firstly, he posit-
ed that

the relation of a subject to the predicate is . . . possible in
two different ways. Either the predicate B belongs to the
subject A, as something which is (covertly) contained in
this concept A; or B lies outside A, although it does
indeed stand in connection with it. In the one case I
entitle the judgment analytic, in the other synthetic.
(Kant 1965, A6–7/B10)
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Later Kant stated:

All analytic judgments rest wholly on the principle of
contradiction. . . . For because the predicate of an affir-
mative analytic judgment has already been thought in
the concept of the subject, it cannot be denied of the
subject without contradiction. (1965, A150/B189)

Subsequent philosophers such as Ayer (1946, 78)
have questioned the equivalence of these two defi-
nitions, arguing that the former appears to provide
a psychological criterion for analyticity, while the
latter is purely logical.
It is tempting to impute to Kant the view that

analytic judgments are vacuous (Ayer 1946, 77) or
that they are ‘‘true by virtue of meanings and inde-
pendently of fact’’ only (Quine 1953a, 21), but it is
not clear that such attributions are correct. Sub-
ject–predicate judgments that Kant regarded as
synthetic a priori, such as ‘‘A straight line between
two points is the shortest,’’ are plausibly regarded
as being both necessary and true by virtue of mean-
ing, since the predicate is conjoined to the subject
through a kind of construction in intuition, and
this construction conforms to what Kant called a
‘‘necessity inherent in the concepts themselves’’
(1965, B16–17; cf. Proust 1986; Hintikka 1974).
Moreover, Kant at one point rejected the supposi-
tion that ‘‘tautologous’’ or vacuous judgments such
as identity statements could be analytic, precisely in
virtue of their vacuity:

Propositions which explain idem per idem advance cog-
nition neither analytically nor synthetically. By them I
have neither an increase in distinctness nor a growth in
cognition. (1965, XXIV, 667)

What then does distinguish analytic truths for
Kant? A specification of the exact nature of analytic
truths in Kant’s work is complicated by his rather
detailed theory of concepts (and his at times impre-
cise formulations), but if one attributes to him a
common eighteenth-century doctrine of complex
concepts according to which such concepts are
built up by composition from simpler ones (such
as a concept’s genus and differentia), then a judg-
ment of the form ‘‘S is P’’ could be said to be
analytic if and only if the concept S has an analysis
in which the concept P appears as a composite
element (cf. De Jong 1995). Kant thought that
‘‘All bodies are extended’’ was of this form. In
contrast, synthetic a priori subject–predicate judg-
ments forge a connection between their subject and
predicate through a construction in intuition by
which the predicate is somehow ‘‘attached necessar-
ily’’ to the subject but not antecedently contained
within it (1965, B16–17). However, Kant believed

that both forms of judgment advanced cognition
and that both could eventuate in necessary truth:
analytic judgments through clarification of a previ-
ously given but unanalyzed content, synthetic
a priori judgments through construction of the
predicate in intuition.

While the Kantian notion of analyticity thus
bears only a loose resemblance to more contempo-
rary ones, certain features of the contemporary
notion were anticipated soon after Kant in the
Wissenshaftslehre of Bernhard Bolzano. Bolzano
thought that Kant’s characterization of analyticity
was too vague because the notion of the ‘‘contain-
ment’’ of the predicate by the subject was merely
figurative (Bolzano 1973, 201). Furthermore,
Kant’s characterization allowed a proposition like
‘‘The father of Alexander, King of Macedon, was
King of Macedon’’ to be classed as analytic even
though, Bolzano claimed, no one would want to
describe it as such (1973, 201). In brief, Bolzano
proposed characterizing analytic propositions as
those propositions that contained some referring
idea such that, given any arbitrary substitution of
that idea with another referring idea, the truth
value of the original proposition would be pre-
served (provided that both ideas shared the same
‘‘range of variation’’). Thus, the proposition ‘‘A
depraved man does not deserve respect’’ is regarded
as analytic because it contains a referring idea (man)
that can be replaced with any other within a certain
range while preserving truth (1973, 198). By con-
trast, the proposition ‘‘God is omniscient’’ is syn-
thetic, since no constituent referring idea of this
proposition could be arbitrarily replaced without
altering the truth of the proposition.

Bolzano’s account allowed him to introduce a
distinction within the class of analytic propositions
between those propositions recognizable as analyt-
ic solely by virtue of ‘‘logical knowledge’’ (such as
‘‘An A that is B is A’’) and those that required
‘‘extra-logical knowledge.’’ His account also antici-
pated much later developments, both in making
propositions (as opposed to judgments) the basis
of the designation analytic and in relating logically
analytic propositions to his notions of satisfaction
and logical validity (Bolzano 1973, §147f ).

Despite its originality, Bolzano’s account of ana-
lytic propositions has certain counterintuitive con-
sequences. For instance, the conjunction of any true
proposition like ‘‘Grass is green’’ with an ana-
lytic proposition (e.g., ‘‘Grass is green and (A is
A)’’) would appear to be analytic, since A occurs
in the second conjunct vacuously and so can be
arbitrarily substituted while preserving the truth
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value. But by the same criterion, the proposition ‘‘A
bachelor is an unmarried adult male’’ would be
synthetic, since for example ‘‘A widower is an un-
married adult male’’ is false and we can produce
false sentences by substituting ‘‘married,’’ ‘‘infant,’’
and ‘‘female’’ for the terms ‘‘unmarried,’’ ‘‘adult,’’
and ‘‘male,’’ respectively. Moreover, Bolzano’s the-
ory of propositions remained limited by his insis-
tence that every statement be regarded as having the
simple subject–copula–predicate form ‘‘S has P’’
(1973, 173ff ).

The latter limitation was largely overcome with
Gottlob Frege’s development of the first-order
predicate calculus, which, through the use of vari-
able-binding generality operators (‘‘quantifiers’’),
allowed logicians to deal with statements not obvi-
ously of the subject–predicate form, such as multi-
ply general statements, or such statements as the
claim that 1 plus 1 equals 2 or that any two distinct
points determine a unique line. In his Foundations
of Arithmetic, Frege defined analytic truths as all
and only those truths that were provable from
general logical laws and definitions (1974, §4).
Since Frege believed that he could establish that
arithmetic rested upon logic alone, his characteri-
zation of analyticity within the context of his new
logic allowed him to assert, contra Kant, that
mathematical truths were analytic. While this sig-
nificantly improved logical apparatus thus allowed
Frege to capture a notion of logical consequence
that encompassed many new intuitively valid infer-
ences, his restriction of analytic statements to those
provable from general logical laws meant that
statements such as ‘‘If A is longer than B, and B
is longer than C, then A is longer than C ’’ did not
count as analytic.

This problem was addressed by Frege’s student,
Rudolf Carnap. Carnap attempted to ‘‘explicate’’
analyticity by giving the concept a precise charac-
terization within formally specified languages (see
Explication). In his Logical Syntax of Language,
Carnap identified analytic statements as those state-
ments that were consequences—in a given specified
language such as his ‘‘Language II’’—of logic and
classical mathematics (1937, 100–1), and he later
introduced a distinction between analytic truths
that depend upon the meaning of nonlogical terms
and those that do not (1956, 223–4). Unlike Bol-
zano and Frege, who saw in nonlogical analytic
truths the need for the introduction of concepts
‘‘wholly alien to logic’’ (cf. Bolzano 1973, 198),
Carnap thought that nonlogical analytic truths
could nonetheless be precisely and unproblemati-
cally accommodated through the introduction of

‘‘meaning postulates’’ that stipulated relations of
implication or incompatibility for the nonlogical
predicates of an analytic statement (Carnap 1990,
68f ). Since such postulates were stipulated, knowl-
edge of them was for Carnap no different in kind
than knowledge of the laws of logic or mathematics,
which he also regarded as stipulated (see Conven-
tionalism). It is apparently only through the intro-
duction of something like Carnap’s meaning
postulates or allied devices that a reasonably precise
characterization of analyticity in terms of truth by
virtue of meaning is possible (see Carnap, Rudolf ).
Besides Carnap, other members of the Vienna

Circle (see Logical Empiricism; Vienna Circle)
had seen in the notion of analytic truth the possi-
bility of explaining how certain statements, such as
‘‘Either some ants are parasitic or none are’’ or the
statements of the laws and theorems of logic, could
be regarded as knowable a priori within an empiri-
cist epistemology. The idea was that analytic state-
ments, understood as statements that are true by
virtue of meaning alone, would be true indepen-
dently of matters of fact and known a priori to be
true by anyone who understood the words used in
them. As mere consequences of word meaning,
such statements would not express genuine knowl-
edge about the world and so would pose no threat
to an epistemology that regarded all genuine
knowledge as empirical (see Ayer 1946, 71–80). It
should be noted, however, that although Carnap
was allied with the Vienna Circle, the extent to
which he viewed analyticity as serving in this role
has been questioned (cf. Friedman 1987).

Quine’s Two Dogmas of Empiricism

In ‘‘Two Dogmas of Empiricism,’’ Quine (1953a)
identified two ‘‘dogmas’’ that he claimed had been
widely accepted by logical empiricists such as Car-
nap and other members of the Vienna Circle. One
dogma was the view that there is a distinction
between analytic statements, which are true by vir-
tue of meaning alone, and synthetic ones, which
have empirical content. The other dogma was the
view that individual statements have empirical con-
tent, in the sense that each such statement can be
confirmed or disconfirmed ‘‘taken in isolation from
its fellows’’ (41). Quine suggested, in opposition to
this dogma of ‘‘reductionism,’’ that ‘‘our statements
about the external world face the tribunal of sense
experience not individually but only as a corporate
body’’ (41) (see Verifiability).
Against the first dogma, Quine argued that the

notion of analyticity is suspect, in that it cannot
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be given a satisfactory explanation in indepen-
dent terms. For example, he argued that one can
define analytic statements as those that become
truths of logic via a sequence of replacements of
expressions by synonymous ones. However, Quine
then noted that synonymy can be defined in terms
of analyticity, in that two terms are synonymous
just in case a statement of their equivalence is
analytic. Thus what might have seemed to be an
explication of the notion of analyticity turns out, in
Quine’s view, to cast doubt on the legitimacy of the
notion of synonymy instead. Quine considered
other attempts at defining analyticity, including
appeals to the notion of a definition. For most
terms in use, there is no record of anyone introdu-
cing the term into our language by explicit stipula-
tion. Interestingly, Quine allowed that in cases of
‘‘the explicitly conventional introduction of novel
notations for purposes of sheer abbreviation . . . the
definiendum becomes synonymous with the defini-
ens simply because it has been created expressly for
the purpose of being synonymous with the defini-
ens’’ (1953a, 26). However, asserting that stipulative
definitions create synonymies is of doubtful coher-
ence with the rest of what Quine advocates, as will
be discussed further below.
Carnap agreed that expressions within natural

languages are so vague and ambiguous that it is
often unclear which should count as analytic. One
can, however, create more precisely defined artifi-
cial languages in which the question of which sen-
tences are analytic is perfectly well defined, in
Carnap’s view. Carnap called some basic sentences
meaning postulates and essentially defined analytic
statements for such a language L to be those sen-
tences that follow, via the logical rules of L, from
the meaning postulates alone (cf. Carnap 1956,
222f ). Quine objected that Carnap’s appeal to arti-
ficial languages is unhelpful, since Carnap does not
explain what is special about meaning postulates of
a language other than that they are listed under the
heading ‘‘Meaning Postulates of L’’ in Carnap’s
books (Quine 1953a, 34). What Quine appeared
to want was a language-transcendent notion of ana-
lyticity that would enable one (given an arbitrary
language) to pick out the analytic sentences, and he
denied that Carnap provided this.
The second dogma is related to the first, accord-

ing to Quine, since if reductionism (confirmational
localism, as opposed to holism) were true, then one
could consider individual sentences ‘‘in isolation’’
and see whether they were confirmed and remained
so under all possible observational circumstances.
If so, they would count as analytic in this stipulated
sense. However, Quine believed that whether any

sentence is confirmed on a given occasion depends
on its connections to other sentences and to further
sentences in an immense web of belief. He thought
that because of this holism, given any sentence
S, there would always be some imaginable circum-
stances under which S would be disconfirmed.
Thus, there are no sentences that would be con-
firmed in all circumstances, and so no analytic
statements.

During the next decade or two, a large number
of counterattacks and further objections were
raised, culminating in Harman’s summary of the
current state of the argument as of about 1967.
After that, most philosophers either were converted
to Quineanism or, ‘‘however mutinously’’ (cf.
Harman 1967), stopped claiming that anything
was analytic.

At the turn of the twenty-first century, the argu-
ments commonly raised against analyticity are es-
sentially the same as those of Quine and Harman.
The very few papers one finds in defense of analyti-
city, while they might contain an objection to one or
another Quinean argument, nevertheless admit an
inability actually to present a positive view con-
cerning the distinction. Yet at the same time, most
contemporary philosophers, even most who agree
with Quine on analyticity, doubt Quine’s conclu-
sions about the ‘‘indeterminacy of translation.’’
Most seem to think that if analyticity has to go, it
will be for reasons much more straightforward and
less contentious than those supporting the indeter-
minacy of translation (and of the indeterminacy of
meaning generally). In what follows, the indetermi-
nacy-based arguments against analyticity will be
ignored (for these, see Boghossian 1996). The legiti-
macy of modal (or ‘‘intensional’’) notions such as
possibility, which Quine rejected as part of his rejec-
tion of analyticity (Quine 1953b, 139ff ), will also
not be disputed. Again, most contemporary philo-
sophers, including those who reject analyticity, are
quite happy to employ intensional notions.

Early Responses to Quine: Carnap, Grice and
Strawson, and Others

Carnap himself responded to Quine in a number of
places (see especially 1956, 233f; 1990, 427ff) and
alsonoted responses toQuinebyother philosophers.
One is by Martin (1952), who objects that although
Quine finds the notions of synonymy and analyticity
to be problematic on the grounds that no one, in-
cluding Carnap, has given a language-transcendent
concept of synonymy,Quine nonetheless accepts the
notion of truth as unproblematic. Yet, neither has
anyone provided a language-transcendent notion

ANALYTICITY

14



of truth. Parity of reasoning would thus seem to
require that Quine abandon this latter notion also.
Benson Mates (1951) argues that in fact there are
behavioristically detectable differences between our
treatment of analytic statements and merely well-
confirmed synthetic ones, so that even if one adopts
Quine’s strict behaviorist methodology, one can
draw the distinction.

More recently, John Winnie (1975) has argued
that Carnap’s later attempt at defining analyticity
overcomes most of Quine’s objections. The basic
idea is that one takes a theory T, ‘‘Ramsifies’’ it
(essentially, existentially generalize on the theoreti-
cal predicate terms by using second-order variables
and quantifiers) to yield R, and then constructs the
sentence

R ! T :

This conditional is taken to be the analytic content
of the theory. While Winnie’s proposal will not be
addressed, it is mentioned as a potentially fruitful
avenue for the defender of one form of analyticity.

Among the earliest and best-known responses to
the Quinean offensive against analyticity is Grice
and Strawson’s ‘‘In Defense of a Dogma’’ (1956).
The argument in effect states that since there is
broad agreement in a number of central cases of
analytic and synthetic sentences/propositions, there
must be some substantive distinction that is being
drawn, even if it is difficult to spell it out clearly.
Harman has a response to this argument that must
be confronted, however (see below).

In their paper, Grice and Strawson further sug-
gest that Quine’s position on stipulative definition
for the purposes of abbreviation is incoherent. If,
as Quine argues at length, the concept of analyti-
city is unintelligible, then how can it be intelligible
to stipulate that some sentence has this unintelligi-
ble feature? Some important later defenders of
Quine seem to agree that Quine made a slip here.
Harman (1967), for instance, rejects Quine’s con-
cession on behalf of analyticity. Even later suppor-
ters of Quine’s view of analyticity such as William
Lycan (1991) continue to try to make a case against
stipulative definition as a source of analyticity. It
will be taken for granted here, along with Grice and
Strawson, Harman, and Lycan, that the opponent
of analyticity should disavow stipulative varieties.
Furthermore, their main arguments all work
against the case of stipulation if they work at all,
so that good responses on behalf of stipulation will
undercut the Quinean threat as a whole. For these
reasons the discussion below will focus on the cru-
cial issue of stipulative definitions when suggesting
possible responses to Quinean arguments.

Harman’s Synthesis of the Case
Against Analyticity

Gilbert Harman neatly summarized the state of the
dialectic as of the mid-1960s (Harman 1967), and
similar arguments have continued to define terms
of the debate into the present. Harman presents a
broadly Quinean case against analyticity, incorpor-
ating Quinean responses to a number of ‘‘first
wave’’ criticisms. Harman’s arguments can be sum-
marized as follows:

1. Circularity. Analyticity can be defined or ex-
plained only in terms of a family of concepts
interdefinable with it (1967, 128f).

2. Empty extension. There are in fact no analytic
sentences, just as there are no witches (125).
a. Any (assent disposition toward a) sentence

is revisable, and since analytic sentences
would have to be unrevisable, there are
no such sentences.

3. Nonexplanatoriness.The analytic/synthetic dis-
tinction does not explain anything; it is part of
a ‘‘bad empirical theory’’ (136ff ).

4. Analyticity does not account for a priori
knowledge in the way logical empiricists
claimed (130f):
a. ‘‘Truth in virtue of meaning’’ makes no

sense.
b. Knowledge of truth by virtue of knowl-

edge of meanings is impossible.
c. Stipulation does not guarantee truth, in

part because there is no way to draw a
distinction between ‘‘substantive postu-
lates’’ and stipulative definitions (Harman
differs on this point from Quine [1953a]).

Depending upon the views of a given defender of
analyticity, these objections might be faced in a
variety of ways. Rather than present a panoply of
possible responses and counterobjections, one
strand of the dialectic will be emphasized, exhibit-
ing one possible avenue of defense against these
objections. Keeping in mind that this is only one
possible view concerning analyticity, one can dis-
tinguish between statements that no empirical evi-
dence is allowed to count for or against and those
that are empirically defeasible. Call the former
statements analytic and the latter synthetic. Exam-
ples of analytic statements might be that bachelors
are unmarried men, that trilaterals have three
sides, and that for any A and B, if A murdered B,
then B died. Stipulative definitions of newly intro-
duced terms, for purposes of abbreviation, are in the
present view paradigmatic cases of analytic state-
ments. A necessary condition for being a statement,
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in the present use, is that a sentence used on an
occasion be in accord with certain norms of use.
The notion of a norm may well appear suspect
to a Quinean (cf. Quine 1953b, 32f ), and this raises
a general question as to whether and to what extent
a defender of the notion of analyticity is required
to use only notions that Quine himself regards as
legitimate. This important issue will be discussed
below.
Many authors have responded to the first argu-

ment presented by Harman above, that analyticity
has no noncircular characterization. A particularly
clear response is presented by Hans‐Johann Glock
(1992), who examines Quine’s criteria of adequacy
for a satisfactory definition of the analytic. Quine’s
objections to various proposed definitions invari-
ably involved his claiming that concepts used in the
definienda are themselves definable in terms of
analyticity. But here Glock points out that it
appears that Quine has unfairly stacked the rules
against his opponents:

[Quine] rejects Carnap’s definition—via ‘‘meaning
postulates’’—of metalinguistic predicate ‘‘analytic in
L0’’ for formal languages on the grounds that this only
explains ‘‘analytic in L0’’ but not ‘‘analytic.’’ . . . And this
objection must surely amount to the requirement that an
explanation of ‘‘analytic’’ give its intension, and not
merely its extension. . . . It follows that Quine’s chal-
lenge itself depends essentially upon the use of an inten-
sional concept . . . whilst he forbids any response which
grants itself the same license. Yet, it is simply inconsis-
tent to demand that the meaning of ‘‘analytic’’ be
explained, but to reject putative definitions solely on
the grounds that they depend on the use of intensional
concepts.

There is another inconsistency between Quine’s
insistence that the notion of analyticity be reduced
to extensional ones and his requests for an expla-
nation of the meaning of analyticity. For the latter
demand cannot be fulfilled without using those
concepts to which, as Quine himself has shown,
the explanandum is synonymous or conceptually
related, that is, the notions he prohibits. Conse-
quently Quine’s circularity charge comes down to
the absurd complaint that the analytic can be
explained only via synonyms or notions to which
it is conceptually related and not via notions to
which it is conceptually unrelated. (Glock 1992,
159). In other words, it appears that Quine is re-
quiring an explanation of the meaning of the term
analytic (as opposed to simply a specification of its
extension), while simultaneously denying the intel-
ligibility of the distinction. Furthermore, if the cir-
cularity worry is that analyticity cannot be defined
except in terms that are interdefinable with it, it is

unclear that analyticity fares worse in this respect
than any concept whatsoever. The Quinean may
retort that there are more or less illuminating
explanations of meaning, and those given by defen-
ders involve such small circles that they are not
helpful at all. Even granting this, however, the
concern remains that Quine’s demands are incon-
sistent with his own expressed views.

Harman’s second argument states that just as
scientists have discovered that there are no witches
and no phlogiston, Quine and others have discov-
ered that there are no analytic sentences. A possible
reply to this objection would be to suggest that the
cases of witches and phlogiston are crucially dis-
analogous to the case of analyticity. Witches, for
instance, are alleged to possess special causal
powers. It is plausible to think that scientists can
and have discovered that there are no beings with
such causal powers. Furthermore, whether some-
one is a witch is logically or conceptually indepen-
dent of whether anyone believes that that person is
a witch, or treats that person as a witch. By con-
trast, analytic sentences are arguably more like
chess bishops. In such a view, what makes some-
thing a chess bishop is that it is treated as one.
Similar accounts might be given for presidents or
tribal chieftains, laws, and a host of other familiar
items.

Suppose, for the purposes of analogy, that some
gamers invent a game at one of the weekly meetings
of the Game-Definers’ Club and call it Chess. They
stipulate that bishops move only diagonally and
begin at a square on which there appears a small
sculpture resembling a Roman Catholic bishop.
Suppose now that someone who has observed the
proceedings and agrees to the stipulation says that
it has been discovered that chess bishops move
horizontally, or alternatively that there are no
chess bishops. What could the gamers say to such
a bizarre bishop skeptic? It seems as though skepti-
cism is beside the point in such cases, or is even
unintelligible. Similarly, one might respond to
Quine’s and Harman’s second objection by noting
that their talk of ‘‘discovering that there are no
analytic sentences’’ makes no sense, in a way akin
to that in which talk of discovering that there are
no chess bishops, or that chess bishops move hori-
zontally rather than diagonally, makes no sense.
Someone who denies a stipulated rule of a game
simply fails to understand the proceedings.

The second argument presented by Harman
above goes on to state that there are in fact no
analytic sentences, since scientists do (or would,
in some conceivable circumstance) count some
evidence against any sentence. There are a number
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of issues raised by this objection, to which several
replies are possible. First, even if one decided that,
as a matter of empirical fact, no one has ever used a
sentence in an ‘‘evidentially isolated’’ way, this
would be irrelevant to the question whether some-
one could do so, or whether scientists or philoso-
phers can do so now, for instance in an attempt to
‘‘rationally reconstruct’’ or explicate scientific
practice. Second, no advocate of analyticity ever
denied that any given sentence could be used in a
variety of ways in different contexts, for instance as
evidentially isolated in one context or to express a
synthetic claim in another. Here the analogy with
game pieces can be extended. The fact that a mini-
ature piece of sculpture could be used as a chess
piece, and later as a paperweight, need not under-
cut the claim that it is a chess bishop as employed
on a particular occasion. Finally, the defender of
analyticity need not deny that it may be unclear in
particular cases whether one should count a sen-
tence as it was used on a particular occasion as
analytic or as synthetic. One might grant that the
language ‘‘game’’ often proceeds without complete-
ly determinate rules governing the uses of sentences
while at the same time maintaining that some appli-
cations of expressions are evidence independent in
the sense required for analyticity.

Harman’s third major claim is that the notion of
analyticity is part of a bad empirical theory. In
reply, one might propose that analyticity need not
be conceived as part of an empirical theory at all,
any more than chess bishophood is. Carnap and
some other logical empiricists treated metalinguis-
tic notions as ultimately part of a (behavioristic)
psychology, thereby ultimately to be evaluated in
terms of their causal-explanatory virtues. The ad-
vocate of such a position would presumably have to
address Harman’s objection by pointing out ways in
which standard behavior with respect to analytic
sentences could be distinguished from standard be-
havior with respect to nonanalytic ones (cf. Mates
1951). However, a defender of analyticity might
suggest instead that analyticity is a concept that is
not typically employed within a predictive theory.
For instance, when one says that a certain piece on a
board is a bishop, one is typically not making a
predictive claim about how it will move (although
on some occasions one might be using the sentence
in this way), but rather specifying what rules govern
the movements of a certain object within a certain
game. Likewise, when someone is described as a
local chieftain, it is often simply to note how the
chieftain is to be treated, what counts as appropri-
ate responses to the chieftain’s commands, and so
on. So too, when one stipulatively defines terms,

one may assign evidentially isolated roles to the
definitions in the practice of description. This is
not to deny that one can make predictions about
how people within some group will move a bishop,
treat a chieftain, or hold on to a definition sentence
in the face of evidence. But stipulations are not
empirical hypotheses about future behavior. They
are prescriptions about what constitutes appropri-
ate uses of expressions in a language. Moving a
bishop in chess along the rank and file, for instance,
does not falsify an empirical prediction but rather
indicates a failure to understand or play by the
rules. That such a prescriptive, evidentially isolated
function exists for some statements is evident from
an examination of common activities of playing
games, exhibiting deferential attitudes toward lea-
ders, and other practices. If Harman’s third argu-
ment is to go through, then it appears that he must
show how it is that all such apparently prescrip-
tive statements are actually elements of predictive
empirical theories.
His fourth objection includes the caveat that

truth by virtue of meaning is an incoherent notion.
Harman notes that it is difficult to see why the
statements ‘‘Copper is a metal’’ and even ‘‘Copper
is copper’’ are not made true by the fact that copper
is a metal, and that copper is copper (or a more
general fact concerning self-identities), respectively.
Harman is correct to note that logical empiricists
often thought that analytic sentences did not ‘‘an-
swer to facts’’ for their truth in the way that non-
analytic sentences do. But a defender of analyticity
need not make such claims. One might grant that
the statement ‘‘Copper is copper’’ is made true by
the fact that copper is copper. Furthermore, one
can agree that copper would be copper whether or
not anyone stipulated anything, although the fact
that the sentence ‘‘Copper is copper’’ expresses
what it does depends on human convention.
Perhaps of most importance in Harman’s fourth

argument is the claim that knowledge of truth by
virtue of knowledge of meanings is impossible. The
reason for the importance of this objection is that
empiricists and others employed the notion of ana-
lyticity chiefly in order to solve an epistemological
problem concerning the apparent a priori nature of
our knowledge of logic and mathematics. If analy-
ticity does not solve the basic problem for which it
was invoked, then any further appeal to the notion
threatens to be pointless, even if the notion proves
to be coherent. Harman’s objection can be put as
follows. An empiricist might claim that what is
distinctive about an analytic truth is that one can-
not understand the claim without ‘‘seeing’’ that it is
true. But ‘‘seeing’’ is a success term that begs the
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question. Even if it turns out that people by and
large cannot fail to believe a sentence S as soon as
they understand S, this could be due to a mere
psychological compulsion, and so would have no
epistemic (justificatory) relevance.
A possible reply on behalf of a defender of ana-

lyticity may be presented by returning to the
meeting of the Game-Definers’ Club. At this
meeting, someone specifies a game for the first
time and calls it Chess. Part of the specification
includes the rule that there are to be bishops on
the board at the beginning of any game-play se-
quence, that four miniature sculptures he points to
are to be used as the bishops in the game to be
played on that night, and that bishops move only
diagonally if at all. Everyone agrees—well, almost
everyone. After hearing the specification of the new
game, the most recent Quinean infiltrator of the
club, Skep, complains that no one in the room
knows that bishops move diagonally, or that the
particular piece pointed to is a chess bishop. Just
saying that something is true does not make it so,
Skep asserts, even if all of the club members assent
to it. Further, Skep ‘‘shows us how to falsify’’ the
claim that bishops move only diagonally by moving
one of the pieces that club members agreed to treat
as bishops along a file rather than diagonally. Club
members might refrain (at first) from violent meth-
ods for the elimination of Quinean skepticism at
such meetings and try to explain that the trouble-
some club member fails to understand the practice
of stipulative definition. As for the concern that
saying that something is so does not make it so,
the appropriate response might be, ‘‘Yes it does, in
the case of stipulative definition of novel terms.’’ A
Quinean may simply insist that stipulation does not
guarantee truth and that no one has shown that it
does. In response, one might grant that it has not
been demonstrated that coherent stipulative defini-
tions are true, any more than it has been proved
that in chess, bishops move only diagonally, or that
it is illegal to drive more than 70 miles per hour in
certain areas. But it looks as though the Quinean
must either deny that any feature at all can be
guaranteed by conventional stipulation, including
features such as legality, or explain why truth is
relevantly different from these other features. The
former denial seems hopelessly counterintuitive,
whereas the latter seems of doubtful coherence,
since if, e.g., the legality of X can be stipulated,
the truth that X is legal seems guaranteed. Never-
theless, interesting issues may be raised here
concerning what features of sentences can be said
to be up to us, for even if one grants that one can

make the case that no empirical evidence counts
against a sentence S (and thereby nothing counts
against the truth of the proposition expressed by S),
this does not directly yield the truth of S.

What sorts of features of sentences can be deter-
mined by ‘‘arbitrary’’ decision? If one can decide
what counts as evidence for or against a sentence,
why not also grant that one can decide that a sen-
tence expresses a truth? But can one even decide
what counts for or against an arbitrary sentence?
A completely satisfying account of analyticity
will require plausible answers to these and related
questions.

Does one know that stipulative definitions are
true? Suppose, for simplicity, that one knows that
the stipulative definition is not logically inconsistent
with sets of other purportedly analytic statements
and that the collection of stipulative definitions
does not entail any paradigmatically empirical
claim. There are several questions that could be
considered, but let us focus on two: whether it is
known that the sentence S is true and whether it
is known that p is true, where p is the proposition
expressed by S.

As regards S, there can be intelligible and even
appropriate skepticism concerning, say, whether
people within a certain group have all agreed to
treat S as evidentially isolated, and thus skepticism
as to whether S expresses an analytic proposition
within the language of that group. Harman, Lycan,
and other Quineans, however, apparently believe
that even in a setting in which everyone agrees that
S is evidentially isolated and in which it is common
knowledge that everyone agrees, S still might, so
far as anyone knows, be false. In the view suggested
here on behalf of the advocate of analyticity, there
is no intelligible room for skepticism concerning
the truth of S for those present, any more than
there is room for skepticism about how bishops
move in the game of Chess at the Game-Definers’
Club meeting.

When Quineans are asked for an account in
which such sentences are falsified by evidence,
they often provide an account that, to their oppo-
nents, looks like a story in which a different game is
eventually called Chess, or in which a different
concept is meant by the term bachelor. The Qui-
neans then complain that the criteria employed to
individuate games, concepts, or languages beg the
question. Criteria of individuation, they claim, are
themselves further claims open to empirical falsifi-
cation, whereas the advocate of analyticity appeals
to constitutive rules in the case of Chess and
meaning postulates in the case of concepts or
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languages. So the advocate of analyticity who
adopts the strategy suggested should present an
account of individuation that coheres with his or
her overall position. A natural proposal here would
be to say that criteria of individuation are them-
selves analytic and stipulated (at least in the case
of some terms, including new terms stipulatively
defined, artificially extended languages, and some
games). To be sure, the Quinean will object that this
response assumes the notion being defended. But
defenders of analyticity might reply that they need
only defend the coherence of the notion of analyti-
city, and that it is the Quinean who has not supplied
an independent argument against analyticity that a
defender should feel any compulsion to accept. A
related issue, a disagreement over whether the intro-
duction of a new concept (a term as it is employed)
requires justification, whether epistemic or prag-
matic, is discussed a bit further in the final section.

As for knowledge that p is true, one might think
that talk of having such knowledge makes sense in
contrast to ‘‘mere’’ true belief, or perhaps mere
justified true belief. But in the case of stipulative
definitions, there is arguably no such contrast to be
drawn. In such a conception of what is central to
knowledge, one should either deny that one knows
that p is true, where p is something stipulated, or
warn that such claims are misleading. On the other
hand, if one thinks that what is fundamental to
having knowledge that p is true is the impossibility
of being wrong about p, then if stipulation guaran-
tees truth (of the sentence S stipulated, by guaran-
teeing that S expresses a true proposition), one
might want to say that one knows that p is true,
where p is the proposition expressed by S and
where it is common knowledge that this is how S
is being employed.

A number of the most important objections to
the concept of analyticity (or the claim that some
sentences express analytic truths) have been dis-
cussed thus far, along with one possible line of
defense against the Quineans. Many other lines of
objection and reply can be given (see Mates 1951;
Martin 1952; Grice and Strawson 1956; Winnie
1975; and Boghossian 1996). The following discus-
sion turns to some related questions.

Quine’s Web of Belief

Quine grants that one can draw a distinction be-
tween sentences based upon their proximity to the
center of a so-called web of belief. According to
Quine’s metaphor, altering one’s assent behavior in
regard to some sentences will ‘‘force’’ more drastic

revisions in the rest of the web, whereas revising
assent behaviors toward other sentences ‘‘near the
periphery’’ will not have much effect on the rest of
the web (see, e.g., Quine 1953a, 42–43). Thus for
Quine, evidential isolation is a matter of degree,
whereas according to the picture presented by the
advocate of analyticity, it seems to be an all-or-
nothing affair. Quineans think that the web meta-
phor captures everything sensible in the notion of
analyticity while avoiding its pitfalls.
This picture has met with some significant chal-

lenges. In order to see why, one must look closely
at the web metaphor that Quine employs. One
problem noted by Laurence BonJour and others
(BonJour 1998, 63ff; see also Wright 1980) is that
Quine’s talk of ‘‘connections’’ between elements of
the web is misleading, in that in Quine’s own view
these connections are not normative or conceptual,
but are instead causal or empirical. Further, for
Quine, logical principles are themselves simply ele-
ments of the web. But if this is the case, it is unclear
why any revision of the web is at any time required.
As BonJour puts it:

Thus the basis for any supposed incompatibility within
any set of sentences (such as that which supposedly
creates a need for revision in the face of experience)
can apparently only be some further sentence in the
system. . . . The upshot is that even the revision of
one’s epistemic or logical principles . . . turns out not
to be necessary, since at some level there will inevitably
fail to be a further sentence saying that the total set of
sentences that includes those principles and that seems
intuitively inconsistent really is inconsistent. This means
that any non-observational sentence or set of sentences
can always be retained. (BonJour 1998, 94)

It is not clear that the problem that BonJour raises
can be restricted to nonobservational sentences.
BonJour’s argument is analogous to the famous
‘‘Achilles and the tortoise’’ argument of Lewis Car-
roll (1895). The tortoise asks Achilles why B should
be inferred from A and A Ù B, and Achilles simply
adds further sentences to the premise set at each
stage, thereby failing to make any progress toward
his goal. Similarly, BonJour argues that showing
why a revision is required at some stage of inquiry
cannot be accomplished by merely adding further
sentences to the set supposedly requiring revision.
Another problem concerns the fact that Quine’s

metaphor of a web of belief allows for a loosely
defined notion of greater or lesser degrees of the
revisability of assent dispositions toward sentences.
There are at least two notions of proximity to the
center of the web to consider here. One is in terms
of the pragmatic difficulties involved in giving up
assent to a sentence S. The other is in terms of the
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‘‘responsiveness’’ (or probabilities of change), to
nerve firings, of assent dispositions toward S. One
is a pragmatic notion and the other a (‘‘merely’’)
causal notion. Quine’s view is that the former
feature explains the latter. However, consider the
classic philosophical example, ‘‘Bachelors are un-
married.’’ Both Quine and Carnap will agree that
this has a high degree of evidential isolation. As
even supporters of Quine have acknowledged, it is
false to say that giving up this sentence would
require drastic revisions in our web of belief.
Thus, the pragmatic difficulty of giving up such a
sentence seems irrelevant to its low probability of
being revised.
Putnam (1975), for example, thinks that Quine is

dead wrong when he takes isolation to be a result
of proximity to the center of the web. Putnam
thinks that the only unrevisable sentences are near
the periphery, at least in the pragmatic sense of
not being connected with much else in the web.
Putnam suggests that one call analytic those terms
that have only a single criterion for their applica-
tion, since there cannot arise any empirical pressure
to revise the definition of a term if it is a ‘‘one-
criterion’’ term, whereas if a term has two distinct
criteria of application, then the possibility of an
incompatibility between these criteria, and hence
a breakdown in the application of the term, can
arise. Putnam’s notion of a one-criterion term as an
account of analyticity, however, has been objected
to on the basis that whether a term is one-criterion
or not presupposes an analytic/synthetic distinc-
tion. For instance, should one count ‘‘Bachelors
are unmarried men’’ and ‘‘Bachelors are unwed
men’’ as two criteria or as two synonymous expres-
sions of the same criterion? Clearly the latter seems
more natural, and yet it presupposes a form of
synonymy from which analyticity is definable, and
thus does not provide a conceptually independent
characterization of analyticity.
A complaint made against a number of

responses to Quine’s and Harman’s arguments is
that some, if not all, of them presuppose the dis-
tinction between analytic and synthetic proposi-
tions and for that reason are inefficacious. It is
indeed difficult to respond to someone who denies
the notions of meaning and synonymy without
appealing to such notions, at least implicitly. How-
ever, in response to this worry the defender of
analyticity can reasonably try to shift the onus
of proof. One might suggest that the Quinean fails
to correctly assess the status of an attack on a
distinction. One sort of objection to a concept is
that it is useless. Another is that the concept is
incoherent or self-contradictory. From the point

of view of a nonpragmatist, the Quinean claim
that distinctions that are not explanatory or are
otherwise useless are therefore nonexistent is
puzzling. One may stipulate that ‘‘redchelors’’ are
red-haired bachelors, for instance. Is there no such
thing as a redchelor, or no distinction between red-
chelors and others, just because no one should have
any interest in who is a redchelor, or in how many
redchelors there are? It is one thing to claim that
the distinction is useless for any explanatory pur-
poses. It is another to say that the distinction is ill-
defined, or alternatively that it is unreal. So far, it
might be argued, the concept of analyticity has not
been shown to be incoherent. Whether it is useless
is also doubtful, especially in the clear case of
stipulative definitions of new terms for the pur-
poses of abbreviation. In response, the Quinean
might grant much of this and yet propose that
Quine’s criticism has at the very least cast into
doubt the pretensions of the logical empiricists,
who thought that they could capture a wide variety
of statements, such as those of logic and mathe-
matics, with a single criterion.

It remains unclear whether adopting a Quinean
practice (which disallows setting aside sentences as
evidentially isolated in the absence of pragmatic
justification) is somehow pragmatically deleterious
compared with the practice of counting some sen-
tences as isolated. To the extent that all that one is
interested in is predicting future nerve-ending states
from past ones, it may be that a Quinean practice
works at least as well as a practice that allows for
stipulative definitions to be permanently isolated
from empirical refutation. On the other hand, if
one can show that the practice of evidential isola-
tion is even coherent, then this leaves open the
possibility of so-called analytic theories of mathe-
matical and other apparently a priori knowledge.
This in itself might count as a pragmatic (albeit
‘‘theoretical’’) advantage of adopting a practice
that allows for analyticity. Whether such a pro-
gram can be carried through in detail, however,
remains to be seen.
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ANTHROPIC PRINCIPLE

An anthropic principle is a statement that there is a
relation between the existence and nature of human
life and the character of the physical universe. In
the early 1970s, cosmologist Brandon Carter gave
this name to a new family of principles, some of
which he was also the first to formulate (Carter
1974; McMullin 1993). Cosmologists discussed
these principles in response to the fine-tuning for
life discovered in describing the evolution of the
universe, and later also in the parameters of the
Standard Model of particle physics (Collins and

Hawking 1973; Barrow and Tipler 1986; Roush
2003). A universe is fine-tuned for X whenever (1)
its parameters have values allowing for X in that
universe, (2) that universe would not have (or be)
X if the values of those parameters were slightly
different, and (3) X is a significant, gross, or quali-
tative feature. (The values of the parameters in
most cases currently have no explanation.) To say
that a universe is fine-tuned in this way implies
nothing about how the universe got the way it
is—that an intelligent being tuned it would be an
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additional claim. That a universe is fine-tuned
means only that key properties depend sensitively
on the values of parameters.
The myriad examples of fine-tuning are often

expressed in the form of counterfactual statements,
for example:

1. If the ratio of the mass of the electron and the
mass of the neutron were slightly different,
then there would be no stable nuclei.

2. If the ratio of the strong to the electrical force
were slightly different, then there would be
few stable nuclei.

3. If any of the parameters affecting gravity
were different, then the universe would have
either lasted too short a time for galaxies to
evolve or expanded too fast to allow clump-
ing of matter into objects.

Since if there were no stable nuclei or material
objects there would not be human life, such state-
ments as these imply that if the universe were
slightly otherwise than it is physically in any of a
number of ways, then there would be no human
beings to contemplate the fact.
Some, even if they would not put it in these terms,

see this relationship as a spooky indication that
human life was ‘‘meant to be,’’ that the universe
came to have the parameter values it has in order
tomake possible the existence of human beings, that
the existence of human beings was a necessity ante-
cedent to the determination of the physical features
of the universe. These are the ideas behind the
strong anthropic principle (SAP), which says that
the universe must be such as to contain life (or
human beings) in it at some point in its history.
One must wonder, though, whether one should
draw the same conclusion from the fact that
human life depends on the existence of green plants,
and the evolution of green plants depended on
numerous contingencies. This analogy highlights
the fact that the SAP class of responses to fine-
tuning has involved arguments analogous to those
of eighteenth-century models for the existence of
God. In those arguments, the observation in the
natural and especially biological world of an im-
probably well functioning phenomenon was sup-
posed to make the existence of a designer-God
more probable.
It is true that the physical universe is improbable

on the assumption that its parameters were deter-
mined by direct chance, since fine-tuning implies
that only a tiny proportion of possible universes
possess the basic features in question; chance was
unlikely to find them. (It is a matter of philosophi-
cal debate whether that makes the existence of

God, or in some views multiple universes, more
probable. See e.g., Earman 1987; Hacking 1987;
White 2000.) However, direct chance is not the
only possible hypothesis for explaining the values
of parameters. Just as Darwin’s concept of natural
selection showed how it was possible for well-
adapted organisms to arise without antecedent de-
sign, the next better physical theory may explain
the values of the parameters in a way that makes no
reference to a goal of providing for the existence of
life (see Natural Selection). In the history of phy-
sics, there is precedent for a newer, deeper theory
explaining previously unexplained values of para-
meters, as when, for example, the ideal gas con-
stant, determined merely from observation in
classical thermodynamics, got derived and explain-
ed in statistical thermodynamics. Indeed, physicists
intend the next better theory to explain the values
of the currently adjustable parameters of the Stan-
dard Model, and most see fine-tuning as an indica-
tion that a better physical theory than the Standard
Model is needed. This is in keeping with a tradi-
tion in physics for eschewing frankly teleological
explanation.

While SAP responses to fine-tuning try to use the
fact that some basic physical characteristics of the
universe are improbably fine-tuned to support a
positive (and rather grand) thesis about the exis-
tence of a designer or of many universes, the weak
anthropic principle (WAP) draws from the fact
that for human-type observers, certain features of
the physical universe are necessary in order for there
to be a negative, or cautionary, lesson about what is
presently known. The WAP says that what is ob-
served may be restricted by the conditions necessary
for the presence of humans as observers: For exam-
ple, since humans are beings who could not have
evolved in any place that lacked galaxies, there is
reason to think that casual observation of the neigh-
borhood humans find themselves in is not going to
yield a representative sample of the cosmos with
respect to the existence of galaxies. If there were
regions of the universe that lacked galaxies, then
humans probably would not have found them with
this method of observation. Thus, instances of
galaxies observed in this way would support the
generalization that there are galaxies everywhere
in the universe to a lesser degree than one would
have expected if the instances had been a fair
sample.

This type of argument, which found its first use by
R. H. Dicke (1961) against the evidence P. A. M.
Dirac (1937, 1938, 1961) had presented for a spec-
ulative cosmological hypothesis, is obviously an
inference about bias and is generally endorsed by
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physicists and philosophers alike. There are
disputes, however, about how best to model infer-
ences about bias in evidence that is introduced by
the method or process of obtaining the evidence.
Some Bayesians think that the process through
which evidence is produced is irrelevant to the de-
gree to which the evidence supports a hypothesis
and so, presumably, must reject the WAP style of
argument (see Bayesianism). An error statistician
will entirely approve of inferences about bias that
exploit counterfactual dependencies that reveal the
presence of error in the procedures used. Some
Bayesians think that the bias introduced by the
process of gathering evidence should be acknowl-
edged and that this is best done by including an
account of the process in the total evidence, a strat-
egy whose rationale would be the principle of total
evidence. Other Bayesian strategies for modeling
WAP argumentation as legitimate may founder on
the fact that the only analogy between WAP cases
and ordinary cases of bias produced by evidence-
gathering procedures lies in counterfactual state-
ments that Bayesians resist incorporating into
reasoning about evidence, such as: If there were
regions without galaxies, then this method of ob-
serving would not have discovered them. These
counterfactuals are not supported by the causal
process of gathering the evidence but by back-
ground assumptions concerning the general possi-
bility of that process.

Carter (1974) and others have claimed that an-
thropic principles represent a reaction against over-
wrought submission to the lesson learned from
Copernicus when he proposed that the Earth was
not at the center of the cosmos, or in other words
that human beings were not special in the universe.
While this diagnosis is clearly correct for the SAP,
which does contemplate the specialness of human
beings, it is misleading about the WAP. Indeed,
reasoning that is associated with the WAP could
be said to followCopernicus, since it is analogous to
the inference Copernicus made when he considered
that the heavenly appearances might be the same
regardless of whether the Earth were stationary
and the stars moving or the Earth moving and the
stars at rest. He inferred that evidence—generated
by standing on the Earth—was inconclusive and

therefore that the hypothesis that the Earth moves
should not be scorned (Roush 2003).
SAP andWAP aremisnamed with respect to each

other, since WAP is not a weak form of SAP. WAP
is not ‘‘weakly’’ anti-Copernican where SAP is
‘‘strongly’’ anti-Copernican, because WAP is not
anti-Copernican at all. Also,WAP does not provide
a way of weakly using the facts of fine-tuning to
infer a speculative hypothesis about the universe,
nor even does it use the facts of fine-tuning to infer a
weaker speculative hypothesis; it provides a way of
blocking such inferences. For these reasons, it
would be better to refer to the SAP as themetaphys-
ical anthropic principle (MAP), and to the WAP as
the epistemic anthropic principle (EAP).

SHERRILYN ROUSH
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ANTI-REALISM

See Instrumentalism; Realism; Social Construc-
tionism

APPROXIMATION

An approximation refers to either a state of being
a nearly correct representation or the process of
producing a nearly correct value. In the former
sense a planet’s orbit approximates an ellipse,
while in the latter sense one approximates by ig-
noring terms or factors in order to facilitate com-
putation. Examples of approximations in both
senses are plentiful in the mathematically oriented
physical, biological, and engineering sciences, in-
cluding:

. Attempts to solve the general relativistic field
equations without the Schwarzchild assump-
tion of a nonrotating, spherically symmetric
body of matter;

. The generalized three-body problem;

. Many problems in fluid mechanics;

. Attempts to solve the Schrödinger wave equa-
tion for atoms and molecules other than hy-
drogen;

. Multilocus/multiallele problems in population
genetics and evolutionary biology; and

. Problems associated with the description of
ecosystems and their processes.

Scientists often employ approximations to by-
pass the computational intractability or analytical
complexity involved in the description of a prob-
lem. This can occur in two ways, which are often
combined in multistep problem solutions. For ex-
ample, in solving a three-body problem, one can
write down the complete, 18-variable equation
first and make approximations as the solution is
generated. Here, an approximate solution to an

exact equation is generated. Alternatively, one
can assume that two of the three bodies dominate
the interaction, treating the third body as a small
perturbation on the other two bodies’ motion.
Here, the process of making the approximation is
completed before the solution is attempted in
order to generate an exact solution to an approxi-
mate equation. In this second sense, approxima-
tions resemble the processes of idealization and
abstraction quite strongly. It is probably pointless
to insist on a strict division among the three stra-
tegies, since many approximations are justified not
by purely mathematical arguments but by argu-
ments that some variables are unimportant for the
particular class of problems being investigated.
However, roughly speaking, one can say that
approximations (of both types) are invoked upon
contemplation of the complete description of the
problem, whereas idealizations and abstractions
are deliberate attempts to study only part of the
complete problem.

Until relatively recently, philosophers have
tended to view approximations as uninteresting or
ephemeral categories of scientific activity. John
Stuart Mill (1874, 416) claimed that ‘‘approximate
generalizations’’ (Most As are Bs) were of little use
in science ‘‘except as a stage on the road to some-
thing better.’’ Further, philosophers have focused
almost entirely on the state sense defined above.
For Mill as well as the twentieth-century logical
empiricists, this was a result of their focus on
logic to the exclusion of the mathematical difficul-
ties of solving equations. Discussions of ‘‘nearly
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correct’’ results are missing in Mill’s analysis and
also in those of many of the early logical positivists.
Eventually, when it was pointed out that, for ex-
ample, Kepler’s laws were not deducible from
Newtonian mechanics and gravitational theory
(since Kepler’s laws assert that the orbit of a planet
is elliptical, but according to Newtonian theory a
planet’s orbit around the Sun will not be exactly
elliptical due to the influence of the other planets),
Hempel (1966) responded that there is a law
entailed by Newtonian theory that Kepler’s laws
approximate. Similar remarks were made regarding
the explanation of individual events (as opposed to
laws). Schaffner (1967) provided a number of exam-
ples of approximate explanation in the context of
the reduction of one theory or law to another.
Subsequently, structuralist philosophers of science
have developed a theory that assesses the amount
of approximation between any two statements in a
given language (Balzer, Ulises-Moulines, and
Sneed 1987, Chap. 6). However, while scientifically
important and interesting, discussion of the state
sense of approximation appears philosophically
limited. One can say that a value is or is not ‘‘close
enough’’ to count as a correct prediction or expla-
nation, but the question as to how close is close
enough must be decided on pragmatic grounds sup-
plied by the science available at the time. More
importantly, it is difficult to address whether the
process that produced the ‘‘nearly correct’’ value
is justifiable.

Recently, more attention has been directed to-
ward the process of making approximations. Ana-
lyses have shown that approximations are tied to a
number of methodological and interpretive issues.
Perhaps most basically, approximations raise the
question of whether a theory actually accounts for
a given datum, phenomenon, law, or other theory.
For example, ‘‘the fact remains that the exponen-
tial decay law, for which there is so much empirical
support in radioactive processes, is not a rigorous
consequence of quantum mechanics but the result
of somewhat delicate approximations’’ (Merz-
bacher, quoted in Cartwright 1983, 113). In the
absence of more robust derivations from the under-
lying theory, one can quite seriously ask what kind
of understanding one has of the phenomenon in
question.

In addition, approximations sometimes produce
intertheoretic relations. Philosophers have tradi-
tionally assumed that approximations frustrate in-
tertheoretic reduction because they produce gaps in
the derivation of one theory, law, or concept from
another. Woody (2000) has analyzed the approxi-
mations involved in producing molecular orbital

theory as a case of the approximations producing
the intertheoretic connections. She notes that the
complete, nonapproximate ab initio solution of the
Schrödinger wave equation for molecules is rarely
ever solved for because it leads to a solution in
which the semantic information prized by chemists
cannot be recovered. (Importantly, even this non-
approximate solution is based on an approximate
representation of the molecule in the idealized
Hamiltonian.) That is, it leads to a solution in
which the information about bonds and other mea-
surable properties is distributed throughout the
terms of the solution and is not localized so that
it can be recognized and connected with any mea-
surable properties. In order to recover the chemical
properties, only one step in the complete set of
calculations is performed. Specifically, the spatial
portion of the basis sets of the calculation are
integrated to give atomic orbitals, the spherical
and lobed graphical representations familiar from
chemistry texts. So this involves an approximation
to the full solution. The upshot is that the quantum
mechanical description (or at least some portion of
it) is connected with familiar chemical ideas via
only an approximation. Without the approxima-
tion, the intertheoretic connection just does not
appear.
The process of making approximations also

sometimes creates terms that are given subsequent
physical interpretations and sometimes eliminates
terms that are later recovered and given interpreta-
tions. Questions then arise whether the entities that
are created and eliminated are artifactual or not.
The case of the atomic orbitals illustrates the issues
surrounding the creation of entities. If one does not
make the approximations, there is some justifica-
tion for saying that such orbitals do not ‘‘exist’’
outside the model. This is because the complete
solution produces orbitals that are not localized in
the way the approximate solution pictures (cf. Scerri
1991). Other examples include (1) the construct-
ion of rigid, three-dimensional molecules via the
Born-Oppenheimer approximation that treats nu-
clear and electronic motions separately; (2) poten-
tial energy surfaces in various physical sciences that
arise due to the assumption that various kinds of
energy functions are isolable from each other; and
(3) pictures of fitness landscapes in evolutionary
biology that give the impression that fitness values
are static across wide ranges of environments.
Cartwright’s (1983) discussion of the derivation

of the exponential decay law and the discovery of
the Lamb shift is a classic example of how approx-
imations can eliminate terms that should be given
a physical interpretation in some circumstances.
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Typically, one is considering an excited atom in an
electromagnetic field. The question is how to de-
scribe the process of decay from an excited to an
unexcited state. The experimental data speak for an
exponential law; the issue is to try to reproduce this
law solely on theoretic grounds. (As yet, it cannot
be done.) In one derivation of the decay law, scien-
tists integrate certain slowly varying frequencies of
the field first and the amplitude of the excited state
second. The result is an equation that relates the
amplitude of the excited state to the magnitude of
the line broadening only. However, if the integra-
tions are reversed (which can be done because the
amplitude of the excited state is slowly varying
compared with its rapid oscillations with the
field), the resulting equation relates the amplitude
to the line broadening and an additional term that
describes a small displacement in the energy levels.
That additional term is the Lamb shift, discovered
by Willis Lamb and R. C. Retherford (1947). Thus,
in this case the process of approximation affects
what is believed to be going on in the world.
These interpretive issues give rise to a number of

epistemological and methodological questions, es-
pecially with regard to the justifiability and the
purpose of the approximation. As indicated by
Merzbacher, noted above, approximations produce
tenuous connections, so that the claim that a theory
accounts for a given law or phenomenon is to some
degree questionable. In such circumstances, how
should one decide that the approximations are jus-
tified? Clearly, one important step toward answer-
ing this question is to delineate the features of the
approximation that is being made. To this end, one
can distinguish whether the approximation (1) is
implicit or explicit; (2) is corrigible, incorrigible in
practice, or incorrigible in principle; (3) has effects
that may be estimable, not estimable in practice, or
not estimable in principle; (4) is justified mathemat-
ically, with respect to some more foundational the-
ory, a combination of both, or neither; and (5) is
context dependent or independent and involves
counterfactual assumptions (as when Galileo as-
sumed what would happen to falling bodies in a
vacuum). (For further discussion of these issues
within the specific context of the reduction of one
theory to another, see Sarkar 1998, chap. 3.) Once it
is known how the approximation falls out with
respect to these distinctions, one can begin to assess
whether the approximation is warranted.
In addition to assessing whether an approxima-

tion is mathematically justified or justified with
respect to some more fundamental theory, scientists
typically assess approximations according to whe-
ther they track the set of causal distinctions drawn

in the theory, whether the approximation works
across a wide range of cases, and whether the
approximation allows a plausible or coherent inter-
pretation of the available data to be constructed
(Laymon 1989, 1985; Ramsey 1990). Whether these
considerations are exhaustive and whether any one
or more of them is more basic remains unclear.

As a final methodological issue, consider the
question of the purpose of the approximation.
The examples thus far illustrate the purpose of
producing a prediction or explanation that is supe-
rior to the one that can be given without the
approximation. Yet, some analyses of approxima-
tions are post hoc justifications of idealizations
already in use. Often, this happens by embedding
the approximate analysis within a more complex
theory so that the idealization can be interpreted as
what results when certain terms are eliminated
(Laymon 1991). Given different purposes for
approximations, it is reasonable to expect that dif-
ferent kinds of justifications will be acceptable
in the two situations. Whether this is so remains
unanswered at present.

What has been said in this article probably repre-
sents only a small subset of the philosophical issues
surrounding the use of approximations in the sci-
ences. Given the ubiquity of approximations in
many sciences and their varied modes of justifi-
cation, much philosophical work remains to be
completed.

JEFFRY L. RAMSEY
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ARTIFICIAL INTELLIGENCE

Artificial intelligence (AI) aims at building mach-
ines that exhibit intelligent behaviors, understood
as behaviors that normally require intelligence in
humans. Examples include using language, solving
puzzles, and playing board games. AI is also con-
cerned with reproducing the prerequisites for those
activities, such as pattern recognition and motor
control. AI has typically been pursued using only
computing machines. It has been influenced by the
sciences of mind and brain as well as philosophical
discussions about them, which it has influenced in
turn. AI is a successful discipline, with many appli-
cations, ranging from guiding robots to teaching.

Origins

In 1936,AlanTuring offered a rigorous definition of
computable functions in terms of a class of comput-
ing machines—now called Turing Machines—and
argued persuasively that his machines could per-
form any computation (Turing [1936–7] 1965) (see
Turing, Alan). In 1943, Warren McCulloch and
Walter Pitts published their computational theory
of mind, according to which mental processes are
realized by neural computations (McCulloch and
Pitts 1943). In the late 1940s, the first stored-
program computers were built (von Neumann
1945). If Turing’s thesis is correct, stored-program
computers can perform any computation (until they
run out of memory) and can reproduce mental pro-
cesses. And whether or not mental processes are
computational, itmight bepossible toprogramcom-
puters to exhibit intelligent behavior (Turing 1950).

Starting in the late 1940s, researchers attempted
to put those ideas into practice. Some designed
computing machines formed by networks of inter-
active units, which were intended to reproduce
mental processes by mimicking neural mechanisms
(Anderson and Rosenfeld 1988). This was the

beginning of connectionism. Other researchers
wrote computer programs that performed intelli-
gent activities, such as playing checkers and prov-
ing theorems (Feigenbaum and Feldman 1963).
Finally, some researchers built whole artificial
agents, or robots. Sometimes the label ‘‘AI’’ is
reserved for the writing of intelligent computer
programs, but usually it also applies to connection-
ism as well as the construction of robots that ex-
hibit intelligent behaviors (see Connectionism).

Artificial Intelligence and Computation

Although there is no room in this article for an
overview of the field, this section introduces some
fundamental concepts in AI (for further reference,
standard AI textbooks include Russell and Norvig
1995 and Nilsson 1998).
Computation deals with strings of symbols. A

symbol is a particular (e.g., a, b, c) that falls
under a type (e.g., a letter of the English alphabet)
and can be concatenated with other symbols to
form strings (e.g., abc, cba, bccaac). Symbols are
discrete in the sense that they fall under only finitely
many types.
A computation is a mechanical process that gen-

erates new strings of symbols (outputs) from old
strings of symbols (inputs plus strings held in mem-
ory) according to a fixed rule that applies to all
strings and depends only on the old strings for its
application. For example, a computational problem
may be, for any string, to put all of the string’s
symbols in alphabetical order. The initial string of
symbols is the input, whereas the alphabetized string
of symbols is the desired output. The computation
is the process by which any input is manipulated
(sometimes together with strings in memory) to
solve the computational problem for that input,
yielding the desired output as a result. This is

ARTIFICIAL INTELLIGENCE

27



digital computation. There is also analog computa-
tion, in which real variables are manipulated. Real
variables are magnitudes that are assumed to
change over real time and take values of an un-
countable number of types. In digital computation,
accuracy can be increased by using longer strings
of symbols, which are designed to be measured
reliably. By contrast, accuracy in analog computa-
tion can be increased only by measuring real vari-
ables more precisely. But measuring real variables
is always subject to error. Therefore, analog com-
putation is not as flexible and precise as digital
computation, and it has not found many AI
applications.
Ordinary computations—like arithmetic addi-

tions—are sequences of formal operations on
strings of symbols, i.e., operations that depend on
only the symbols’ types and how the symbols are
concatenated. Examples of formal operations in-
clude deleting the first symbol in a string, append-
ing a symbol to a string, and making a copy of
a string. In order to define a computation that
solves a computational problem (e.g., to put any
string in alphabetical order), one must specify a
sequence of formal operations that are guaranteed
to generate the appropriate outcome (the alphabe-
tized string) no matter what the input is. Such a
specification is called an algorithm. (For an alter-
native computing scheme, see Connectionism. Con-
nectionist computations manipulate strings of
symbols based on which units of a connectionist
network are connected to which, as well as their
connection strengths.)
Executing algorithms takes both a number of

steps and some storage space to hold intermedi-
ate results. The time and space—the resources—
required to solve a computational problem with a
specific algorithm grows with the size of the input
and of the strings in memory: The same computa-
tion on a bigger input requires more steps and more
storage space than on a smaller input. The rate at
which needed resources grow is called computation-
al complexity. Some computations are relatively
simple: The required time and storage space grow
linearly with the size of the input and the strings in
memory. Many interesting computations are more
complex: The required resources may grow as fast
as the size of the input and strings in memory raised
to some power. Other computations, including
many AI computations, are prohibitively complex:
Needed resources grow exponentially with the size
of the input and strings inmemory, so that even very
large and fast computing machines may not have
enough resources to complete computations on
inputs and stored strings of moderate size.

When all the known algorithms for a computa-
tional problem have high complexity, or when no
algorithm is known, it may be possible to specify
sequences of operations that are not guaranteed to
solve that computational problem for every input
but will use a feasible amount of resources. These
procedures, called heuristics, search for the desired
output but they may or may not find it, or they may
find an output that only approximates the desired
result. Since most AI computations are very com-
plex, AI makes heavy use of heuristics (Newell and
Simon 1976).

Symbols have their name because they can be
interpreted. For instance, the symbol ‘/’ may repre-
sent the letter a or the number 1. A string of symbols
may be interpreted in a way that depends on its
component symbols and their concatenation. For
example, assume that ‘/’ represents 1. Then, under
different interpretations, the string ‘///’ may represent
the number 3 (in unary notation), 7 (in binary nota-
tion), 111 (in decimal notation), etc. Interpreted
strings of symbols are often called representations.

Much of AI is concerned with finding effective
representations for the information—AI research-
ers call it ‘‘knowledge’’—that intelligent agents
(whether natural or artificial) are presumed to pos-
sess. If an artificial system has to behave intelligent-
ly, it needs to respond to its environment in an
adaptive way. Because of this, most AI systems
are guided by internal states that are interpreted
as representations of their environment. Finding
efficient ways to represent the environment is a
difficult problem, but an even harder problem—
known as the frame problem—is finding efficient
ways to update representations in the face of envi-
ronmental change. Some authors have argued that
the frame problem is part of the more general
problem of getting machines to learn from their
environment, which many see as something that
needs to be done in order to build intelligent
machines. Much AI research and philosophical dis-
cussion have been devoted to these problems (Ford
and Pylyshyn 1996).

Given an interpretation, a string of symbols may
represent a formal operation on strings, in which
case the string is called an instruction (e.g., ‘‘write an
a’’). A sequence of instructions, representing a se-
quence of operations, is called a program (e.g., ‘‘[1]
append an a to the string in register 0025; [2] if
register 0034 contains ccccc, stop computing; [3]
append a c to the string in register 0034; [4] go
back to instruction [1]’’). Given a domain of objects,
such as numbers, it may be useful to derive some
new information about those objects, for instance
their square roots. Given inputs representing
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numbers under some notation, there may be an
algorithm or heuristic that generates outputs repre-
senting the square roots of the numbers represented
by the inputs. That algorithm or heuristic can then
be encoded into a program, and the computation
generated by the program can be interpreted as
operating on numbers. So, relative to a task defined
over a domain of objects encoded by a notation, a
program operating on that notation may represent
an algorithm, a heuristic, or just any (perhaps
useless) sequence of formal operations.

A stored-program computer is a machine de-
signed to respond to instructions held in its memory
by executing certain primitive operations on inputs
and other strings held in memory, with the effect
that certain outputs are produced. Because of this, a
computer’s instructions are naturally interpreted as
representing the operations performed by the com-
puter in response to them. Most stored-program
computers execute only one instruction at a time
(serial computers), but some execute many instruc-
tions at a time (parallel computers). All stored-
program computers execute their instructions in one
step, which requires the processing of many symbols
at the same time. In this sense, most computers are
parallel (TuringMachines are an exception), which is
also the sense in which connectionist systems are
parallel. Therefore, contrary towhat is often implied,
parallelism is not what distinguishes connectionist
systems from stored-program computers.

Given that stored-program computers can com-
pute any computable function (until they run out
of memory) and that computations can be defined
over interpreted strings of symbols, stored-program
computers are very flexible tools for scientific inves-
tigation. Given strings of symbols interpreted as
representations of a phenomenon, and a series
of formal operations for manipulating those repre-
sentations, computers can be used to model the
phenomenon under investigation by computing
its representations. In this way, computers have
become a powerful tool for scientific modeling.

Typically, AI is the programming of stored-
program computers to execute computations whose
outputs are interpretable as intelligent behavior.
Usually, these AI computations involve the manip-
ulation of strings of symbols held in memory, which
are interpreted as representations of the envi-
ronment. Some AI research is devoted to building
complete artificial agents (robots), which are usual-
ly guided by an internal computingmachine hooked
up to sensors and motor mechanisms. Some ro-
boticists have downplayed the importance of
representation, attempting to develop a nonrepre-
sentational framework for robotics (Brooks 1997).

Philosophical Issues

The remainder of this article describes some of the
debates within and about AI that are likely to
interest philosophers of science, and some of the
relations between the issues that arise therein.

Engineering Versus Science
Some say that AI is a mathematical discipline,

concerned with formalisms for representing infor-
mation and techniques for processing it. Others say
it is a branch of engineering, aimed at constructing
intelligent machines. Still others say it is a bona fide
empirical science, whose subject matter is intelli-
gent behavior by natural and artificial agents
(Newell and Simon 1976) and whose experimental
method consists of building, testing, and analyzing
AI artifacts (Buchanan 1988). A few have argued
that AI is a form of philosophical investigation that
turns philosophical explications into computer pro-
grams (Glymour 1988) and whose main method is
a priori task analysis (Dennett 1978).
These views need not be incompatible. As in any

other science, work in AI can be more theoretical,
more experimental, or more driven by applications,
and it can be conducted following different styles.
At least three kinds of AI research can be usefully
distinguished (Bundy 1990):

. Applied AI builds products that display intelli-
gent behavior. It is a form of software engi-
neering that uses AI techniques.

. Cognitive simulation develops and applies AI
techniques to model human or animal intelli-
gence. It is constrained by the experimental
results of psychology and neuroscience and is
part of the science of mind.

. Basic AI develops and studies techniques with
the potential to simulate intelligent behavior.
In developing these techniques, different
researchers follow different styles. Some pro-
ceed more a priori, by task analysis; others
proceed more a posteriori, by looking at how
humans solve problems. All are constrained
by mathematical results in computability and
complexity theory. Basic AI is a largely formal
or mathematical discipline, but it often pro-
ceeds by exploring the capabilities of arti-
facts that embody certain formalisms and
techniques. In obtaining results, it might be
unfeasible to prove results about AI systems
and techniques mathematically or by a priori
argument. The only practical way to evaluate
a design might be to build the system and see
how it performs under various measures. In
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this respect, basic AI is experimental, though
more in the sense in which engineering is ex-
perimental than in the sense in which experi-
mental physics is.

To the extent that AI theories say what intelli-
gent behaviors can be obtained by what means,
they are relevant to our scientific and philosophical
understanding of mind and intelligent behavior.

Strong Versus Weak
Strong AI holds that a computing machine

with the appropriate functional organization (e.g.,
a stored-program computer with the appropriate
program) has a mind that perceives, thinks, and
intends like a human mind. Strong AI is often
predicated on the computational theory of mind
(CTM), which says that mental processes are com-
putations (McCulloch and Pitts 1943; Putnam
1967; Newell and Simon 1976). Alternatively,
strong AI can be grounded in instrumentalism
about mentalistic language, according to which
ascribing mental features to agents is not a matter
of discovering some internal process but of using
mentalistic predicates in a convenient way (Dennett
1978; McCarthy 1979) (see Instrumentalism).
Those who believe that ascribing genuine mental

features is a matter of discovery, as opposed to
interpretation, and that mental processes are not
computations reject strong AI (Searle 1980). They
agree that AI has useful applications, including
computational models of the mind and brain, but
they submit that these models have no genuine men-
tal features, any more than computational models
of other natural phenomena (e.g., the weather) have
the properties of the systems they model (e.g., being
humid or windy). Their view is called weak AI.
Some supporters of strong AI have replied that

although performing computations may be insuffi-
cient for having a mind, performing the appropri-
ate computations plus some other condition, such
as being hooked up to the environment in appro-
priate ways, is enough for having at least some
important mental features, such as intentionality
(Pylyshyn 1984) and consciousness (Lycan 1987)
(see Consciousness, Intentionality).

Hard Versus Soft
Not all attempts at writing intelligent computer

programs purport to mimic human behavior. Some
are based on techniques specifically developed by
AI researchers in order to perform tasks that
require intelligence in humans. Research in this
tradition starts with a task, for example playing
chess, and analyzes it into subtasks for which

computational techniques can be developed. This
approach is sometimes called hard AI, because it
attempts to achieve results without regard for how
humans and animals generate their behavior
(McCarthy 1960).

Another tradition, sometimes called soft AI,
attempts to build intelligent machines by mimick-
ing the way humans and animals perform tasks.
Soft AI—based on either computer programs or
connectionist networks—is adopted by many cog-
nitive psychologists as a modeling tool and is often
seen as the basis for the interdisciplinary field of
cognitive science (see Cognitive Science). In this
guise, called cognitive simulation, it aims at mimick-
ing human behavior as closely as possible. In con-
trast, hard AI does not aim at mimicking human
behavior but at approaching, matching, and even-
tually outperforming humans at tasks that require
intelligence.

Weak Versus Strong Equivalence
When two agents exhibit the same behavior

under the same circumstances, they are weakly
equivalent. When their identical behaviors are gen-
erated by the same internal processes, they are
strongly equivalent (Fodor 1968). The distinction
between weak and strong equivalence should not
be confused with that between weak and strong AI.
The latter distinction is about whether or not a
machine weakly equivalent to a human has genuine
mental features. If the answer is yes, then one may
ask whether the machine is also strongly equivalent
to a human. If the answer is no, then one may ask
what the human has that the machine lacks, and
whether a different kind of machine can have it too.
The issue of strong equivalence takes a different
form depending on the answer to the strong vs.
weak AI question, but it arises in either case.

Those who originally developed the methodology
of cognitive simulation endorsed CTM. They saw
mental processes as computations and attempted to
discover the computations performed by minds,
sometimes by engaging in psychological research.
When writing AI programs, they aimed at repro-
ducing mental computations, that is, building
machines that were strongly equivalent to humans.

Some authors think that strong equivalence is too
much to hope for, because two agents whose behav-
ior is empirically indistinguishable may nevertheless
be performing different computations, and there is
no empirical criterion for distinguishing between
their internal processes (Anderson 1978). These
authors still aim at cognitive simulation but see its
purpose as to mimic intelligent behavior, without
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attempting to reproduce the internal processes gen-
erating that behavior in humans or animals. Their
position isa formof instrumentalismaboutcognitive
science theories, which aims at building machines
weakly equivalent to humans and animals.

Those who take a realist position about cognitive
scientific theories think that weak equivalence is an
unsatisfactory goal for a science of mind. They argue
that by reproducing in machines certain aspects of
human behavior, such as the temporal duration of
the process and the patterns of error, it should be
possible to use cognitive simulation to study human
internal computational processes, thereby striving
for strong equivalence (Pylyshyn 1984).

Programs, Models, Theories, and Levels

Within cognitive simulation, there has been a dis-
pute about the relationship between AI artifacts,
models, and theories of intelligent behaviors. Com-
putational models are common in many sciences,
for instance in meteorology. Usually, these models
are computations driven by programs and inter-
preted to represent some aspect of a phenomenon
(e.g., the weather). The fact that the models per-
form computations is not modeling anything—
computing is not a feature of the phenomenon
but rather the means by which the model generates
successive representations of the phenomenon.

When a cognitive simulation mimics human or
animal behavior, there are two ways in which it can
be seen as a model. Those who lean toward weak
AI believe that appropriately interpreted AI arti-
facts are models in the same sense as are computa-
tional models of the weather: The model computes
representations of the phenomenon without the
phenomenon being computational. In contrast,
those who incline toward strong AI, especially if
they also believe CTM, hold that AI models are
different from computational models in other dis-
ciplines in that when a model is correct, the com-
putations themselves model the computational
process by which humans and animals generate
their behavior.

In AI (and cognitive science), a theory of an
intelligent behavior should be specific enough that
it can guide the design of machines exhibiting that
behavior. It may be formulated at different levels of
abstraction and detail:

1. A theory may specify a task, possibly by de-
scribing the characteristics that, given certain
inputs, the outputs should have. For example,
vision may consist of generating three-
dimensional representations of physical

objects from retinal stimuli. This is sometimes
called the computational level (Marr 1982).

2. A theory may specify how to perform a task
by giving a finite set of rules, regardless of
whether those rules are part of the procedure
through which an agent performs the task.
For example, a theory of syntax may consist
of rules for generating and recognizing gram-
matical sentences, regardless of how hu-
mans actually process linguistic items. This
is sometimes called the competence level
(Chomsky 1965).

3. A theory may specify a procedure by which
an agent performs a task. This may be an
algorithm or heuristic that operates on repre-
sentations. This is sometimes called the algo-
rithmic level (Marr 1982).

4. A theory may specify a mechanism (usually a
program) that implements the representations
and algorithm or heuristic of level 3. This cor-
responds to the building of a computational
model and its interpretation. (In connectionist
AI, levels 3 and 4 are the same, corresponding
to the design and interpretation of a connec-
tionist system for performing the task.)

5. A theory may specify the architectural con-
straints, such as the size of the memory, and
how they affect the behavior of human and
animal subjects and their errors in the task
being performed. This is sometimes called the
performance level (Chomsky 1965).

6. A theory may specify the physical components
of the system and their mutual functional re-
lations. This is sometimes called the implemen-
tation level (Marr 1982). It can be further
subdivided into sublevels (Newell 1980).

The distinctions discussed in this aricle have
arisen within computational approaches to AI and
the mind, but they are largely independent of
computational assumptions.
Although theories at levels 1–3 are usually pro-

posed within a computational framework, they are
not necessarily committed to CTM, because they do
not specify whether the implementing mechanism is
computational. Theories at level 4 may be inter-
preted either as describing the computations by
which brains compute or as using computations to
describe noncomputational cognitive processes
(analogously to programs for weather forecasting).
Levels 5 and 6 arise regardless of whether themind is
computational.
The distinction between strong and weak AI

applies to any attempt to build intelligent machines.
The question is whether a machine that appears

ARTIFICIAL INTELLIGENCE

31



intelligent has a genuine mind, and how to find evi-
dence one way or the other. AI is committed to either
dismissing this question as meaningless or answering
it by forming hypotheses about the mind and test-
ing them empirically. What constitutes empirical
testing in this domain remains controversial.
The distinction between approaches that attempt

to mimic natural agents (soft AI) and those that do
not (hard AI) applies to any means of reproducing
intelligence, whether computational or not.
Finally, within any attempt to mimic human intel-

ligence, instrumentalists aim only at simulating be-
havior (weak equivalence), while realists attempt to
reproduce internal processes (strong equivalence).

GUALTIERO PICCININI
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PHILOSOPHY OF ASTRONOMY

It has been claimed that inside every astronomer
lies the heart of a cosmologist (Hoskin 1997, 108).
This may have well been true when the universe

was thought to be relatively small and simple, but
as the understanding of the size and complexity of
the universe has enlarged, especially in the latter
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half of the twentieth century, so with it has grown
the establishment of subject areas whose degree
of specialization may touch nary at all on
cosmology—a subject that too has matured into a
field all its own. Therefore, a philosophy of astron-
omy cannot be content simply to track the his-
torical development of cosmological thought (see
Munitz 1957). One also finds astronomers cur-
rently who disavow any self-identification with
cosmology, and at times also theoretical astrophys-
ics, at least in part because of cosmology’s highly
complicated theoretical nature, and because of
cosmology’s relative isolation from technology.
No comprehensive philosophical account of as-
tronomy up to the present day yet exists, and
such an analysis should distinguish astronomical
work as such from cosmology and theoretical as-
trophysics, since many of the important develop-
ments in astronomy have occurred as a result of
technological change, without a theory in place
to understand the new phenomena astronomers
and engineers uncovered. Consequently, this arti-
cle will use an historical approach, distinguishing
phases of astronomy’s theoretical development
through the technologies in use. (For more details
of the historical material presented here, see
Lankford 1997.)

The Naked Eye

Artifacts such as Ireland’s 3000 B.C.E. Newgrange
Passage Tomb and Mesoamerica’s Monte Alban
and Xochicalco zenith tubes are evidence that
human beings have long been aware of regular
celestial cycles. Records of the Sun’s, moon’s, and
stars’ movements were kept by the Babylonians
(1800 B.C.E.–75 C.E.) and Egyptians (starting per-
haps as early as 3000 B.C.E.), who recognized a
connection between time and celestial phenomena.
By the second century B.C.E. the Greeks, informed
by these records, devised geometrical models to
create a unified image of what the substance and
motion of the heavenly bodies were like. Classical
Western-style philosophizing about the nature
of heavens starts with the works of Plato and
Aristotle. By all appearances, the Earth is fixed,
while the domed ceiling of the sky revolves around
it. These basic impressions coupled with physical
arguments on the nature of matter and motion (cf.
particularly Aristotle’s De caelo and Metaphysics)
led to the long-standing view that the Earth sits
unmoving at the center of the universe, while all
the celestial bodies—the Sun, moon, planets, and
fixed stars, perfectly spherical bodies composed
of a special unearthly substance—travel about in

circular motion, carried along by a system of
revolving crystalline spheres. These ideas remained
fundamental to astronomy for nearly 2,000 years,
ever modified to accommodate data gathered by
the naked eye using a set of instruments that domi-
nated the science for that entire period. The armil-
lary sphere, a device for measuring position, was
used by Eratosthenes around 204 B.C.E. and
Hipparchus of Rhodes circa 150–125 B.C.E. The
cross-staff, used in Alexandria around 284 B.C.E.,
measures separation between celestial objects. The
quadrant and astrolabe, invented by Ptolemy circa
150 C.E., also measure position. With a fair degree
of accuracy, one could chart the meanderings of
the wandering stars, or planets, as they rise and
fall in elevation, growing brighter and dimmer as
their motion appears to accelerate, decelerate, stop,
and go in reverse. In an Aristotelian view, one
would adjust the number of spheres, each contri-
buting its own element of motion, to explain plan-
etary motion retroactively. Alternatively, around
200 B.C.E., Hipparchus proposed that the Earth
was in the middle of the universe but slightly off-
center, so that the stars, moon, and Sun traveled
around it in eccentric orbits. Thus, depending upon
whether the stars and Sun were closer or farther
away from the Earth, the planets would appear
brighter or dimmer, and the seasons would be
longer or shorter
Ptolemy’s Almagest ([137 C.E.] 1984) built upon

the model of the universe Hipparchus introduced.
Using the epicycle, eccentric orbits, and the equant
point (the off-center position across from the Earth
from where the planets appear to have uniform
motion), Ptolemy’s model was quite fruitful in
generating predictions, although the metaphysics
it endorsed went against the deep-seated belief
that the Earth was at the very center of everything.
The Almagest generated controversy and attempts
to revive a purer geocentrism for nearly 1,500
years. For instance, Martianus Capella (365–440)
argued that Mercury and Venus are visible only
near the Sun at dusk or dawn because they circle
the Sun (rather than the Earth) as the Sun orbits
the Earth in a circle. (See Neugebauer 1969 for
details of the history of astronomy in antiquity.)
Between the fifth and tenth centuries C.E., Mus-
lim astronomers contributed the bulk of obser-
vational records and improved instrumentation.
Western European astronomy owed much to their
colleagues in the East for introducing them in
the tenth century not only to Greek classics like
Aristotle but also to Ptolemy’s Almagest, novel
terminology (e.g., terms like ‘‘azimuth’’ and
‘‘zenith’’ and the names of several stars such as
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Betelgeuse and Algol), and tools such as the sextant
(invented by the Arabic astronomer Abu Abdullah
al Battanti around 1000 C.E.). For the next several
centuries, newly found texts were translated into
Latin and disseminated across European centers
of learning.
Dissatisfaction with Ptolemy’s eccentric orbits

and equant points was raised an order of magni-
tude around 1543, when Copernicus released his
theory of a Sun-centered universe, where the
Earth not only revolves around the Sun but also
rotates on its own axis. Although not as exact for
predictions as Ptolemy’s model, Copernicus offered
a less complicated geometry that made his theory
desirable, even if controversial. The Greeks and
the Bible were revisited for arguments against the
motion of the Earth, although, by now, several
counterarguments existed. The absence of stellar
parallax—change in a star’s apparent position due
to the motion of the Earth around the Sun—was
also considered telling evidence against helio-
centrism. But breaking the Earth free from the
center of the universe opened up the way for new
ideas.
Tycho Brahe famously disagreed with Coperni-

cus’s theory, even though as an observer Brahe was
unquestionably the better astronomer. In the late
seventeenth century he improved upon the mea-
surements and instrumentation gained from the
Muslims, motivated by his 1572 observation of a
nova in Cassiopeia, a startling event because the
fixed stars were supposed to be unchangeable. In
1577, he measured a comet with such accuracy that
he could determine its orbit to be within the region
of the planets, indicating that the planets could not
be carried about on material spheres. Brahe asked
Johannes Kepler to join him in organizing his ex-
tensive data. Brahe also improved resolvability—
the capacity to distinguish between two objects in
the sky—to one arcminute (where there are 60
arcminutes to a degree, and 60 arcseconds to an
arcminute).
Kepler, who had been educated in and was not

averse to Copernicus’s work, devoted his time to
finding the most efficient geometrical model for
celestial motion. No combination of simple circular
orbits matching planets’ motions east to west was
able simultaneously to accommodate their changes
in altitude. The models were off by as much as
8 arcminutes, now unacceptable because Brahe’s
measurements were more precise than that. Kepler
fashioned his own geometrical account for plane-
tary motion, publicly voiced in Mysterium cosmo-
graphicum (1596) and in Astronomia nova ([1609]

1992): Planetary orbits are ellipses with the Sun at
one focus, and planetary motion is not uniform.
(For more detail, see Pannekoek 1961.)

The Telescope

As Kepler disseminated his theory of planetary
motion, Galileo was experimenting with the next
generation’s defining icon of astronomy: the opti-
cal telescope. Originating in the Netherlands but
spreading rapidly throughout Europe, this device
single-handedly transformed the conception of the
nature of heavenly bodies and their relation to
Earth. With an eightfold magnification, Galileo
saw things never before imagined: that the moon
and Saturn were not perfectly smooth spherical
bodies, that Jupiter was orbited by its own
moons, and that the planets appeared proportion-
ately enlarged through magnification but the stars
did not, indicating that the stars were extraordi-
narily far away. Received with skepticism at first,
telescopes increased in popularity as confirmation
of Galileo’s findings grew. In 1656, Christiaan
Huygens declared that Saturn’s earlike appendages
were rings that encircled the planet; others saw
dark patches on the Sun (sunspots) and that
Venus exhibited phases much like the Earth’s
moon.

Long-held beliefs about celestial bodies were se-
verely strained, but jettisoning an Aristotelian
organization of matter meant being without a nat-
ural explanation for why the planets orbit and
why objects on the Earth do not fly off into space
as the Earth rotates. In 1687, Isaac Newton pro-
posed just such an explanation in his foundational
work in physics with a theory of gravitation (see
Classical Mechanics). The mathematical sophisti-
cation of his Principia (Newton [1687] 1999) made
it inaccessible to many, but through colleagues
such as Samuel Clark, Newton’s word gradually
spread.

The eighteenth and nineteenth centuries wit-
nessed the invention of new telescope designs such
as Newtonian, Cassegrain, and Gregorian focuses,
and the micrometer. Mirrors gradually replaced
lenses, and mirrors first made with polished specu-
lum were replaced with lighter and easier-to-
construct glass with silver reflective surfaces. In
1826, 9.5 inches was the largest diameter with
which a good mirror could be made; by 1897 it
was 40 inches (Pannekoek 1961). Between the sev-
enteenth and nineteenth centuries, astronomical
announcements began appearing in such journals
as the Philosophical Transactions of the Royal
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Society of London, which began publishing in 1665;
the monthly Astronomische Nachrichten in 1823;
Monthly Notices of the Royal Astronomical Society
in 1827; and the Astronomical Journal in 1849.
International collaboration was also becoming
practical as the ease and rapidity of communication
improved (the telegraph was introduced in 1838,
the telephone in 1876). In 1887, 56 scientists from
19 nations met in Paris to begin a collaborative
photographic sky atlas, the Carte du ciel. Sapping
the energies of some observatories’ staffs for sever-
al decades, the Carte was never completed. Not
trivially, changes in scientific publishing helped
speed the process of transmission and exchange of
information. In November 1782, the star Algol was
seen to change regularly in brightness, one night
passing from what appeared to be of fourth magni-
tude to second in a matter of mere hours; it kicked
off a flurry of projects to discover variable stars.
William Herschel discovered Uranus in 1781. An
asteroid belt between Mars and Jupiter was
detected in 1801–1807. By 1846, astronomers were
fully aware of how subtly Mercury’s perihelion
moves faster in longitude than Newton’s theory of
gravitation predicted.

By 1838, resolution had improved to the point
that astronomers could finally detect stellar paral-
lax, giving long-anticipated evidence of the Earth’s
orbit around the Sun. In 1785, William Herschel,
assisted by his sister Caroline, published a general
star count, categorizing stars with others nearby of
similar magnitude, and included a map of how the
stars are distributed across the sky. In 1785,
Herschel was also the first to detect star clusters
and, later, in 1790, what came to be called plane-
tary nebulae. In 1802, he released a catalog of 2,500
nebulae. John Herschel followed in his father’s line
of work and took a 20-inch telescope to the Cape of
Good Hope. In 1847, he released an all-sky survey
(Pannekoek 1961).

No one knew exactly what the nebulae were;
they appeared as wispy light spots, but were they
gas clouds inside the galaxy or something else
entirely? In 1845, William Parsons was able to
make out, with a 6-foot reflecting telescope of his
own construction, that the nebula M51 was spiral
shaped. In 1852, Stephen Alexander suggested that
the solar system’s galaxy was possibly spiral as well,
and he began conducting an analysis of stars start-
ing with the closest and working outward. By the
turn of the century it was understood that most
stars lay in a flat disc, 8–10 times greater in diameter
than in thickness, and with a radius of approximate
10–20 light years. But astronomy would have

never passed beyond the stage of merely recording
positional and luminosity measurements without
the incorporation of spectroscopy.

The Spectrometer

As early as 1670, Newton taught that light from the
Sun, commonly thought to be simple, was com-
posed of several colors. In 1802, William Hyde
Wollaston looked more closely and found seven
dark bands in the Sun’s spectrum, which he as-
sumed were natural spaces between the colors, but
15 years later, Joseph Fraunhofer looked at the
Sun’s light still more closely with the first spec-
trometer set up with a telescope and found several
hundred absorption lines. Gustav Kirchhoff and
Robert Bunsen began interpreting these dark lines
in 1858 as being due to elements in excited states,
with each element having its unique set of lines.
Spectroscopy, especially after early twentieth-
century improvements in physics, provides a wealth
of information about objects in space, their consti-
tution, their density, and their physical conditions.
Earlier in the nineteenth century, August Comte
had declared that the chemical constitution of
the Sun was inherently unknowable. But by 1862,
A. J. Ångstrom identified hydrogen within the Sun,
and 50 more elements were identified by the end of
the decade. Studies of the Sun during solar eclipses
revealed spectral lines not yet identified on Earth.
One of them, called ‘‘helium,’’ from the Greek
word for the Sun, was later, in 1895, isolated in
laboratories as a product of radioactive decay. In
1864, Giovan Battista Donati observed that comets’
emission—presumed to be no more than reflected
sunlight—had its own unique composition, con-
taining carbon monoxide, hydrogen, methane,
and ethylene. In conjunction with photographic
techniques introduced in the nineteenth century,
and the longer exposure and integration times pho-
tographic plates allowed, astronomers obtained
spectra from ever fainter sources. The star Vega
was daguerreotyped in 1850. In 1882, Henry Drap-
er took a 137-minute exposure of the Orion Nebula
that showed the entire nebula and faint stars in
it. In 1879, William Huggins demonstrated that
Vega had a spectrum in the ultraviolet.
With spectroscopy, astronomers can determine

velocity of a star along the line of sight and its
distance. Spectral lines exhibit Doppler shifting,
already understood in the case of sound waves in
1842 to be a measure of motion toward and away
from an observer, and the first stellar radial velo-
cities were measured as early as 1890. It is also
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found on the basis of spectral features that stars fall
into groups. Widely used today is the Harvard
classification of spectral types, which began in the
late 1880s. In 1911 and 1913, Ejnar Hertzsprung
and Henry Norris Russell plotted the relationship
of spectral type against known absolute magni-
tudes (or luminosity), creating the first of what
have come to be called H-R diagrams. Ever since
their introduction, the distance to a star can be
determined by locating it on an H-R diagram on
the basis of its observed spectrum and a reading of
its absolute magnitude from its location. Since
brightness is a function of distance, the difference
between a star’s absolute magnitude and its
observed magnitude gives its distance.
Instead of spectral lines, Harlow Shapley and

Henrietta Leavitt probed galactic distances using
Cepheid variable stars. Cepheids cycle regularly in
brightness, with a period related to its absolute
magnitude. Shapley calculated the distance to near-
by clusters of stars containing Cepheids and, as-
suming that star clusters are similar, compared the
apparent magnitudes of the brightest stars in dis-
tant and nearby star clusters. By 1917, Shapley
concluded that the remotest clusters were on the
order of 200,000 light years away, and that the
clusters were symmetrically concentrated around
the region of Sagittarius. Shapley’s proposal that
the center of the galaxy was some 200,000–300,000
light years away was received with skepticism. If
the solar system was so off-center from the galaxy,
observers should see systematically red- and blue-
shifted spectra from neighborhood stars circling
around with the Earth—evidence that Jan Oort
provided 10 years later.
By the end of the nineteenth century, astrono-

mers’ comprehension of the solar system had be-
come quite reliably systematic. Outside the solar
system it was entirely another matter: Data vastly
exceeded explanatory power. Astronomers had a
start on figuring the constitution of the Sun and
other stars, but no good idea of how they worked.
Shapley gave a picture of the Sun’s place in the
galaxy, but no one knew what the galaxy overall
was like. As early as 1844, Bessel recognized that
Sirius had an invisible companion as massive as the
Sun and with the size of the Earth, but nothing in
physics accounted for such density. Explanations
for such phenomena would not be forthcoming
until the early decades of the 1900s.
Meanwhile astronomers began thinking that the

Milky Way may not be the only galaxy in the
universe. As early as 1755, Immanuel Kant pro-
posed that faint nebulous patches of light were
more likely far away stellar systems than nearby

diffusions of glowing gas. In 1913, V. M. Silpher’s
spectral analysis of M31, the Andromeda nebula,
showed its radial velocity to be 300 km/s—quite
extreme considering that normal stellar velocities
tended around 20 km/s. In 1917, the spectra of 25
nebulae showed that 4 had velocities greater than
1000 km/s, although this conclusion remained
hotly contested. Adriaan van Maanen argued that
spiral nebulae were observed to be rotating—
indicating that they must be small and relatively
nearby (that is,within the galaxy), and evenShapley,
the ingenious observer that he was, did not believe
they were anything like external galaxies.

In 1923, Edwin Hubble examined spiral nebulae
for signs of their being composed of stars—novae
and Cepheid variables. That he found the requisite
signs gave highly supportive evidence for the claim
that M31 was an external stellar system, starkly
opening up the realization there were other galaxies
in the universe besides Earth’s. By 1929, Hubble
had calculated red shifts for 24 galaxies, finding
that the velocity of a galaxy was proportional to
its distance—the constant of proportionality now
known as Hubble’s constant. Why galaxies should
be moving apart with such high velocity, and why
the elements that are observed came to exist at all,
remained a matter of speculation in the early twen-
tieth century. Some theories were put forward,
such as Georges Lemaı̂tre’s 1931 primeval atom
hypothesis, a close relative to George Gamow’s
1948 theory of the ‘‘Big Bang’’ (see Berger 1984).
Hermann Bondi, Fred Hoyle, and Thomas Gold in
1948 alternatively supported the thesis that the
universe was constantly creating matter and main-
taining itself in a steady state (Bondi and Gold
1948). The conflict between the Big Bang and
Steady State cosmologies has had a significant in-
fluence on theory and experiment in astronomy
in the latter half of the twentieth century.

Note that for the entire period of astronomy’s
existence so far discussed, observers had concerned
themselves with only the small fraction of the elec-
tromagnetic spectrum available to the human eye.
The next generation of astronomical research, be-
ginning in the 1930s, was marked by scientists,
quite often not starting out as astronomers, looking
to the universe at other wavelengths.

Beyond the Optical

Radio waves from space were first found by Karl
Jansky in the 1930s, but the study of radio astron-
omy did not take off until physicists and engineers,
primarily in Britain and Australia, refocused their
radar antennas after World War II. To general
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surprise, including their own, they often found
intense signals where nothing optically interesting
was seen. For several years they had to battle the
common (but not universal) professional pre-
conception that radio wavelengths would not
show anything interesting about the universe. By
the 1960s, radio instruments had improved to such
an extent that optical astronomers were able to get
help with optical identification, and radio astrono-
my was shown to have discovered some very inter-
esting things.

Because radio waves are so long (ranging from
1 mm to 100 m), they travel relatively undisturbed
by dust and gas through space. This means that
radio waves originating extremely far away in
space and time can be detected, and consequently
radio astronomy played a central role in adjudi-
cating between the Big Bang and Steady State
cosmologies. Atoms and molecules also emit radia-
tion at radio wavelengths: Atomic hydrogen was
the first detected through radio waves in 1951 and
was found to exist abundantly between the stars.
Since 1951, radio astronomers have detected over
100 molecules, many of which are organic and
complex. Atomic and molecular spectroscopy has
revolutionized the understanding of the constitu-
tion of interstellar space, which had long been
thought to be either empty or too vulnerable to
cosmic rays for molecules to exist. These develop-
ments spawned the now mature interdisciplinary
research field of astrochemistry (see Sullivan 1984
for more historical detail).

Starting in the 1930s, astronomical and military
interests combined to develop finer infrared tech-
nology. Similar to radio, infrared wavelengths are
long enough to be quite immune to dust blockage,
although parts of its spectrum are blocked by the
Earth’s atmosphere, making high-altitude or satel-
lite observations often preferable and sometimes
necessary. Infrared astronomers are able to look
at the youngest of stars developing deep inside
their cocoons of dust and gas. Some mature stars,
like Vega, were found to radiate more in infrared
than one would expect for its spectral type. At least
50 extrasolar planetary systems have been de-
tected through various instruments. Hundreds of
galaxies have been detected as radiating over 95%
of their total luminosity in the infrared (whereas
the Milky Way radiates approximately 50%). Some
of the more crucial measurements of the cosmic
microwave background radiation have occurred
at infrared frequencies.

Ultraviolet, x-ray, and gamma ray astronomy
also came of age after the 1930s. All of these
areas of study must collect their data above the

Earth’s atmosphere. As a result, spectroscopic
and photometric surveys have been done initially
using V-2 rockets and, later, satellite conveyors.
These studies have aided the understanding of
what the universe is like in its more energetic states.
Ultraviolet spectroscopy provides evidence of the
existence of molecular hydrogen existence through-
out the universe, and provides a lower limit (106 �K)
on the temperature of some of the gas in and
around the galaxy. X-ray astronomy has recorded
evidence of the high-energy features around black
holes, and these were found to exist to an unexpect-
ed extent. At the shortest wavelengths, sudden
bursts of extraordinarily intense gamma radiation
have been detected, and with the assistance of
instruments operating at other wavelengths, some
of the sources have been isolated, although their
nature is not yet completely understood. Astrono-
my, with the inclusion of techniques from physics,
chemistry, and many types of technology, has radi-
cally transformed humanity’s conception of itself
and its place in the universe. It was once believed
that Planet Earth was unique and at the center of
everything. Now it is known that the Earth is far
from the center and lies in only one of millions of
galaxies in the universe, where neither solar systems
nor carbon-rich molecules are unusual.
Astronomy has been dubbed a passive, observa-

tional enterprise. But the exploration of other
wavelength regimes outside of the small fraction
of the electromagnetic spectrum comprised by the
optical range stretches the sense of ‘‘observation’’
far beyond any commonsense conception of the
word (see Observation). Astronomers employ a
complicated technological network on Earth and
in space to interact with the causal nexus stemming
from their objects of study. Designating astronomy
as ‘‘passive’’ hardly seems a fit descriptor of the
science. Although dated, it is philosophically com-
mon to construe scientific activity as a process of
systematically testing theories against data, with an
emphasis on theory. But much of the history of
astronomy is marked by important periods when
increasing quantities of data had no good theor-
etical explanation, and sometimes no explanation
at all. By and large, theories of the universe and
nature of the bodies occupying it have largely
remained inert until new technologies powered
change in sometimes highly unexpected directions.
Consider astrobiology and dark matter as a couple
of contemporary examples.
The issue of whether or not life exists elsewhere

than Earth is on record for as long as any issue
in philosophy, all decisions on the issue being
able to rest on little more than a priori reasoning.
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Recent technological developments have provided
an unprecedented empirical basis for determining
that there are indeed planets around other stars.
Astrochemistry has revealed a universe replete
with organic molecules. In 1986, what had been
dubbed ‘‘exobiology’’ became the more institution-
ally organized disciple of astrobiology, focusing
upon the detection of chemicals in space indicative
of signatures of forms of life, such as with the
detection of oxygen or methane from extraso-
lar planets, and perhaps the detection of extra-
terrestrial life itself, or its remains (on, e.g., Mars,
Europa).

MICHELLE SANDELL
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A. J. AYER

(29 October 1910–27 June 1989)

Alfred Jules Ayer attended Eton College and then
Oxford, taking a first in classics in 1932. Impressed
by Ludwig Wittgenstein’s Tractatus, which he stud-
ied in late 1931, Ayer embarked on a career in
philosophy. He was Lecturer (and then Fellow) at
Christ College, and subsequently at Wadham Col-
lege, Oxford. In 1946 he was elected Grote Profes-
sor of the Philosophy of Mind and Logic at
University College, London, and in 1959 he
became Wykeham Professor of Logic at Oxford.
He was the author of more than 100 articles and
several books about knowledge, experience, and
language, among them Language, Truth, and
Logic ([1936] 1946), The Foundations of Empirical
Knowledge (1940), and The Problem of Knowledge
(1956) (Rogers 1999).

Language, Truth, and Logic

Ayer’s significance to the philosophy of science
comes primarily as author of Language, Truth,

and Logic (LTL), published in January of 1936.
LTL was Ayer’s first book and the most widely
read early English discussion of the wissenschaf-
tliche Weltauffassung (scientific world-conception)
of the logical positivists of the Vienna Circle, whose
meetings Ayer attended from December 1932
through March 1933 (see Logical Empricism).
LTL is directly concerned less with science and
the philosophical issues it raises than with philoso-
phy and the form philosophy takes in light of the
verifiability criterion of significance, a condition of
meaningfulness applied to propositions (see Verifi-
cationism and Cognitive Significance). Philosophy
in this relatively new form involved the dismissal
of a swath of traditional philosophical problems
(deemed ‘‘metaphysical’’ or ‘‘nonsensical’’) and the
identification of what remained with the logical
analysis of scientific claims. LTL’s significance to
the philosophy of science therefore arises less from
the answers it offered to questions within the philos-
ophy of science than from the vision of philosophy
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it popularized, a vision that made philosophy de-
pendent upon science. Thus while LTL begins, fa-
mously, with the declaration that the ‘‘traditional
disputes of philosophers are, for the most part, as
unwarranted as they are unfruitful’’ ([1936] 1946,
33), it ends with an admonition:

[P]hilosophy must develop into the logic of science . . .
[which is] the activity of displaying the logical relation-
ship of . . . hypotheses and defining the symbols which
occur in them. . . . What we must recognize is that it is
necessary for a philosopher to become a scientist, in
this sense, if he is to make any substantial contribution
towards the growth of human knowledge. (153)

In 1936, this view of philosophy was hardly
novel, nor did Ayer claim it was. In LTL’s original
preface, Ayer credited his views to ‘‘the doctrines of
Bertrand Russell and Wittgenstein, . . . themselves
the logical outcome of the empiricism of Berkeley
and David Hume’’ ([1936] 1946, 31). And among
the members of the Vienna Circle, Ayer singled out
as influential Rudolf Carnap, whom he met in
London in 1934 when Carnap lectured on his re-
cently published Logische Syntax der Sprache
(Carnap 1934; Rogers 1999, 115).

Though Ayer’s message was familiar to many,
the verve with which LTL advanced this vision
attracted readers who had ignored scientific philos-
ophy, and it allowed LTL to orient (particularly
British) discussion of scientific philosophy. The
result was considerable attention for LTL and (par-
ticularly in Britain) the near identification of Ayer
with logical positivism. For a time, Ayer was a (if
not the) leading English proponent of scientific
philosophy. It was a curious mantle to fall to some-
one who, in contrast to the leading members of the
Vienna Circle, lacked (and would continue to lack)
scientific knowledge or training of any sort (Rogers
1999, 129–130).

Behind Ayer’s scientific conception of philoso-
phy was the verifiability criterion, according to
which, as Ayer ([1936] 1946) formulated it early in
LTL, the

question that must be asked about any putative state-
ment of fact is, Would any observations be relevant to
the determination of its truth or falsehood? And it is only
if a negative answer is given to this . . . question that
we conclude that the statement under consideration is
nonsensical. (38)

Otherwise, the ‘‘putative’’ statement of fact is
meaningful.

This criterion did not originate with Ayer, nor
did he claim originality. Moreover, Ayer followed
the logical empiricists in applying the criterion only
to matters of fact, not mathematical or logical

propositions. These were not verifiable, but neither
were they meaningless. They were true because they
were analytic, that is, their truth was a consequence
of the meanings of their terms. And it was, more-
over, thus that analytic (and only analytic) pro-
positions could be known a priori. Thus Ayer
adopted the familiar division of propositions into
either synthetic a posteriori propositions (subject
to the verifiability criterion and informative) or
analytic a priori propositions (tautologous and un-
informative). Any purported proposition falling
into neither category was a meaningless pseudo-
proposition (Ayer [1936] 1946, 31; cf. e.g., Carnap
[1932] 1959).
Ayer’s ‘‘modified’’ verificationism required nei-

ther that verification be certain nor that a proposi-
tion’s verifiability be immediately decidable. In
Ayer’s view, a proposition is meaningful if evidence
can be brought to bear on it in principle. ‘‘There are
mountains on the farther side of the moon’’ was
Ayer’s example (borrowed from Moritz Schlick);
this claim could not be tested in 1936, nor its truth
or falsity established with certainty, but it is never-
theless significant or meaningful (Ayer [1936] 1946,
36). Even in such modified form, the criterion ulti-
mately met with insurmountable criticism and
came to be recognized as inadequate (see Cognitive
Significance for further detail).
In the remaining chapters of LTL, Ayer applied

the verifiability criterion to traditional philosophi-
cal problems, illustrating more than arguing for
LTL’s vision of a scientific philosophy. The range
of philosophical issues across which Ayer wielded
the criterion, combined with his efficient and un-
flinching (if ham-fisted) manner, remains remark-
able. It is perhaps in range and vigor that Ayer and
LTL can claim to have contributed to, rather than
just echoed, logical empiricism’s antimetaphy-
sical project. In just its first two chapters, Ayer
addresses Cartesian skepticism about knowledge
of the world, monism versus pluralism, and the
problem of induction—finding all of these to be
‘‘fictitious.’’ Most notably, verifiability led infa-
mously to emotivism, the view that ‘‘in every case
in which one would commonly be said to be
making an ethical judgment, the function of the
relevant ethical word is purely ‘emotive.’ It is used
to express feeling about certain objects, but not
to make any assertion about them’’ ([1936] 1946,
108).
It is instructive to compare LTL with Carnap’s

Überwindung der Metaphysik durch Logische Ana-
lyse der Sprache (Carnap [1932] 1959), an influe-
ntial essay Ayer read and cited in LTL. Nearly
all of LTL’s conceptual apparatus—verifiability,
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analyticity, opposition to traditional philosophy—
are found in the Überwindung. However, where
Carnap ([1932] 1959, 77) characterized philosophy
not as making statements but as applying amethod,
Ayer ([1936] 1946, 57) regarded philosophy as con-
sisting of tautological statements clarifying our lan-
guage. And this is no small difference, for it reflects
Carnap’s recognition of the significance of meta-
physics as an ‘‘expression of an attitude toward
life’’ rather than a theory about the world. Meta-
physicians were often guilty, claimed Carnap, of
trying to express as a theory an attitude to be
expressed by poetry or music; but metaphysics it-
self was not useless. For Ayer, though, metaphysics
had no authority over life; its pseudo-propositions
were grammatical confusions, not expressions of
a legitimate ‘‘attitude’’ (cf. Rogers 1999, 97–98).
Ayer’s antimetaphysical bent ran deeper than
Carnap’s and was less tolerant, a fact that may
explain logical empiricism’s subsequent reputation
for intolerance.

After Language, Truth, and Logic

The revised 1946 edition of LTL gave Ayer occa-
sion to respond to criticism. While asserting that
‘‘the point of view which [LTL] expresses is sub-
stantially correct,’’ he ceded ground on several
fronts, most notably in recognizing basic empirical
propositions, which ‘‘refer solely to the content of
a single experience’’ and can be ‘‘verified conclu-
sively’’ by it (Ayer [1936] 1946, 10; [1940] 1959).
Ayer’s epistemic foundationalism remained charac-
teristic of his views and provoked others, especially
J. L. Austin (Rogers 1999, 146–147).
Such adjustments to verificationism are often

regarded as evidence of logical positivism’s decline,
resulting in replacement by a holism defended by
Carl Hempel, Willard Van Quine, and Thomas
Kuhn. Verificationism did wane, but the scientific
philosophy Ayer popularized did not depend on
verificationism; and, moreover, Hempel, Quine,
andKuhn retained elements of scientific philosophy

(Friedman 1999; Hardcastle and Richardson 2003).
And it was in these terms that Ayer gauged the
influence of LTL, for example lamenting (in 1959)
that ‘‘among British philosophers’’ there was little
‘‘desire to connect philosophy with science’’ (Ayer
1959, 8), but noting with pride that ‘‘in the United
States a number of philosophers . . . conduct logical
analysis in a systematic scientific spirit . . . [close] to
the . . . ideal of the Vienna Circle’’ (7–8). To the
considerable extent to which Ayer and LTL caused
this, Ayer’s influence upon the philosophy of sci-
ence is significant.

GARY L. HARDCASTLE
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B
BASIC SENTENCES

See Popper, Karl; Protocol Sentences

BAYESIANISM

Thomas Bayes’s Essay ([1763] 1958) initiated a
penetrating mathematical analysis of inductive
reasoning based on his famous rule for updating
a probability assignment (see equation 1b below)
(see Induction, Problem of; Inductive Logic). Redi-
scovered and generalized by Laplace a decade later
(equation 1d), it found widespread applications
in astronomy, geodesy, demographics, jurispru-
dence, and medicine. Laplace used it, for example,
to estimate the masses of the planets from astro-
nomical data and to quantify the uncertainty of
such estimates. Laplace also advanced the idea
that optimal estimation must be defined relative
to an error or loss function—as minimizing the

expected error (Hald 1998, sec. 5.3; Jaynes 2003,
172–174).This was an important source of decision
theory, whose revitalization at the hands of
Ramsey, von Neumann, Wald, and Savage helped
launch the modern Bayesian revival (see Decision
Theory; Ramsey, Frank Plumpton; von Neumann,
John). Bayesian decision theory has been extended
in recent years to game theory byHarsanyi, Skyrms,
and others. The focus of the present entry, however,
is the distinctive and influential philosophy of
science extracted from Laplace’s rule (equation
1d). A survey of the issues that divide the Baye-
sian from rival philosophies is followed by a
sketch of themathematical analysis of inductive and
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predictive inference initiated by Bayes and Laplace
and its extensions. There follows a section on mini-
mal belief change, then some remarks on the al-
leged subjectivity of the prior probability inputs
needed for a Bayesian inference and various
attempts to ‘‘objectify’’ these inputs.

Bayesian Logic and Methodology

Cox (1946) derived the usual rules of probability,
the product rule,

PðA ^ B j IÞ ¼ PðA jB ^ IÞPðB j IÞ; ð1aÞ
and the negation rule, PðA j IÞ ¼ 1� PðA j IÞ, from
a requirement of agreement with qualitative com-
mon sense and a consistency requirement that two
ways of performing a calculation permitted by the
rules must yield the same result (Jaynes 2003, chaps.
1–2). Using the equivalence of the conjunctions
A ^ B and B ^ A and equation 1a, this requirement
yields the symmetric form of the product rule,

PðA jB ^ IÞPðB j IÞ ¼ PðB jA ^ IÞPðA j IÞ
of which Bayes’s rule is, in more suggestive nota-
tion, the trivial variant:

PðH j D ^ IÞ ¼ PðH j IÞPðD jH ^ IÞ=PðD j IÞ; ð1bÞ
where H is hypothesis, D is data, and I is the as-
sumed information, which is included to note that
probabilities depend as much on the background
information as on the data.
The probability PðD jH ^ IÞ is called the sam-

pling distribution when considered as a function of
the data D, and the likelihood function qua func-
tion of the (variable) hypothesis H. The ‘‘most
likely’’ hypothesis (or parameter value) is thus the
one that maximizes the likelihood function, that is,
the one that accords D the highest probability. It
follows, then, from equation 1b that the hypothesis
of a pair comparison that accords D the higher
probability is confirmed (made more probable)
and its rival disconfirmed. In fact, Laplace was led
to the odds form of equation 1b, which expresses
the updated odds as the product of the initial odds,
by the likelihood ratio (LR), thus

PðH jD ^ IÞ:PðK jD ^ IÞ
¼ ½PðH j IÞ:PðK jIÞ� � ½PðD jH ^ IÞ:PðD jK ^ IÞ�

ð1cÞ

as a quantitative sharpening of this qualitative con-
dition. But he lacked a compelling reason for pre-
ferring equation 1c to alternative rules, for

example, rules that multiply the initial odds by a
positive power of the LR, and this led to much
agonizing over the basis for Bayes’s rule. It has
even led some contemporary philosophers to
claim that all such rules, agreeing as they do in
their qualitative behavior, are on an equal footing.
To appreciate the force of Cox’s derivation of
equation 1a is to recognize that all these alternatives
to Bayes’s rule are inconsistent (see Rosenkrantz
1992 for some illustrations). Moreover, the opti-
mality theorem shows that Bayesian updating out-
performs all rivals in maximizing one’s expected
score after sampling under any proper scoring
rule, that is, a method of scoring forecasts that
gives one no incentive to state degrees of prediction
different from one’s actual degrees of belief.

According to equation 1b, PðH jD ^ IÞ is direct-
ly proportional to PðD jH ^ IÞ and inversely pro-
portional to P(D | I ). The latter is generally
computed from the partitioning formula:

PðD j IÞ ¼ PðD jH1 ^ IÞPðH1 j IÞ þ . . .

þ PðD jHn ^ IÞPðHn j IÞ
ð2Þ

where H1; . . . ;Hn are mutually exclusive and joint-
ly exhaustive in light of I. Given such a partition of
hypotheses (the ‘‘live’’ possibilities from the per-
spective of I ), Laplace recast equation 1b as

PðHj j DIÞ ¼ PðHj j IÞPðD jHj ^ IÞPn
j¼1 PðD jHj ^ IÞPðHj j IÞ

: ð1dÞ

Hence, Hj is confirmed, so that PðHj jDIÞ >
PðHj j IÞ, when PðD jHjIÞ > PðD j IÞ, or when the
probability thatHj accords D (in light of I ) exceeds
the weighted average (equation 2) of the likelihoods.
In particular, this holds when PðD jHjIÞ ¼ 1
provided PðD j IÞ < 1, or:Hypotheses are confirmed
by their consequences and the more so as these are
unexpected on the considered alternative hypotheses.

Seen here as well are two further implications
for the scientific method: first, the dependence of
D’s import for a hypothesis on the considered alter-
natives and, second, the tenet that evidence cannot
genuinely disconfirm, much less rule out, a hypoth-
esis merely because it assigns a low probability to
the data or observed outcome. Rather, disconfir-
mation of H requires that some alternative accord
D a higher probability. Thus, Bayesian inference is
inherently comparative; it appraises hypotheses rel-
ative to a set of considered alternatives. At the
same time, there is nothing to stop one from en-
larging the ‘‘hypothesis space’’ when none of the
considered alternatives appears consonant with the
data (see Jaynes 2003, 99) or when predictions
based on a given hypothesis space fail.
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These illustrations already hint at the many
canons of induction and scientific method that fol-
low in a sharper quantitative form from equation 1.
While critics of Bayesianism deny it, there is an
abundance of evidence that working scientists are
guided by these norms, many of them illustrated in
the extensive writings of Polya on induction in
mathematics. Then, too, there is the growing
army of Jaynesians, Bayesian followers of Jaynes
and Jeffreys, who apply Bayes’s rule and its maxi-
mum entropy extension to an ever-expanding range
of scientific problems, expressly endorse its metho-
dological implications, and condemn violations
thereof (Loredo 1990).

The Testing Approach

To bring out salient features of the Bayesian ap-
proach, it will be useful to survey some of the issues
that divide it from its major rivals, which may be
lumped together, notwithstanding minor varia-
tions, as the testing approach. In its most developed
form (Giere 1983; Mayo 1996), it holds that a
hypothesis h is confirmed—rendered more trust-
worthy as well as more testworthy—when and
only when it passes a severe test, that is, one with
a low probability of passing a false hypothesis. This
approach grew out of the writings of Peirce (see
Mayo 1996, chap. 12) and of Popper and, above
all, out of Neyman and Pearson’s approach to
testing statistical hypotheses, embraced by most
‘‘orthodox’’ statisticians (see de Groot 1986,
Chap. 7; Hodges and Lehmann 1970, Chap. 13,
for accessible introductions). This approach direct-
ly opposes Bayesianism in denying any distinctive
evidential relation between data and hypotheses. It
relies on only ‘‘direct’’ probabilities of outcomes
conditional on hypotheses and the assumed model
of the experiment.

Consider a medical diagnostic test with the con-
ditional probabilities given in Table 1.

Given that a patient tests positive (þ), a Bayesian
multiplies the prior odds of infection by the LR,

Pðþ j h0Þ :Pðþ j h1Þ ¼ 94:2

to obtain the updated odds. (An LR of 49:1 is
evidence of infection slightly stronger than the

32:1 LR a run of 5 heads accords the hypothesis
that a coin is two-headed rather than fair.) Writing
a ¼ Pð� j h0Þ and b ¼ Pðþ j h1Þ for the probabil-
ities of the two possible errors, viz., false negatives
and false positives, one could view the LR of
1� a:b as a plausible quantification of the (qua-
litative) characterization of a severe test as one
with low probabilities, a and b, of passing a false
hypothesis. The Bayesian approach based on
LRs and the testing approach based on error prob-
abilities do not differ appreciably in such cases.
The differences show up when numerical out-
comes like frequency or category counts come
into play, such as in the cure rate of a new drug
or phenotypic category counts in a genetic mating
experiment.
Bayesians look at the likelihood function, LðyÞ ¼

f ðx j yÞ, of the outcome x actually observed to esti-
mate the unknown parameter, y, or to compare
hypotheses about it. On the other hand, testing
theorists look at sets of outcomes, rejecting h0
in favor of h1 just in case the outcome x falls in
a critical region R of the outcome space. Labeling
the hypotheses of a pair comparison so that er-
roneously rejecting h0 is the more serious of the
two errors, the recommended Neyman-Pearson
(NP) procedure is to fix the probability,

a ¼ PðX 2 R j h0Þ
of this type I error at an acceptable level, a � a0,
called the size of the test, and then choose among
all tests of that size, a0, one of maximal power,
1� b, where

b ¼ PðX =2R j h1Þ
is the probability of the less serious type II error of
accepting h0 when h1 is true. Naturally, there are
questions about what it means to accept (or reject)
a hypothesis (for a good discussion of which
see Smith 1959, 297), but these are left aside in
deference to more serious objections to the NP
procedure.
Consider a test of h0:P ¼ 0.5 versus h1:P ¼ 0.3,

where P is the success rate in n Bernoulli trials.
The test for the best 5 percent of n ¼ 20 trials has
R ¼ [X � 5], i.e., rejects h0 when 5 or fewer
successes are observed. Thus, h0 is accepted when
X ¼ 6, even though that is exactly the number
of successes expected when P ¼ 0.3. At n ¼ 900
trials, R ¼ [X � 425] even though the boundary
point, X ¼ 425, is a lot closer to the 450 successes
expected when P ¼ 0.5 than the 270 expected
when P ¼ 0.3. In fact, the LR in favor of h0 when
X ¼ 425 is

Table 1 Conditional probabilities for infected and non-

infected

þ �
Infected (h0) 0.94 0.06

Uninfected (h1) 0.02 0.98
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PðX ¼ 425 j h0Þ : PðX ¼ 425 j h1Þ
¼ ð5=3Þ425ð5=7Þ475 ¼ 7:5� 1024

and tends to 1 at (or near) the boundary of R as
n ! 1. There is, then, a recognizable subset of R
whose elements strongly favor the rejected hypoth-
esis. The overall type I error rate of 5% is achieved
by averaging the much higher than advertised 5%
probability of being misled by outcomes near the
boundary of R against the much lower probability
of being misled by the elements of R farthest from
the boundary. For testing theorists, however, the
individual test result draws its meaning solely from
the application of a generally reliable rule of rejec-
tion as attested by its average performance over
many real or imagined repetitions of the experi-
ment. This objection to the NP procedure was first
lodged by a non-Bayesian, Fisher (1956, secs. 1 and
5 of chap. 6, especially 93).
Among the strongest methodological implica-

tions of equation 1 is the likelihood principle (LP),
which counts two outcomes (of the same or different
experiments) as equivalent if they give rise to the
same likelihood function up to a constant of propor-
tionality. Suppose, in the last example, that a second
statistician elects to sample until the 6th success
occurs and this happens, perchance, on the 20th
trial. For this experiment, the likelihood function is:

L1ðPÞ ¼ n� 1

5

� �
P6ð1� Pn�6Þ

which, for n ¼ 20, is proportional to the likelihood
function for r ¼ 6 successes in n ¼ 20 trials:

L2ðPÞ ¼ 20

6

� �
P6ð1� PÞ14:

So the likelihood functions are proportional. In
particular, both experiments yield the same LR
of ð3=5Þ6ð7=5Þ14 ¼ 5:2 in favor of h1. But for the
second experiment R ¼ [n � 19] is the best 5% test
and so h0 is rejected when n ¼ 20. In a literal sense,
both statisticians observe the same result, 6 suc-
cesses in 20 Bernoulli trials, yet one accepts h0
while the other rejects it. NP theory is thus charged
with the most obvious inconsistency—allowing
opposite conclusions to be drawn from the same
data (Royall 1997, Chap. 3). Testing theorists are
open to the same charge of inconsistency at a higher
(‘‘meta’’) level (Jaynes 1983, 185), in asmuch as they
concede the validity of equation 1 and so, by impli-
cation, of the LP, when the needed prior probabil-
ities are ‘‘known’’ from frequency data, as when one
knows the incidence of a disease or of a rare recessive

trait. Is one to base an evaluation of a methodo-
logical principle on such contingencies as whether
given prior probabilities are known or only partial-
ly known?

Indeed, it seems perfectly reasonable for an ex-
perimenter to stop sampling as soon as the incom-
ing data are deemed sufficiently decisive. That is,
after all, the idea behind Wald’s extension of NP
theory to so-called sequential analysis. Could it
make a difference whether one planned beforehand
to stop when the sample proportion of defectives
exceeded B or fell below A or so decided upon
observing this event? Moreover, this issue of
‘‘optional stopping’’ has an ethical dimension in
that failure to terminate an experiment when suffi-
ciently strong evidence has accumulated can expose
experimental subjects to needless risk or even death
(see Royall 1997, Sec. 4.6, for a chilling real-life
example).

But what about a fraud who determines to go on
sampling until some targeted null hypothesis is
rejected? This is indeed possible using significance
tests, for as was seen, the power of such a test
approaches unity as the sample size increases. But
using the likelihood to assess evidence, the proba-
bility of such deception is slight. When h0 holds, the
probability of obtaining with any finite sample an
LR, L1:L0 � k, in favor of h1 against h0 is less than
1/k, for if S is the subset of outcomes for which the
LR exceeds k, then there is the Smith-Birnbaum
inequality:

PðL1 :L0 � k j h0Þ ¼
P

x2SPðx j h0Þ
� k�1

P
x2SPðx j h1Þ � 1=k:

More generally, as Fisher also emphasized (1956,
96), ‘‘the infrequency with which . . . decisive evi-
dence is obtained should not be confused with the
force, or cogency, of such evidence.’’ In planning an
experiment, one can compute the probability of
misleading evidence, i.e., of an LR in favor of either
hypothesis in excess ofL�when the other hypothesis
is true, just as readily as one can compute probabil-
ities (for an NP test) of rejecting h0 when it is true or
accepting it when it is false. These probabilities,

Pð f ðx j h1Þ : f ðx j h0Þ > L∗ j h0Þ
and

Pð f ðx j h1Þ : f ðx j h0Þ < 1=L∗ j h1Þ;
which are governed by the Smith-Birnbaum in-
equality, tell the experimenter how large a sample
to take in order to control adequately for the prob-
ability of misleading results. But this still leaves one
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free to break off sampling if sufficiently strong
evidence turns up before many trials are observed.
Thus, one can have the best of both worlds: (a) the
use of likelihood to assess the import of the results
of one’s experiment and (b) control, in the planning
stage, of the probability of obtaining weak or mis-
leading evidence—the feature that made NP theory
so attractive in the first place. Richard Royall
(1997, Chap. 5) refers to this as the ‘‘new para-
digm’’ of statistics.

One is free, in particular, to test new hypotheses
against old data and to use the data as a guide to new
models that can be viewed, in Bayesian terms, as
supporting those data. Testing theorists take issue
with this: first, in proscribing what Pearson branded
‘‘the dangerous practice of basing one’s choice of a
test . . . upon inspection of the observations’’; and,
second, in maintaining that ‘‘evidence predicted by
a hypothesis counts more in its support than evi-
dence that accords with a hypothesis constructed
after the fact’’ (Mayo 1996, 251). The idea in both
cases is that such tests are insufficiently severe.

Even orthodox statisticians routinely transgress,
as when they check the assumptions of a model
against the same data used to test the relevant
null hypothesis (and, perhaps, base their choice of
test on the departure from the relevant assumption
indicated by those data), or when they test the
hypothesis that two normal variances are equal
before applying a t test (see Jaynes 1983, 157), or
when they quote ‘‘critical’’ or ‘‘exact’’ significance
levels (Lehmann 1959, 62) or test a complication of
a model against the data that prompted that com-
plication. Indeed, it is literally impossible to live
within the confines of a strict predesignationism
that requires that the sampling rule, the tested hy-
pothesis, and the critical region (or rejection rule)
all be stated prior to sampling; and the examples to
show this come from the bible of orthodox testing
(Lehmann 1959, 7). For Bayesians, the evidential
relation is timeless, and no special virtue attaches
to prediction. See Giere (1983, 274–276) and Mayo
(1996, 252) for some of the history of this contro-
versy in the philosophy of science and (new and
old) references to such figures as Whewell, Mill,
Jevons, Peirce, and Popper. Taking the extreme
view, Popper insisted that a scientific theory cannot
be genuinely confirmed (‘‘corroborated’’) at all by
fitting extant data or known effects but only by
withstanding ‘‘sincere attempts’’ at refutation (see
Corroboration; Popper, Karl Raimund). Critics
were quick to point out the paradoxicality of Pop-
per’s attempt to confer greater objectivity on theo-
ry appraisal by appeal to a psychologistic notion.
In responding to this criticism, Popper did what

scientists often do (but he forbids): He amended
his characterization of a severe test to read: ‘‘A
theory is [severely] tested by applying it to . . .
cases for which it yields results different from
those we should have expected without that theory,
or in the light of other theories’’ (1995, 112). The
problem for testing theorists is to detach this crite-
rion from its transparently Bayesian provenance.
For Giere andMayo, a severe test is one in which

the theory has a low probability of passing if false,
but the question is how to compute that probability
without reference to alternative hypotheses. One
knows how to compute such error probabilities in
statistical contexts where they are given by the
assumed model of the experiment. But what mean-
ing can be attached to such probabilities in scien-
tific contexts, as in Giere’s (1983) example of the
white spot that Fresnel’s wave theory of diffraction
predicted would appear at the center of the shadow
cast by a circular disk? Merely to label such shad-
owy probabilities ‘‘propensities’’ does not confer
on them any objective reality (see Probability).
In a study of the original sources bearing on the

acceptance of eight major theories, Stephen Brush
(1994, 140) flatly declares that in no case was the
theory accepted, ‘‘primarily because of its success-
ful prediction of novel facts.’’ About quantum me-
chanics, he writes (136) that ‘‘confirmation of novel
predictions played actually no role in its accep-
tance,’’ that instead its advocates ‘‘argued that
quantum mechanics accounted at least as well for
the facts explained by the old theory, explained
several anomalies that its predecessor had failed to
resolve, and gave a simple method for doing calcu-
lations in place of a collection of ad hoc rules’’ (137).
Brush even turns the tables in contending that ret-
rodiction often counts more in a theory’s favor
than novel predictions, that for example, Einstein’s
general theory of relativity was more strongly sup-
ported by the previously known advance of the
perihelion of Mercury than by the bending of
light in the gravitational field of the Sun (138).
The main reason he offers is that Mercury’s perihe-
lion advance was a recognized anomaly. The failure
(up to 1919) to account for it in Newtonian terms
was strong indication that no such explanation
would be forthcoming, and so, in Bayesian terms,
the effect was essentially ‘‘inexplicable’’ in other
theories, while the general theory of relativity was
able to account for it with quantitative precision.

Problems of Induction

James Bernoulli recognized that if one is to dis-
cover a population proportion q of some trait Q
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empirically—say, the proportion of 65-year-olds
who survive 10 years or more—then the proportion
qn of Qs in a random sample of n (drawn with
replacement) must approximate q arbitrarily well
with ‘‘moral certainty’’ for sufficiently large sam-
ples. Bernoulli’s elegant proof yields an upper
bound on the least sample size, n0, for which the
sum Cn of the ‘‘central’’ binomial probabilities
satisfying j qn�q j< 1

r þ s
with q:ð1� qÞ ¼ r:s excee-

ds cð1� CnÞ whenever n � n0. Notice, E¼ 1
ðr þ sÞ can

be made arbitrarily small without changing
the ratio, r :s and that Cn > c ( 1 � Cn) if and only
if Cn > c

ð1 þ cÞ. Bernoulli’s rather loose bound was
subsequently improved by his nephew, Nicholas,
who interested de Moivre in the problem, leading
the latter to his discovery of the normal approxi-
mation to the binomial.
The limitations of his approach notwithstanding,

James Bernoulli had taken a major step toward
quantifying uncertainty and deriving frequency
implications from assumed probabilities. Yet, his
actual goal of justifying and quantifying inductive
inference eluded him and his followers, including
de Moivre. Even though the statement that qn
lies within E of q holds if and only if q lies within E
of qn, it does not follow that these two statements
have the same probability. The probability of the
former is just a sum of binomial probabilities with
q and n given, but there is no such simple way of
computing the probability that an observed sample
proportion lies within E of the unknown population
proportion. For all one knows, that sample may be
quite deviant or unrepresentative.
While it is uncertain whether Bernoulli fell prey

to this rather seductive fallacy, it is certain that
Bayes, who had detected other subtle fallacies of
this kind (Hald 1998, 134; Stigler 1986, 94–95), did
not. He realized that a distinctively inductive infer-
ence is required. In fact, Bayes posed and solved a
far more difficult problem than that of ‘‘inverting’’
Bernoulli’s weak law of large numbers, viz., given
the number ofQs and non-Qs in a sample of any size,
to find the probability that q ‘‘lies . . .between any
two degrees of probability that can be named,’’ i.e.,
in any subinterval of [0,1], when nothing is known
about the population before sampling. His solution
appeared in his Essay, published posthumously by
his friend Price in 1763.
Bayes offered a subtle argument. He equated

the uninformed state of prior knowledge (‘‘igno-
rance’’ of q) with one in which all outcomes of
n Bernoulli trials were equiprobable, whatever
the value of n.That condition holds if the prior
density, w(q) of q is the uniform density, w(q) ¼ 1,
which assigns equal probability to intervals of

equal length. Bayes tacitly assumed that converse-
ly, the only density of q meeting this condition is
the uniform density. The central moments of the
uniform density are:

EðqnÞ ¼
Z1
0

qnwðqÞdq ¼ 1

nþ 1

when w(q) ¼ 1. Then, because the central moments
uniquely determine a density that is concentrated
on a finite interval (see de Groot 1986, Sec. 4.4),
Bayes’s assumption is proved correct. Later cri-
tics, among them Boole, Venn, and Fisher, all
overlooked Bayes’s criterion of ignorance, which
is immune to the charge of inconsistency they
leveled at ‘‘Bayes’s postulate.’’

Bayes’s solution of the ‘‘inverse problem’’
now required one more step, the extension of the
partitioning formula, equation 2, to continuous
parameters. With B ¼ [k successes in n trials] and
A ¼ [t0 � q � t1], the probability Bayes sought was
PðA jB6 I0Þ computed as PðA6B j I0Þ=PðB j I0Þ
with I0 being the assumed model of Bernoulli trials
and the ‘‘empty’’ state of knowledge about the pa-
rameter. Then, replacing the sum in equation 2 with
an integral, Bayes found for w(q) ¼ 1:

PðB j I0Þ ¼
Z1
0

n

k

� �
q kð1� qÞn�k

wðqÞdq ¼ 1

nþ 1
:

He then found that:

PðA j B6I0Þ ¼ ðnþ 1Þ!
k!ðn� kÞ!

Zt1
t0

qkð1� qÞn�k
dq: ð3Þ

This method works, however, only for small
samples, and so Bayes devoted the remainder of
the Essay to approximating the solution of the
more general case—a formidable undertaking (see
Stigler 1986, 130ff; Hald 1998, Sec. 8.6). His ongo-
ing work on this problem was the main cause of the
delay in publishing the Essay, and not, as some
have alleged, misgivings about his formalization
of ignorance (Stigler 1986, 129).

Bayes’s solution thus incorporated three highly
original extensions of the probability theory he in-
herited from the Bernoullis and de Moivre: first, his
rule (equation 1a) for updating a probability as-
signment; second, his novel criterion of ignorance
leading to a uniform prior density of the unknown
population proportion; and third, the extension of
equation 2 to continuous parameters.

Price was fully cognizant of the relevance of the
Essay, not only to Bernoulli’s problem of justifying
induction, but to the skeptical arguments Hume
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mounted against that possibility in his Treatise of
Human Nature (1739) and even more emphatically
in Enquiry Concerning Human Understanding
(1748) (see Empiricism; Induction, Problem of ).
Hume contended that one’s expectation of future
successes following an unbroken string of successes
is merely the product of ‘‘custom’’ or habit and lacks
any rational foundation. In his Four Dissertations
of 1767, Price writes:

In [Bayes’s essay] a method [is] shown of determining
the exact probability of all conclusions founded on in-
duction . . . . So far is it from being true, that the under-
standing is not the faculty which teaches us to rely on
experience, that it is capable of determining, in all cases,
what conclusions ought to be drawn from it, and what
precise degree of confidence should be placed in it.

Possibly, Bayes, too, was motivated in part by
the need to answer Hume, but all that is known of
his motivation is what Price says in the introduc-
tion to the Essay. Price also contributed an appen-
dix to the Essay, in which he drew attention to the
special case of equation 3 in which k ¼ n and found
that the probability was

ðnþ 1Þ
Z1
:5

qndq ¼ 2nþ1 � 1

2nþ1

that q lay between t0 ¼ .5 and t1 ¼ 1 He also
showed that the probability tended to 1 and that
q lay in a small interval around qn. Price also
moved into deeper waters with his suggestion that
the inverse probability engine kicks in only after
the first trial has revealed the existence of Qs (see
Zabell 1997, 363–369, for more on Price’s
intriguing appendix).

It is curious that neither Bayes nor Price consid-
ered predictive probabilities per se. It was left to
Laplace to take this next step, in 1774. He did this
in a natural way by equating the probability of
success on the next trial, following k successes in
an observed sequence of n, with the mean value of
the posterior density of q:

PðXnþ1 ¼ 1jBn ¼ k; I0Þ

¼ ðnþ 1Þ!
k!ðn� kÞ!

Z1
0

qkþ1ð1� qÞn�k
dq

¼ ðnþ 1Þ!
k!ðn� kÞ!

ðkþ 1Þ!ðn� kÞ!
ðnþ 2Þ! :

This simplifies to:

PðXnþ1 ¼ 1jBn ¼ k; I0Þ ¼ kþ 1

nþ 2
; ð4Þ

or Laplace’s law of succession, which specializes to
PðXnþ1 ¼ 1jBn ¼ n; I0Þ ¼ nþ1

nþ2
when k ¼ n. Notice

that equation 4 does not equate the probability of
success on the next trial with the observed relative
frequency of success, the maximum likelihood esti-
mate of q. That rule would accord probability 1 to
success on the next trial following an observed run
of n successes even when n ¼ 1. In Bayesian terms,
that is tantamount to prior knowledge that the pop-
ulation is homogeneous, with all Qs or all non-Qs.
Laplace went beyond the derivation of equation

4 in later work (see Hald 1998, Chaps. 9, 10, 15).
His aim was to obtain predictive probabilities of all
sorts of events by ‘‘expecting’’ their sampling pro-
babilities against the posterior distribution based
on an observed outcome sequence. In particular,
the probability, Pðc jm; a; nÞ, of c Qs and d ¼ m – c
non-Qs in the next m trials given a Qs and b ¼ n – a
non-Qs observed in n ¼ a þ b trials is:

Pðc j m; a; nÞ ¼ ðaþ bþ 1Þ!
a!b!

m

c

� �
Z1
0

Qcð1�QÞdQað1�QÞbdq:
ð5Þ

Laplace approximated equation 5 by

Pðc j m; a; nÞ �
m

c

� � ðaþ cÞaþcþ1
2ðbþ dÞbþdþ1

2nnþ
1
2

aaþ1
2bbþ1

2ðnþmÞnþmþ1
2

nþ 1

nþmþ 1
:
ð5aÞ

When c and d are small compared with a and b,
so that m � n, this simplifies further to

Pðc j m; a; nÞ � m

c

� �
ða=nÞcðb=nÞd ; ð5bÞ

the sampling probability, m

c

� �
Qcð1�QÞd , with the

observed sample proportion, Qn ¼ a/n, in place
of q.
He even showed thatQ is asymptotically normal-

ly distributed about the observed sample proportion
h ¼ qn, with variance hk/n, k ¼ 1 � h (Hald 1998,
169–170), hence that for any E > 0, the posterior
probability

PE ¼ ðnþ 1Þ n

a

� �ZhþE

h�E

Qað1�QÞbdQ ! 1

that h – E � q � h þ E approaches 1 as n! 1. This
is the counterpart to the inverse probability of
Bernoulli’s weak law of large numbers. Finally,
Laplace showed that the mode of equation 5 is
the integer part, bðmþ 1ÞQnc, of (m þ 1)Qn. Thus,
the most probable sample frequency in a second
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sample is the one closest to that observed in the
first sample. This is, arguably, the high point of the
early Bayesian response to Hume, delivering a pre-
cise sense in which one can reasonably expect the
future to ‘‘resemble’’ the past when nothing is
known beyond what the observed random sample
conveys.
It is astonishing that in two centuries of discus-

sion of the problem of justifying induction, scarcely
any mention has been made of these fundamental
results of Bayes and Laplace. The subsequent
development of inductive logic consists mainly of
generalizations of Laplace’s rule (equation 4) (see
Inductive Logic). (For objections to this rule, most
of them predicated on ignoring the conditions of its
validity, viz., independent trials and prior igno-
rance of q, see Fisher 1956, Chap. 2; Jaynes 2003,
563–85.)
Consider, first, random samplingwithout replace-

ment. Jaynes (2003) has given this rather shopworn
topic a new lease on life and illustrated, at the same
time, how to teach probability and statistics as a
unified whole (Chaps. 4 and 6). Does equation 4
generalize to this case? Given an urn containing R
red andW ¼ N � R white balls, write Rj [red on jth
trial] for the event of drawing a red ball on trial j,
j ¼ 1, . . . , N. Then the probability of red on trial 1
is PðR1 j BÞ ¼ R=N, writing B for the assumed
background knowledge, while

PðR2 j BÞ ¼ PðR2 j R1 ^ BÞPðR1jBÞ þ PðR2jW1 ^ BÞPðW1jBÞ

¼ R� 1

N � 1

R

N
þ R

N � 1

N � R

N
¼ R

N
;

the same as PðR1 jBÞ. By mathematical induction,
drawing red (respectively, white) has the same pro-
bability on any trial, prior, of course, to sampling.
Moreover, by the product rule, and using

PðRk jBÞ ¼ PðRj jBÞ:
PðRj jRk ^ BÞ ¼ PðRk jRj ^ BÞ ð6Þ

Thus, knowledge that a red ball was drawn on a
later trial has the same effect on the probability of
red as knowledge that a red ball was drawn on an
earlier trial. (This also poses a barrier to any pro-
pensity interpretation of these conditional prob-
abilities [Jaynes 2003, Sec. 3.2].) (see Probability)
Next:

PðR1 ^W2 jBÞ ¼ R

N

N � R

N � 1
¼ N � R

N

R

N � 1

¼ PðW1 ^ R2 j BÞ;
and an obvious extension of this shows that each
sequence containing r red andwwhite has probability

RrðN � RÞw
Nn

¼ R!ðN � RÞ!ðN � nÞ!
ðR� rÞ!ðN � R� wÞ!N!

ð7Þ

with xk ¼ xðx� 1Þ . . . ðx� kþ 1Þ, irrespective of
the order in which the red and white balls are
drawn. Such sequences of trials are called ex-
changeable. It follows, just as when sampling with
replacement, that the probability hðr jN;R; nÞ of
drawing r red and w white balls in n ¼ r þ w trials
is obtained by multiplying equation 7 by n

r

� �
to

yield:

hðr j N;R; nÞ ¼ n!

ðn� rÞ!r!
R!

ðR� rÞ!
ðN � RÞ!

ðN � R� wÞ!

ðN � nÞ!
N!

¼

R

r

 !
N � R

n� r

 !

N

n

 ! :

ð8Þ

In this derivation of the familiar hyperge-
ometric distribution, equation 8 brings out the
many parallels between random sampling with and
without replacement; above all, their common
exchangeability.

Having dealt with the ‘‘direct’’ probabilities that
arise in this connection, Jaynes (2003, ch. 6) then
turns to the inverse problem, where D ¼ (n, r) is
given (the data) and the population parameters
(N, R) are both unknown. This is a far richer
and more challenging problem than its binomial
counterpart—Bayes’s problem—since it involves
two unknown parameters. (Indeed, it may well lie
beyond the capabilities of orthodox statistics.) Here
the import of the data is inextricable from the prior
information, which may take many forms, and, in
addition, if interest centers on R or the population
proportion, R/N, N then enters as a well-named
‘‘nuisance’’ parameter, a real stumbling block for
both orthodox and likelihood methods.

The joint posterior distribution, PðN ^ R jDIÞ,
may be written using the product rule as:

PðN ^ R j DIÞ ¼ PðN j IÞpðR j N ^ IÞPðD jN ^ R ^ IÞ
PðD j IÞ :

Hence, the marginal distribution of N is given
either by

PðN j D ^ IÞ ¼
XN
R¼0

PðN ^ R j D ^ IÞ

¼ PðN j IÞ
X

PðR j NIÞPðD jN ^ R ^ IÞ
PðD j IÞ

or directly from equation 1 by
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PðN j D ^ IÞ ¼ PðN j IÞPðD jN ^ IÞ
PðD j IÞ :

Now it would be natural to assume thatD¼ (n, r)
can do no more than eliminate values of N less than
n, leaving the relative probabilities of those greater
than n unchanged. The general condition on
pðR jN ^ IÞ that the data say no more about N
than to exclude values less than n is that

PðD j N ^ IÞ ¼
XN
R¼0

PðD jN ^ R ^ IÞPðR jN ^ IÞ ¼ f ðn; rÞ

where f(r, n) may depend on the data but not on N,
or using equation 8, thatX R

r

� �
N � R

n� r

� �
PðR j N ^ IÞ ¼ f ðn; rÞ N

n

� �
:

ð9Þ
Thus, it took Bayes’s rule to ferret out this condi-
tion, one that unaided intuition would never have
discovered.

As the condition is commonly met, Jaynes (2003)
next turns his attention to the factor pðR jDNIÞ in
the joint posterior distribution of N and R,
PðN ^R jD^ IÞ ¼ pðN jD^ IÞpðR jD^N ^ IÞ. By
Bayes’s rule (equation 1),

PðR j D ^N ^ IÞ ¼ PðR j N ^ IÞPðD jN ^ R ^ IÞ
PðD j IÞ :

To begin with, assume that I0 is the state in
which nothing is known about R beyond 0 �
R � N. Then the prior is uniform over this range,
that is pðR jN ^ I0Þ ¼ 1

Nþ1
. The posterior distribu-

tion of R is then

PðR j D ^N ^ I0Þ ¼ N þ 1

nþ 1

� ��1
R

r

� �
N � R

n� r

� �
: ð10Þ

From this, it is easy to show that Jaynes’s condi-
tion, equation 9, is satisfied. For predictive pur-
poses, what is needed is the posterior mean:

hRi ¼ EðR j D ^N ^ I0Þ ¼
XN
R¼0

RPðR jD ^N ^ I0Þ:

Using equation 10, after much algebraic manip-
ulation:

hRi þ 1 ¼ ðN þ 2Þ rþ 1

nþ 2
; ð11Þ

which for large N, n, and r is close to the mode,
R0 ¼ ðN þ 1Þr=n, of equation 10. Moreover, the
expected fraction hF i of red balls left after the
sample (n, r) is

hFi ¼ hRi � r

N � n
¼ rþ 1

nþ 2
: ð11aÞ

Finally, the probability of drawing red on the
next trial, given (n, r), is obtained by averaging the
probability, (R � r)/(N � n), of drawing red from
the depleted urn against the posterior distribution:

PðR j DNI0Þ ¼
XN
R¼0

R� r

N � n

N þ 1

nþ 1

 !�1
R

r

 !
N � R

n� r

 !

¼ 1

N � n
½hRi þ 1� ðrþ 1Þ� ¼ hFi

whence

PðRnþ1 j DNI0Þ ¼ rþ 1

nþ 2
; ð11bÞ

the same result Laplace obtained for sampling with
replacement. The rediscovery of equation 11b by
Broad in 1918 and the surprise that it did not depend
onN sparked a revival of interest in the mathemati-
cal analysis of inductive reasoning by Jeffreys, John-
son, Keynes, and Ramsey.
Jaynes goes on to consider other priors for sam-

pling an urn, but the basic conclusion is already
apparent. The import of the data depends on the
prior information; the two are inextricable. Hence,
different priors may or may not lead to different
inferences from the same data.
A path to the treatment of more substantial

prior knowledge begins by imagining that this
prior information comes from a pilot study. In
the binomial case Bayes treated, a pilot sample
issuing in a successes and b failures could be pooled
with a subsequent experiment issuing in r successes
and s ¼ n � r failures to yield a posterior beta
density,

fbðq j aþ rþ 1; bþ sþ 1Þ
¼ Bðaþ rþ 1; bþ sþ 1Þ�1

qaþrð1� qÞbþs

starting from Bayes’s uniform prior, which is
fbðq j 1; 1Þ. And this is, of course, the same posteri-
or density obtained from the beta prior

fbðq j aþ 1; bþ 1Þ ¼ ðaþ bþ 1Þ!
a!b!

qað1� qÞb;
which is the posterior density obtained from the
pilot sample. (Jaynes has dubbed this property of
Bayesian inference ‘‘chain consistency.’’)
Given, therefore, r successes in n Bernoulli trials,

the posterior density, fbðq j aþ r; bþ n� rÞ, for a
beta prior, fbðq j a; bÞ, yields a posterior mean or
predictive probability of

aþ r

aþ bþ n
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and, in the case a ¼ b of a symmetric beta prior,
with mean, mode, and median all equal to 1/2, this
becomes

PðRnþ1 j n; rÞ ¼ EbðQ j aþ r; bþ n� rÞ ¼ aþ r

2aþ n

or, putting l ¼ 2a,

PðRnþ1 j n; rÞ ¼
rþ l

2

nþ l
: ð12Þ

Again, one gets a weighted average,

n
r

n
þ l

1

2

� �
=ðnþ lÞ

of the sample proportion and the prior expectation
of 1/2, the weights n/(n þ l) and l / (n þ l) reflect-
ing the relative weights of the sample information
and the prior information. (Here the separation is
clean.) Thus, one arrives at a whole new continuum
of rules of succession, which Carnap (1952) dubbed
the l – continuum. Laplace’s rule is included as the
special case l ¼ 2. Unfortunately, Carnap, who
sought the holy grail of a universally applicable
rule of succession, wrote as if one must choose a
single value of l for life, as a function of logical and
personal considerations, like risk averseness, while
the derivation from symmetric beta priors shows
that different choices of l merely correspond to
different states of prior knowledge of q, or to dif-
ferent beliefs about the uniformity of the relevant
population.
The uniqueness of the beta prior, fbðq j a; aÞ, that

corresponds to the l – rule with l ¼ 2a follows
from the uniqueness part of de Finetti’s celebrated
representation theorem. Recall, binary random
variables, X1, . . . ,Xn, are exchangeable if their joint
distribution is permutation invariant:

PðX1 ¼ e1; . . . ;Xn ¼ enÞ ¼ PðX1 ¼ esð1Þ; . . . ;Xn ¼ esðnÞÞ
for any permutation s of {1, 2, . . . , n}. An infinite
sequence X1, . . . ,Xn, . . . is exchangeable if every fi-
nite subsequence of length n is exchangeable for all
n� 1. This nails down the idea that the probability
of any finite (binary) outcome sequence depends
only on the number of 1’s it contains and not the
particular trial numbers on which they occur. This
is manifestly true of binomial outcome sequences,
as well as probability mixtures of exchangeable
sequences. De Finetti’s theorem is a strong con-
verse, affirming that every infinite exchangeable
sequence is a mixture of binomials, so that if
Sn ¼ X1 þ . . .þ Xn, then there is a unique distribu-
tion F of q such that for all n and k,

PðSn ¼ kÞ ¼
Z1
0

n

k

� �
q kð1� qÞn�k

dFðqÞ: ð13Þ

Notice, one and the same F works for all n and k.
If F is continuous (admits a density), equation 13
becomes:

PðSn ¼ kÞ ¼
Z1
0

n

k

� �
q kð1� qÞn�k

f ðqÞdq: ð13aÞ

An immediate corollary is that if PðSn ¼ kÞ
¼ 1

nþ1
for all n and k, then the uniform density,

for which

1

nþ 1
¼
Z1
0

n

k

� �
q kð1� qÞn�k

dq

holds for all n, and kmust be the only one for which
Bayes’s criterion of ignorance holds. Next, assuming
that only the trials towhich the l – rules (equation 12)
apply are exchangeable, it follows that the
corresponding beta density is the only one that yields
the l – rule, being the ‘‘mixer’’ in equation 12a. To see
this, note first that for any exchangeable sequence
satisfying equation 12, PðR1Þ ¼ PðW1Þ ¼ 1=2.

Then if, say, l ¼ 4, so that a ¼ 2, de Finetti’s
theorem affirms that for a unique distribution, F,

PðW1 6R2Þ ¼
Z1
0

qð1� qÞdFðqÞ:

But

PðW1 6R2Þ ¼ PðW1ÞPðR2 j W1Þ

¼ 1

2

Z1
0

q fbðq j 2þ 0; 2þ 1Þdq;

which simplifies to

Z1
0

qð1� qÞ fbðq j 2; 2Þdq:

An extension of this argument shows that for
any n and k, a binary exchangeable sequence of
length n and k 1’s has probability

Z1
0

q kð1� qÞn�k
fbðq j 2; 2Þdq:

Hence, the unique mixer of equation 13a can
only be fbðq j 2; 2Þ.
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For K > 2 colors, the l � rules generalize to

PðXnþ1 ¼ i j ðn1; . . . ; nKÞÞ ¼
ni þ l

K

nþ l
ð12aÞ

with ni the number of trials on which color i is
drawn and

PK
i¼1ni ¼ 1.

The corresponding prior densities—or mixers in
the extension of de Finetti’s theorem to this case—
are the symmetric Dirichlet priors:

GðKaÞ
GðaÞ pa�1

1 pa�1
2 . . . pa�1

K

where pi is the population proportion of color i andP
pi ¼ 1.
Again, this correspondence is one to one.
Exchangeability in the multicolored case means

that two outcome sequences with the same vector,
(n1, . . . ,nk), of category counts are equiprobable.
Thus, it makes no difference in which trials the
different colors are drawn. Johnson generalized
Bayes’s criterion for K ¼ 2 colors to the require-
ment that every ‘‘ordered K – partition’’ (n1, . . . ,nk)
of n is equiprobable, a much stronger condition
than exchangeability. Later, he weakened it to re-
quire that the probability of color i in trial n þ 1
depends only on ni and n, not on the frequencies
with which other colors are drawn, i.e.,

PðXnþ1 ¼ 1 jX1 ¼ i1; . . . ;Xn ¼ inÞ ¼ f ðni; nÞ: ð14Þ
He then showed that f(ni, n) is given by equation

12a, providedK> 2. Carnap rediscovered all of this
two decades later. Johnson’s derivation of equation
12a was a milestone, for it casts into sharp relief the
question of when and whether a symmetric Dirich-
let prior adequately represents one’s prior knowl-
edge of the relevant categories. Readers unfamiliar
with this material should try hard to think of con-
vincing cases in which the number of times other
categories occur does matter.

A severe limitation of the l�rules is that no finite
sample can raise the probability of a generalization
that affirms the nonemptiness of a specified
subset of the categories above zero if the popula-
tion is infinite. Hintikka and Niiniluoto (1976) dis-
covered that such confirmation becomes possible
if Johnson’s postulate (equation 14) is relaxed to
permit dependence on the number, c, of kinds or
colors observed. Their ‘‘representative function,’’
f (n0, n, c), like Johnson’s f(n0, n), is linear in n0:

f ðn0; n; cÞ ¼ mðn; cÞ n0 þ l
K

nþ K � cþ l
ð15Þ

where m(n, c) does not depend on n0 and l ¼ l(K) is
given by

l ¼ Kf ð1;K þ 1;KÞ
1� Kf ð1;K þ 1;KÞ � 1: ð15aÞ

Thus, the probability that a color whose sample
proportion is n0/n will turn up next increases with
both n0 and the number c of colors in the sample.
Indeed, the l�rules enter the new family as a

limiting case—the extreme of caution in general-
izing. They satisfy

f ð1;K � 1Þ ¼ 1þ l
K

K � 1þ l

and Hintikka and Niiniluoto show that when

f ð1;K � 1;K � 1Þ > 1þ l
K

K � 1þ l
;

all predictions of the new system are more opti-
mistic:

f ðn0; n;K � 1Þ > n0 þ l
K

nþ l
:

More to the point, the posterior probability of
the constituent, CðK�1Þ, which affirms the none-
mptiness of all but one of the possible kinds when
all of these have occurred, is greater than 0 if and
only if

f ð1; n;K � 1Þ > 1þ l
K

nþ l
¼ f ð1; nÞ

provided l is a multiple of K. More generally, they
show that when the parameters, f(0, c, c), of the
new system are chosen more ‘‘optimistically’’ than
their Carnapian counterparts, the posterior proba-
bility of the simplest constituent, C (c), compatible
with the sample approaches 1. The longer those
‘‘missing’’ kinds remain unsampled, the higher the
probability that they do not exist.
This result, though qualitative, was an important

clue to Rosenkrantz’s Bayesian account of simplici-
ty (Rosenkrantz 1977, Chap. 5), which says, rough-
ly, that simpler theories are prized not because they
are more probable a priori but because they are
more confirmable by conforming data.A simpler the-
ory is one that ‘‘fits’’ a smaller proportion of the
possible outcomes of a relevant class of experiments
or imposes stronger constraints on phenomena. If a
theory T2 effectively accommodates all of the possi-
bilities that T1 accommodates, along with many
others besides, as with an ellipse of positive eccen-
tricity (a proper ellipse) versus a circle, or a proper
quadratic versus a linear polynomial, then T1

is more strongly confirmed than a theory T2 if
what is observed is among the values or states of
affairs allowed by T1. Any account of simplicity
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and confirmation that failed to deliver this result
would be a nonstarter. The main arguments Coper-
nicus marshaled on behalf of heliocentrism nicely
illustrate this Bayesian rationale (Rosenkrantz
1977, Chap. 7). But, of course, a simpler theory
may be perceived as ‘‘too simple by half,’’ as im-
plausible—depending on the background knowl-
edge. Few, if any, of Mendel’s contemporaries
would have credited (or did credit) his theory that
inheritance is particulate and governed by simple
combinatorial rules, much less Darwin’s suggestion
that all living species evolved from a single ances-
tral form.
There are other ways of modifying the Johnson-

Carnap system. Exchangeable models often arise
when the considered individuals are indiscernible,
like electrons or copies of the same gene. By treat-
ing the categories as interchangeable, one arrives at
a stronger concept, partition exchangeability,
which requires the joint probability distribution of
X1, . . . ,Xn to be invariant under both permutations
of the indices (the trial numbers) and the category
indices, 1, 2, . . . ,K. For example, for a die (K ¼ 6),
the probability of an outcome sequence of n flips
would then depend only on the ‘‘frequencies of the
frequencies,’’ that is, on the ar ¼ the numb-
er of category counts, ni, equal to r, so that, for
example, the sequences 1,6,2,2,4,3,2,1,4,6 and
4,6,3,3,5,2,3,4,5,6 get the same probability, since
they have the same partition vector:

ða0; a1; . . . ; aKÞ ¼ ð1; 1; 3; 1; 0; . . . ; 0Þ
with a4¼ a5¼ . . . ¼ 0. Thus, one face is missing (a0¼
0), one face turns up just once, three turn up twice,
and one thrice, and which faces have these frequen-
cies is immaterial. Notice, this definition would
apply just as well if the number of possible cate-
gories were infinite or even indefinite (in which case
a0 is omitted).
Turing seems to have been the first to emphasize

the relevance of these ‘‘abundancies,’’ and after
World War II, his statistical assistant, Good, pub-
lished papers fleshing out this idea (see Good 1965,
Chap. 8; Turing, Alan). If many kinds occur with
roughly equal frequencies in a large sample with
none predominant, then it seems likely that the
relevant population contains many kinds (e.g., spe-
cies of beetles), and one would expect to discover
new ones. From this point of view, the relaxation of
Johnson’s postulate advanced by Hintikka and
Niiniluoto was but a first step in limiting consider-
ation to a0 (through c ¼ n � a0), the first abun-
dance (Zabell 1992, 218). ‘‘Ultimately,’’ Zabell
writes, ‘‘it is only partition exchangeability that
captures the notion of complete ignorance about

categories; any further restriction on a probability
beyond that of category symmetry necessarily
involves some assumption about the categories’’
(ibid.).

Zabell (1997) developed an imposing new system
of inductive logic on this basis, in which the predic-
tive probability of observing a species that has
occurred ni times in a sample of n depends only
on ni and n, as in Johnson and Carnap, but, in
addition, the probability of observing a new species
depends only on n and the number c of species
instantiated in that sample, as in Hintikka and
Niiniluoto. In addition, the trials are assumed to
form an infinite exchangeable partition.

It would seem that these developments are far
from Bayes and Price. However, in his appendix
to Bayes’s Essay, Price invited consideration of a
die of an indeterminate number of sides; and de
Morgan, an ardent Laplacian, also wrestled with
the open-ended case where the possible species are
not known in advance (Zabell 1992, 208–210). De
Morgan constructed a simple urn model in which
a ball is drawn at random from an urn containing
a black ‘‘mutator’’ and t other balls of distinct
colors and then replaced together with a ball of a
new color if black is drawn and a ball of the same
color otherwise. This led him to a rule of succession
that may be considered an ancestral form of
Zabell’s rule. Finally, the results comprising
Laplace’s justification of induction were extended
from Bernoulli sequences to exchangeable sequenc-
es by de Finetti ([1937] 1964, Chap. 3; [1938] 1980,
195–197).

Minimal Belief Change

Knowing nothing whatever about the horses in a
three-way race, one’s state of knowledge is un-
changed by relabeling the entries. Hence, mere con-
sistency demands that equal probabilities be
assigned a given entry in these equivalent states,
and the only distribution of probabilities invariant
under all permutations of the horses’ numbers or
labels is, of course, the uniform distribution. In this
manner, Jaynes (2003) has reinvented Laplace’s
hoary principle of indifference between events or
‘‘possibilities’’ as one of indifference (or equiva-
lence) between problems. Namely, in two equiva-
lent formulations of a problem, one must assign a
given proposition the same probability. And two
versions of a problem that fill in details left unspec-
ified in the statement of the problem are ipso facto
equivalent (Jaynes 1983, 144).

Suppose, next, that one of the entries is scratched.
Provided no further information is supplied, it
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would be quite arbitrary to change one’s relative
odds on the remaining entries. If one’s initial prob-
abilities were p1, p2, and p3, and horse 3 (H3) drops
out, the revised probabilities

P1

P1 þ P2

P2

P1 þ P2

0

are merely the initial ones renormalized. One’s par-
tial beliefs undergo the minimal change dictated by
the new information.

Suppose, instead, that one learns the relative
frequency with which horse 2 (H2) finished ahead
of horse 1 (H1) in a large sample of past races both
entered. If nothing further is learned, one should be
led to a constraint of the form

P2 ¼ rP1 ð�Þ
with r > 0. Call r ¼ o(H2 :H1) the revealed odds for
H2 versusH1, whereHi is the proposition that horse
i will win tonight’s race. Frequentists and Bayesians
would agree, presumably, up to this point.

The question now is this: How should one revise
one’s probabilities on H1 given (�)? Notice, one
cannot conditionalize on (�), for one cannot assign
(�) probabilities conditional on H1. Still, one can
hew to the principle of moving the prior ‘‘just
enough’’ to satisfy (�). So the question becomes:
What effect should (�) have on H3?

Intuitions about this are somewhat conflicted.
One might think that merely shifting the relative
probabilities of H1 and H2 should have no bearing
on H3. But what if r ¼ 1010, whose effect would be
to virtually eliminate H1? Eliminating H1 would
increase the probabilities of the other two horses
by mere renormalization, and by the same factor. A
continuity argument then applies to say that P(H3)
should increase whatever the value of r, approach-
ing its maximum increase as r ! 1. At the same
time, one feels that P(H3) should not increase by as
much as P(H2) when r > 1. That is about as far as
unaided intuition can take one; it cannot quantify
these qualitative relations.

Given conflicting intuitions, the only rational
recourse is to seek compelling general principles
capable of at least narrowing the range of choices.
Such a narrowing is achieved in an interesting paper
by van Fraassen, Hughes, and Harman (1986).

Rewrite the initial probability vector, (P1, P2,
P3), as (1, S, T ), where S ¼ P2:P1 and t ¼ P3:P1

are the initial odds on H2 and H3 against H1. Then
P1 ¼ 1=ð1þ SþTÞ, p2 ¼ S=ð1þ SþTÞ, and P3 ¼
T=ð1 þ S þ TÞ. Clearly, the initial odds should not
be altered if R ¼ S, merely reinforcing the bettor’s
initial odds. Writing the updated odds vector
as (1, R, g(S, R, T )), van Fraassen et al. (1986)

developed an argument that entails g(S, R, T) ¼ Tg
(S, R). Thus, the updating assumes the form

ð1;S;TÞ ! ð1;R;TgðS;RÞÞ:
Next, van Fraassen et al. (1986) laid down a

number of conditions on g:

(i) g(S, R) ¼ 1 if R ¼ S;
(ii) g(S,R) is continuous and limr¼1g(s, r)¼ r=s;
(iii) g should satisfy the functional equation,

S
R
g(S, R) ¼ gð1

S
; 1
R
Þ.

To arrive at (iii), they ask what difference would
it make if one’s research had disclosed PðH1Þ ¼
rPðH2Þ instead of the other way around? ‘‘Really
none,’’ they answer. ‘‘It is the same problem as
before,’’ just as if the hypotheses have been rela-
beled (458). This is just Jaynes’s principle. If the
relabeling is carried out consistently, then the prob-
abilities of H3 in these two equivalent versions are:

TgðS;RÞ
1þ Rþ TgðS;RÞ and

T
S
gð1

S
; 1
R
Þ

1þ 1
R
þ T

S
gð1

S
; 1
R
Þ

since the initial and updated odds are now 1/s and
1/r forH2 overH1 and t/s forH3 overH1.After a little
simple algebra, equating these two expressions for
P(H3) then yields the functional equation of (iii).
Van Fraassen et al. (1986) introduce three rules

that satisfy their conditions, whose representative
functions are:

MUD : gðS;RÞ ¼ maxð1; r=sÞ;

MRE : gðS;RÞ ¼ R

S

� � R
Rþ1

; and

MTP : gðS;RÞ ¼ 1þ R

1þ ffiffiffiffiffiffiffi
RS

p
� �2

:

It is easy to verify that (i)–(iii) hold for all three
rules. MRE makes the probability ofH3 grow at an
intermediate rate: faster than MTP but slower than
MUD. The burden of van Fraassen et al. (1986) is
to argue that (i)–(iii) exhaust ‘‘the symmetries of
the problem,’’ hence the conditions one can reason-
ably impose; and since these three rules all meet
their conditions, ‘‘the problem does not admit a
unique solution’’ (453). They further support this
conclusion with two sorts of empirical comparison
and find that MRE ‘‘is not the best on either
count’’ (453).
Their argument is quite persuasive. But is the

discouraging conclusion they draw inescapable?
The first thing one notices about MTP is that it is
the special case, m ¼ 2, of a continuum of rules:
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gmðs; rÞ ¼
1þ r2=m

1þ ðrsÞ1=m
 !m

with m > 0 (real), all of which satisfy (i)–(iii). By
parity of reasoning, van Fraassen et al. (1986) must
concede that all of these rules are on an equal
footing with MTP, MRE, and MUD, or any others
satisfying (i)–(iii). Now it is easy to see that
gmðS;RÞ ! 1 as m ! 1. Thus, the ‘‘flat rule,’’

ð1;S;TÞ ! ð1;R;TÞ
which leaves the probability of H3 unchanged,
is obtained as a limiting case of MTP. Recall,
however, that the flat rule is the very one that van
Fraassen et al. (1986) ruled out on grounds of
continuity. Hence, one may exclude MTP on the
very same grounds.
Consider, next, the case R < S where the initial

odds, S ¼ oðH2 : H1Þ, overshoot the revealed odds.
In this case, MUD produces

ð1;S;TÞ ! ð1;R;TÞ
leaving the odds, oðH3 : H1Þ, unchanged, even
when R < 1. Again, when S ¼ T < R, MUD yields:

ð1;S;TÞ ! ð1;R;RÞ
which raises the odds on H3 against H1 as much
as H2 does. This, too, represents extreme inductive
behavior. MRE approaches this result as the limit
of r ! 1.
The constraint (�) is a very special case of a

linear constraint,
P

akPk ¼ 0, or its continuous
counterpart. Let an abstract rule of belief change
operate on such a constraint, C, and a predistribu-
tion, P	, to produce a postdistribution, P ¼ P	∘C.
As linear constraints are satisfied by mixtures,

aPþ ð1� aÞR, of distributions P and R that satisfy
them, one can best view the constraint C as a
convex set of distributions. Members of this set
will be called ‘‘class-C ’’ distributions.
Next, impose conditions on such a rule all of

which can be interpreted as saying that two ways
of doing a calculation must agree. The conditions
are that the results should (1) be unique; (2) not
depend on one’s choice of a coordinate system; (3)
preserve independence in the prior when the con-
straint implies no dependence; and (4) yield the
same conditional distribution on a subset whether
one applies the relevant constraint to the prior on
that subset or condition the postdistribution of the
entire system to that subset.
Shore and Johnson (1980) show that the one and

only rule that satisfies these broader consistency
conditions goes by minimizing the deviation from

P	 among all class-C distributions, with the devia-
tion between distributions P and Q given by the
cross entropy:

HðP;QÞ ¼
X

pi lnðpi=qiÞ: ð16Þ

Applied to the horse race problem, this rule of
minimizing cross entropy (MINXENT ) becomes
MRE. Using the inequality, ln x � x� 1, with eq-
uality if andonly ifx¼ 1, one shows thatH(P,Q)� 0
with equality if and only if P ¼ Q. Then using the
convexity of gðxÞ ¼ x ln x, one shows that H(P,Q)
is convex in its first argument:

HðaPþ ð1� aÞR;QÞ � aHðP;QÞ þ ð1� aÞHðR;QÞ
ð17Þ

with strict inequality if P 6¼ R and 0 < a < 1.
Now suppose there are distinct class-C distribu-

tions P, R, which both minimize the distance to Q.
Then:

HðP;QÞ ¼ HðR;QÞ ¼ aHðP;QÞ
þð1� aÞHðR;QÞ > HðaPþ ð1� aÞR;QÞ

by convexity. Thus, the a � mixture of P and R has
a smaller deviation from Q than either P or R. This
contradiction establishes uniqueness. Moreover, a
‘‘nearest’’ distribution to P	 among class-C dis-
tributions exists, provided C is closed under limits.
Notice, too, that any belief rule that goes by mini-
mizing a function, I(x, y), satisfying I(x, y)� 0 with
equality if and only if x ¼ y will have the redundan-
cy property: P ^ C ¼ P if P 2 C (i.e., if P already
satisfies the constraint).

Minimizing cross entropy with respect to a
uniform distribution,

HðP;UÞ ¼
X

Pi lnðPi=n
�1Þ ¼

X
Pi ln Pi þ ln n

is equivalent to maximizing the (Shannon) entropy,

HðPÞ ¼ �
X

Pi ln Pi ð18Þ
a measure of the uncertainty embodied in the dis-
tribution P. The rule of maximizing the entropy
(MAXENT ), as mentioned in the introductory
remarks, has also vastly expanded the arsenal of
Bayesian statistics and modeling. To illustrate the
third axiom governing independence, consider the
alternative rule that goes by minimizing the repeat
rate (RR),

P
P2
i .

Like entropy, it is a continuous function of
P1 that assumes its extreme values of 1/n and 1 at
the extremes of uniformity and concentration.
The RR is often considered a good approximation
to (negative) entropy, and Table 2 shows how
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closely the distribution of a die of mean 4 obtained
by minimizing

P
p2i approximates the maxent

distribution obtained by maximizing the entropy.
A superficial examination might lead one to

suppose that the RR rule performs about as well
as MAXENT, just as van Fraassen et al. (1986)
concluded that their rules performed as well as
MINXENT. However, it can be shown that RR is
inconsistent.

Consider, too, the more general family of rules
that minimize a Csiszar divergence:

Hf ðP;QÞ ¼
X

qi f ð pi=qiÞ

with f being a convex function. This family includes
MINXENTas the special case f ðxÞ ¼ x ln x, as well
as the chi-squared rule that minimizes

P ð pi�qiÞ2
qi

,
given by f ðxÞ ¼ ðx� 1Þ2.

There is much at stake here for Bayesian subjec-
tivists, who wish to deny that prior information can
ever single out one distribution of probabilities
as uniquely reasonable. But if one grants that
MINXENT is a uniquely reasonable way of mod-
ifying an initial distribution in the light of linear
constraints, then its special case, MAXENT,
singles out a prior satisfying given mean value
constraints as uniquely reasonable. Alive to this
threat, subjectivists have denied any special status
to MINXENT or MAXENT, as in the paper by
van Fraassen et al. (1986).

The upshot of Shore and Johnson’s derivation is
to validate Jaynes’s 1957 conjecture that ‘‘deduc-
tions made from any other information measure
will eventually lead to contradictions’’ (Jaynes
1983, 9). It places MINXENT on a par with Bayes-
ian conditionalization, given Cox’s demonstration
that there is no other consistent way to update a
discrete prior. In addition, MINXENT yields
Bayes’s rule as a special case (Williams 1980).

MAXENT also has a frequency connection
(Jaynes 1983, 51–52). Of the kN outcome sequences
of N trials, the number that yields category counts
(n1, . . . ,nk) with

P
ni ¼ N is given by the multino-

mial coefficient:

W ¼ N!

n1! . . . nk!
:

Using Stirling’s approximation to the factorial,
one easily proves that

N�1 ln W ! Hð f1; . . . ; fkÞ: ð19Þ
Hence, the MAXENT distribution is realized by

the most outcomes. In fact, the peak is enormously
sharp. Just how sharp is quantified by Jaynes’s con-
centration theorem (1983, 322), which allows one to
compute the fraction of possible outcome sequences
whose category frequencies, fi, have entropy in the
range Hmax � DH � Hð f1; . . . ; fkÞ � Hmax, where
Hmax is the entropy of the maxent distribution.

Representing Prior Knowledge

A crucial part of the answer Efron (1986) offers
to his question ‘‘Why isn’t everyone a Bayesian?’’
is: ‘‘Frequentists have seized the high ground of
objectivity.’’ Orthodoxy has deemed the prior
probability inputs needed for Bayesian inference
as of no interest for science unless they are ground-
ed in frequency data. Bayesian objectivists partially
agree, as when Jaynes writes (1983, 117):

Nevertheless, the author must agree with the conclusi-
ons of orthodox statisticians that the notion of personal
probability belongs to the field of psychology and has no
place in applied statistics. Or, to state the matter more
constructively, objectivity requires that a statistical anal-
ysis should make use, not of anybody’s personal opi-
nions, but rather the specific factual data on which those
opinions are based.

But that ‘‘factual data’’ need not be frequency
data. It might comprise empirically given distribu-
tional constraints or the role a parameter plays in
the data distribution. At any rate, it is clear that if
the much-heralded ‘‘Bayesian revolution’’ is ever to
reach fulfillment, the stain of subjectivism must be
removed. For the attempts of Bayesian subjecti-
vists to sweeten the pill are themselves rather hard
to swallow.
The first coat of sugar is to draw a distinction

between the ‘‘public’’ aspect of data analysis, the
data distribution, f ðx j yÞ, and the ‘‘personal’’ ele-
ment, viz., the investigator’s beliefs about y before
sampling (Edwards, Lindman, and Savage 1965,
526). Subjectivism differs from orthodox statistics,
in this view, only in its wish to formally incorporate
prior beliefs into the final appraisal of the evidence.
But, it is not always possible to cleanly separate the
import of the data from one’s prior beliefs. Infer-
ences about a population mean are colored by
one’s beliefs about the population variance. Even
Bayesians who sail under the flag of subjectivism
routinely handle such so-called nuisance parameters

Table 2 Maximum entropy and repeat rate

1 2 3 4 5 6

Maxent .103 .123 .146 .174 .207 .247

Repeat rate .095 .124 .152 .181 .209 .238
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by integrating them out of a joint posterior density,
using either a prior chosen to represent sparse prior
knowledge or one that is minimally informative
about the parameter(s) of interest. (Priors based
on these two principles usually turn out to be the
same or nearly so.) Non-Bayesians, eschewing the
formal inclusion of prior information, have no
resources for dealing with the problem of nuisance
parameters (Royall 1997, Chap. 7), and certainly
not a single resource that has won anything like
universal acceptance.
The second coat of sugar is the claim that appli-

cation of Bayes’s rule to the accumulating data will
bring initially divergent opinions into near coinci-
dence. ‘‘This approximate merging of initially di-
vergent opinions is, we think, one reason why
empirical research is called ‘objective’’’ (Edwards
et al. 1965, 523). Opinions will converge, however,
only if the parties at variance, Abe and Babe, share
the same prior information. For their posterior
probabilities satisfy

PðH j D ^ IÞ ¼ PðH j IÞPðD jH ^ IÞ
PðD j IÞ

with I ¼ IA for Abe and I¼ IB for Babe, and if, as
often happens, IA 6¼ IB, it does not follow that

jPðH j D ^ IAÞ � PðH j D ^ IBj < j PðH j IAÞ � PðH j IBÞ j :

Given the dependence of evidential import on
prior opinion, one instantly senses trolls lurking
under this placid surface.
Jaynes (2003, Sec. 5.3) reveals their presence. He

notes that opinions may diverge when the parties
distrust each other’s sources of information (which
he sees as a major cause of ‘‘polarization’’)—e.g.,
let H be the proposition that a drug is safe, and
D that a well-known pundit has pronounced it
unsafe. Abe considers the pundit reliable, Babe
considers him a fraud. Both assign PðD j �HÞ ¼ 1
but differ in their likelihoods: PðD jHIAÞ ¼ 0:99
and PðD jHIBÞ ¼ 0:01: Hence, if both assign H a
fairly high prior probability, say, 0.9, their posteri-
or probabilities of 0.899 and 0.083 are now far
apart instead of identical.
More surprising is that Abe and Babe may di-

verge even when they are in total agreement about
the pundit’s reliability, assigning PðD jH ^ IAÞ ¼
PðD jH ^ IBÞ ¼ a and PðD jH ^ IAÞ ¼ PðD j
H ^ IBÞ ¼ b.
Given priors of x ¼ PðH j IAÞ and y ¼ PðH j IBÞ,

their posterior probabilities are:

PðH j D ^ IAÞ ¼ ax

axþ bð1� xÞ and

PðH j D ^ IBÞ ¼ ay

ayþ bð1� yÞ :

The necessary and sufficient condition for diver-
gence works out to be

ab > ½axþ bð1� xÞ�½ayþ bð1� yÞ�;
which is easily satisfiable, by a ¼ 1/4, b ¼ 3/4, x ¼
7/8, and y ¼ 1/3. Thus opinions may be driven
further apart even when the parties place the same
construction on the evidence.

Subjectivists view probabilities as partial beliefs
to be elicited by introspection or betting behavior,
but they require that they be ‘‘coherent’’ (i.e., con-
sistent with the probability calculus). But if the
subjectivist theory ‘‘is just a theory of consistency,
plain and simple’’ (Zabell 1997, 365), how can sub-
jectivists consistently disavow Jaynes’s principle of
equivalence or the consistency requirement that
two calculations permitted by the rules must agree?
The former underwrites the derivation of unin-
formed and the latter that of informed probability
distributions, be theyprior distributions or sampling
distributions.

Thus, MAXENT, which derives from the latter
requirement, leads to informed priors when the
prior information takes the form of empirically
given distributional constraints. On one hand, this
can lead to consensus priors for experts who agree
on those constraints, or, at worst, to a narrowing of
the field and a clearer identification of the remain-
ing areas of disagreement. On the other hand, the
empirical success of many of the most ubiquitous
probability models, like exponential decay or the
normal (Gaussian) law of errors, is best explained
by their derivation as maxent distributions satisfy-
ing commonly given constraints (see Jaynes 2003,
Sec. 7.6). Arguably, this far better explains why
empirical research is called objective.

Given scanty prior information, all but the
most extreme subjectivists concede that some pro-
bability distributions are less faithful representa-
tions of that state than others. However, they insist
that the ‘‘empty state’’ of knowledge is an illusory
abstraction devoid of meaning (Lindley 1965, 18).

What lies behind this is the belief that earlier
attempts to represent ‘‘total ignorance’’ all founder
on the alleged ‘‘arbitrariness of parameterization’’
(see Hald 1998, sec. 15.6, for the tangled history
of this objection, as well as Zabell 1988, esp. Sec.
6). For example, suppose one assigns a uniform
distribution to the volume (V ) of a liquid known
to lie between only 1 and 2, but then, being equally
ignorant of D ¼ V�1, one assigns it a uniform
density on the corresponding interval ½ 1

2
; 1�. Since
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equal intervals of V, like ½1; 3
2
� and [ 3

2
; 1�, corre-

spond to unequal intervals of D, namely, ½ 1
2
; 2
3
�

and ½ 2
3
; 1�, there is a contradiction.

But as Jeffreys first pointed out, a log-uniform
distribution of V with density

pðV ÞdV ¼ V�1

is the same distribution of Vk, for any power of V.
For V is log-uniformly distributed in [a,b], so that

Pðc � V � dÞ ¼ ln d � ln c

ln b� ln a

if and only if lnV is uniformly distributed in [ln a,
ln b], whence the term ‘‘log-uniform,’’ and then
lnVk ¼ k ln V is uniformly distributed in ½k ln a;
k ln b� ¼ ½ln ak; ln bk�, so that Vk is log-uniformly
distributed in [ak, bk]. Jaynes provided the justifica-
tion Jeffreys only hinted at by noting that a log-
uniform distribution is the only one invariant
under changes of scale, while the uniform distribu-
tion is the only one that is translation invariant
(Jaynes 1983, 126). Therefore, if all one knows
about m and y is that m is a location parameter and
y a scale parameter of the data distribution,
f ðx j m; yÞ, which means that the latter can be
expressed in the form

f ðx j m; yÞ ¼ h
x� m
y

� �
:

Thenmere consistency forces one to assign both m
and lny a uniform density on (�1,1). In practice,
of course, one does know the (albeit vague) limits
between which they lie, and so, in cases where the
data are also scanty and it matters, one truncates
these improper uniform densities to make them
proper. Indeed, Jaynes recommends that Bayesians
make a habit of such truncation as a kind of safety
device (2003, 487).

For teaching purposes, however, nothing can
match the mathematical simplicity of the improper
Jeffreys priors that lead in a few lines of routine
calculation to a joint posterior density, pðm; y jDIÞ,
of the mean and variance of a normal populat-
ion given a random sample (Lindley 1965, Sec.
5.4). Then by ‘‘marginalization,’’ i.e., integrating
with respect to y, one is led to the posterior density
of the mean (and, similarly, to one for the vari-
ance). The orthodox (‘‘sampling theory’’) approach
arrives, though much more laboriously, at interval
estimates for m that are numerically indistinguish-
able from their Bayesian counterparts owing to the
mathematical quirk that the nuisance parameter
can (in this special case of sampling a normal
population) be eliminated (see de Groot 1986,
Secs. 7.3–7.4). The same numerical agreement

obtains for Bayesian ‘‘credence intervals’’ and or-
thodox ‘‘confidence intervals’’ of a binomial p,
despite their radically different interpretation
(Jaynes 1983, 170–171). Hence, orthodox acolytes
of ‘‘performance characteristics’’ are hardly in a
position to reject these Bayesian solutions on
grounds of their inferior performance. Indeed, use
of the Jeffreys priors realizes R. A. Fisher’s ideal of
‘‘allowing the data to speak for themselves.’’
The Bayesian solution extends to the two-sample

problem (Lindley 1965, Secs. 6.3–6.4), but the or-
thodox solution extends only if the two variances
are known or are known to be equal. Behrens and
Fisher gave a solution for the case where the two
variances are known to be unequal that has never
found widespread acceptance in the orthodox com-
munity but that follows rather easily from Bayes’s
rule. Moreover, in a definitive Bayesian treatment
of this whole nexus of problems, Bretthorst smooth-
ly extends the orthodox solutions of these two cases
(variances known to be equal, known to be unequal)
to a weighted average of their corresponding poste-
rior densities, the weights being, of course, the re-
spective posterior probabilities of being in each case
(Bretthorst, 1993). Hence, a continuity argument
comes into play here as well.
This ‘‘Bayes equivalence’’ of orthodox methods

fails, however, whenever the latter are not based on
sufficient statistics, functions of the data that yield
the same posterior probability as the raw data
(Lindley 1965, Sec. 5.5; de Groot 1986, Sec. 6.7).
Such orthodox solutions become unavoidable when
the given data distribution admits no nontrivial
sufficient statistics, as in the famous example of
the Cauchy distribution.In such cases, Bayes’s rule
(equation 1) will automatically pick the best interval
estimate of a parameter for the sample actually
observed, while the orthodox statistician must aver-
age over all samples that might be observed. The
result is that the confidence coefficients attached to
orthodox interval estimates are systematically mis-
leading, and one will be able to define ‘‘good’’ and
‘‘bad’’ classes of samples in which the actual proba-
bility of including the true value of the parameter is
better or worse than indicated (see Jaynes 1983,
Chap. 9, examples 5, 6; Jaynes 2003, Sec. 17.1).
There is also pathology here. One may view

orthodox methods—confidence intervals, unbi-
ased estimators, chi-squared goodness-of-fit tests,
etc.—as assorted ad hoc approximations to their
Bayesian counterparts, joined by no unifying theo-
retical thread. When the approximation is satis-
factory, one may expect the orthodox solution to
perform about as well as the Bayesian, but where
it is not satisfactory, orthodox solutions either
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fail to exist or yield absurd results. For examples,
see Jaynes (1983, Chap. 9; 2003, Chap. 17). Neces-
sary conditions under which orthodox solutions will
closely approximate Bayes solutions are: (i) that
they be based on sufficient statistics, (ii) that no
nuisance parameters enter, and (iii) that prior
information be sparse.
One could sum up the salient differences between

the two approaches as follows. First, Bayesian
methods solve the standard problems of statistics
more simply, for they avoid the (often difficult)
steps of choosing a suitable statistic (as test statistic
or estimator) and finding its sampling distribution
(or an approximation to it). Second, Bayesians are
able to pose and solve problems involving nuisance
parameters that lie wholly beyond the reach of
orthodox theory. Above all, MINXENT and
MAXENT have enormously expanded the powers
of statistical inference and probability modeling.
Third, Bayesianism offers a unified approach to
all the problems of scientific method, inference,
and decision. In particular, in place of an assort-
ment of ad hocs, it offers a unified approach to the
‘‘modeler’s dilemma’’ of deciding when the im-
proved accuracy that normally accompanies a
complication of theory is enough to compensate
for the loss of simplicity.
All of these virtues are characteristic of any alleg-

ed new paradigm in the process of supplanting an
old and entrenched theory in those upheavals
termed ‘‘scientific revolutions’’ (see Kuhn, Thomas;
Scientific Revolutions). By viewing orthodox solu-
tions as approximate Bayes solutions, the Bayesian
approach is also able to delineate the conditions of
their validity—another very characteristic feature
of a new paradigm.
There is yet another arena in which the mettle of

Bayesianism canbe tested, for, likeMAXENT, sym-
metry has empirical implications when it is made to
yield a data distribution. By utilizing this connection
to the real world, two more stock objections to
Laplace’s principle of indifference are transformed
into further triumphs of Jaynes’s principle.
Naive application of Laplace’s principle leads

one to assign equal probabilities to the hypotheses,
hj, that j is the first significant digit in a table of
numerical data, like the areas of the world’s largest
islands or lakes. But empirical investigation reveals
that the probabilities decrease from j ¼ 1 to j ¼ 9.
Nothing was said about the scale units, how-
ever, and the implied scale invariance leads to a
log-uniform distribution:

pj ¼ PðhjÞ ¼ log10ð j þ 1Þ � log10 j ¼ log10ð1þ j�1Þ
ð20Þ

where j ¼ 1, 2,. . . ,9. Thus, P1 ¼ log102¼ 0:301,
P2¼ log103�0:301¼ 0:176 ,P9¼ 1� log109¼ 0:046.

Benford discovered this now-famous ‘‘law of first
digits’’ in 1938 but failed to explain it. Its derivation
as the unique scale-invariant distribution explains
why it works for ratio-scaled data, but Benford
found that it also works for populations of towns
or for street addresses. The explanation lies in Hill’s
recent discovery that ‘‘base invariance implies
Benford’s law’’ (Hill 1995). That is, equation 20 is
the only distribution invariant under change of the
base b > 1 of the number system employed. Any
other distribution would yield different frequencies
when the scale or base is changed. Hill even derives
a far-reaching generalization of equation 20 that
applies to blocks of d > 1 digits, hence, by margin-
alization, to 2nd, 3rd, . . . , as well as to first digits.
About this example one may ask: What is the rele-
vant ‘‘chance mechanism’’ that produces equation
20? What frequency data have led to it?

Bertrand’s chord paradox asks for the probabili-
ty that a ‘‘random chord’’ of a circle of radius R
will exceed the side, s ¼ ffiffiffi

3
p

R, of the inscribed
equilateral triangle. Depending on how one defines
a random chord, different answers result, and
Bertrand himself seems to have attached no greater
significance to the example than that ‘‘la question
est mal posée.’’ Jaynes, however, has given the prob-
lem a physical embodiment in which broomstraws
are dropped onto a circular target from a height
great enough to preclude skill. Nothing having
been said about the exact size and location of the
circle, the implied translation and scale invariance
uniquely determine a density:

f ðr; yÞ ¼ 1

2prR
ð21Þ

for the center (r, y) of the chord in polar coordi-
nates. And with L ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 � r2

p
the length of a

chord whose center is at ðr; yÞ, the relative length
x ¼ L=2R of a chord has the induced density

pðxÞdx ¼ xffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p : ð21aÞ

Finally, since L ¼ ffiffiffi
3

p
R is the side length of the

inscribed triangle, the probability sought is:

Z1
ffiffi
3

p
=2

pðxÞdx ¼ 1

2

Z1=4
0

u�1=2du ¼ 1

2

with u ¼ 1� x2.
All of these predictions of equation 21 can be put

to the test (see Jaynes 1983, 143, for one such test
and its outcome). In particular, equation 21 shows
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to which ‘‘hypothesis space’’ a uniform distribution
should be assigned in order to get an empirically
correct result, namely, to the linear distance between
the centers of chord and circle. There is no claim,
however, to be able to derive empirically correct
distributions a priori, much less to conjure them
out of ‘‘ignorance.’’ All that has been shown is that
any other distribution must violate one of the posit-
ed invariances. If, for example, the target circle is
slightly displaced in the grid of lines determined by a
rain of broomstraws, then the proportion of ‘‘hits’’
predicted by that distribution will be different for
the two circles. But if, as Jaynes argues (1983, 142),
the straws are tossed in a manner that precludes
even the skill needed to make them fall across the
circle, then, surely, the thrower will lack the micro-
scopic control needed to produce different distri-
butions on two circles that differ slightly in size or
location. Hence, one is tempted to view equation 21
as the ‘‘objective’’ distribution for this experiment.

Have these arguments then answered all of the
arguments mounted against the possibility of objec-
tively representing information or states of knowl-
edge in the language of probability? The method
indicated, group invariance, applies as readily to
data distributions, as in the last two examples, as to
prior distributions. (And, as Jaynes remarks, ‘‘One
man’s data distribution is another man’s prior.’’)

Attention has been focused on invariance under a
suitable groupof transformations to the exclusion of
all the many other approaches because this method
is, in Jaynes’s formulation of it, so closely tied to the
consistency principle that ‘‘in two situations where
we have the same state of knowledge, wemust assign
the same probabilities.’’ This requirement may be
said to underwrite all sound applications of symme-
try to probability, answering, in effect, the main
question addressed in Zabell (1988). Exactly those
symmetry arguments are sound that rest on Jaynes’s
reinvented principle of indifference.

When the empirical probability distributions
such symmetry arguments yield prove inaccurate,
that may be taken as indication that some
symmetry-breaking element is at work, just as
the failure of aMAXENT distribution indicates the
presence of some additional constraint forcing
the data into a proper subset of the otherwise
allowed possibility space. Hence, Jaynes concludes
(2003, 326), ‘‘We learn most when our predictions
fail,’’ a theme also emphasized by Jeffreys. But to
learn from our mistakes, we need to be sure that
those failures are not mere artifacts of poor induc-
tive reasoning; hence, the relevant inferences ‘‘must
be our best inferences, which make full use of all
the knowledge we have.’’

In conclusion, mention must be made of a nest of
paradoxes of continuous probability, which, accor-
ding to Jaynes, are mass-produced in accordance
with the following simple prescription:

1. Start with a mathematically well defined pro-
blem involving a finite set or a discrete or
normalizable distribution, where the correct
solution is evident.

2. Pass to a limit without specifying how that
limit is approached.

3. Ask a question whose answer depends on
how that limit is approached.

He adds that ‘‘as long as we look only at the
limit, and not the limiting process, the source of the
error is concealed from view’’ (485). Under this
head, Jaynes defuses the nonconglomerability
paradoxes, the Borel-Kolmogorov paradox (for
which see de Groot 1986, Sec. 3.10), and the mar-
ginalization paradoxes of Dawid, Stone, and Zidek
aimed at discrediting improper priors. Jaynes pro-
poses to block all such paradoxes, which have more
to do with the ambiguities surrounding continuous
probability than with prior distributions per se, by
adopting a ‘‘finite sets policy’’ in which probabilities
on infinite sets are introduced only as well-defined
limits of probabilities on finite sets.
There has been discussion of alternative

approaches to representing prior states of partial
knowledge—what Jaynes has called ‘‘that great
neglected half of probability theory.’’ It might
also be called the new epistemology. Notable con-
tributors, apart from Jeffreys and Jaynes, include
Box and Tiao, Bernardo, Novick, and Hall, and
Lindley, Hartigan, and Zellner (see Zellner and
Min 1993). Apart from the satisfaction of seeing
that various approaches all lead, in many cases, to
the same prior, like the Jeffreys log-uniform prior,
one may expect the different methods to generalize
in different ways when applied to harder, multi-
parameter problems. In any case, further work
along these lines will undoubtedly contribute im-
portantly to attempts to model expert opinion and
heuristic reasoning in artificial intelligence or to
arrive at consensus priors for policy decisions.

ROGER Rosenkrantz
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BEHAVIORISM

Behaviorism is regarded properly as a formal ap-
proach to psychology. The first to articulate sys-
tematically the tenets of the behaviorist approach
was John B. Watson. In his essay ‘‘Psychology as a
Behaviorist Views It,’’ Watson (1913) attacked the
predominant tendency to define psychology as the
study of consciousness. His major target was
EdwardTitchener’s structuralpsychology.Titchener
(1898) had advanced psychology as the study of
constituent elements of conscious states. This form
of psychology favored introspection as the primary
means to study the mind. To a lesser extent, Watson
was also critical of functional psychology. Adher-
ents of this view, such as James Angell (1907),
placed emphasis on the biological significance of
conscious processes. Critical of introspection and
of the more general tendency to link the validity of
psychological data to consciousness, Watson (1913)
argued that psychology should be regarded as a
purely objective experimental branch of natural sci-
ence. He defined psychology as the prediction and
control of behavior, and explicitly aligned psychol-
ogy with the methods of physics and chemistry. He
discarded conscious states and processes as the
objects of observation and replaced them with
stimulus–response connections.

Watson’s views did not develop in isolation. (For
a complete discussion of precursors to Watson, see
O’Donnell 1985.) In the fist decade of the twentieth
century, the Russian physiologist Ivan Pavlov ad-
vanced objectivity in psychology through research
on the conditioned reflex. Pavlov demonstrated
that a response that normally follows one particu-
lar stimulus could be produced by a different stim-
ulus if the two stimuli were to occur together over a
period of time. This technique was known as
classical conditioning. Pavlov demonstrated the
technique by inducing salivation in dogs through
ringing a bell that had previously accompanied
food. (A collection of English translations of
Pavlov’s major papers can be found in Pavlov
1955.) Pavlov’s notion of classical conditioning
became central to Watson’s work.

After the publication of Watson’s 1913 essay,
behaviorism quickly became the mainstream ap-
proach in American psychology. The movement
enjoyed immense popularity well into the 1950s

through the work of such figures as Clark Hull
(1943) and, more importantly, B. F. Skinner
(1953). Skinner developed the notion of operant
conditioning, which holds that behavior is shaped
by its results, either positive or negative. Operant
conditioning differed from the classical condition-
ing of Pavlov andWatson andwas closely connected
to the work of Edward Thorndike. In the early
1900s, Thorndike had formulated an approach
known as connectionism. This approach held that
learning consisted of connecting situations and
responses, as opposed to connecting ideas. A central
element in Thorndike’s (1905) psychology was his
law of effect. In essence, the law of effect held that
the frequency with which a behavior occurred was
related to the tendency the behavior had to produce
positive or negative results. For instance, the likeli-
hood that an animal will push on a lever is increased
if doing so produces food, and is decreased if
doing so produces pain. When incorporated into
Skinner’s concept of operant conditioning, the law
of effect explained how new patterns of behavior
emerge.
Skinner (1957) argued that higher cognitive pro-

cesses, such as language, also could be treated as
complex forms of operant behavior. In Skinner’s
view, verbal forms of expression differ from nonver-
bal forms only with respect to the contingencies that
affect them. Even consciousness could be explained
with reference to operant conditioning. According
to Skinner, consciousness emerges as ‘‘stimulus
control’’ designed to permit discriminations regard-
ing one’s own responding. Consciousness had often
been considered a ‘‘private’’ or ‘‘first-person’’ event,
but when treated as stimulus control, it was open to
an operant analysis because it was placed in a
functional relationship with the entire context of
antecedent and consequent stimulation.
Behaviorism had profound philosophical impli-

cations. Prior to the rise of behaviorism, dualistic
theories of mind enjoyed considerable popularity.
In the philosophy of Descartes, for example, mind
was interpreted as being of an essence that was
distinct from matter. While philosophers such as
Kant challenged such dualism, the views of beha-
viorists ultimately dealt dualism the most severe
blow. Watson’s attack on structural psychology,
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and on consciousness in particular, magnified the
fact that consciousness was unobservable and,
hence, outside the confines of science. Watson
(1913) believed that mentality should be studied by
focusing only on observable manifestations of the
mind; namely, behavior. Skinner (1953) also argued
against defining the mind in a way that located it in
an unobservable realm. According to him, the goal
of psychology was to describe the laws by which
stimuli and behavior were connected, and the ways
in which such connections were affected by changes
in the physical environment. The laws governing
these connections and their modifications were
regarded by Skinner as being on a par with the
laws of motion.
Skinner (1953) specifically argued that psycholo-

gy could treat behavior as a function of the imme-
diate physical environment and the environmental
history. To say that behavior is a function of envi-
ronmental history means that the way someone will
behave in a given situation is determined by the
physical stimuli to which that person has been
exposed in the past. The implication of Skinner’s
view is that psychologists could eliminate entirely
any reference to hidden entities and internal causes,
leaving the concept of ‘mind’ to nonscientific forms
of investigation. According to Skinner, this im-
plication applied even to neural explanations.
Neural factors could be eliminated, since they per-
form no function other than to describe behavior
itself. To emphasize this point, Skinner presented
what has become known as the theoretician’s di-
lemma. If observable events are connected, no
theory about internal mental states is needed be-
cause psychologists can predict one event from
another without any reference to the theory. If
the events are not connected, then the theory is
not needed because it does not help make a predic-
tion. (See Hempel 1958 for an early philosophical
analysis of this problem.)
Behaviorist psychology became aligned closely

with two interrelated philosophical movements.
The first movement was operationalism. The goal
of operationalism was to render the language and
terminology of science more objective and precise
and to rid science of those problems that were not
physically demonstrable. The chief proponent of
operationalism, Percy Bridgman (1927), held that
a theoretical construct should be defined in terms
of the physical procedures and operations used
to study it. The implication for psychology is
that a psychological construct is the same as the
set of operations or procedures by which it is
measured and used in experimentation. Since be-
haviorism eschewed consciousness and embraced

instead observable activity, it corresponded neatly
to operationalism (see Bridgman, Percy).

The second philosophical movement with which
behaviorism was aligned was logical positivism.
The positivist doctrine rested on the verifiability
theory of meaning. The verifiability theory held
that the meaningfulness of any scientific question
was determined by asking whether there was obser-
vational evidence that could be collected to answer
the question. Through the application of the verifi-
ability theory, positivists held that the task of phi-
losophy was to analyze the meaning of scientific
statements in terms of the evidence that would con-
firm or disconfirm them. (A collection of essays on
logical positivism can be found in Ayer 1959. See
Logical Empiricism, Verifiability).

Behaviorism provided the positivists with the
means for applying their project to psychology.
Positivists argued that all descriptions of the mind
were confirmed or disconfirmed solely by facts
about a person’s behavior in a given environment.
According to the verifiability theory of meaning,
these facts constitute themeaning of any psycholog-
ical statement. This theory about the meanings of
psychological statements became known as logi-
cal behaviorism. Carl Hempel (1949) defended
logical behaviorism in his article ‘‘The LogicalAnal-
ysis of Psychology.’’ He argued that psychological
statements that were meaningful, that is, verifiable,
could be translated into statements that did not
involve psychological concepts, but rather physical
concepts. For example, statements about feelings of
depression are meaningful because they can be
translated into descriptions about the person’s be-
havior and physical body. Hempel’s position im-
plied that meaningful statements of psychology
were physicalistic statements and that proper psy-
chology was an integral part of physics (see Hempel,
Carl Gustav; Physicalism).

By the late 1950s, behaviorism faced serious cri-
ticisms. One major criticism corresponded to ver-
bal behavior. Contrary to what Skinner (1957) had
argued, it was not obvious that verbal behavior
could be treated simply in terms of operant condi-
tioning. Noam Chomsky (1959) argued that lin-
guistic abilities could be explained only on the
assumption that language was the result of com-
plex mental processes that analyzed sentences into
their grammatical and semantic components. In
supporting this position, Chomsky pointed out
that behaviorists wanted to claim that all behavior
was a product of laws formulated in terms of
responses to environmental stimuli. Yet, the only
laws behaviorists were able to demonstrate arose in
controlled experiments, usually with animals. In
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real situations in which natural language was used,
Chomsky noted that psychologists could not know
what the stimuli and environmental history were
until a subject responded (see Chomsky, Noam).

Chomsky’s (1959) own position assumed that
stimuli must be described in terms of how the
subject perceived them, rather than by objective
physical characteristics. He was concerned that
Skinner had failed to offer a characterization of
the stimuli that permitted the connection of verbal
behavior to objective physical properties of the
environment. Chomsky argued that how a person
behaved depended not only on the physical char-
acter of the stimulus but also on what was going on
in the person’s mind at the time the stimulus was
presented. Chomsky consequently believed that
psychologists could correctly predict what people
would say only by considering their utterances to
be the result of complex internal states of mind.
This was particularly true of cases in which humans
produced novel sentences. Many of the sentences
that humans utter have never been produced be-
fore; hence there is no way that prior reinforcement
would explain how they are learned.

Though some philosophers, such as Quine
(1960), continued to defend it, eventually behavior-
ism fell out of favor (see Quine, Willard Van). It
was replaced by an approach known as cogniti-
vism. This approach placed greater emphasis on
internal mental processing. Even though behavior-
ism is no longer a mainstream approach in psychol-
ogy, recent scholarship (e.g., Thyer 1999) has
attempted to highlight some potentially significant
aspects of Skinner’s views that may have been over-
looked. This attempt rests on a distinction between
Skinner’s work and earlier behaviorism. In the ear-
lier period, behaviorism was regarded as ‘‘method-
ological.’’ Figures such as Watson and Hull
considered behavior as important because it of-
fered psychology epistemologically valid grounds
for speaking about causal entities from a nonphys-
ical dimension. Observable behaviors were means
through which purely mental, or conscious, events
could be studied scientifically. Skinner’s behavior-
ism, on the other hand, was ‘‘radical.’’ His approach
treated behavior as a subject matter in its own
right. Behavior was regarded as the interaction of

organism and environment. Radical behaviorism
held thatmental events were appropriately regarded
as aspects of the overall context, not as causes in a
nonphysical dimension. Radical behaviorism con-
sequently did not reduce behavior to physiological
mechanisms. In comparison with methodological
behaviorism, radical behaviorism may very well
have unique consequences for major philosophical
topics, including mind–body dualism, free will, and
determinism.

ANDREW Backe
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BIOLOGICAL INFORMATION

Information is invoked by biologists in numerous
contexts. Animal behaviorists examine the signal-
ing between two organisms or attempt to delimit
the structure of the internal map that guides an
organism’s behavior. Neurobiologists refer to the
information passed along neurons and across
synapses in brains and nervous systems. The way
in which information terminology is used in these
contexts has not so far been the main critical focus
of philosophers of science. Philosophers of mind
discuss animals’ representation systems, such as
bees’ internal maps, and also focus on the way in
which brains operate, with a view to shedding light
on traditional problems in the philosophy of mind.
In contrast, the focus of much discussion in philo-
sophy of biology is the notion of information
invoked to explain heredity and development: ge-
netic information. The focus of this article will be
on this latter form of biological information.
The ideas that genes are bearers of information

and that they contain programs that guide organ-
isms’ development are pervasive ones, so much so
in biology that they may seem hardly worth exam-
ining or questioning. Consulting any biology text-
book will reveal that genes contain information in
the form of DNA sequences and that this infor-
mation provides instructions for the production of
phenotypes. In contrast, an examination of the
philosophical literature on biological information
reveals that there are very few philosophers of
biology who promote unqualified versions of either
of these ideas. To understand how this situation
has arisen requires first looking at the role that
informational concepts play in biology.

Preliminaries

The two processes that are most relevant to the pre-
sent context are evolution and development. There
was much progress in conceptualizing evolutionary
change when it was characterized in terms of
changing gene frequencies in the 1930s and 1940s.
Many evolutionary biologists discuss evolution en-
tirely from a genetic perspective (see Evolution).
After genes were established as the relevant herita-
ble material, the next step was to conceptualize it in
terms of molecular structure (see Genetics). In 1953

the structure of DNA was discovered and with this
discovery came a mechanism for accounting for the
duplication of heritable material and its transmis-
sion from one generation to the next. What the
discovery of the structure of DNA also ushered in
was a research focus for the developing field of
molecular biology. An important part of this field
is directed at uncovering aspects of organisms’
development (see Developmental Biology).

Theory in developmental biology has often di-
verged from theory in evolutionary biology. Devel-
opmental biologists have periodically challenged
views and approaches in evolutionary biology, in-
cluding evolutionary biologists’ focus on the gene.
With the new techniques in molecular biology came
the hope for a unified approach to evolution and
development. In this approach, molecular evolu-
tionary biology and molecular developmental biol-
ogy would work consistently side by side (see
Molecular Biology). The processes of development
and evolution could be understood from a unified
molecular perspective if the component of heredity
in evolution were understood to be the passing on
of DNA from one generation to the next and the
component in development to be the production of
proteins from DNA. In this picture, genes were
discrete strands of DNA and each was responsible
for the production of a particular polypeptide.

The linear structure of DNA and RNA reveals a
role that a concept of information can play in
understanding heredity and development. The
bases in DNA and RNA can be helpfully construed
as letters in an alphabet, and the relation between
the triplets of letters in the DNA and the resulting
polypeptide chain can be construed as a coding
relation. So, the DNA contains the code for the
polypeptide. Rather than causing the production of
the relevant protein, the DNA sequence contains
the code for it.

So, rather than genes being discrete strands of
DNA passed on from one generation to the next,
they can now be characterized as containing infor-
mation that is transmitted across generations, and
this information is the code for a particular poly-
peptide. What is relevantly transmitted across gen-
erations is the information in the DNA, encoded in
the unique sequence of bases. Development can now
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be conceptualized as the faithful transmission of
information fromDNA to RNA, via complementa-
ry base pairs, and then the passing on of that infor-
mation into the linear structure of the protein, via
the coding relation between triplets of base pairs and
specific amino acids. Molecular biologists have
introduced terminology that is consistent with this
approach: The information in DNA is ‘‘replicated’’
in cell division, ‘‘transcribed’’ from DNA to RNA,
and ‘‘translated’’ from RNA into proteins.

Although the process of development includes
every part of the life cycle of any particular organ-
ism, leading to the whole collection of the or-
ganism’s phenotypic traits, the discussion that
follows focuses on the part of the developmental
process operating within cells that starts with the
separation of DNA strands and concludes with
the production of a protein. In some discussions,
genetic information is presented as containing
instructions for the production for phenotypic
traits such as eyes, but these extensions of the
concept present many additional problems to
those reviewed below (Godfrey-Smith 2000).

The Pervasive Informational Gene Concept:
History and Current Practice

In his provocative What Is Life? of 1944, the physi-
cist Erwin Shrödinger said ‘‘these chromosomes . . .
contain in some kind of code-script the entire pat-
tern of the individual’s future development and of
its functioning in the mature state’’ (Shrödinger
1944, 20). He went on to explain his terminology:

In calling the structure of the chromosome fibers a code-
script we mean that the all-penetrating mind, once con-
ceived by Laplace, to which every causal connection lay
immediately open, could tell from their structure wheth-
er the egg would develop, under suitable conditions,
into a black cock or into a speckled hen, into a fly or a
maize plant, a rhododendron, a beetle, a mouse or a
woman. (20–21)

As Morange (1998) put it, Shrödinger saw
‘‘genes merely as containers of information, as a
code that determines the formation of the individ-
ual’’ (75). Shrödinger’s proposals were made before
the discovery of the structure of DNA. What is
important is that his words were read by many of
those who were instrumental in the development of
molecular biology.

As Sarkar (1996) points out, Watson and Crick
were the first to use the term ‘‘information’’ in the
context of discussions of the genetic code:

The phosphate-sugar backbone of our model is com-
pletely regular, but any sequence of the pairs of bases

can fit into the structure. It follows that in a longmolecule
many different permutations are possible, and it therefore
seems likely that the precise sequence of the bases is the
code which carries the genetical information. (Watson
and Crick 1953, 964)

Subsequently, Jacob and Monod also played
roles in sustaining Shrödinger’s language of the
code, helping to reinforce the use of information
language in the new field of molecular biology
(Keller 2000). By the early 1960s this terminology
was established there.
The informational gene concept also became per-

vasive in the work of theoretical evolutionary biol-
ogists. Perhaps the most influential formulation of
the concept of heredity in terms of information was
that of the evolutionary theorist George Williams.
In his influential Adaptation and Natural Selection,
Williams claims:

In evolutionary theory, a gene could be defined as any
hereditary information for which there is a favorable or
unfavorable selection bias equal to several or many times
the rate of endogenous change. (Williams 1966, 25)

And, later:

A gene is not a DNA molecule; it is the transcribable
information coded by the molecule. (Williams 1992, 11)

It should now be clear that information termi-
nology is pervasive in disciplines of biology, and
also at least somewhat clear why this is the case.
There were some historical reasons for adopting
the terminology, and there is some utility to the
informational concepts. There are, however, some
problems associated with construing genes in-
formationally. Many of these problems have been
introduced by philosophers of biology, but there
has also been much discussion of the informational
gene concept within biology.

Problems of the Informational Gene Concept

In several of his recent writings, the evolutionary
biologist John Maynard Smith has invited philoso-
phers to join the discussion about the information-
al gene concept. For example, he says that ‘‘given
the role that ideas drawn from a study of human
communication have played, and continue to play,
in biology it is strange that so little attention has
been paid to them by philosophers of biology. I
think that it is a topic that would reward serious
study’’ (Maynard Smith 2000, 192). While not
addressing the concept of genetic information
directly, philosophers of biology have been attend-
ing to these issues indirectly for some time in

BIOLOGICAL INFORMATION

65



working on central problems in the philosophy of
biology. For example, the notion of genes as in-
formation has played an important role in discus-
sions of reductionism, units of selection, the
replicator/interactor distinction, gene/environment
interactions, and nativism (see Innate/Acquired
Distinction, Population Genetics, Reductionism).
Recently, philosophers’ focus has turned more ex-
plicitly to the informational gene concept. Several
philosophers are now engaged in the project of
developing a general notion of information that
fits best with biologists’ aims when they invoke
genetic information.
The informational definition of the gene intro-

duced above says that genes contain information
that is passed on from one generation to the next,
information that codes for particular proteins and
polypeptides. As Sterelny and Griffiths (1999) put
it: ‘‘The classical molecular gene concept is a stretch
of DNA that codes for a single polypeptide chain’’
(132). Genes, in this view, contain information
about the phenotype, the protein that is expressed.
While most biologists believe that genes contain
information about the relevant phenotype, proba-
bly no one believes that the information in the genes
is sufficient to produce the relevant phenotypes.
Even those most routinely chastised for being ge-
netic determinists understand that the informa-
tion in the gene is expressed only with the aid of a
whole host of cellular machinery. As a result, the
standard view is that genes contain the relevant or
important information guiding the development of
the organism. All other cellular machinery merely
assists in the expression of the information. One
way to put this idea is that genes introduce informa-
tion to the developmental process, while all other
mechanisms make merely a causal contribution to
development.
One move that philosophers (and some biolo-

gists) have made is to characterize the process of
passing on the information in the gene by using
terms from information theory. Information theory
holds that

an event carries information about another event to the
extent that it is causally related to it in a systematic
fashion. Information is thus said to be conveyed over a
‘‘channel’’ connecting the ‘‘sender’’ [or ‘‘signal’’] with
the ‘‘receiver’’ when a change in the receiver is causally
related to a change in the sender. (Gray 2001, 190)

In this view information is reduced to causal
covariance or systematic causal dependence. Philo-
sophers of biology refer to this characterization of
genetic information as the ‘‘causal’’ view. Sterelny
and Griffiths (1999) illustrate how the causal

information concept could work in the context of
molecular biology:

The idea of information as systematic causal depen-
dence can be used to explain how genes convey devel-
opmental information. The genome is the signal and
the rest of the developmental matrix provides channel
conditions under which the life cycle of the organism
contains (receives) information about the genome. (102)

It has been argued that the causal view suffers
from serious problems. Sterelny and Griffiths
(1999) point out that ‘‘it is a fundamental fact of
information theory that the role of signal source
and channel condition can be reversed’’ (102) as the
signal/channel distinction is simply a matter of
causal covariance. Further, the signal/channel dis-
tinction is a function of observers’ interests. For
example, one could choose to hold the develop-
mental history of an organism constant, and from
this perspective the organism’s phenotype would
carry information about its genotype. But if it is
instead chosen to ‘‘hold all developmental factors
other than (say) nutrient quantity constant, the
amount of nutrition available to the organism will
covary with, and hence also carry information
about its phenotype’’ (102). The causal information
concept is lacking, because it cannot distinguish the
genes as the singular bearers of important or rele-
vant information. Rather, in this view, genes are
just one source of information; aspects of the
organism’s environment and cellular material also
contain information. This position is called the
parity thesis (Griffiths and Gray 1994). The parity
thesis exposes the need for another information
concept that elevates genes alone to the status of
information bearers.

Alternative concepts of information have been
examined in attempts to respond to this situation;
one is referred to variously as intentional, seman-
tic, or teleosemantic information. This notion of
information has been defended most forcefully re-
cently by Maynard Smith, and also by philoso-
phers Daniel Dennett (1995) and Kim Sterelny
(2000). The term teleosemantics is borrowed from
‘‘the philosophical program of reducing meaning
to biological function (teleology) and then reducing
biological function to’’ natural selection. (A good
survey of relations between the philosophy of mind
and genetic information concepts is provided in
Godfrey-Smith 1999.) This view is articulated in
the philosophy of mind as the thesis that a mental
state token, such as a sentence, has the biological
function of representing a particular state of the
world and that this function arose as a result of
selection.
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Applying this view to the current problem results
in the following: ‘‘A gene contains information
about the developmental outcomes that it was se-
lected to produce’’ (Sterelny and Griffiths 1999,
105). Maynard Smith puts the view as: ‘‘DNA
contains information that has been programmed
by natural selection’’ (Maynard Smith 2000, 190).
Here the information in the gene is analogous to a
sentence in the head. The gene contains informa-
tion as a result not just of relevantly causal covari-
ance with the phenotype, but of having the
function of producing the relevant phenotype.
Defenders of this view claim that this function
allows for the information to stay the same even
if the channel conditions change, in which case the
information in the gene has simply been misinter-
preted. This concept could solve the problem of
rendering the genes as the sole information bearers,
as ‘‘if other developmental causes do not contain
[teleosemantic] information and genes do, then
genes do indeed play a unique role in development’’
(Sterelny and Griffiths 1999, 104).

Although the teleosemantic view shows promise,
the debate has not ended here. The teleosemantic
view opens up a possibility: If a developmental
cause—part of the cellularmachinery, for example—
is found to be heritable and performs the function
of producing a particular developmental outcome,
then, by definition, it also contains teleosemantic
information. Many, including Sarkar (1996, 2000),
Griffiths and Gray (1994), Gray (2001), Keller
(2000), Sterelny (2000), have argued that indeed
there are such mechanisms. These authors draw
various conclusions from the demonstrated pres-
ence ofmechanisms that are not genes, are heritable,
and perform the function of producing a specific
developmental outcome. Developmental systems
theorists such as Griffiths and Gray take these find-
ings to show that teleosemantic information suc-
cumbs to the parity thesis also. They go on to
argue that no concept of information will distin-
guish genes as a special contributor to development.
Genes are just fellow travelers alongside cellular
machinery and the environment in shaping develop-
mental outcomes. Others such as Sarkar and Keller
are more cautious and hold out for a concept of
information that can distinguish genes as a distinct
kind of information bearer. On the other side, May-
nard Smith and others have attempted to refine the
notion of teleosemantic information to preserve a
biological distinction that seems to be important:
‘‘The most fundamental distinction in biology is
between nucleic acids, with their role as carriers of
information, and proteins, which generate the phe-
notype’’ (Maynard Smith and Szathmary 1995, 61).

Three coherent options present themselves to
answer the question, Where is biological informa-
tion found?

1. Information is present in DNA and other
nucleotide sequences. Other cellular mechan-
isms contain no information.

2. Information is present in DNA, other nucleo-
tide sequences, and other cellular mechanisms
(for example, cytoplasmic or extracellular
proteins), and in many other media—for ex-
ample, the embryonic environment or compo-
nents of an organism’s wider environment.

3. DNA and other nucleotide sequences do not
contain information, nor do any other cellular
mechanisms.

These options can be read either ontologically or
heuristically. The ontological reading of (1) is that
there is a certain kind of information that is present
only in DNA and other nucleotide sequences. As a
result, any workable concept of information is con-
strained. The concept adopted cannot be consistent
with information of the relevant sort existing in any
other media that are causally responsible for an
organism’s development. The heuristic reading of
(1) is that viewing information as present in DNA
and other nucleotides is the most reliable guide to
good answers in research in developmental molec-
ular biology. The philosophical discussion pre-
sented above focuses on developing or challenging
accounts of information that are consistent with an
ontological reading of (1). For example, Maynard
Smith and others, such as Dennett, are defenders of
an ontological version of (1).
Many assume that (2) makes sense ontologically

only if one adopts a causal information concept, but
some of the discussion already referred to indicates
that other developmentally relevant media can be
construed as containing teleosemantic information.
Defenders of the developmental systems theory ap-
proach hold a version of (2), as does Sarkar (1996).
Only Waters (2000) seems to have provided a

sustained defense of (3). Maynard Smith argues
that to construe all processes of development in
causal terms without recourse to the concept of
genetic information is to relegate them to the hope-
lessly complex and to implicitly argue that no
systematic explanations will be forthcoming (see
e.g., Maynard Smith 1998, 5–6). Waters differs,
arguing that informational talk in biology is mis-
leading and can entirely be coherently substituted
for by causal talk. Waters also argues that it is the
intent of most practicing biologists to provide a
causal account of development rather than one
that invokes information.
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In conclusion, philosophers are actively coop-
erating with theoretical biologists to develop fruit-
ful concepts of information that help make sense of
the information terminology widely used in biolo-
gy. These discussions are as yet inconclusive, and as
a result this is a potentially fertile area for future
work.

STEPHEN M. Downes

The author acknowledges the helpful input of
Sahotra Sarkar, University of Texas and Lindley
Darden, University of Maryland.
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PHILOSOPHY OF BIOLOGY

The philosophy of biology has existed as a distinct
subdiscipline within the philosophy of science for
about 30 years. The rapid growth of the field has
mirrored that of the biological sciences in the same
period. Today the discipline is well represented in
the leading journals in philosophy of science, as
well as in several specialist journals. There have
been two generations of textbooks (see Conclu-
sion), and the subject is regularly taught at the
undergraduate as well as the graduate level. The
current high profile of the biological sciences and
the obvious philosophical issues that arise in fields

as diverse as molecular genetics and conservation
biology suggest that the philosophy of biology will
remain an exciting field of enquiry for the foresee-
able future.

Three Kinds of Philosophy of Biology

Philosophers have engaged with biological science
in three quite distinct ways. Some have looked to
biology to test general theses in philosophy of
science (see Laws of Nature). Others have en-
gaged with conceptual puzzles that arise within
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biology itself. Finally, philosophers have looked
to biological science for answers to distinctively
philosophical questions in such fields as ethics,
the philosophy of mind, and epistemology (see
Evolutionary Epistemology).

The debate that marked the beginning of con-
temporary philosophy of biology exemplified the
first of these three approaches, the use of biological
science as a testing ground for claims in general
philosophy of science. In the late 1960s, Kenneth
C. Schaffner applied the logical empiricist model
of theory reduction to the relationship between
classical, Mendelian genetics and the new molecu-
lar genetics (Schaffner 1967, 1969; Hull 1974).
While the failure of this attempt in its initial form
reinforced the near-consensus in the 1970s and
1980s that the special sciences are autonomous
from the more fundamental sciences, it also led
the formulation of increasingly more adequate
models of theory reduction (Schaffner 1993; Sarkar
1998) (see Reductionism).

Another important early debate showed philoso-
phy engaging biology in the second way, by con-
fronting a conceptual puzzle within biology itself.
The concept of reproductive fitness is at the heart
of evolutionary theory, but its status has always
been problematic (see Fitness). It has proved sur-
prisingly hard for biologists to avoid the criticism
that natural selection explains the reproductive
success of organisms by citing their fitness, while
defining their fitness in terms of their reproductive
success (the so-called tautology problem). Philo-
sophical analysis of this problem begins by noting
that fitness is a supervenient property of organ-
isms: The fitness of each particular organism is
a consequence of some specific set of physical char-
acteristics of the organism and its particular envi-
ronment, but two organisms may have identical
levels of fitness in virtue of very different sets of
physical characteristics (Rosenberg 1978) (see
Supervenience). The most common solution to the
tautology problem is to argue that this superve-
nient property is a propensity—a probability distri-
bution over possible numbers of offspring (Mills
and Beatty 1979). Thus, although fitness is defined
in terms of reproductive success, it is not a tautolo-
gy that the fittest organisms have the most off-
spring. Fitness merely allows us to make fallible
predictions about numbers of offspring that be-
come more reliable as the size of the population
tends to infinity. It remains unclear, however,
whether it is possible to specify a probability distri-
bution or set of distributions that can play all the
roles actually played by fitnesses in population
biology (Rosenberg and Bouchard 2002).

The third way in which philosophy has engaged
with biology is by tracing out the wider ethical,
epistemological, and metaphysical implications of
biological findings. This has sometimes occurred in
response to philosophical claims issuing from with-
in biology itself. For example, some proponents of
sociobiology—the application to humans of themo-
dels developed in behavioral ecology in the 1960s—
suggested that the conventional social sciences
could be reduced to or replaced by behavioral
biology (see Evolutionary Psychology). Others
claimed that certain aspects of human behavior re-
sult from strongly entrenched aspects of human
biology and thus that public policymust be designed
to work with and around such behavior rather than
seeking to eradicate it. These claims were evaluated
by leading philosophers of biology like Michael
Ruse (1979), Alexander Rosenberg (1980), and
Philip Kitcher (1985).
On other occasions, rather than responding to

philosophical claims issuing from within biology,
philosophers have actively sought from biology
answers to questions arising in their own discipline
that may not be of particular interest to working
biologists. The extensive literature on biological
teleology is a case in point (see Function). After a
brief flurry of interest around the time of the mod-
ern synthesis (see Evolution), during which the
term ‘‘teleonomy’’ was introduced to denote the
specifically evolutionary interpretation of teleolog-
ical language (Pittendrigh 1958), the ideas of func-
tion and goal directedness were regarded as
relatively unproblematic by evolutionary biolo-
gists, and there was little felt need for any further
theoretical elaboration of these notions. In the
1970s, however, philosophers started to look to
biology to provide a solid, scientific basis for nor-
mative concepts, such as illness or malfunction
(Wimsatt 1972; Wright 1973). These discussions
eventually converged on an analysis of teleological
language fundamentally similar to the view asso-
ciated with the modern synthesis, although elabo-
rated in far greater detail. According to the
etiological theory of function, the functions of a
trait are those activities in virtue of which the
trait was selected (Brandon 1981; Millikan 1984;
Neander 1991, 1995). Despite continued disputes
over the scope and power of the etiological theory
amongst philosophers of biology (Ariew, Cummins,
and Perlman 2002), the idea of ‘‘etiological’’ or
‘‘proper’’ function has become part of the concep-
tual toolkit of philosophy in general and of the
philosophy of language and of mind in particular.
These three approaches to doing philosophy of

biology are exemplified in different combinations
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in philosophical discussion of the several biological
disciplines.

The Philosophy of Evolutionary Biology

Evolutionary theory has been used as a case study
in support of views of the structure of scientific
theories in general, an approach that conforms to
the ‘‘testing ground’’ conception of philosophy of
biology described above (see Evolution). The ex-
ample is most often thought to favor the ‘‘semantic
view’’ of theories (Lloyd 1988) (see Theories). Most
philosophical writing about evolutionary theory,
however, is concerned with conceptual puzzles
that arise inside the theory itself, and the work
often resembles theoretical biology as much as
pure philosophy of science. Elliott Sober’s classic
study The Nature of Selection: Evolutionary Theory
in Philosophical Focus (Sober 1984) marks the point
at which most nonspecialists became aware of
the philosophy of biology as a major new field.
In this work Sober analyzed the structure of selec-
tive explanations via an analogy with the composi-
tion of forces in dynamics, treating the actual
change in gene frequencies over time as the result
of several different ‘‘forces,’’ such as selection,
drift, and mutation (see Natural Selection). Sober’s
book also introduced the widely used distinction
between ‘‘selection for’’ and ‘‘selection of.’’ Traits
that are causally connected to reproductive success
and can therefore be used to explain reproductive
success are said to be selected for (or to be
‘‘targets’’ of selection). In contrast, there is selec-
tion of traits that do not have this property but
nevertheless are statistically associated with repro-
ductive success, usually because they are linked in
some way to traits that do have the property. For
example, when two DNA segments are ‘‘linked’’ in
the classical sense of being close to one another on
the same chromosome, they have a high probability
of being inherited together (see Genetics). If only
one of the two segments has any effect on the
phenotype, it is the presence of this segment alone
that explains the success of both. There is selection
for the causally active segment but only selection of
its passive companion.
Robert Brandon’s (1990) analysis of the concept

of the environment is, similarly, of as much interest
to biologists as to philosophers. Several biological
authors have criticized the idea that the ‘‘environ-
ment,’’ in the sense in which organisms are adapted
to it, can be described independently of the organ-
isms themselves. Brandon defines three different
notions of ‘environment,’ all of which are needed
to make sense of the role of environment in natural

selection. All organisms in a particular region of
space and time share the ‘‘external environment,’’
but to understand the particular selective forces
acting on one lineage of organisms it is necessary
to pick out a specific ‘‘ecological environment’’
consisting of those environmental parameters
whose value affects the reproductive output of
members of the lineage. The ecological environ-
ment of a fly will be quite different from that of a
tree, even if they occupy the same external environ-
ment. Finally, the ‘‘selective environment’’ is that
part of the ecological environment that differential-
ly affects the reproductive output of variant forms
in the evolving lineage. It is this last that contains
the sources of adaptive evolutionary pressures on
the lineage.

Part of the early philosophical interest in selective
explanation arose due to philosophical interest in
sociobiology. Sociobiology was widely criticized for
its ‘‘adaptationism,’’ or an exclusive focus on selec-
tion to the exclusion of other evolutionary factors
(see Adaptation and Adaptationism). This gave rise
to several important papers on the concept of ‘‘op-
timality’’ in evolutionary modeling (Dupré 1987).
Philosophers have now distinguished several dis-
tinct strands of the adaptationism debate, and
many of the remaining issues are clearly empirical
rather than conceptual, as is made clear in the latest
collection of papers on this issue (Orzack and Sober
2001).

The sociobiology debate, and related discussion
of the idea that the fundamental unit of evolution is
the individual Mendelian allele (Dawkins 1976),
also drove the explosion of philosophical work on
the ‘‘units of selection’’ question in the 1980s
(Brandon and Burian 1984). Philosophical work
on the units-of-selection question has tended to
favor some form of pluralism, according to which
there may be units of selection at several levels
within the hierarchy of biological organization—
DNA segments, chromosomes, cells, organisms,
and groups of organisms. Arguably, philosophers
made a significant contribution to the rehabilitation
of some forms of ‘‘group selection’’ in evolutionary
biology itself, following two decades of neglect
(Sober and Wilson 1998).

More recently, a heated debate has developed
over the ontological status of the probabilities
used in population biology (see Evolution). On
the one hand, the best models of the evolutionary
process assign organisms a certain probability of
reproducing (fitness) and make probabilistic pre-
dictions about the evolutionary trajectory of popu-
lations. On the other hand, the actual process of
evolution is the aggregation of the lives of many
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individual organisms, and those organisms lived,
died, and reproduced in accordance with determin-
istic, macro-level physical laws. Hence, it has been
argued, the evolutionary process itself is determin-
istic, a vast soap opera in which each member of
the cast has an eventful history determined by par-
ticular causes; and the probabilities in evolutionary
models are introduced because one cannot follow
the process in all its detail (Rosenberg 1994; Walsh
2000). If correct, this argument has some interesting
implications. It would seem to follow, for example,
that there is no real distinction in nature between
the process of drift and the process of natural selec-
tion. Robert Brandon and Scott Carson (1996) have
strongly rejected this view, insisting that evolution is
a genuinely indeterministic process and that the
probabilistic properties ascribed to organisms by
evolutionary models should be accepted in the
same light as the ineliminable explanatory posits
of other highly successful theories.

The Philosophy of Systematic Biology

Philosophical discussion of systematics was a re-
sponse to a ‘‘scientific revolution’’ in that discipline
in the 1960s and 1970s, which saw the discipline
first transformed by the application of quantitative
methods and then increasingly dominated by the
‘‘cladistic’’ approach, which rejects the view that
systematics should sort organisms into a hierarchy
of groups representing a roughly similar amount
of diversity, and argues that its sole aim should be
to represent evolutionary relationships between
groups of organisms (phylogeny). Ideas from the
philosophy of science were used to argue for both
transformations, and the philosopherDavid L.Hull
(1988) was an active participant throughout this
whole period. Another major treatment of cladism
was by Sober (1988).

The best-known topic in the philosophy of sys-
tematics was introduced by the biologist Michael
Ghiselin (1974), when he suggested that traditional
systematics was fundamentally mistaken about the
ontological status of biological species (see also
Hull 1976). Species, it was argued, are not natural
kinds of organisms in the way that chemical ele-
ments are natural kinds of matter. Instead, they
are historical particulars like families or nations
(see Individuality). However, the view that species
are historical particulars leaves other important
questions about species unsolved and raises new
problems of its own. As many as 20 different
so-called species concepts are represented in the
current biological literature, and their merits, inter-
relations, and mutual consistency or inconsistency

have been a major topic of philosophical discussion
(the papers collected in Ereshefsky [1992] provide
a good introduction to these debates) (see also
Species).
The philosophy of systematics has influenced

general philosophy of science and, indeed, meta-
physics, through its challenge to one of the two
classical examples of a ‘‘natural kind,’’ viz., biolo-
gical species. The result has been a substantial re-
evaluation of what is meant by a natural kind,
whether there are natural kinds, and whether tradi-
tional views about the nature of science that rely
on the idea of natural kinds must be rejected
(Wilkerson 1993; Dupré 1993; Wilson 1999).

The Philosophy of Molecular Biology

As mentioned above, one of the first topics to be
discussed in the philosophy of biology was the
reduction of Mendelian to molecular genetics.
The initial debate between Schaffner and Hull
was followed by the ‘‘anti-reductionist consensus,’’
embodied in Philip Kitcher’s (1984) classic paper
1953 and All That: A Tale of Two Sciences. The
reductionist position was revived in a series of im-
portant papers by Kenneth Waters (1990, 1994)
and debate over the cognitive relationship between
these two theories continues today, although the
question is not now framed as a simple choice
between reduction and irreducibility. For example,
William Wimsatt has tried to understand ‘reduc-
tion’ not as a judgment on the fate of a theory, but
as one amongst several strategies that scientists can
deploy when trying to unravel complex systems (see
Reductionism). The philosophical interest lies in
understanding the strengths and weaknesses of this
strategy (Wimsatt 1976, 1980). Lindley Darden,
Schaffner, and others have argued that expla-
nations in molecular biology are not neatly con-
fined to one ontological level, and hence that ideas
of ‘‘reduction’’ derived from classical examples like
the reduction of the phenomenological gas laws to
molecular kinematics in nineteenth-century physics
are simply inapplicable (Darden and Maull 1977;
Schaffner 1993). Moreover, molecular biology does
not have the kind of grand theory based around a set
of laws or a set of mathematical models that is
familiar from the physical sciences. Instead, highly
specific mechanisms that have been uncovered in
detail in one model organism seem to act as ‘‘exem-
plars’’ allowing the investigation of similar, al-
though not necessarily identical, mechanisms in
other organisms that employ the same, or related,
molecular interactants. Darden and collaborators
have argued that these ‘‘mechanisms’’—specific
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collections of entities and their distinctive activities—
are the fundamental unit of scientific discovery and
scientific explanation, not only in molecular biology,
but in a wide range of special sciences (Machamer,
Darden, and Craver 2000) (see Mechanisms).
An important strand in the early debate over

reduction concerned the different ways in which
the gene itself is understood in Mendelian and mo-
lecular genetics. The gene of classical Mendelian
genetics has been replaced by a variety of structural
and functional units in contemporary molecular
genetics (see Genetics). One response to this is plu-
ralism about the gene (Falk 2000). Another is to
identify a central tendency that unifies the various
different ways in which the term ‘gene’ is used
(Waters 1994, 2000). Identifying the different ways
in which genes are conceived in different areas of
molecular biology and their relations to one another
is a major focus of current research (Beurton, Falk,
and Rhineberger 2000; Moss 2002; Stotz, Griffiths,
and Knight 2004). Another very active topic is
the concept of genetic information, or developmen-
tal information more generally (Sarkar 1996a,
2004;MaynardSmith 2000;Griffiths 2001; Jablonka
2002) (see Biological Information; Molecular
Biology).

The Philosophy of Developmental Biology

Developmental biology has received growing atten-
tion from philosophers in recent years. The debate
over ‘‘adaptationism’’ introduced philosophers to
the idea that explanations of traits in terms of
natural selection have time and time again in the
history of Darwinism found themselves in compe-
tition with explanations of the same traits from
developmental biology.
Developmental biology throws light on the kinds

of variation that are likely to be available for selec-
tion, posing the question of how far the results of
evolution can be understood in terms of the options
that were available (‘‘developmental constraints’’)
rather that the natural selection of those options
(Maynard Smith et al. 1985). The question of when
these explanations compete and when they comple-
ment one another is of obvious philosophical inter-
est. The debate over developmental constraints
looked solely at whether developmental biology
could provide answers to evolutionary questions.
However, as Ron Amundson pointed out, develop-
mental biologists are addressing questions of their
own, and, he argued, a different concept of ‘con-
straint’ is needed to address those questions
(Amundson 1994). In the last decade several other
debates in the philosophy of biology have taken on

a novel aspect by being viewed from the standpoint
of developmental biology. These include the analy-
sis of biological teleology (Amundson and Lauder
1994), the units-of-selection debate (Griffiths and
Gray 1994), and the nature of biological classifica-
tion, which from the perspective of development is
as much a debate about classifying the parts of
organisms as about classifying the organisms them-
selves (Wagner 2001). The vibrant new field of
evolutionary developmental biology is transform-
ing many evolutionary questions within biology
itself and hence causing philosophers to revisit
existing positions in the philosophy of evolutionary
biology (Brandon and Sansom 2005).

Increasing philosophical attention to develop-
mental biology has also led philosophers of biology
to become involved in debates over the concept
of innateness, the long tradition of philosophical
literature on this topic having previously treated
innateness primarily as a psychological concept
(Ariew 1996; Griffiths 2002).

The Philosophy of Ecology and Conservation
Biology

Until recently this was a severely underdeveloped
field in the philosophy of biology, which was
surprising, because there is obvious potential for
all three of the approaches to philosophy of biology
discussed above. First, ecology is a demanding test-
ing ground for more general ideas about science, for
reasons explained below (see Ecology). Second,
there is a substantial quantity of philosophical
work in environmental ethics, and it seems reason-
able to suppose that answering the questions that
arise there would require a critical methodological
examination of ecology and conservation biology.
Finally, ecology contains a number of deep concep-
tual puzzles, which ecologists themselves have
recognized and discussed extensively.

The most substantial contributions to the field to
date include works by Kristin Shrader-Frechette
and Earl McCoy (1993), Gregory Cooper (2003),
and Lev Ginzburg and Mark Colyvan (2004).
Cooper focuses on the particular methodological
problems that confront ecology as a result of its
subject matter—massively complex, and often uni-
que, systems operating on scales that frequently
make controlled experiment impractical—and on
the consequent lack of connection between the
sophisticated mathematical modeling tradition in
ecology and ecological field work. Shrader-
Frechette and McCoy’s book is concerned primar-
ily with how practical conservation activity can be
informed by ecological theory despite the problems
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addressed by Cooper (for a related discussion, see
Sarkar 1996b). Ginzburg and Colyvan, in contrast,
argue forcefully that ecology may still produce sim-
ple, general theories that will account for the data
generated by ecological field work in as satisfactory
a manner as Newtonian dynamics accounted for
the motion of the planets.

The concept of the niche stands in marked con-
trast to other ecological concepts in that ‘niche’ has
been widely discussed by philosophers of biology
(summarized in Sterelny and Griffiths 1999, 268–
279). This, however, reflects the importance of the
niche concept in evolutionary biology. Topics that
merit much more attention than the little they
have received to date include the concept of biodi-
versity and of stability (or, in its popular guise,
the ‘‘balance of nature’’). A recent extended philo-
sophical discussion of these concepts, integrating
themes from the philosophy of ecology and conser-
vation biology with more traditional environmen-
tal philosophy, is found in Sarkar (2005) (see also
Conservation Biology).

Conclusion

The philosophy of biology is a flourishing fi-
eld, partly because it encompasses all three of the
very different ways in which philosophy makes
intellectual contact with the biological sciences, as
discussed above. The scope of philosophical discus-
sion has extended from its starting points in evo-
lutionary biology to encompass systematics,
molecular biology, developmental biology, and, in-
creasingly, ecology and conservation biology. For
those who wish to explore the field beyond this
article and the related articles in this volume, recent
textbooks include Sober (1993) and Sterelny and
Griffiths (1999). Two valuable edited collections
designed to supplement such a text are Sober
(1994), which collects the classic papers on core
debates, and Hull and Ruse (1998), which aims at
a comprehensive survey using recent papers. Keller
and Lloyd (1992) have edited an excellent collec-
tion on evolutionary biology aimed primarily at
philosophers of biology.

PAUL E. Griffiths
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PERCY WILLIAMS BRIDGMAN

(21 April 1882–20 August 1961)

Percy Williams Bridgman won a Nobel Prize for
his experimental work in high-pressure physics in
1946. In addition, his constant interest in under-
standing and improving the scientific method led
him to make significant and lasting contributions
to the philosophy of science. Specifically, Bridgman
is responsible for identifying and carefully ex-
plicating a method for defining scientific con-
cepts called operationalism. As a philosopher of
science, Bridgman recognized that the importance
of Einstein’s theory of special relativity was not
limited to mechanics or even just to the physical
sciences. He saw Einstein as looking for the mean-
ing of simultaneity and finding that meaning by
analyzing the physical operations necessary in
order to use the concept in any concrete situation.
Bridgman revealed his unwavering empiricist roots
by claiming that scientific theories are not valuable
for their so-called metaphysical consequences, but
for what they actually do. Likewise, Bridgman
thought that concepts in theories should not be
abstract, metaphysical ideas, but rather concrete
operations.

Life

Bridgman was born April 21, 1882, in Cambridge,
Massachusetts, and attended public schools in
Newton. He matriculated at Harvard College in
1900 and graduated summa cum laude in 1904. He
immediately began his graduate studies in physics
at Harvard, where he received his M.A. in 1905 and
his Ph.D. in 1908. Bridgman remained at Harvard

for his entire career, becoming an instructor of
physics in 1910, assistant professor in 1913, and
professor of physics in 1919. In 1926, he was
named Hollis Professor of Mathematics and Natu-
ral Philosophy, and, in 1950, the Higgins Universi-
ty Professor. He retired in 1954 and became
professor emeritus. Believing that people should
not outlive their usefulness, Bridgman took his
own life on August 20, 1961 (Walter 1990).

Physics

Bridgman was awarded the 1946 Nobel Prize for
physics for his invention of an apparatus designed
to obtain extremely high pressures and for the dis-
coveries he made using it. Prior to Bridgman, the
greatest pressures achieved in the laboratory were
around 3,000 kg/cm2 (Lindh 1946). At this time
there were two limitations to reaching greater pres-
sures. The first, which continues to be a constraint,
is the strength of the containing material. However,
this limitation diminishes as stronger materials are
developed. The second limitation on attaining
higher pressures was the problem of leakage that
occurs even before the materials fail. This limita-
tion was completely eliminated by Bridgman’s ap-
paratus. Bridgman’s apparatus consists of a vessel
containing the liquid to be compressed, surrounded
by a soft packing material. It is designed so that
the pressure in the packing material is automati-
cally maintained at a fixed higher percentage than
the pressure of the liquid, making leaks impo-
ssible (Bridgman 1946). Consequently, Bridgman
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was able to reach unprecedented pressures as high
as 500,000 kg/cm2. Lindh (1946) points out that
the tremendous pressures made possible by his
apparatus led Bridgman to discover many new
polymorphous substances and new modifications
of substances, and enabled him to amass a wealth
of data about the properties of matter at high
pressures. For example, Bridgman discovered two
new modifications of both ordinary and heavy
water in solid form, as well as two new modifica-
tions of phosphorous. He worked extensively on
the effect of high pressures on electric resistance.
This research led to the discovery of the existence
of a resistance minimum for certain metals at high
pressures. He also investigated the effect of high
pressures on thermoelectric phenomena, heat con-
duction in gases, fluid viscosity, and the elastic
properties of solid bodies. In addition, he made
significant advances with his investigations of
materials for containing substances under high
pressures.

Philosophy

Long after his high-pressure results are made obso-
lete by new technologies and materials, Bridgman’s
contributions as a philosopher of science will re-
main influential. His most important contribution
in this area is his treatment of operationalism.
Bridgman should not be named the inventor of
operationalism; he explicitly gives credit to Einstein
for using it in developing the theory of special
relativity (Bridgman 1927). In fact, Bridgman sug-
gests that perhaps even Einstein was not the first
to make progress by operationalizing concepts in
scientific theories (Bridgman 1955). However,
Bridgman deserves proper credit for explicitly iden-
tifying, analyzing, and explaining this important
principle. The defining feature of operationalism
lies in the idea that concepts are given meaning
not by abstract, metaphysical musings, but by the
processes used to measure them. This is contrasted
with the former method exemplified by Newton’s
definition of absolute time as that which flows
uniformly, independent of material happenings.
For example, instead of an abstract definition of
‘length’ such as ‘‘extent in space,’’ the operational
definition of the ‘length of x’ would be the act of
comparing a standard unit to x.
In his 1936 book The Nature of Physical Theory,

Bridgman (1936) explains that by operationalizing
concepts, their meanings are determined by physi-
cal processes—the great advantage of which is
never having to retract theories:

The more particular and important aspect of the opera-
tional significance of meaning is suggested by the fact
that Einstein recognized that in dealing with physical
situations the operations which give meaning to our
physical concepts should properly be physical opera-
tions, actually carried out. For in so restricting the per-
missible operations, our theories reduce in the last
analysis to descriptions of operations actually carried
out in actual situations, and so cannot involve us in
inconsistency or contradiction, since these do not
occur in actual physical situations. Thus is solved at
one stroke the problem of so constructing our fundamen-
tal physical concepts that we shall never have to revise
them in the light of new experience. (9)

Bridgman did not believe that operationalism
was restricted to scientific investigation. He was
clear that, for instance, any question for which he
could not conceive of a process by which to check
the correctness of the answer must be regarded as a
meaningless question. Bridgman thought that tra-
ditional metaphysical, philosophical questions,
such as whether or not we have free will, should
be considered meaningless because they cannot
be operationalized. In this way Bridgman’s phi-
losophy is perfectly consistent with early logical
empiricism.

Criticisms of Operationalism
In The Logic of Modern Physics Bridgman

emphasizes that ‘‘the concept is synonymous with
the corresponding set of operations’’ (1927, 5). This
claim of synonymy raises problems for opera-
tionalism. For instance, it undermines the use of
qualitative and dispositional properties such as
hardness, which are very difficult to operationalize.
Even in the realm of quantitative properties, Hem-
pel (1966) argues that problems arise where more
than one operation is possible. Consider the exam-
ple of measuring temperature with a mercury ther-
mometer and with an alcohol thermometer.
According to operationalism, these have to be consi-
dered two different concepts—mercury-temperature
and alcohol-temperature. The operations for each
concept become more and more specific to particu-
lar conditions, to the point where theories adhering
strictly to Bridgman’s doctrine would become over-
burdened; and worse, they would lose generality.
Hempel (1966) claims that ‘‘this would defeat one
of the principal purposes of science; namely the
attainment of a simple, systematically unified ac-
count of empirical phenomena’’ (94). Hempel agrees
that operationalism is useful in certain contexts;
however, he argues that it gives only ‘‘partial inter-
pretations’’ of concepts. He claims that a scientific
concept cannot be understood without knowing its
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systematic role. Concept formation and theory for-
mation are interdependent; new theories are often
generated out of discoveries about shared character-
istics between concepts in different theories. This
requires a certain flexibility of concept and theory
formation not consistent with operationalism. Hem-
pel gives the example of using the Sun to measure
time. If a unit is marked as the Sun’s return to a
point in the sky each day, it cannot be questioned
that the length of days are equal—it is true by
definitional convention. However, when new opera-
tions are discovered for measuring the same phe-
nomena, such as the invention of the pendulum
clock, then it becomes possible to revise previous
operations that turn out to be approximations.
Hempel points out that this kind of concept revision
can lead to scientific progress.

IAN Nyberg
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C
RUDOLF CARNAP

(18 May 1891–14 September 1970)

Rudolf Carnap (1891–1970), preeminent member
of the Vienna Circle, was one of the most influen-
tial figures of twentieth-century philosophy of
science and analytic philosophy (including the phi-
losophies of language, logic, and mathematics).
The Vienna Circle was responsible for promulgat-
ing a set of doctrines (initially in the 1920s) that
came to be known as logical positivism or logical
empiricism (see Logical Empiricism; Vienna Circle).
This set of doctrines has provided the point of de-
parture for most subsequent developments in the
philosophy of science. Consequently Carnap must
be regarded as one of the most important philoso-
phers of science of the twentieth century. Neverthe-
less, his most lasting positive contributions were in
the philosophy of logic and mathematics and the
philosophy of language. Meanwhile, his systematic
but ultimately unsuccessful attempt to construct an
inductive logic has been equally influential, since its
failure has convinced most philosophers that such a
project must fail (see Inductive Logic).

Carnap was born in 1891 in Ronsdorf, near Bar-
men, now incorporated into the city of Wuppertal,

in Germany (Carnap 1963a). In early childhood he
was educated at home by his mother, Anna Carnap
(neé Dörpfeld), who had been a schoolteacher.
From 1898, he attended the Gymnasium at Bar-
men, where the family moved after his father’s
death that year. In school, Carnap’s chief interests
were in mathematics and Latin. From 1910 to 1914
Carnap studied at the Universities of Jena and
Freiburg, concentrating first on philosophy and
mathematics and, later, on philosophy and physics.
Among his teachers in Jena were Bruno Bauch, a
prominent neo-Kantian, and Gottlob Frege, a
founder of the modern theory of quantification in
logic. Bauch impressed upon him the power of
Kant’s conception that the geometrical structure
of space was determined by the form of pure intui-
tion. Though Carnap was impressed by Frege’s
ongoing philosophical projects, Frege’s real (and
lasting) influence came only later through a study
of his writings. Carnap’s formal intellectual work
was interrupted between 1914 and 1918 while he did
military service during World War I. His political
views had already been of a mildly socialist/pacifist
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nature. The horrors of the war served to make them
more explicit and more conscious, and to codify
them somewhat more rigorously.

Space

After the war, Carnap returned to Jena to begin
research. His contacts with Hans Reichenbach and
others pursuing philosophy informed by current
science began during this period (see Reichenbach,
Hans). In 1919 he read Whitehead and Russell’s
Principia Mathematica and was deeply influenced
by the clarity of thought that could apparently
be achieved through symbolization (see Russell,
Bertrand). He began the construction of a putative
axiom system for a physical theory of space-time.
The physicists—represented by Max Wien, head of
the Institute of Physics at the University of Jena—
were convinced that the project did not belong in
physics. Meanwhile, Bauch was equally certain that
it did not belong in philosophy. This incident was
instrumental in convincing Carnap of the institu-
tional difficulties faced in Germany of doing inter-
disciplinary work that bridged the chasm between
philosophy and the natural sciences. It also probably
helped generate the attitude that later led the logical
empiricists to dismiss much of traditional philoso-
phy, especiallymetaphysics. By this point in his intel-
lectual development (the early 1920s) Carnap was
already a committed empiricist who, nevertheless,
accepted both the analyticity of logic and mathemat-
ics and the Frege-Russell thesis of logicism, which
required that mathematics be formally constructed
and derived from logic (see Analyticity).
Faced with this lack of enthusiasm for his original

project in Jena, Carnap (1922) abandoned it to write
a dissertation on the philosophical foundations of
geometry, which was subsequently published as
Der Raum. Most traditional commentators have
regarded the dissertation as a fundamentally neo-
Kantian work because it included a discussion of
‘‘intuitive space,’’ determined by pure intuition, in-
dependent of all contingent experience, and distinct
from both mathematical (or formal) space and
physical space (see Friedman 1999). However, re-
cent reinterpretations argue for a decisive influence
of Husserl (Sarkar 2003). In contrast to Kant,
Carnap restricted what could be grasped by pure
intuition to some topological and metric properties
of finite local regions of space. He identifies this
intuitive space with an infinitesimal space and goes
on to postulate that a global space may be con-
structed from it by iterative extension. In agreement
with Helmholtz and Moritz Schlick (a physicist-
turned-philosopher, and founder of the Vienna

Circle) (see Schlick, Moritz), the geometry of physi-
cal space was regarded as an empirical matter. Car-
nap included a discussion of the role of non-
Euclidean geometry in Einstein’s theory of general
relativity. By distinguishing among intuitive, math-
ematical, and physical spaces, Carnap attempted to
resolve the apparent differences among philoso-
phers, mathematicians, and physicists by assigning
the disputing camps to different discursive domains.
In retrospect, this move heralded what later became
the most salient features of Carnap’s philosophical
work: tolerance for diverse points of view (so long as
they met stringent criteria of clarity and rigor) and
an assignment of these viewpoints to different
realms, the choice between which is to be resolved
not by philosophically substantive (e.g., epistemo-
logical) criteria but by pragmatic ones (see Conven-
tionalism).

The Constructionist Phase

During the winter of 1921, Carnap read Russell’s
Our Knowledge of the External World. Between
1922 and 1925, this work led him (Carnap 1963a)
to begin the analysis that culminated inDer logische
Aufbau der Welt ([1928] 1967), which is usually
regarded as Carnap’s first major work. The purpose
of the Aufbau was to construct the everyday world
from a phenomenalist basis (see Phenomenalism).
The phenomenalist basis is an epistemological
choice (§§54, 58). Carnap distinguished between
four domains of objects: autopsychological, physi-
cal, heteropsychological, and cultural (§58). The
first of these consists of objects of an individual’s
own psychology; the second, of physical entities
(Carnap does not distinguish between everyday ma-
terial objects and the abstract entities of theoretical
physics); the third consists of the objects of some
other individual’s psychology; and the fourth,
of cultural entities (geistige Gegenstände), which
include historical and sociological phenomena.

From Carnap’s ([1928] 1967) point of view, ‘‘[a]n
object . . . is called epistemically primary relative to
another one . . . if the second one is recognized
through the mediation of the first and thus presup-
poses, for its recognition, the recognition of the
first’’ (§54). Autopsychological objects are episte-
mically primary relative to the others in this sense.
Moreover, physical objects are epistemically pri-
mary to heteropsychological ones because the latter
can be recognized only through the mediation of
the former—an expression on a face, a reading in
an instrument, etc. Finally, heteropsychological
objects are epistemically primary relative to cultur-
al ones for the same reason.
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The main task of the Aufbau is construction,
which Carnap ([1928] 1967) conceives of as the
converse of what he regarded as reduction (which
is far from what was then—or is now—conceived
of as ‘‘reduction’’ in Anglophone philosophy) (see
Reductionism):

[A]n object is ‘reducible’ to others . . . if all statements
about it can be translated into statements which speak
only about these other objects . . . . By constructing a
concept from other concepts, we shall mean the indica-
tion of its ‘‘constructional definition’’ on the basis of
other concepts. By a constructional definition of the
concept a on the basis of the concepts b and c, we
mean a rule of translation which gives a general indica-
tion how any propositional function in which a occurs
may be transformed into a coextensive propositional
function in which a no longer occurs, but only b and c.
If a concept is reducible to others, then it must indeed be
possible to construct it from them (§35).

However, construction and reduction present
different formal problems because, except in some
degenerate cases (such as explicit definition), the
transformations in the two directions may not
have any simple explicit relation to each other.
The question of reducibility/constructibility is dis-
tinct from that of epistemic primacy. In an impor-
tant innovation in an empiricist context, Carnap
argues that both the autopsychological and physi-
cal domains can be reduced to each other (in his
sense). Thus, at the formal level, either could serve
as the basis of the construction. It is epistemic
primacy that dictates the choice of the former.

Carnap’s task, ultimately, is to set up a construc-
tional system that will allow the construction of
the cultural domain from the autopsychological
through the two intermediate domains. In the Auf-
bau, there are only informal discussions of how the
last two stages of such a construction are to be
executed; only the construction of the physical
from the autopsychological is fully treated formal-
ly. As the basic units of the constructional system,
Carnap chose what he calls ‘‘elementary experi-
ences’’ (Elementarerlebnisse, or elex) (an extended
discussion of Carnap’s construction is to be found
in Goodman 1951, Ch. 5). These are supposed to
be instantaneous cross-sections of the stream of
experience—or at least bits of that stream in the
smallest perceivable unit of time—that are incapable
of further analysis. The only primitive relation
that Carnap introduces is ‘‘recollection of similarity’’
(Rs). (In the formal development of the system,
Rs is introduced first and the elex are defined
as the field of Rs.) The asymmetry of Rs is eventu-
ally exploited by Carnap to introduce temporal
ordering.

Since the elex are elementary, they cannot be
further analyzed to define what would be regarded
as constituent qualities of them such as partial
sensations or intensity components of a sensation.
Had the elex not been elementary, Carnap could
have used ‘‘proper analysis’’ to define such quali-
ties by isolating the individuals into classes on the
basis of having a certain (symmetric) relationship
with each other. Carnap defines the process of
‘‘quasi-analysis’’ to be formally analogous to prop-
er analysis but only defining ‘‘quasi-characteristics’’
or ‘‘quasi-constituents’’ because the elex are unana-
lyzable. Thus, if an elex is both c in color and t in
temperature, c or t can be defined as classes of every
elex having c or t, respectively. However, to say
that c or t is a quality would imply that an elex is
analyzable into simpler constituents. Quasi-analysis
proceeds formally in this way (as if it is proper
analysis) but defines only quasi-characteristics,
thus allowing each elex to remain technically unan-
alyzable Quasi-analysis based on the relation ‘‘part
similarity’’ (Ps), itself defined from Rs, is the cen-
tral technique of the Aufbau. It is used eventually
to define sense classes and, then, the visual sense,
visual field places, the spatial order of the visual
field, the order of colors and, eventually, sensa-
tions. Thus the physical domain is constructed
out of the autopsychological. Carnap’s accounts
of the construction between the other two domains
remain promissory sketches.
Carnap was aware that there were unresolved

technical problems with his construction of the
physical from the autopsychological, though he
probably underestimated the seriousness of these
problems. The systematic problems are that when
a quality is defined as a class selected by quasi-
analysis on the basis of a relation: (i) two (different)
qualities that happen always to occur together
(say, red and hot) will never be separated, and
(ii) quality classes may emerge in which any two
members bear some required relation to each
other, but there may yet be no relation that holds
between all members of the class. Carnap’s re-
sponse to these problems was extrasystematic: In
the complicated construction of the world from the
elex, he hoped that such examples would never or
only very rarely arise. Nevertheless, because of
these problems, and because the other construc-
tions are not carried out, the attitude of the Aufbau
is tentative and exploratory: The constructional
system is presented as essentially unfinished. (Good-
man 1951 also provides a lucid discussion of these
problems.)
Some recent scholarship has questioned whether

Carnap had any traditional epistemological
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concerns in the Aufbau. In particular, Friedman
(e.g., 1992) has championed the view that Carnap’s
concerns in that work are purely ontological:
The Aufbau is not concerned with the question of
the source or status of knowledge of the external
world (see Empiricism); rather, it investigates the
bases on which such a world may be constructed
(see Richardson 1998). Both Friedman and
Richardson—as well as Sauer (1985) and Haack
(1977) long before them—emphasize the Kantian
roots of the Aufbau. If this reinterpretation is cor-
rect, then what exactly the Aufbau owes to Russell
(and traditional empiricism) becomes uncertain.
However, as Putnam (1994, 281) also points out,
this reinterpretation goes too far: Though the proj-
ect of the Aufbau is not identical to that of Russell’s
external world program, there is sufficient con-
gruence between the two projects for Carnap to
have correctly believed that he was carrying out
Russell’s program. In particular, the formal con-
structions of the Aufbau are a necessary prerequi-
site for the development of the epistemology that
Russell had in mind: One must be able to construct
the world formally from a phenomenalist basis
before one can suggest that this construction
shows that the phenomena are the source of knowl-
edge of the world. Moreover, this reinterpretation
ignores the epistemological remarks scattered
throughout the Aufbau itself, including Carnap’s
concern for the epistemic primacy of the basis he
begins with. Savage (2003) has recently pointed out
that the salient difference between Russell’s and
Carnap’s project is that whereas the former chose
sense data as his point of departure, the latter chose
elementary experiences. But this difference is simply
a result of Carnap’s having accepted the results of
Gestalt psychology as having definitively shown
what may be taken as individual experiential bases;
other than that, that is, with respect to the issue of
empiricism, it has no philosophical significance.
In any case, by this time of his intellectual devel-

opment, Carnap had fully endorsed not only the
logicism of the Principia, but also the form that
Whitehead and Russell had given to logic (that is,
the ramified theory of types including the axioms of
infinity and reducibility) in that work. However,
Henri Poincaré also emerges as a major influence
during this period. Carnap did considerable work
on the conceptual foundations of physics in the
1920s, and some of this work—in particular, his
analysis of the relationship between causal determi-
nation and the structure of space—shows strong
conventionalist attitudes (Carnap 1924; see also
1923 and 1926) (see Conventionalism; Poincaré,
Henri).

Viennese Positivism

In 1926, at Schlick’s invitation, Carnap moved to
Vienna to become a Privatdozent (instructor) in
philosophy at the University of Vienna for the
next five years (see Vienna Circle). An early version
of the Aufbau served as his Habilitationsschrift. He
was welcomed into the Vienna Circle, a scientific
philosophy discussion group organized by (and
centered around) Schlick, who had occupied the
chair for philosophy of the inductive sciences since
1922. In the meetings of the Vienna Circle, the type-
script of the Aufbau was read and discussed. What
Carnap seems to have found most congenial in the
Circle—besides its members’ concern for science
and competence in modern logic—was their rejec-
tion of traditional metaphysics. Over the years,
besides Carnap and Schlick, the Circle included
Herbert Feigl, Kurt Gödel, Hans Hahn, Karl
Menger, Otto Neurath, and Friedrich Waismann,
though Gödel would later claim that he had little
sympathy for the antimetaphysical position of the
other members. The meetings of the Circle were
characterized by open, intensely critical, discussion
with no tolerance for ambiguity of formulation or
lack of rigor in demonstration. The members of the
Circle believed that philosophy was a collective
enterprise in which progress could be made. These
attitudes, even more than any canonical set of posi-
tions, characterized the philosophical movement—
initially known as logical positivism and later as
logical empiricism—that emerged from the work of
the members of the Circle and a few others, espe-
cially Hans Reichenbach (see Reichenbach, Hans).
However, besides rejecting traditional metaphysics,
most members of the Circle accepted logicism and
a sharp distinction between analytic and synthetic
truths. The analytic was identified with the a priori;
the synthetic with the a posteriori (see Analyticity).
A. J. Ayer, who attended some meetings of the
Circle in 1933 (after Carnap had left—see below),
returned to Britain and published Language,
Truth and Logic (Ayer 1936) (see Ayer, Alfred
Jules). This short book did much to popularize
the views of the Vienna Circle among Anglophone
philosophers, though it lacks the sophistication
that is found in the writings of the members of
the Circle, particularly Carnap.

Under Neurath’s influence, during his Vienna
years, Carnap abandoned the phenomenalist lan-
guage he had preferred in the Aufbau and came to
accept physicalism (see Neurath, Otto; Physical-
ism). The epistemically privileged language is one
in which sentences reporting empirical knowledge
of the world (‘‘protocol sentences’’) employ terms
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referring to material bodies and their observable
properties (see Phenomenalism, Protocol Sen-
tences). From Carnap’s point of view, the chief
advantage of a physicalist language is its intersub-
jectivity. Physicalism, moreover, came hand-in-
hand with the thesis of the ‘‘unity of science,’’ that
is, that the different empirical sciences (including
the social sciences) were merely different branches
of a single unified science (see Unity of Science
Movement). To defend this thesis, it had to be
demonstrated that psychology could be based on a
physicalist language In an important paper only
published somewhat later, Carnap ([1932] 1934)
attempted that demonstration (see Unity and Dis-
unity of Science). Carnap’s adoption of physicalism
was final; he never went back to a phenomenalist
language. However, what he meant by ‘‘physical-
ism’’ underwent radical transformations over the
years. By the end of his life, it meant no more than
the adoption of a nonsolipsistic language, that is,
one in which intersubjective is possible (Carnap
1963b).

In theViennaCircle,Wittgenstein’sTractatuswas
discussed in detail. Carnap found Wittgenstein’s
rejection of metaphysics concordant with the views
he had developed independently. Partly because of
Wittgenstein’s influence on some members of the
Circle (though not Carnap), the rejection of meta-
physics took the form of an assertion that the sen-
tences ofmetaphysics aremeaningless in the sense of
being devoid of cognitive content. Moreover, the
decision whether a sentence is meaningful was to
be made on the basis of the principle of verifiability,
which claims that the meaning of a sentence is given
by the conditions of its (potential) verification (see
Verifiability). Observation terms are directly mean-
ingful on this account (see Observation). Theoreti-
cal terms acquire meaning only through explicit
definition from observation terms. Carnap’s major
innovation in these discussions within theCircle was
to suggest that even the thesis of realism—asserting
the ‘‘reality’’ of the external world—is meaningless,
a position not shared by Schlick, Neurath, or Reich-
enbach. Problems generated by meaningless ques-
tions became the celebrated ‘‘pseudo-problems’’ of
philosophy (Carnap [1928] 1967).

Wittgenstein’s principle of verifiability posed
fairly obvious problems in any scientific context.
No universal generalization can ever be verified.
Perhaps independently, Karl Popper perceived the
same problem (see Popper, Karl). This led him to
replace the requirement of verifiability with that of
falsifiability, though only as a criterion to demarcate
science from metaphysics, and not as one to be also
used to demarcate meaningful from meaningless

claims. It is also unclear what the status of the
principle itself is, that is, whether it is meaningful
by its own criterion of meaningfulness. Carnap, as
well as other members of the Vienna Circle includ-
ing Hahn and Neurath, realized that a weaker crite-
rion of meaningfulness was necessary. Thus began
the program of the ‘‘liberalization of empiricism.’’
There was no unanimity within the Vienna Circle on
this point. The differences between the members are
sometimes described as those between a conserva-
tive ‘‘right’’ wing, led by Schlick and Waismann,
which rejected both the liberalization of empiricism
and the epistemological antifoundationalism of the
move to physicalism, and a radical ‘‘left’’ wing, led
by Neurath and Carnap, which endorsed the oppo-
site views. The ‘‘left’’ wing also emphasized fallibi-
lism and pragmatics; Carnap went far enough along
this line to suggest that empiricism itself was a pro-
posal to be accepted on pragmatic grounds. This
difference also reflected political attitudes insofar as
Neurath and, to a lesser extent, Carnap viewed
science as a tool for social reform.
The precise formulation of what came to be called

the criterion of cognitive significance took three
decades (see Hempel 1950; Carnap 1956 and 1961)
(see Cognitive Significance). In an important pair of
papers, ‘‘Testability and Meaning,’’ Carnap (1936–
1937) replaced the requirement of verification with
that of confirmation; at this stage, he made no
attempt to quantify the latter. Individual terms
replace sentences as the units of meaning. Univer-
sal generalizations are no longer problematic;
though they cannot be conclusively verified, they
can yet be confirmed. Moreover, in ‘‘Testability
and Meaning,’’ theoretical terms no longer require
explicit definition from observational ones in order
to acquire meaning; the connection between the
two may be indirect through a system of implicit
definitions. Carnap also provides an important
pioneering discussion of disposition predicates.

The Syntactic Phase

Meanwhile, in 1931, Carnap had moved to Prague,
where he held the chair for natural philosophy at
the German University until 1935, when, under the
shadow of Hitler, he emigrated to the United States.
Toward the end of his Vienna years, a subtle but
important shift in Carnap’s philosophical interests
had taken place. This shift was from a predominant
concern for the foundations of physics to that for
the foundations of mathematics and logic, even
though he remained emphatic that the latter were
important only insofar as they were used in the
empirical sciences, especially physics.
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In Vienna and before, following Frege and
Russell, Carnap espoused logicism in its convention-
al sense, that is, as the doctrine that held that the
concepts of mathematics were definable from those
of logic, and the theorems of mathematics were de-
rivable from the principles of logic. In the aftermath
of Gödel’s (1931) incompleteness theorems, how-
ever, Carnap abandoned this type of logicism and
opted instead for the requirement that the concepts
of mathematics and logic always have their custom-
ary (that is, everyday) interpretation in all contexts.
He also began to advocate a radical conventionalism
regarding what constituted ‘‘logic.’’
Besides the philosophical significance of Gödel’s

results, what impressed Carnap most about that
work wasGödel’s arithmetization of syntax. Down-
playing the distinction between an object language
and its metalanguage, Carnap interpreted this pro-
cedure as enabling the representation of the syntax
of a language within the language itself. At this
point Carnap had not yet accepted the possibility
of semantics, even though he was aware of some of
Tarski’s work and had had some contact with the
Polish school of logic. In this context, the represen-
tation of the syntax of a language within itself sug-
gested to Carnap that all properties of a language
could be studied within itself through a study of
syntax.
These positions were codified in Carnap’s major

work from this period, The Logical Syntax of Lan-
guage (Carnap 1934b and 1937). The English trans-
lation includes material that had to be omitted
from the German original due to a shortage of
paper; the omitted material was separately published
in German as papers (Carnap 1934a and 1935).
Conventionalism about logic was incorporated
into the well-known principle of tolerance:

It is not our business to set up prohibitions but to arrive at
conventions [about what constitutes a logic] . . . . In
logic, there are no morals. Every one is at liberty to
build up his own logic, i.e., his own form of language,
as he wishes. All that is required is that, if he wishes to
discuss it, he must state his method clearly, and give
syntactic rules instead of philosophical arguments.
(Carnap 1937, 51–52; emphasis in the original)

Logic, therefore, is nothing but the syntax of lan-
guage.
In Syntax, the principle of tolerance allows

Carnap to navigate the ongoing disputes between
logicism, formalism, and intuitionism/constructiv-
ism in the foundations of mathematics without
abandoning any insight of interest from these
schools. Carnap begins with a detailed study of
the construction of two languages, I and II. The

last few sections of Syntax also present a few
results regarding the syntax of any language and
also discuss the philosophical ramifications of the
syntactic point of view. (Sarkar 1992 attempts a
comprehensible reconstruction of the notoriously
difficult formalism of Syntax.)

Language I, which Carnap calls ‘‘definite,’’ is
intended as a neutral core of all logically interesting
languages, neutral enough to satisfy the strictures
of almost any intuitionist or constructivist. It per-
mits the definition of primitive recursive arithmetic
and has bounded quantification (for all x up to
some upper bound) but not much more. Its syntax
is fully constructed formally. Language II, which
is ‘‘indefinite’’ for Carnap, is richer. It includes
Language I and has sufficient resources for the
formulation of all of classical mathematics, and is
therefore nonconstructive. Moreover, Carnap per-
mits descriptive predicates in each language. Thus,
the resources of Language II are strong enough to
permit, in principle, the formulation of classical
physics. The important point is that because of
the principle of tolerance, the choice between Lan-
guages I and II or, for that matter, any other
syntactically specified language, is not based on
factual considerations. If one wants to use mathe-
matics to study physics in the customary way, Lan-
guage II is preferable, since as yet, nonconstructive
mathematics remains necessary for physics. But the
adoption of Language II, dictated by the pragmatic
concern for doing physics, does not make Language
I incorrect. This was Carnap’s response to the foun-
dational disputes of mathematics: By tolerance they
are defined out of existence.

The price paid if one adopts the principle of
tolerance is a radical conventionalism about what
constitutes logic. Conventionalism, already appar-
ent in Carnap’s admission of both a phenomenalist
and a physicalist possible basis for construction in
the Aufbau, and strongly present in the works on
the foundations of physics in the 1920s, had now
been extended in Syntax to logic. As a conse-
quence, what might be considered to be the most
important question in anymathematical or empirical
context—the choice of language—became prag-
matic. This trend of relegating troublesome ques-
tions to the realm of pragmatics almost by fiat,
thereby excusing them from systematic philosophi-
cal exploration, became increasingly prevalent in
Carnap’s views as the years went on.

Syntax contained four technical innovations in
logic that are of significance: (i) a definition of
analyticity that, as was later shown by S. C. Kleene,
mimicked Tarski’s definition of truth for a forma-
lized language; (ii) a proof, constructed by Carnap
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independently of Tarski, that truth cannot be de-
fined as a syntactic predicate in any consistent for-
malized language; (iii) a rule for infinite induction
(in Language I) that later came to be called the
omega rule; and (iv), most importantly, a generali-
zation of Gödel’s first incompleteness theorem that
has come to be called the fixed-point lemma. With
respect to (iv), what Carnap proved is that in a
language strong enough to permit arithmetization,
for any syntactic predicate, one can construct a
sentence that would be interpreted as saying that
it satisfies that predicate. If the chosen predicate is
unprovability, one gets Gödel’s result.

Besides the principle of tolerance, the main phil-
osophical contribution of Syntax was the thesis
that philosophy consisted of the study of logical
syntax. Giving a new twist to the Vienna Circle’s
claim that metaphysical claims were meaningless,
Carnap argues and tries to show by example that
sentences making metaphysical claims are all syn-
tactically ill-formed. Moreover, since the arithme-
tization procedure shows that all the syntactic rules
of a language can be formulated within the lan-
guage, even the rules that determine what sentences
are meaningless can be constructed within the lan-
guage. All that is left for philosophy is a study of
the logic of science. But, as Carnap (1937) puts it:
‘‘The logic of science (logical methodology) is noth-
ing else than the syntax of the language of science. . . .
To share this view is to substitute logical syntax
for philosophy’’ (7–8; emphasis in original). The
claims of Syntax are far more grandiose—and
more flamboyant—than anything in the Aufbau.

Semantics

In the late 1930s, Carnap abandoned the narrow
syntacticism of Syntax and, under the influence of
Tarski and the Polish school of logic, came to accept
semantics. With this move, Carnap’s work enters its
final mature phase. For the first time, he accepted
that the concept of truth can be given more than
pragmatic content. Thereupon, he turned to the
systematization of semantics with characteristic
vigor, especially after his immigration to the United
States, where he taught at the University of Chicago
from 1936 to 1952. In his contribution to the Inter-
national Encyclopedia of Unified Science (Carnap
1939), on the foundations of logic andmathematics,
the distinctions among syntactic, semantic, and
pragmatic considerations regarding any language
are first presented in their mature form.

Introduction to Semantics, which followed in
1942, develops semantics systematically. In Syntax
Carnap had distinguished between two types of

transformations on sentences: those involving
‘‘the method of derivation’’ or ‘‘d-method,’’ and
those involving the ‘‘method of consequence’’ or
‘‘c-method.’’ Both of these were supposed to be
syntactic, but there is a critical distinction between
them. The former allows only a finite number of
elementary steps. The latter places no such restric-
tion and is, therefore, more ‘‘indefinite.’’ Terms
defined using the d-method (‘‘d-terms’’) include
‘‘derivable,’’ ‘‘demonstrable,’’ ‘‘refutable,’’ ‘‘resolu-
ble,’’ and ‘‘irresoluble’’; the corresponding c-terms
are ‘‘consequence,’’ ‘‘analytic,’’ ‘‘contradictory,’’
‘‘L-determinate,’’ and ‘‘synthetic.’’ After the con-
version to semantics, Carnap proposed that the
c-method essentially captured what semantics
allowed; the c-terms referred to semantic concepts.
Thus semantics involves a kind of formalization,

though one that is dependent on stronger inference
rules than the syntactical ones. In this sense, as
Church (1956, 65) has perceptively pointed out,
Carnap—and Tarski—reduce semantics to formal
rules, that is, syntax. Thus emerges the interpreta-
tion of deductive logic that has since become the
textbook version, so commonly accepted that is has
become unnecessary to refer to Carnap when one
uses it. For Carnap, the semantic move has an
important philosophical consequence: Philosophy
is no longer to be replaced just by the syntax of the
language of science; rather, it is to be replaced by the
syntax and the semantics of the language of science.
Carnap’s (1947) most original—and influential—

work in semantics is Meaning and Necessity, where
the basis for an intensional semantics was laid down.
Largely following Frege, intensional concepts are
distinguished from extensional ones. Semantical
rules are introduced and the analytic/synthetic dis-
tinction is clarified by requiring that any definition
of analyticity must satisfy the (meta-) criterion that
analytic sentences follow from the semantical rules
alone. By now Carnap had fully accepted that
semantic concepts and methods are more funda-
mental than syntactic ones: The retreat from the
flamboyance of Syntax was complete. The most
important contribution of Meaning and Necessity
was the reintroduction into logic, in the new inten-
sional framework, of modal concepts that had been
ignored since the pioneering work of Lewis (1918).
In the concluding chapter of his book, Carnap intro-
duced an operator for necessity, gave semantic rules
for its use, and showed how other modal concepts
such as possibility, impossibility, necessary implica-
tion, and necessary equivalence can be defined from
this basis.
By this point, Carnap had begun to restrict his

analyses to exactly constructed languages, implicitly
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abandoning even a distant hope that they would
have any direct bearing on natural languages. The
problem with the latter is that their ambiguities
made them unsuited for the analysis of science,
which, ultimately, remained the motivation of all
of Carnap’s work. Nevertheless, Carnap’s distinc-
tion between the analytic and the synthetic came
under considerable criticism from many, including
Quine (1951), primarily on the basis of considera-
tions about natural languages (see Analyticity;
Quine, Willard Van). Though philosophical fashion
has largely followed Quine on this point, at least
until recently, Carnap was never overly impressed
by this criticism (Stein 1992). The analytic/synthetic
distinction continued to be fundamental to his
views, and, in a rejoinder to Quine, Carnap argued
that nothing prevented empirical linguistics from
exploring intensions and thereby discovering cases
of synonymy and analyticity (Carnap 1955).
Carnap’s (1950a) most systematic exposition of

his final views on ontology is also from this period.
A clear distinction is maintained between questions
that are internal to a linguistic framework and
questions that are external to it. The choice of a
linguistic framework is to be based not on cognitive
but on pragmatic considerations. The external
question of ‘‘realism,’’ which ostensibly refers to
the ‘‘reality’’ of entities of a framework in some
sense independent of it, rather than to their ‘‘reali-
ty’’ within it after the framework has been accept-
ed, is rejected as noncognitive (see Scientific
Realism). This appears to be an anti-‘‘realist’’ posi-
tion, but it is not in the sense that within a frame-
work, Carnap is tolerant of the abstract entities
that bother nominalists. The interesting question
becomes the pragmatic one, that is, what frame-
works are fruitful in which contexts, and Carnap’s
attitude toward the investigation of various alter-
native frameworks remains characteristically and
consistently tolerant.
Carnap continued to explore questions about the

nature of theoretical concepts and to search for a
criterion of cognitive significance, preoccupations
of the logical empiricists that date back to the
Vienna Circle. Carnap (1956) published a detailed
exposition of his final views regarding the relation
between the theoretical and observational parts of
a scientific language. This paper emphasizes the
methodological and pragmatic aspects of theoreti-
cal concepts. It also contains his most subtle,
though not his last, attempt to explicate the notion
of the cognitive significance of a term and thus
establish clearly the boundary between scientific
and nonscientific discourse. However, the criterion
he formulates makes theoretical terms significant

only with respect to a class of terms, a theoretical
language, an observation language, correspondence
rules between them, and a theory. Relativization to
a theory is critical to avoiding the problems that
beset earlier attempts to find such a criterion. Car-
nap proves several theorems that are designed to
show that the criterion does capture the distinction
between scientific and nonscientific discourse. This
criterion was criticized by Roozeboom (1960) and
Kaplan (1975), but these criticisms depend on
modifying Carnap’s original proposal in impor-
tant ways. According to Kaplan, Carnap accepted
his criticism, though there is apparently no in-
dependent confirmation of that fact. However,
Carnap (1961) did turn to a different formalism
(Hilbert’s E-operator) in what has been interpreted
as his last attempt to formulate such a criterion
(Kaplan 1975), and this may indicate dissatisfac-
tion with the 1956 attempt. If so, it remains unclear
why: That attempt did manage to avoid the techni-
cal problems associated with the earlier attempts of
the logical empiricists (see Cognitive Significance).

Probability and Inductive Logic

From 1941 onward, Carnap also began a systemat-
ic attempt to analyze the concepts of probability
and to formulate an adequate inductive logic (a
logic of confirmation), a project that would occupy
him for the rest of his life. Carnap viewed this work
as an extension of the semantical methods that he
had been developing for the last decade. This
underscores an interesting pattern in Carnap’s in-
tellectual development. Until the late 1930s Carnap
viewed syntactic categories only as nonpragmati-
cally specifiable; questions of truth and confirma-
tion were viewed as pragmatic. His conversion to
semantics saw the recovery of truth from the prag-
matic to the semantic realm. Now, confirmation
followed truth down the same pathway.

In Logical Foundations of Probability (1950b),
his first systematic analysis of probability, Carnap
distinguished between two concepts of probability:
‘‘statistical probability,’’ which was the relevant
concept to be used in empirical contexts and gener-
ally estimated from the relative frequencies of
events, and ‘‘logical probability,’’ which was to be
used in contexts such as the confirmation of scien-
tific hypotheses by empirical data. Though the latter
concept, usually called the ‘‘logical interpreta-
tion’’ of probability, went back to Keynes (1921),
Carnap provides its first systematic explication (see
Probability).

Logical probability is explicated from three
different points of view (1950b, 164–8): (i) as a
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conditional probability c(h,e), which measures the
degree of confirmation of a hypothesis h on the
basis of evidence e (if c(h,e) ¼ r, then r is deter-
mined by logical relations between h and e); (ii) as a
rational degree of belief or fair betting quotient (if
c(h,e) ¼ r, then r represents a fair bet on h if e cor-
rectly describes the total knowledge available to a
bettor); and (iii) as the limit of relative frequencies in
some cases. According to Carnap, the first of these,
which specifies a confirmation function (‘‘c-func-
tion’’), is the concept that is most relevant to
the problem of induction. In the formal develop-
ment of the theory, probabilities are associated with
sentences of a formalized language.

In Foundations, Carnap (1950b) believed that a
unique measure c(h,e) of the degree of confirmation
can be found, and he even proposed one (viz.,
Laplace’s rule of succession), though he could not
prove its uniqueness satisfactorily. His general
strategy was to augment the standard axioms of
the probability calculus by a set of ‘‘conventions
on adequacy’’ (285), which turned out to be equiv-
alent to assumptions about the rationality of
degrees of belief that had independently been pro-
posed by both Ramsey and de Finetti (Shimony
1992). In a later work, The Continuum of Inductive
Methods, using the conventions on adequacy and
some plausible symmetry principles, Carnap (1952)
managed to show that all acceptable c-functions
could be parameterized by a single parameter, a
real number, l 2 [0,1]. The trouble remained
that there is no intuitively appealing a priori strate-
gy to restrict l to some preferably very small subset
of [0,1]. At one point, Carnap even speculated
that it would have to be fixed empirically. Unfor-
tunately, some higher-order induction would then
be required to justify the procedure for its estima-
tion, and potentially, this leads to infinite regress
(see Confirmation Theory; Inductive Logic).

Carnap spent 1952–1954 at the Institute for Ad-
vanced Study at Princeton, New Jersey, where he
continued to work on inductive logic, often in col-
laboration with John Kemeny. He also returned to
the foundations of physics, apparently motivated
by a desire to trace and explicate the relations
between the physical concept of entropy and an
abstract concept of entropy appropriate for induc-
tive logic. His discussion with physicists proved
to be disappointing and he did not publish his
results. (These were edited and published by Abner
Shimony [Carnap 1977] after Carnap’s death.)

In 1954 Carnap moved to the University of Cali-
fornia at Los Angeles to assume the chair that had
become vacant with Reichenbach’s death in 1953.
There he continued to work primarily on inductive

logic, often with several collaborators, over the
next decade. There were significant modifications
of his earlier attempts to formulate a systematic
inductive logic (see Carnap and Jeffrey 1971 and
Jeffrey 1980. An excellent introduction to this part
of Carnap’s work on inductive logic is Hilpinen
1975). Obviously impressed by the earlier work of
Ramsey and de Finetti, Carnap (1971a) returned to
the second of his three 1950 explications of logical
probability and emphasized the use of inductive
logic in decision problems.
More importantly, Carnap, in ‘‘A Basic System

of Inductive Logic’’ (1971b and 1980), finally
recognized that attributing probabilities to sen-
tences was too restrictive. If a conceptual system
uses real numbers and real-valued functions, no
language can express all possible cases using only
sentences or classes of sentences. Because of this, he
now began to attribute probabilities to events or
propositions (which are taken to be synonymous).
This finally brought some concordance between
his formal methods and those of mathematical sta-
tisticians interested in epistemological questions.
Propositions are identified with sets of models;
however, the fields of the sets are defined using
the atomic propositions of a formalized language.
Thus, though probabilities are defined as measures
of sets, they still remain relativized to a particular
formalized language. Because of this, and because
the languages considered remain relatively simple
(mostly monadic predicate languages), much of this
work remains similar to the earlier attempts.
By this point Carnap had abandoned the hope

of finding a unique c-function. Instead, he distin-
guished between subjective and objective app-
roaches in inductive logic. The former emphasizes
individual freedom in the choice of necessary con-
ventions; the latter emphasizes the existence of lim-
itations. Though Carnap characteristically claimed
to keep an open mind about these two approaches,
his emphasis was on finding rational a priori prin-
ciples that would systematically limit the choice of
c-functions. Carnap was still working on this proj-
ect when he died on September 14, 1970. He had
not finished revising the last sections of the second
part of the ‘‘Basic System,’’ both parts of which
were published only posthumously.
Toward the end of his life, Carnap’s concern for

political and social justice had led him to become an
active supporter of an African-American civil rights
organization in LosAngeles. According to Stegmül-
ler (1972, lxvi), the ‘‘last photograph we have of
Carnap shows him in the office of this organization,
in conversation with various members. He was the
only white in the discussion group.’’
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The Legacy

Thirty-five years after Carnap’s death it is easier to
assess Carnap’s legacy, and that of logical empiri-
cism, than it was in the 1960s and 1970s, when a
new generation of analytic philosophers and philo-
sophers of science apparently felt that they had to
reject that work altogether in order to be able to
define their own philosophical agendas. This reac-
tion can itself be taken as evidence of Carnap’s
seminal influence, but, nevertheless, it is fair to
say that Carnap and logical empiricism fell into a
period of neglect in the 1970s from which it began
to emerge only in the late 1980s and early 1990s.
Meanwhile it became commonplace among philo-
sophers to assume that Carnap’s projects had
failed.
Diagnoses of this failure have varied. For some it

was a result of the logical empiricists’ alleged inabil-
ity to produce a technically acceptable criterion for
cognitive significance (see Cognitive Significance).
For others, it was because of Quine’s dicta against
the concept of analyticity and the analytic/synthetic
distinction (see Analyticity; Quine, Willard Van).
Some took Popper’s work to have superseded that
of Carnap and the logical empiricists (see Popper,
Karl Raimund). Many viewed Thomas Kuhn’s
seminal work on scientific change to have shown
that the project of inductive logic was misplaced;
they, and others, generally regarded Carnap’s at-
tempt to explicate inductive logic to have been a
failure (see Kuhn, Thomas; Scientific Change). Fi-
nally, a new school of ‘‘scientific realists’’ attempted
to escape Carnap’s arguments against external real-
ism (see Realism).
There can be little doubt that Carnap’s project of

founding inductive logic has faltered. He never
claimed that he had gone beyond preliminary
explorations of possibilities, and, though there has
been some work since, by and large, epistemolo-
gists of science have abandoned that project in
favor of less restrictive formalisms, for instance,
those associated with Bayesian or Neyman-
Pearson statistics (see Bayesianism; Statistics, Phi-
losophy of). But, with respect to every other case
mentioned in the last paragraph, the situation is far
less clear. It has already been noted that Carnap’s
final criterion for cognitive significance does not
suffer from any technical difficulty no matter
what its other demerits may be. Quine’s dicta
against analyticity no longer appear as persuasive
as they once did (Stein 1992); Quine’s preference
for using natural—rather than formalized—
language in the analysis of science has proved to

be counterproductive; and his program of natura-
lizing epistemology has yet to live up to its initial
promise. Putnam’s ‘‘internal realism’’ is based on
and revives Carnap’s views on ontology, and Kuhn
is perhaps now better regarded as having contribu-
ted significantly to the sociology rather than to the
epistemology of science.

However, to note that some of the traditionally
fashionable objections to Carnap and logical em-
piricism cannot be sustained does not show that
that work deserves a positive assessment on its
own. There still remains the question: What, exact-
ly, did Carnap contribute? The answer turns out to
be straightforward: The textbook picture of deduc-
tive logic that is in use today is the one that Carnap
produced in the early 1940s after he came to ac-
knowledge the possibility of semantics. The fixed-
point lemma has turned out to be an important
minor contribution to logic. The reintroduction of
modal logic into philosophy opened up new vistas
for Kripke and others in the 1950s and 1960s.
Carnap’s views on ontology continue to influence
philosophers today. Moreover, even though the
project of inductive logic seems unsalvageable to
most philosophers, it is hard to deny that Carnap
managed to clarify significantly the ways in which
concepts of probability must be deployed in the
empirical sciences and why the problem of in-
ductive logic is so difficult. But, most of all, Carnap
took philosophy to a new level of rigor and
clarity, accompanied by an open-mindedness (codi-
fied in the principle of tolerance) that, unfortunate-
ly, is not widely shared in contemporary analytic
philosophy.

SAHOTRA SARKAR
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CAUSALITY

Arguably no concept ismore fundamental to science
than that of causality, for investigations into cases of
existence, persistence, and change in the natural
world are largely investigations into the causes of
these phenomena. Yet the metaphysics and episte-
mology of causality remain unclear. For example,
the ontological categories of the causal relata have
been taken to be objects (Hume [1739] 1978), events
(Davidson 1967), properties (Armstrong 1978), pro-
cesses (Salmon 1984), variables (Hitchcock 1993),
and facts (Mellor 1995). (For convenience, causes
and effects will usually be understood as events in
what follows.) Complicating matters, causal rela-
tions may be singular (Socrates’ drinking hemlock
caused Socrates’ death) or general (Drinking hem-
lock causes death); hence the relata might be tokens
(e.g., instances of properties) or types (e.g., types of
events) of the category in question. Other questions
up for grabs are: Are singular causes metaphysically
and/or epistemologically prior to general causes or
vice versa (or neither)? What grounds the intuitive
asymmetry of the causal relation? Are macrocausal
relations reducible to microcausal relations? And
perhaps most importantly: Are causal facts (e.g.,
the holding of causal relations) reducible to non-
causal facts (e.g., the holding of certain spatiotem-
poral relations)?

Some Issues in Philosophy of Causality

The Varieties of Causation
Causes can apparently contribute to effects in a

variety of ways: by being background or standing
conditions, ‘‘triggering events,’’ omissions, factors
that enhance or inhibit effects, factors that remove
a common preventative of an effect, etc. Tradition-
ally accounts of causation have focussed on trig-
gering events, but contemporary accounts are
increasingly expected to address a greater range of
this diversity.
There may also be different notions of cause char-

acteristic of the domains of different sciences (see
Humphreys 1986; Suppes 1986): The seemingly in-
deterministic phenomena of quantum physics may
require treatment different fromeither the seemingly
deterministic processes of certain natural sciences or
the ‘‘quasi-deterministic’’ processes characteristic of

the social sciences, which are often presumed to be
objectively deterministic but subjectively uncertain.
Also relevant here is the distinction between teleo-
logical (intentional, goal-oriented) and nonteleolo-
gical causality: While the broadly physical sciences
tend not to cite motives and purposes, the plant,
animal, human, and social sciences often explicitly
do so. Contemporary treatments of teleological
causality generally aim to avoid the positing of
anything like entelechies or ‘‘vital forces’’ (of the
sort associated with nineteenth-century accounts
of biology), and also to avoid taking teleological
goals to be causes that occur after their effects
(see Salmon 1989, Sec. 3.8, for a discussion). On
Wright’s (1976) account, consequence etiology tele-
ological behaviors (e.g., stalking a prey) are not
caused by future catchings (which, after all, might
not occur), but rather by the fact that the behavior
in question has been often enough successful in
the past that it has been evolutionarily selected
for and for creatures capable of intentional repre-
sentation, alternative explanations may be avail-
able. While teleological causes raise interesting
questions for the causal underpinnings of behavior
(especially concerning whether a naturalistically
acceptable account of intentionality can be given),
the focus in what follows will be on nonteleological
causality, reflecting the primary concern of most
contemporary philosophers of causation.

Singular vs. General Causation
Is all singular causation ultimately general?

Different answers reflect different understandings
of the notion of ‘production’ at issue in the platitude
‘‘Causes produce their effects.’’ On generalist (or
covering-law) accounts (see the section on ‘‘Hume
and Pearson: Correlation, Not Causation’’ below),
causal production is amatter of law: Roughly, event
c causes event e just in case c and e are instances of
terms in a law connecting events of c ’s type with
events of e ’s type. The generalist interpretation is in
part motivated by the need to ground inductive
reasoning: Unless causal relations are subsumed by
causal laws, one will be unjustified in inferring that
events of c ’s type will, in the future, cause events of
e ’s type. Another motivation stems from thinking
that identifying a sequence of events as causal
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requires identifying the sequence as falling under a
(possibly unknown) law.

Alternatively, singularists (see ‘‘Singularist Ac-
counts’’ below) interpret causal production as invol-
ving a singular causal process (variously construed)
that is metaphysically prior to laws. Singularists
also argue for the epistemological priority of sin-
gular causes, maintaining that one can identify a
sequence as causal without assuming that the se-
quence falls under a law, even when the sequence
violates modal presuppositions (as in Fair’s [1979]
case: Intuitively, one could recognize a glass’s
breaking as causal, even if one antecedently thought
glasses of that type were unbreakable).

Counterfactual accounts (see ‘‘Counterfactual
Accounts’’ below) analyze singular causes in terms
of counterfactual conditionals (as a first pass, event
c causes event e just in case if c had not occurred,
then e would not have occurred). Whether a coun-
terfactual account should be considered singularist,
however, depends on whether the truth of the coun-
terfactuals is grounded in laws connecting types of
events or in, for example, propensities (objective
single-case chances) understood as irreducible to
laws. Yet another approach to the issue of singular
versus general causes is to deny that either is reduc-
ible to the other, and rather to give independent
treatments of each type (as in Sober 1984).

Reduction vs. Nonreduction
There are at least three questions of reducibility

at issue in philosophical accounts of causation,
which largely cut across the generalist/singularist
distinction. The first concerns whether causal
facts (e.g., the holding of causal relations) are re-
ducible to noncausal facts (e.g., the holding of
certain spatiotemporal relations). Hume’s general-
ist reduction of causality (see ‘‘Hume and Pearson:
Correlation, Not Causation’’ below) has a projec-
tivist or antirealist flavor: According to Hume, the
seeming ‘‘necessary connexion’’ between cause and
effect is a projection of a psychological habit of
association between ideas, which habit is formed
by regular experience of events of the cause type
being spatially contiguous and temporally prior
to events of the effect type. Contemporary neo-
Humeans (see ‘‘Hempel: Explanation, Not Causa-
tion’’ and ‘‘Probabilistic Relevance Accounts’’
below) dispense with Hume’s psychologism, focus-
ing instead on the possibility of reducing causal
relations and laws to objectively and noncausally
characterized associations between events. (Whe-
ther such accounts are appropriately deemed
antirealist is a matter of dispute, one philosopher’s

reductive elimination being another’s reductive in-
troduction.) By way of contrast, nonreductive gen-
eralists (often called realists—see ‘‘Causal Powers,
Capacities, Universals, Forces’’ below) take the
modally robust causal connection between event
types to be an irreducible feature of reality (see
Realism). Singularists also come in reductive or
realist varieties (see ‘‘Singularist Accounts’’ below).
A second question of reducibility concerns

whether a given account of causation aims to pro-
vide a conceptual analysis of the concept (hence to
account for causation in bizarre worlds, containing
magic, causal action at a distance, etc.) or instead
to account for the causal relation in the actual
world, in terms of physically or metaphysically
more fundamental entities or processes. These dif-
ferent aims make a difference in what sort of cases
and counterexamples philosophers of causation
take to heart when developing or assessing theories.
A common intermediate methodology focuses on
central cases, leaving the verdict on far-fetched
cases as ‘‘spoils for the victor.’’
A third question of reducibility concerns whether

macro-causal relations (holding between entities, or
expressed by laws, in the special sciences) are reduc-
ible to micro-causal relations (holding between
entities, or expressed by laws, in fundamental phys-
ics). This question arises from a general desire to
understand the ontological and causal underpin-
nings of the structured hierarchy of the sciences,
and from a need to address, as a special case, the
‘‘problem of mental causation,’’ of whether and
how mental events (e.g., a feeling of pain) can be
causally efficacious vis-à-vis certain effects (e.g.,
grimacing) that appear also to be caused by the
brain events (and ultimately, fundamental physical
events) upon which the mental events depend.
Causal reductionists (Davidson 1970; Kim 1984)

suggest that mental events (more generally, macro-
level events) are efficacious in virtue of superven-
ing on (or being identical with) efficacious physical
events. Many worry, however, that these appro-
aches render macro-level events causally irrelevant
(or ‘‘epiphenomenal’’). Nonreductive approaches to
macro-level causation come in both physicalist and
nonphysicalist varieties (Wilson 1999 provides an
overview; see Physicalism). Some physicalists posit
a relation (e.g., the determinable/determinate rela-
tion or proper parthood) between macro- and
micro-level events that entails that the set of causal
powers of a given macro-level eventm (roughly, the
set of causal interactions that the event, in appropri-
ate circumstances, could enter into) is a proper sub-
set of those of the micro-level event p upon whichm
depends. On this ‘‘proper subset’’ strategy, the fact
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that the sets of causal powers are different provides
some grounds for claiming thatm is efficacious in its
own right, but since each individual causal power of
m is identical with a causal power of p, the two
events are not in causal competition. On another
nonreductive strategy—emergentism—the causal
efficacy of at least some macro-level events (nota-
bly, mental events) is due to their having genuinely
new causal powers not possessed by the physical
events on which the mental events depend (see
Emergence). When the effect in question is physi-
cal, such powers violate the causal closure of
the physical (the claim that every physical effect
has a fully sufficient physical cause); but such a
violation arguably is not at odds with any cher-
ished scientific principles, such as conservation
laws (see McLaughlin 1992).

Features of Causality: Asymmetry, Temporal
Direction, Transitivity
Intuitively, causality is asymmetric: if event c

causes event e, then e does not cause c. Causality
also generally proceeds from the past to the future.
How to account for these data remains unclear.
The problem of accounting for asymmetry is par-
ticularly pressing for accounts that reductively an-
alyze causality in terms of associations, for it is easy
to construct cases in which the associations are
reversible, but the causation is not (as in Sylvain
Bromberger’s case in which the height h of a flag-
pole is correlated with the length l of the shadow it
casts, and vice versa, and intuitively h causes l, but l
does not cause h). Both the asymmetry and tempo-
ral direction of causality can be accommodated (as
in Hume) by stipulatively identifying causal with
temporal asymmetry: causes differ from their
effects in being prior to their effects. This approach
correctly rules out l’s causing h in the case above.
But it also rules out simultaneous and backwards
causation, which are generally taken to be live (or
at least not too distant) possibilities.
Accounts on which the general temporal direc-

tion of causation is determined by physical or
psychological processes may avoid the latter diffi-
culties. On Reichenbach’s (1956) account, the tem-
poral direction of causation reflects the direction of
‘‘conjunctive forks’’: processes where a common
cause produces joint effects, and where, in accor-
dance with what Reichenbach called ‘‘the principle
of the common cause’’, the probabilistic depen-
dence of the effects on each other is ‘‘screened
off’’—goes away—when the common cause is
taken into account. Such forks are, he claimed,
always (or nearly always) open to the future and

closed to the past. Some have suggested that the
direction of causation is fixed by the direction of
increasing entropy, or (more speculatively) by the
direction of collapse of the quantum wave packet.
Alternatively, Price (1991) suggests that human ex-
perience of manipulating causes provides a basis
for the (projected) belief that causality is forward-
directed in time (see ‘‘Counterfactuals and Manip-
ulability’’ below). These accounts explain the usual
temporal direction of causal processes, while
allowing the occasional exception.

It remains the case, however, that accommodat-
ing the asymmetry of causation by appeal to the
direction of causation rules out reducing the direc-
tion of time to the (general) direction of causation,
which some (e.g., Reichenbach) have wanted to do.
More importantly, neither stipulative nor non-
stipulative appeals to temporal direction seem to
adequately explain the asymmetry of causation,
which intuitively has more to do with causes
producing their effects (in some robust sense of
‘production’) than with causes being prior to their
effects. Nonreductive accounts on which causality
involves manifestations of powers or transfers of
energy (or other conserved quantities) may be bet-
ter situated to provide the required explanation, if
such manifestations or transfers can be understood
as directed (which remains controversial).

Another feature commonly associated with cau-
sality is transitivity: if c causes d, and d causes e, then
c causes e. This assumption has come in for question
of late, largely due to the following sort of case (see
Kvart 1991): A man’s finger is severed in a factory
accident; a surgeon reattaches the finger, which af-
terwards becomes perfectly functional. The accident
caused the surgery, and surgery caused the finger’s
functionality; but it seems odd to say that the acci-
dent caused the finger’s functionality (see Hall 2000
for further discussion).

Challenges to Causality

Galileo, Newton, and Maxwell—How, Not Why
From the ancient through modern periods, ac-

counts of natural phenomena proceeded by citing
the powers and capacities of agents, bodies, and
mechanisms to bring about effects (see Hankinson
1998; Clatterbaugh 1999). Galileo’s account of the
physics of falling bodies initiated a different ap-
proach to scientific understanding, on which this
was a matter of determining how certain measur-
able quantities were functionally correlated (the
‘‘how’’ of things, or the kinematics), as opposed to
determining the causal mechanisms responsible for
these correlations (the ‘‘why’’ of things, or the
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dynamics). This descriptive approach enabled sci-
entific theories to be formulated with comparati-
vely high precision, which in turn facilitated
predictive and retrodictive success; by way of con-
trast, explanations in terms of (often unobservable)
causal mechanisms came to be seen as explanatori-
ly otiose at best and unscientific at worst.

Newton’s famous claim in the Principia ([1687]
1999) that ‘‘hypotheses non fingo’’ (‘‘I frame no
hypotheses’’), regarding gravitation’s ‘‘physical
causes and seats’’ is often taken as evidence that he
advocated a descriptivist approach (though he
speculated at length on the causes of gravitational
forces in the Optics). And while Maxwell drew
heavily upon Faraday’s qualitative account of
causally efficacious electromagnetic fields (and
associated lines of force) in the course of develop-
ing his theories of electricity and magnetism, he
later saw such appeals to underlying causes as heu-
ristic aids that could be dropped from the final
quantitative theory.

Such descriptivist tendencies have been encour-
aged by perennial worries about the metaphysical
and epistemological presuppositions of explicitly
causal explanations (see ‘‘Causal Powers, Capaci-
ties, Universals, Forces’’ below) and the concomi-
tant seeming availability of eliminativist or
reductivist treatments of causal notions in scientific
laws. For example, Russell (1912) influentially ar-
gued that since the equations of physics do not
contain any terms explicitly referring to causes or
causal relations and moreover (in conflict with the
presumed asymmetry of causality) appear to be
functionally symmetric (one can write a ¼ F /m as
well as F ¼ ma), causality should be eliminated as
‘‘a relic of a bygone age.’’ Jammer (1957) endorsed
a view in which force-based dynamics is a sophisti-
cated form of kinematics, with force terms being
mere ‘‘methodological intermediaries’’ enabling the
convenient calculation of quantities (e.g., accelera-
tions) entering into descriptions. And more recent-
ly, van Fraassen (1980) has suggested that while
explanations going beyond descriptions may serve
various pragmatic purposes, these have no onto-
logical or causal weight beyond their ability to
‘‘save the phenomena.’’

Whether science really does, or should, focus on
the (noncausally) descriptive is, however, deeply
controversial. Galileo himself sought for explana-
tory principles going beyond description (see
Jammer 1957 for a discussion), and, notwithstand-
ing Newton’s professed neutrality about their
physical seats, he took forces to be the ‘‘causal
principle[s] of motion and rest.’’ More generally,
notwithstanding the availability of interpretations

of scientific theories as purely descriptive, there are
compelling reasons (say, the need to avoid a sus-
pect action at a distance) for taking the causally
explanatory posits of scientific theories (e.g., fields
and forces) ontologically seriously. The deeper
questions here, of course, concern how to assess
the ontological and causal commitments of scien-
tific theories; and at present there is no philosophi-
cal consensus on these important matters. In any
case it is not enough, in assessing whether causes
are implicated by physical theories, to note that
terms like ‘cause’ do not explicitly appear in the
equations of the theory, insofar as the commit-
ments of a given theory may transcend the referents
of the terms appearing in the theory, and given that
many terms—force, charge, valence—that do ap-
pear are most naturally defined in causal terms
(‘force,’ for example, is usually defined as that
which causes acceleration). It is also worth noting
that the apparent symmetry of many equations, as
well as the fact that cause terms do not explicitly
appear in scientific equations, may be artifacts of
scientists’ using the identity symbol as an all-
purpose connective between functional quantities,
which enables the quantities to be manipulated
using mathematical techniques but is nonethe-
less implicitly understood as causally directed, as
in F ¼ ma.
Nor does scientific practice offer decisive illumi-

nation of whether scientific theorizing is or is not
committed to causal notions: As with Maxwell, it
remains common for scientists to draw upon ap-
parently robustly causal notions when formulating
or explaining a theory, even while maintaining that
the theory expresses nothing beyond descriptive
functional correlations of measurable quantities.
Perhaps it is better to attend to what scientists do
rather than what they say. That they rarely leave
matters at the level of descriptive laws linking
observables is some indication that they are not
concerned with just the ‘‘how’’ question—though,
to be sure, the tension between descriptive and
causal/explanatory questions may recur at levels
below the surface of observation.

Hume and Pearson: Correlation, Not Causation
The Galilean view of scientific understanding as

involving correlations among measurable quanti-
ties was philosophically mirrored in the empiricist
view that all knowledge (and meaning) is ultimately
grounded in sensory experience (see Empiricism).
The greatest philosophical challenge to causality
came from Hume, who argued that there is no
experience of causes being efficacious, productive,
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or powerful vis-à-vis their effects; hence ‘‘we only
learn by experience the frequent conjunction of
objects, without being ever able to comprehend
any thing like connexion between them’’ ([1748]
1993, 46). In place of realistically interpreted ‘‘pro-
ducing’’ theories of causation (see Strawson 1987
for a taxonomy), Hume offered the first regularity
theory of causation, according to which event c
causes event e just in case c and e occur, and events
of c’s type have (in one’s experience) been univer-
sally followed by, and spatially contiguous to,
events of e’s type. (As discussed, such constant
conjunctions were the source of the psychological
imprinting that was, for Hume, the ultimate locus
of causal connection.) Hume’s requirement of con-
tiguity may be straightforwardly extended to allow
for causes to produce distant effects, via chains of
spatially contiguous causes and effects.
Hume’s requirement of universal association is

not sufficient for causation (night always follows
day but day does not cause night). Nor is Hume’s
requirement necessary, for even putting aside
the requirement that one experience the association
in question, there are many causal events that hap-
pen only once (e.g., the big bang). The immediate
move of neo-Humeans (e.g., Hempel and Oppen-
heim 1948; Mackie 1965) is to understand the gen-
eralist component of the account in terms of laws
of nature, which express the lawful sufficiency of
the cause for the effect, and where (reflecting
Hume’s reductive approach) the sufficiency is not
to be understood as grounded in robust causal
production. One wonders, though, what is ground-
ing the laws in question if associations are neither
necessary nor sufficient for their holding and ro-
bust production is not allowed to play a role (see
Laws of Nature). If the laws are grounded in brute
fact, it is not clear that the reductive aim has been
served (but see the discussion of Lewis’s account of
laws, below).
In any case, neo-Humean accounts face several

problems concerning events that are inappropriate-
ly deemed causes (‘‘spurious causes’’). One is the
problem of joint effects, as when a virus causes first
a fever, and then independently causes a rash: Here
the fever is lawfully sufficient for, hence incorrectly
deemed a cause of, the rash. Another involves
violations of causal asymmetry: Where events of
the cause’s type are lawfully necessary for events
of the effect’s type, the effect will be lawfully suffi-
cient for (hence inappropriately deemed a cause of )
the cause. Cases of preemption also give rise to
spurious causes: Suzy’s and Billy’s rockthrowings
are each lawfully sufficient for breaking the bottle;
but given that Suzy’s rock broke the bottle (thereby

preempting Billy’s rock from doing so), how is one
to rule out Billy’s rockthrowing as a cause?

The above cases indicate that lawful sufficiency
alone is not sufficient for causality. One response is
to adopt an account of events in which these are
finely individuated, so that, for example, the bottle-
breaking resulting from Suzy’s rock-throwing turns
out to be of a different event type than a bottle-
breaking resulting from Billy’s rock-throwing (in
which case Billy’s rock-throwing does not instanti-
ate a rock-throwing–bottle-breaking law, and so
does not count as a cause). Another response incor-
porates a proviso that the lawful sufficiency at issue
is sufficiency in the circumstances (as in Mackie’s
‘‘INUS’’ condition account, in which a cause is an
insufficient but necessary part of a condition that
is, in the circumstances, unnecessary but sufficient
for the effect).

Nor is lawful sufficiency alone necessary for cau-
sality, as the live possibility of irreducibly probabi-
listic causality indicates. This worry is usually
sidestepped by a reconception of laws according to
which these need express only some lawlike pattern
of dependence; but this reconception makes it yet
more difficult for regularity theorists to distinguish
spurious from genuine causes and laws (see ‘‘Prob-
abilistic Relevance Accounts’’ below for develop-
ments). One neo-Humean response is to allow
certain a priori constraints to enter into determining
what laws there are in a world (as in the ‘‘best
system’’ theory of laws of Lewis 1994) in which the
laws are those that systematize the phenomena with
the best combination of predictive strength and
formal simplicity, so as to accommodate probabi-
listic (and even uninstantiated) laws (see also
‘‘Hempel: Explanation, Not Causation’’ below).

The view that causation is nothing above (appro-
priately complex) correlations was widespread fol-
lowing the emergence of social statistics in the
nineteenth century and was advanced by Karl
Pearson, one of the founders of modern statistics,
in 1890 in The Grammar of Science. Pearson’s en-
dorsement of this view was, like Hume’s, inspired
by a rejection of causality as involving mysterious
productive powers, and contributed to causes (as
opposed to associations) being to a large extent
expunged from statistics and from the many
sciences relying upon statistics. An intermediate
position between these extremes, according to
which causes are understood to go beyond correla-
tions but are not given any particular metaphysical
interpretation (in particular, as involving pro-
ductive powers), was advanced by the evolutio-
nary biologist Sewall Wright, the inventor of path
analysis. Wright (1921) claimed that path analysis
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not only enabled previously known causal relations
to be appropriately weighted, but moreover en-
abled the testing of causal hypotheses in cases
where the causal relations were (as yet) unknown.
Developed descendants and variants of Wright’s
approach have found increasing favor of late (see
‘‘Bayesian Networks and Causal Models’’ below),
contributing to some rehabilitation of the notion of
causality in the statistical sciences.

Hempel: Explanation, Not Causation
Logical empiricists were suspicious of causation

understood as a metaphysical connection in nature;
instead they located causality in language, inter-
preting causal talk as talk of explanation (see
Salmon 1989 for a discussion). On Hempel and
Oppenheim’s (1948) influential D-N (deductive-
nomological) model of scientific explanation, event
c explains event e just in case a statement expressing
the occurrence of e is the conclusion of an argu-
ment with premises, one of which expresses the
holding of a universal generalization to the effect
that events of c’s type are associated with events of
e’s type and another of which expresses the fact
that c occurred (see Explanation). Imposing certain
requirements on universal generalizations (e.g.,
projectibility) enabled the D-N account to avoid
cases of spurious causation due to accidental reg-
ularities (s’s being a screw in Smith’s car does not
explain why s is rusty, even if all the screws in
Smith’s car rusty). And requiring that explanations
track temporal dependency relations (as a variation
on identifying causal with temporal asymmetry)
can prevent, for example, the length of the shadow
from explaining the height of the flagpole. It is less
clear, however, how to deal with explanatory pre-
emption, as when Jones, immediately after ingest-
ing a pound of arsenic, is run over by a bus and
dies. Hempel’s account allows us to explain Jones’
death by citing the law that anyone who ingests a
pound of arsenic dies within 24 hours, along with
the fact that Jones ate a pound of arsenic; but such
an explanatory arguments only cite laws and facts
that are causally relevant to the event being
explained; but this is in obvious tension with the
empiricist’s goal of characterizing causation in
terms of explanation.

To accommodate the possibility of irreducibly
probabilistic association, as well as explanations
(characteristic of the social sciences) proceeding
under conditions of partial uncertainty, Hempel
(1965) proposed an inductive-statistical (I-S)
model, in which event c explains event e if c occurs
and it is an inductively grounded law that the
probability of an event of type e given an event of

type c is high (see Explanation; Inductive Logic).
This account is subject of counterexamples in
which a cause produces an effect but with a low
probability, as in Scriven’s case (discussed by him
prior to Hempel’s extension, and developed in
Scriven 1975), where the probability of paresis
given syphilis is low, but when paresis occurs, syphi-
lis is the reason. A similar point applies to many
quantum processes. Such cases gave rise to two dif-
ferent approaches to handling probabilistic expla-
nation (or causation, by those inclined to accept this
notion). One approach (see Railton 1978) locates
probabilistic causality in propensities; the other
(see ‘‘Probabilistic Relevance Accounts’’ below) in
more sophisticated probabilistic relations.
At this point the line between accounts that are

reductive (in the sense of reducing causal to non-
causal goings-on) and nonreductive, as well as the
line between singularist and generalist accounts,
begins to blur. For while a propensity-based ac-
count of causality initially looks nonreductive and
singularist, some think that propensities can be
accommodated on a sophisticated associationist
account of laws; and while an account based on
relations of probabilistic relevance initially looks
reductive and generalist, whether it is so depends
on how the probabilities are interpreted (as given
by frequencies, irreducible propensities, etc.).

Contemporary Generalist Accounts

Probabilistic Relevance Accounts
A natural response to Scriven-type cases is to

understand positive causal relevance in terms of
probability raising (Suppes 1970): Event c causes
event e just in case the probability of events of e ’s
type is higher given events of c ’s type than without.
(Other relevance relations, such as being a negative
causal factor, can be defined accordingly.) A com-
mon objection to such accounts (see Rosen 1978)
proceeds by constructing ‘‘doing the hard way’’
cases in which it seems that causes lower the prob-
ability of their effects (e.g., where a mishit golf ball
ricochets off a tree, resulting in a hole-in-one; or
where a box contains a radioactive substance s that
produces decay particles but the presence of
s excludes the more effective radioactive substance
s0). Such cases can often be handled, however, by
locating a neutral context (where the golf ball is not
hit at all, or where no radioactive substance is in
the box) relative to which events of the given type
do raise the probability of events of the effect type.
A more serious problem for probability-raising

accounts is indicated by Simpson’s paradox, accor-
ding to which any statistical relationship between
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two variables may be reversed by including addi-
tional factors in the analysis. The ‘‘paradox’’
reflects the possibility that a variable C can be
positively correlated with a variable E in a popula-
tion and yet C be negatively correlated with E in
every partition of the population induced by a third
variable X. Just this occurred in the Berkeley sex
discrimination case. Relative to the population of
all men and women applying to graduate school at
the University of California, Berkeley, being male
(C ) was positively correlated with being admitted
(E ). But relative to every partition of the popula-
tion containing the men and women applying to a
particular department (X ), this correlation was re-
versed. In this case the difference between the gen-
eral and specific population statistics reflected the
fact that while in every department it was easier for
women to be admitted than men, women were
more likely to apply to departments that were
harder (for everyone) to get into. The general pop-
ulation statistic was thus confounded: Being a
male, simpliciter, was not in fact causally relevant
to getting into graduate school at UC Berkeley;
rather (assuming no other confounding was at
issue), applying to certain departments rather
than others was what was relevant.
To use probabilistic accounts as a basis for test-

ing hypotheses and making predictions—and espe-
cially in order to identify effective strategies
(courses of action) in the social sciences and, in-
deed, in everyday life—statistical confounding
needs to be avoided. Nancy Cartwright (1979) sug-
gested that avoiding confounding requires that the
relevant probabilities be assessed relative to back-
ground contexts within which all other causal fac-
tors (besides the variable C, whose causal relevance
is at issue) are held fixed. Opinions differ regarding
whether events of type C must raise the probability
of events of type E in at least one such context, in a
majority of contexts, or in every such context. So
one might take C to be a positive causal factor for
E just in case P(E |C6Xi) � P(E |øC6Xi) for all
background contexts Xi, with strict inequality for
at least one Xi. On this approach, smoking would
be a positive causal factor for having lung cancer
just in case smoking increases the chance of lung
cancer in at least one background context and does
not lower it in any background context.
Practically, Cartwright’s suggestion has the dis-

advantage that one is frequently not in a position
to control for all alternative causal factors (though
in some circumstances one can avoid having to do
this; see ‘‘Bayesian Networks and Causal Models’’
below). Philosophically, the requirement threatens
reductive versions of probabilistic accounts with

circularity. Attempts have been made to provide a
noncircular means of specifying the relevant back-
ground contexts (e.g., Salmon 1984), but it is ques-
tionable whether these attempts succeed, and many
are presently prepared to agree with Cartwright:
‘‘No causes in, no causes out.’’

As mentioned, probabilistic accounts may or
may not be reductive, depending on whether the
probabilities at issue are understood as grounded in
associations (as in Suppes 1970) or else in powers,
capacities, or propensities (as in Humphreys 1989
and Cartwright 1989). In the latter interpretation,
further divisions are introduced: If the propensities
are taken to be irreducible to laws (as in Cart-
wright’s account), then the associated probabilistic
relevance account is more appropriately deemed
singularist. Complicating the taxonomy here is the
fact that most proponents of probabilistic accounts
are not explicit as regards what analysis should be
given of the probabilities at issue.

Bayesian Networks and Causal Models
Philosophical worries concerning whether statis-

tical information adequately tracks causal influ-
ence are echoed in current debates over the
interpretation of the statistical techniques used in
the social sciences. As noted above (‘‘Hume and
Pearson: Correlation, Not Causation’’), these tech-
niques have frequently been interpreted as relating
exclusively to correlations, but recently researchers
in computer science, artificial intelligence, and sta-
tistics have developed interpretations of these
approaches as encoding explicitly causal informa-
tion (see Spirtes, Glymour, and Scheines 1993;
Pearl 2000).

In the causal modeling approach, one starts
with a set of variables (representing properties)
and a probability distribution over the variables.
This probability distribution, partially interpreted
with prior causal knowledge, is assumed to reflect a
causal structure (a set laws expressing the causal
relations between the variables, which laws may
be expressed either graphically or as a set of struc-
turally related functional equations). Given that
certain conditions (to be discussed shortly) hold
between the probabilities and the causal structure,
algorithmic techniques are used to generate the set
of all causal structures consistent with the prob-
abilities and the prior causal knowledge. Techni-
ques also exist for extracting information regarding
the results of interventions (corresponding to
manipulations of variables). Such strategies appear
to lead to improved hypothesis testing and predic-
tion of effects under observation and intervention.
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Another advantage claimed for such accounts is
that they provide a means of avoiding confounding
without imposing the often impracticable require-
ment that the relevant probabilities be assessed
against background contexts taking into account
all causal factors, it rather being sufficient to take
into account all common causal factors. As a sim-
ple illustration, suppose that A and B are known to
causally influence C, as in Figure 1.

To judge whether D influence C, Cartwright
(1979) generally recommends holding fixed both
A and B, while Spirtes et al. (1993) instead recom-
mend holding fixed only A. Cartwright allows,
however, that attention to just common causal fac-
tors is possible when the causal Markov condition
holds. Since this is one of the conditions that must
hold in order to implement the causal modeling
approach, the restriction to common causal factors
is not really an advantage over Cartwright’s
account.

While causal modeling approaches may lead to
improved causal inference concerning complex sys-
tems (in which case they are of some epistemological
interest), it is unclear what bearing they have on
the metaphysics of causality. Spirtes et al. (1993)
present their account not so much as an analysis of
causality as a guide to causal inference. Pearl (2000),
however, takes the appeal to prior causal intuitions
to indicate that causal modeling approaches are
nonreductive (and moreover based on facts about
humans’ cognitive capacities to make effective caus-
al inferences in simple cases). In any case, the po-
tential of causal models to provide a basis for a
general theory of causality is limited by the need
for certain strong conditions to be in place in order
for the algorithms to be correctly applied.

One of these is the aforementioned causal Mar-
kov condition (of which Reichenbach’s [1956]
‘‘principle of the common cause’’ was a special
case), which says that once one conditions on the
complete set Pv of ‘‘causal parents’’ (direct causes)
of a variable V, V will be probabilistically indepen-
dent of all other variables except V ’s descendants;
that is for all variables X, where X is not one of
V ’s descendants, P(V jPv 6 X ) ¼ P(V jPv). (In

particular, where V is a joint effect, conditioning
on the causal parents of V screens off the probabi-
listic influence of the other joint effects on V.) Here
again there is the practical problem that in the
social sciences, where the approaches are supposed
to be applicable, one is often not in a position to
specify states with sufficient precision to guarantee
that the condition is met. A metaphysical problem
is that (contrary to Reichenbach’s apparent as-
sumption that the condition holds in all cases in-
volving a common cause of joint effects) the causal
Markov condition need not hold in cases of prob-
abilistic causation: When a particle may probabi-
listically decay either by emitting a high-energy
electron and falling into a low-energy state or by
emitting a low-energy electron and falling into a
different energy state, the joint effects in either case
will not be probabilistically independent of each
other, even conditioning on the cause; and certain
cases of macrocausation appear also to violate the
condition.
A second assumption of the causal modeling

technique is what Spirtes et al. (1993) call ‘‘faith-
fulness’’ (also known as ‘‘stability’’ in Pearl 2000),
according to which probabilistic dependencies
faithfully reveal causal connections. In particular,
if Y is probabilistically independent of X, given X’s
parents, then X is assumed not to cause Y. Again,
this condition cannot be assumed to hold in all
cases, since some variables (properties) may some-
times prevent and sometimes produce and effect (as
when birth control pills are a cause of thrombosis
yet also prevent thrombosis, insofar as pregnancy
causes thrombosis and the pills prevent pregnancy).
In circumstances where the positive and negative
contributions of X to Y are equally effective, the
probabilistic dependence of effect on cause may
cancel out, and thus X may inappropriately be
taken not to be causally relevant to Y.

Causal Powers, Capacities, Universals, Forces
As mentioned, some proponents of probabilistic

relevance accounts endorse metaphysical interpre-
tations of the probabilities at issue. Such positions
fall under the broader category of nonreductive
(‘‘realist’’) covering-law theories, in which laws ex-
press (or are grounded in) more than mere associa-
tions. The job such accounts face is to provide an
alternative basis for causal laws. Among other pos-
sibilities, these bases are taken to be relations of
necessitation or ‘‘probabilification’’ among univer-
sals (Dretske 1977; Tooley 1977; Armstrong 1978),
(law-based) capacities or powers associated with
objects or properties (Shoemaker 1980; Martin

Fig. 1. A is a common causal factor of D and C.
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1993), or fundamental forces or interactions (Bohm
1957; Strawson 1987).
Such accounts sidestep many of the problems

associated with reductive covering law accounts.
Since laws are not just a matter of association, a
realist has the means to deny, in the virus–fever–
rash case, that there is a law connecting fevers with
rashes; similarly, in cases of preemption a realist
may claim that, for example, Billy’s rock throwing
and the bottle’s breaking did not instance the law in
question (even without endorsing a fine-grained
account of event individuation). Of course, much
depends here on the details of the proposed ac-
count of laws. In the Dretske-Tooley-Armstrong
account, causal laws are contingent, brute relations
between universals. Some find this less than satisfy-
ing from a realist point of view, insofar as it is
compatible with, for example, the property of hav-
ing spin 1 bestowing completely different causal
powers (say, all those actually bestowed by having
spin 1

2
) on its possessing particulars. Other realists

are more inclined to see the nature of properties
and particulars as essentially dependent on the
causal laws that actually govern them, a view
that is not implausible for scientific entities: ‘‘[C]
ausal laws are not like externally imposed legal
restrictions that, so to speak, merely limit the
course of events to certain prescribed paths . . . .
[T]he causal laws satisfied by a thing . . . are inex-
tricably bound up with the basic properties of the
thing which helps to define what it is’’ (Bohm
1957, 14).
The primary problem facing realist accounts is

that they require accepting entities and relations
(universals, causal powers, forces) that many phi-
losophers and scientists find metaphysically ob-
scure and/or epistemologically inaccessible. How
one evaluates these assessments often depends on
one’s other commitments. For example, many tra-
ditional arguments against realist accounts (e.g.,
Hume’s arguments) are aimed at showing that
these do not satisfy a strict epistemological stan-
dard, according to which the warranted posit of a
contingent entity requires that the entity be directly
accessible to experience (or a construction from
entities that are so accessible). But if inference to
the existence of an unexperienced entity (as the best
explanation of some phenomenon) is at least some-
times an acceptable mode of inference, such a
strict epistemological standard (and associated ar-
guments) will be rejected; and indeed, positive
arguments for contemporary realist accounts of
causality generally proceed via such inferences to
the best explanation—often of the patterns of asso-
ciation appealed to by reductivist accounts.

Contemporary Singularist Accounts

Singularists reject the claim that causes follow laws
in the order of explanation, but beyond this there
is considerable variety in their accounts. Contra
Hume, Anscombe (1971) takes causation to be a
(primitive) relation that may be observed in cut-
tings, pushings, fallings, etc. It is worth noting that
a primitivist approach to causality is compatible
with even a strict empiricism (compare Hume’s
primitivist account of the resemblance relation).
The empiricist Ducasse (1926) also locates causa-
tion in singular observation, but nonprimitively:
A cause is the change event observed to be im-
mediately prior and spatiotemporally contiguous
to an effect event. While interesting in allowing
for a non-associative, non-primitivist, empiricist
causality, Ducasse’s account is unsatisfactory in
allowing only the coarse-grained identification of
causes (as some backward temporal segment of the
entire observed change); hence it fails to account
for most ordinary causal judgments. Note that sin-
gularists basing causation on observation need not
assert that one’s knowledge of causality proceeds
only via observations of the preferred sort; they
rather generally maintain that such experiences
are sufficient to account for one’s acquiring the
concept of causation, then both allow that causa-
tion need not be observed and that confirming
singular causal claims may require attention to
associations.

Another singularist approach takes causation to
be theoretically inferred, as that relation satisfying
(something like) the Ramsey sentence consisting of
the platitudes about causality involving asymme-
try, transitivity, and so on (see Tooley 1987). One
problem here is that, as may be clear by now, such
platitudes do not seem to uniformly apply to all
cases. Relatedly, one may wonder whether the pla-
titudes are consistent; given the competing causal
intuitions driving various accounts of causality, it
would be surprising if they were.

Finally, a wide variety of singularist accounts
analyze causality in terms of singular processes.
Such accounts are strongly motivated by the intui-
tion that in a case of preemption such as that of
Suzy and Billy, what distinguishes Suzy’s throw as
a cause is that it initiates a process ending in the
bottle breaking, while the process initiated by Billy’s
throw never reaches completion (see Menzies
1996 for a discussion). Commonly, process for sin-
gularists attempt (like Ducasse) to provide a non-
primitivist causality that is both broadly empiricist,
in not appealing to any properly metaphysical
elements, and non-associationist, in recognition of
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the diffculties that associationist accounts have
(both with preemption and with distinguishing gen-
uine causality from accidental regularity). Hence
they typically fill in the ‘‘process’’ intuition by
identifying causality with fundamental physical
processes, including transfers or interactions, as in
Fair’s (1979) account of causation as identical with
the transfer of energy momentum, Salmon’s (1984)
‘‘mark transmission’’ account, and Dowe’s (1992)
account in which the transfer of any conserved
quantity will suffice.

An objection to the claim that physical proce-
sses are sufficient for causality is illustrated by
Cartwright’s (1979) case of a plant sprayed with
herbicide that improbably survives and goes on to
flourish (compare also Kvart’s 1991 finger-severing
case, discussed previously). While transfers and
interactions of the requisite sort can be traced
from spraying to flourishing, intuitively the former
did not cause the latter; however, accepting that
the spraying did cause the flourishing may not be
an overly high price to pay.Adeeperworry concerns
the epistemological question of how accounts
of physical process link causation, understood as
involving theoretical relations or processes of
fundamental physics, with causation as ordinarily
experienced. Fair suggests that ordinary experience
involvesmacroprocesses,which are in turn reducible
to the relevant physical processes; but even sup-
posing that such reductions are in place, ordinary
causal judgments do not seem to presuppose them.

Contemporary Counterfactual Accounts

Counterfactual accounts of causality, which may
also be traced back to Hume, take as their starting
point the intuition that a singular cause makes an
important difference in what happens. As a first
pass, c causes e (where c and e are actually occurring
events) only if, were c not to occur, then ewould not
occur. As a second pass, c causes e only if c and e are
connected by a chain of such dependencies (see
Lewis 1973), so as to ensure that causation is transi-
tive (causation is thus the ‘‘ancestral,’’ or tran-
sitive closure, of counterfactual dependence). In
addition to the requirement of counterfactual neces-
sity of causes for effects, counterfactual accounts
also commonly impose a requirement of counter-
factual sufficiency of causes for effects: If c were to
occur, then e would occur. Insofar as counterfactu-
al accounts are standardly aimed at reducing
causal to noncausal relations, and given plausible
assumptions concerning evaluation of counterfac-
tuals, the latter requirement is satisfied just by c
and e’s actually occurring (which occurrences, as

above, are assumed); hence standard counterfac-
tual accounts do not have a nontrivial notion of
counterfactual sufficiency. A nontrivial notion of
counterfactual sufficiency can be obtained by ap-
peal to nested counterfactuals (see Vihvelin 1995):
c causes e only if, if neither c nor e had occu-
rred, then if c had occurred, e would have occurred.

Problems, Events, and Backtrackers
While counterfactual accounts are often moti-

vated by a desire to give a reductive account of
causality that avoids problems with reductive cov-
ering-law accounts (especially those of joint effects
and of preemption), it is unclear whether counter-
factual accounts do any better by these problems.
First, consider the problem of joint effects. Sup-
pose a virus causes first a fever, then a rash, and
that the fever and rash could only have been caused
by the virus. It seems correct to reason in the
following ‘‘backtracking’’ fashion: If the fever had
not occurred, then the viral infection would not
have occurred, in which case the rash would
not have occurred. But then the counterfactual
‘‘If the fever had not occurred, the rash would not
have occurred’’ turns out true, which here means
that the fever causes the rash, which is incorrect.
Proponents of counterfactual accounts have
responses to these objections, which require accept-
ing controversial accounts of the truth conditions
for counterfactuals (see Lewis 1979). Even so, the
responses appear not to succeed (see Bennett 1984
for a discussion).
Second, consider the problem of preemption. In

the Suzy-Billy case, it seems correct to reason that
if Suzy had not thrown her rock, then Billy’s rock
would have gotten through and broken the bottle.
Hence the counterfactual ‘‘If Suzy’s throw had not
occurred, the bottlebreaking would not have oc-
curred’’ turns out false; so Suzy’s rockthrowing
turns out not to be a cause, which is incorrect. In
cases (as here) of so-called ‘‘early preemption,’’
where it makes sense to suppose that there was an
intermediate event d between the effect and the
cause on which the effect depended, this result
can be avoided: Although the breaking does not
counterfactually depend on Suzy’s rockthrowing,
there is a chain of counterfactual dependence link-
ing the breaking to Suzy’s rockthrowing (and no
such chain linking the breaking to Billy’s), and so
her throw does end up being a cause (and Billy’s
does not). But the appeal to an intermediate event
seems ad hoc, and in any case cannot resolve cases
of ‘‘late preemption.’’ Lewis (developing an idea
broached in Paul 1998) eventually responded to
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such cases by allowing that an event may be
counted as a cause if it counterfactually influences
the mode of occurrence of the effect (e.g., how or
when it occurs), as well as if it counterfactually
influences the occurrence of the effect, simpliciter.

Counterfactuals and Manipulability
Where counterfactual accounts may be most use-

ful is in providing a basis for understanding or
formalizing the role that manipulability plays in
the concept of causation. One such approach sees
counterfactuals as providing the basis for an epis-
temological, rather than a metaphysical, account of
causation (see Pearl 2000 for discussion). The idea
here is that counterfactuals nicely model the role
manipulability (actual or imagined) plays in causal
inference, for a natural way to determine whether a
counterfactual is true is to manipulate conditions
so as to actualize the antecedent. Another ap-
proach takes counterfactuals to provide a basis
for a generalist account of causal explanation (see
Woodward 1997), according to which such expla-
nations track stable or invariant connections and
the notion of invariance is understood nonepiste-
mologically in terms of a connection’s continuing to
hold through certain counterfactual (not necessarily
human) ‘‘interventions.’’ Whether the notion of
manipulability is itself a causal notion, and so
bars the reduction of causal to noncausal facts, is
still an open question.

JESSICA WILSON
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CHAOS THEORY

See Prediction

PHILOSOPHY OF CHEMISTRY

Although many influential late-nineteenth- and
early-twentieth-century philosophers of science
were educated wholly or in part as chemists

(Gaston Bachelard, Pierre Duhem, Emile Myerson,
Wilhelm Ostwald, Michael Polanyi), they sel-
dom reflected directly on the epistemological,
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methodological, or metaphysical commitments of
their science. Subsequent philosophers of science
followed suit, directing little attention to chemistry
in comparison with physics and biology despite the
industrial, economic, and academic success of the
chemical sciences. Scattered examples of philo-
sophical reflection on chemistry by chemists do
exist; however, philosophically sensitive historical
analysis and sustained conceptual analysis are rela-
tively recent phenomena. Taken together, these two
developments demonstrate that chemistry addres-
ses general issues in the philosophy of science and,
in addition, raises important questions in the in-
terpretation of chemical theories, concepts, and
experiments.
Historians of chemistry have also raised a num-

ber of general philosophical questions about chem-
istry. These include issues of explanation, ontology,
reduction, and the relative roles of theories, experi-
ments, and instruments in the advancement of the
science.
Worries about the explanatory nature of the al-

chemical, corpuscularian, and phlogiston theories
are well documented (cf. Bensaude-Vincent and
Stengers 1996; Brock 1993). Lavoisier and—to a
lesser extent historically—Dalton initiated shifts in
the explanatory tasks and presuppositions of the
science. For instance, prior to Lavoisier many che-
mists ‘‘explained’’ a chemical by assigning it to a
type associated with its experimental dispositions
(e.g., flammability, acidity, etc.). After Lavoisier
and Dalton, ‘‘explanation’’ most often meant the
isolation and identification of a chemical’s constitu-
ents. Eventually, the goal of explanation changed to
the identification of the transformation processes in
the reactants that gave rise to the observed properties
of the intermediaries and the products. It is at that
time that chemists began to write the now familiar
reaction equations, which encapsulate this change.
These transformations cannot be described simply as
the coming of new theories; they also involved
changes in explanatory presuppositions and lan-
guages, as well as new experimental techniques
(Bensaude-Vincent and Stengers 1996; Nye 1993).
Thinking in terms of transformation processes

led chemists to postulate atoms as the agents of
the transformation process. But atoms were not
observable in the nineteenth century. How is the
explanatory power of these unobservable entities
accounted for? Also, do chemical elements retain
their identity in compounds (Paneth 1962)? Some-
thing remains the same, yet the properties that
identify elements (e.g., the green color of chlo-
rine gas) do not exist in compounds (e.g., sodium
chloride or common table salt).

The history of chemistry also raises a number of
interesting questions about the character of knowl-
edge and understanding in the science. Whereas
philosophers have historically identified theoretical
knowledge with laws or sets of propositions, the
history of chemistry shows that there are different
kinds of knowledge that function as a base for
understanding. Much of chemistry is experimental,
and much of what is known to be true arises in
experimental practice independently of or only in-
directly informed by theoretical knowledge. When
chemists have theorized, they have done so freely,
using and combining phenomenological, construc-
tive (in which the values of certain variables are
given by experiment or other theory), and deduc-
tive methods. Chemists have rarely been able to
achieve anything like a strict set of axioms or first
principles that order the phenomena and serve as
their explanatory base (Bensaude-Vincent and
Stengers 1996; Gavroglu 1997; Nye 1993).

Historical research has also raised the issue of
whether theory has contributed most to the prog-
ress of chemistry. While philosophers often point to
the conceptual ‘‘revolution’’ wrought by Lavoisier
as an example of progress, historians more often
point to the ways in which laboratory techniques
have been an important motor of change in chemis-
try, by themselves or in tandem with theoretical
shifts (Bensaude-Vincent and Stengers 1996; Nye
1993). For example, during the nineteenth century,
substitution studies, in which one element is re-
placed by another in a compound, were driven
largely by experimental practices. Theoretical con-
cepts did not, in the first instance, organize the
investigation (Klein 1999). Similar remarks can be
made regarding the coming of modern experimental
techniques such as various types of chromatogra-
phy and spectroscopy (Baird 2000; Slater 2002).
Chemists often characterize a molecule using such
techniques, and while the techniques are grounded
in physical theory, the results must often be inter-
preted in chemical language. These examples lead
back to questions about the nature of chemical
knowledge. Arguably, the knowledge appears to
be a mix of ‘‘knowing how’’ and ‘‘knowing that’’
which is not based solely in the theory (chemical or
physical) available at the time.

A number of the philosophical themes raised in
the history of chemistry continue to reverberate in
current chemistry. For instance, what is the proper
ontological base for chemical theory, explanation,
and practice? While many chemists would unfail-
ingly resort to molecular structure as the explana-
tion of what is seen while a reaction is taking
place, this conception can be challenged from two
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directions. From one side, echoing the eighteenth-
century conception of the science, chemistry begins
in the first instance with conceptions and analyses
of the qualitative properties of material stuff
(Schummer 1996; van Brakel 2001). One might
call the ontology associated with this conception a
metaphysically nonreductive dispositional realism,
since it focuses on properties and how they appear
under certain conditions and does not attempt to
interpret them in any simpler terms. In this concep-
tion, reference to the underlying molecular struc-
ture is subsidiary or even otiose, since the focus is
on the observable properties of the materials.
Given that molecular structure is difficult to justify
within quantum mechanics (see below), one can
argue that it is justifiable to remain with the ob-
servable properties. If this view is adopted, howev-
er, the justification of the ontology of material stuff
becomes a pressing matter. Quantum mechanics
will not supply the justification, since it does not
deliver the qualitative properties of materials. Fur-
ther, it still seems necessary to account for the
phenomenal success that molecular explanati-
ons afford in planning and interpreting chemical
structures and reactions.

From the other side, pure quantum mechanics
makes it difficult to speak of the traditional atoms-
within-a-molecule approach referred to in the reac-
tion equations and structural diagrams (Primas
1983; Weininger 1984). Quantum mechanics tells
us that the interior parts of molecules should not
be distinguishable; there exists only a distribution
of nuclear and electronic charges. Yet chemists rely
on the existence and persistence of atoms and mole-
cules in a number of ways. To justify these prac-
tices, some have argued that one can forgo the
notion of an atom based on the orbital model and
instead identify spatial regions within a molecule
bounded by surfaces that have a zero flux of energy
across the surfaces (Bader 1990). Currently, it is an
open question whether this representation falls nat-
urally out of quantum mechanics, and so allows
one to recover atoms as naturally occurring sub-
stituents of molecules, or whether the notion of
‘atom’ must be presupposed in order for the identi-
fication to be made. Here again there is a question
of the character of the theory that will give the
desired explanation.

A number of examples supporting the claim that
quantum mechanics and chemistry are uneasy bed-
fellows will be discussed below as they relate to the
issue of reductionism, but their relationship also
raises forcefully the long-standing issue of how the-
ory guides chemical practice. Even in this era of
supercomputers, only the energy states of systems

with relatively few electrons or with high degrees
of symmetry can be calculated with a high degree of
faithfulness to the complete theoretical description.
For most chemical systems, various semi-empirical
methods must be used to get theoretically guided
results. More often than not, it is the experimental
practice independent of any theoretical calculation
that gets the result. Strictly theoretical predictions
of novel properties are rather rare, and whether
they are strictly theoretical is a matter that can be
disputed. A case in point is the structure of the CH2

molecule. Theoretical chemists claimed to have
predicted novel properties of the molecule, viz., its
nonlinear geometry, prior to any spectroscopic
evidence (Foster and Boys 1960). While it is true
that the spectroscopic evidence was not yet avail-
able, it may have been the case that reference to
analogous molecules allowed the researchers to set
the values for some of the parameters in the equa-
tions. So the derivation may not have been as a
priori as it seemed.
Like the other special sciences, chemistry raises

the issue of reductionism quite forcefully. Howev-
er, perhaps because most philosophers have accept-
ed at face value Dirac’s famous dictum that
chemistry has become nothing more than the appli-
cation of quantum mechanics to chemical problems
(cf. Nye 1993, 248), few seem to be aware of the
difficulties of making good on that claim using the
tools and concepts available in traditional philo-
sophical analyses of the sciences. No one doubts
that chemical forces are physical in nature, but
connecting the chemical and physical mathematical
structures and/or concepts proves to be quite a
challenge. Although problems involving the rela-
tion between the physical and the chemical sur-
round a wide variety of chemical concepts, such
as aromaticity, acidity (and basicity), functional
groups, and substituent effects (Hoffmann 1995),
three examples will be discussed here to illustrate
the difficulties: the periodic table, the use of orbi-
tals to explain bonding, and the concept of molec-
ular shape. Each also raises issues of explanation,
representation, and realism.
Philosophers and scientists commonly believe

that the periodic table has been explained by—
and thus reduced to—quantum mechanics. This is
taken to be an explanation of the configuration of
the electrons in the atom, and, as a result of this, an
explanation of the periodicity of the table. In the
first case, however, configurations of electrons in
atoms and molecules are the result of a particular
approximation, in which the many-electron quan-
tum wavefunction is rewritten as a series of one-
electron functions. In practice, these one-electron
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functions are derived from the hydrogen wavefunc-
tion and, upon integration, lead to the familiar
spherical s orbital, the dumbbell-shaped p orbitals,
and the more complicated d and f orbitals. Via the
Pauli exclusion principle, which states that the spins
are to be paired if two electrons are to occupy one
orbital and no more than two electrons may occupy
an orbital, electrons are assigned to these orbitals.
If the approximation is not made (and quantum
mechanics tells us it should not be, since the ap-
proximation relies on the distinguishability of elec-
trons), the notion of individual quantumnumbers—
and thus configurations—is no longer meaningful.
In addition, configurations themselves are not ob-
servable; absorption and emission spectra are ob-
served and interpreted as energy transitions between
orbitals of different energies.
In the second case, quantum mechanics explains

only part of the periodic table, and often it does not
explain the features of the table that are of most
interest to chemists (Scerri 1998). Pauli’s introduc-
tion of the fourth quantum number, ‘‘spin’’ or
‘‘spin angular momentum,’’ leads directly to the
Aufbau principle, which states that the periodic
table is constructed by placing electrons in lower
energy levels first and then demonstrating that
atoms with similar configurations have similar
chemical properties. In this way, one can say that
because chlorine and fluorine need one more elec-
tron to achieve a closed shell, they will behave
similarly. However, this simple, unqualified expla-
nation suffers from a number of anomalies. First,
the filling sequence is not always strictly obeyed.
Cobalt, nickel, and copper fill their shells in the
sequence 3d74s2, 3d84s2, 3d104s1. The superscripts
denote the number of electrons in the subshell; the
s shell can hold a maximum of two electrons and the
five d orbitals ten. The observed order of filling is
curious from the perspective of the unmodifiedAuf-
bau principle for a number of reasons. The 4s shell,
which is supposed to be higher in energy than the 3d
shell, has been occupied and closed first. Then, there
is the ‘‘demotion’’ of one 4s electron in nickel to a 3d
electron in copper. Second, configurations are sup-
posed to explain why elements falling into the same
group behave similarly, as in the example of chlo-
rine and fluorine. Yet nickel, palladium, and plati-
num are grouped together because of their marked
chemical similarities despite the fact that their outer
shells have different configurations (4s2, 5s0 and 6s1,
respectively). These and other anomalies can be
resolved using alternative derivations more closely
tied to fundamental quantum mechanics, but the
derivations require that the orbital approximation
be dropped, and it was that approximation that

was the basis for the assignment into the s, p, and
d orbitals in the first place. It thus becomes an
open question whether quantum mechanics, via
the Aufbau principle, has explained the chemical
periodicities encapsulated in the table.

Similar questions about the tenuous relation be-
tween physics and chemistry surround the concept
of bonding. At a broad level, chemists employ two
seemingly inconsistent representations, the valence
bond (VB) and molecular orbital (MO) theories, to
explain why atoms and molecules react. Both are
calculational approximations inherited from atom-
ic physics. The relations between the two theories
and respective relations to the underlying quantum
mechanics raise many issues of theory interpreta-
tion and realism about the chemical concepts (see
below). Subsidiary concepts such as resonance are
also invoked to explain the finer points of bonding.
Chemists have offered competing realist interpreta-
tions of this concept, and philosophers have offered
various realist and instrumentalist interpretations
of it as well (Mosini 2000).

More specifically, a host of philosophical issues
are raised within the molecular orbital theory.
Here, bonding is pictured as due to the interaction
of electrons in various orbitals. As noted earlier,
the familiar spherical and dumbbell shapes arise
only because of the orbital approximation. Howev-
er, there is no reason to expect that the hydrogenic
wavefunctions will look anything like the molecu-
lar ones (Bader 1990; Woody 2000). After the
hydrogenic wavefunctions have been chosen as
the basis for the calculation, they must be pro-
cessed mathematically to arrive at a value for the
energy of the orbital that is at all close to the experi-
mentally observed value. The molecular wave equa-
tion is solved by taking linear combinations of the
hydrogenic wave functions, forming the product of
these combinations (the ‘‘configuration interac-
tion’’ approach), and using the variational method
to produce a minimal energy solution to the equa-
tion. The familiar orbitals appear only when these
three steps in the complete solution have been omit-
ted (Woody 2000). Thus, the idea that the familiar
orbitals are responsible for the bonding is thrown
into question. Yet the orbitals classify and explain
how atoms and molecules bond extremely well.
That they do provide deep, unified, and fertile
representations and explanations seems curious
from the perspective of fundamental quantum me-
chanics. Clearly, more analysis is required to under-
stand the relation clearly. If one insists on a
philosophical account of reduction that requires
the mathematical or logical derivability of one the-
ory from another, how orbitals achieve their power
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remains obscure. Even when one abandons that
philosophical account, it is not clear how the repre-
sentations have the organizing and explanatory
power they do (see Reductionism).

As a final illustration of the difficulty of connect-
ing physics and chemistry in any sort of strict fash-
ion, consider the concept of molecular shape.
Partly through the tradition of orbitals described
above and partly through a historical tradition of
oriented bonding that arose well before the concept
of orbitals was introduced, chemists commonly ex-
plain many behaviors of molecules as due to their
three-dimensional orientiation in space. Molecules
clearly react as if they are oriented in three-dimen-
sional space. For example, the reaction I� þ CH3Br
! ICH3 þ Br� is readily explained by invoking the
notion that the iodine ion (I�) attacks the carbon
(C) on the side away from the bromine (Br) atom.
(This can be detected by substituting deuterium
atoms for one of the hydrogens [H] and measuring
subsequent changes in spectroscopic properties.)
As noted before, however, such explanations are
suspect within quantum mechanics, since talk of
oriented bonds and quasi-independent substituents
in the reaction is questionable. Orientations must
be ‘‘built into’’ the theory by parameterizing some
of the theoretical variables. Unfortunately, there is
no strict quantum mechanical justification for the
method by which orientation in space is derived.
Orientation relies on a notion of a nuclear frame
surrounded by electrons. This notion is constructed
via the Born-Oppenheimer approximation, which
provides a physical rationale for why the nuclear
positions should be slowly varying with respect to
the electronic motions. In some measurement
regimes, the approximation is invalid, and correct
predictions are achieved only by resorting to a
more general molecular Hamiltonian. In more
common measurement regimes, the approximation
is clearly valid. But, as with the issues involved in
the case of the periodic table and orbitals, the
physics alone do not tell us why it is valid. There
is a physical justification for the procedure, but this
justification has no natural representation with the
available physical theory (Weininger 1984). Should
justification based on past experience be trusted, or
should the theory correct the interpretive practice?
In any case, the chemistry is consistent with, but
not yet derivable from, the physics.

All three examples are connected with a method-
ological issue mentioned earlier, viz., the type of
theory that chemists find useful. As previously
noted, chemists often must parameterize the physi-
cal theories at their disposal to make them useful.
All three of the cases described above involve such

parameterization, albeit in different ways. How is it
that such parameterizations uncover useful patterns
in the data? Are they explanatory? When are they
acceptable and when not (Ramsey 1997)? These and
a host of similar questions remain to be answered.
Other epistemological and ontological issues

raised in the practice of chemistry remain virtually
unexplored. For instance, the question of whether
one molecule is identical to another is answered by
referring to some set of properties shared by the
two samples. Yet the classification of two mole-
cules as of the ‘‘same’’ type will vary, since different
theoretical representations and experimental tech-
niques detect quite different properties (Hoffmann
1995). For instance, reference can be made to the
space-filling property of molecules, their three-
dimensional structure, or the way they respond to
an electric field. Additionally, the determination of
sameness must be made in light of the question, For
what function or purpose? For instance, two mole-
cules of hemoglobin, which are large biological
molecules, might have different isotopes of oxygen
at one position.While this differencemight be useful
in order to discover the detailed structure of the
hemoglobin molecule, it is usually irrelevant when
talking about the molecule’s biological function.
How the explanatory practices of chemistry stand

in relation to the available philosophical accounts
and to the practices of other sciences remains an
important question. Chemical explanations are
very specific, often lacking the generality invoked
inphilosophical accounts of explanation.Moreover,
chemists invoke a wide variety of models, laws, the-
ories, and mechanisms to explain the behavior and
structure of molecules. Finally, most explanations
require analogically based and/or experimentally
derived adjustments to the theoretical laws and reg-
ularities in order for the account to be explanatory.
As mentioned earlier, chemistry is an extremely

experimental science. In addition to unifying and
fragmenting research programs in chemistry, new
laboratory techniques have dramatically changed
the epistemology of detection and observation in
chemistry (e.g., from tapping manometers to read-
ingNMR [nuclearmagnetic resonance] outputs). As
yet, however, there is no overarching, complete
study of the changes in the epistemology of experi-
mention in chemistry: for example, what chemists
count as observable (and how this is connected to
what they consider to be real), what they assume
counts as a complete explanation, what they assume
counts as a successful end to an experiment, etc.
Additionally, what are the relations between

academic and industrial chemistry? What are the
relative roles of skill, theory, and experiment in
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these two arenas of inquiry? Last but not least, there
are pressing ethical questions. The world has been
transformed by chemical products. Chemistry has
blurred the distinction between the natural and the
artificial in confusing ways (Hoffmann 1995). For
instance, catalytically produced ethanol is chemical-
ly identical to the ethanol produced in fermentation.
So is the carbon dioxide produced in a forest fire
and in a car’s exhaust. Why are there worries about
the exhaust fumes but not the industrially produced
ethanol? Is this the appropriate attitude? Last but
not least, chemicals have often replaced earlier dan-
gerous substances and practices; witness the great
number of herbicides and insecticides available at
the local garden center and the prescription medi-
cines available at the pharmacy. Yet these replace-
ments are often associated with a cost. One need
think only of DDT or thalidomide to be flung head-
long into ethical questions regarding the harmful-
ness and use of human-made products.
Many of the above topics have not been ana-

lyzed in any great depth. Much remains to be done
to explore the methodology and philosophy of the
chemical sciences.

JEFFRY L. RAMSEY
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NOAM CHOMSKY

(7 December 1928–)

Avram Noam Chomsky received his Ph.D in lin-
guistics from the University of Pennsylvania and
has been teaching at Massachusetts Institute of

Technology since 1955, where he is currently Insti-
tute Professor. Philosophers are often familiar with
the early work of Chomsky (1956, 1957, 1959a,
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and 1965), which applied the methods of formal
language theory to empirical linguistics, but his
work has also incorporated a number of philo-
sophical assumptions about the nature of scien-
tific practice—many of which are defended in his
writings.

This entry will first describe the development and
evolution of Chomsky’s theory of generative lin-
guistics, highlighting some of the philosophical
assumptions that have been in play. It will then
turn to some of the methodological debates in gen-
erative linguistics (and scientific practice more
generally), focusing on Chomsky’s role in these
debates.

The Development and Evolution of
Generative Grammar

A number of commentators have suggested that
Chomsky’s early work in generative linguistics
initiated a kind of Kuhnian paradigm shift in lin-
guistic theory. While Chomsky himself would re-
ject this characterization (at least for his initial
work in generative grammar), it is instructive to
examine the development of generative linguistics,
for it provides an excellent laboratory for the
study of the development of a young science, and
in particular it illuminates some of the philosophi-
cal prejudice that a young science is bound to
encounter.

Chomsky’s role in the development of linguistic
theory and cognitive science generally can best be
appreciated if his work is placed in the context of
the prevailing intellectual climate in the 1950s—one
in which behaviorism held sway in psycho-
logy departments and a doctrine known as Ameri-
can Structuralism was prevalent in linguistics
departments.

American Structuralism, in particular as articu-
lated by Bloomfield (1933 and 1939), adopted a
number of key assumptions that were in turn
adopted from logical empiricism (see Logical Em-
piricism). Newmeyer (1986, Ch. 1) notes that the
following assumptions were in play:

. All useful generalizations are inductive gener-
alizations.

. Meanings are to be eschewed because they are
occult entities—that is, because they are not
directly empirically observable.

. Discovery procedures like those advocated in
logical empiricism should be developed for the
proper conduct of linguistic inquiry.

. There should be no unobserved processes.

One of the ways in which these assumptions
translated into theory was in the order that vari-
ous levels of linguistic description were to be
tackled. The American Structuralists identified
four levels: phonemics (intuitively the study of
sound patterns), morphemics (the study of words,
their prefixes and suffixes), syntax (the study of
sentence-level structure), and discourse (the study
of cross-sentential phenomena). The idea was that
proper methodology would dictate that one begin
at the level of phonemics, presumably because it
is closer to the data; then proceed to construct
a theory of morphemics on the foundations of
phonemics; and then proceed to construct a theory
of syntax, etc.
Notice the role that the concepts of logical em-

piricism played in this proposed methodology. One
finds radical reductionism in the idea that every
level must be reducible to the more basic phonemic
level; verificationism in the contention that the
phonemic level is closely tied to sense experience;
and discovery procedures in the suggestion that
this overall order of inquiry should be adopted
(see Reductionism; Verifiability).
Chomsky rejected most if not all of these

assumptions early on (see Chomsky [1955] 1975,
introduction, for a detailed discussion). As regards
discovery procedures, for example, he rejected
them while still a matriculating graduate student,
then holding a position in the Harvard Society of
Fellows:

By 1953, I came to the same conclusion [as Morris
Halle] if the discovery procedures did not work, it was
not because I had failed to formulate them correctly, but
because the entire approach was wrong. . . . [S]everal
years of intense effort devoted to improving discovery
procedures had come to naught, while work I had been
doing during the same period on generative grammars
and explanatory theory, in almost complete isolation,
seemed to be consistently yielding interesting results.
(1979: 131)

Chomsky also rejected the assumption that all
processes should be ‘‘observable’’—early theories
of transformational grammar offered key examples
of unobservable processes. For example, in his
‘‘aspects theory’’ of generative grammar (Chomsky
1965), the grammar is divided into two different
‘‘levels of representation,’’ termed initially deep
structure and surface structure. The deep-structure
representations were generated by a context-free
phase structure grammar—that is, by rules (of de-
composition, ‘‘!’’) of the following form, where S
stands for sentence, NP for noun phrase, VP for
verb phrase, etc.

CHOMSKY, NOAM

107



S ! NP VP

VP ! V NP

NP ! John

NP ! Bill

V ! saw

These rewriting rules then generated linguistic
representations of the following form:

t ð1Þ

Crucially for Chomsky, the objects of analysis in
linguistic theory were not the terminal strings of
words, but rather phrase markers—structured
objects like (1). Transformational rules then oper-
ated on these deep-structure representations to
yield surface-structure representations. So, for ex-
ample, the operation of passivization would take a
deep-structure representation like (1) and yield the
surface-structure representation (abstracting from
detail) in (2):

ð2Þ

The sentence in (3) is therefore a complex object
consisting of (at a minimum) an ordered pair of the
two representations corresponding to (1) and (2):

Bill was seen by John: ð3Þ
Clearly, Chomsky was committed not only to

‘‘unobserved’’ processes in the guise of transforma-
tions, but also to unobserved levels of representa-
tion. No less significant was the nature of the data
that Chomsky admitted—not utterances or written
strings, but rather speakers’ judgments of accept-
ability and meaning. Thus, (3) is not a datum be-
cause it has been written or spoken, but rather
because speakers have intuitions that it is (would
be) an acceptable utterance. Here again, Chomsky

broke with prevailing methodology in structuralist
linguistics and, indeed, behaviorist psychology, by
allowing intuitions rather than publicly available
behaviors as data.

Generative grammar subsequently evolved in re-
sponse to a number of internal pressures. Crucially,
the number of transformations began to proliferate
in a way that Chomsky found unacceptable. Why
was this proliferation unacceptable? Early on in the
development of generative grammar, Chomsky had
made a distinction between the descriptive adequacy
and the explanatory adaquacy of an empirical lin-
guistic theory (Chomsky 1965 and 1986b). In par-
ticular, if a linguistic theory is to be explanatorially
adequate, it must not merely describe the facts, but
must do so in a way that explains how humans are
able to learn languages. Thus, linguistics was sup-
posed to be embeddable into cognitive science
more broadly. But if this is the case, then there is
a concern about the unchecked proliferation of
rules—such rule systems might be descriptively
adequate, but they would fail to account for how
we learn languages (perhaps due to the burden of
having to learn all those language-specific rules).

Chomsky’s initial (1964 and 1965) solution to this
problem involved the introduction of conditions on
transformations (or constraints onmovement), with
the goal of reducing the complexity of the descrip-
tive grammar. In Chomsky (1965), for example, the
recursive power of the grammar is shifted from the
transformations to the phrase structure rules alone.
In the ‘‘extended standard theory’’ of the 1970s,
there was a reduction of the phrase structure com-
ponent with the introduction of ‘‘X-bar theory,’’
and a simplification of the constraints on move-
ment. This was followed by a number of proposals
to reduce the number and types of movement rules
themselves. This came to a head (Chomsky 1977 and
1981a) with the abandonment of specific transfor-
mations altogether for a single rule (‘‘move-a’’),
which stated, in effect, that one could move any-
thing anywhere. This one rule was then supplemen-
ted with a number of constraints on movement. As
Chomsky and a number of other generative linguists
were able to show, it was possible to reduce a great
number of transformations to a single-rule move-a
and to a handful of constraints on movement.

Chomsky (1981b, 1982, and 1986a) synthesized
subsequent work undertaken by linguists working
in a number of languages, ranging from the romance
languages to Chinese and Japanese, showing that
other natural languages had similar but not identical
constraints, and it was hypothesized that the varia-
tion was due to some limited parametric variation
among human languages. This work established the
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‘‘principles and parameters’’ framework of genera-
tive grammar. To get an idea of this framework,
consider the following analogy: Think of the lan-
guage faculty as a prewired box containing a num-
ber of switches. When exposed to environmental
data, new switch settings are established. Applying
this metaphor, the task of the linguist is to study
the initial state of the language faculty, determine
the possible parametric variations (switch settings),
and account for language variation in terms of a
limited range of variation in parameter settings. In
Chomsky’s view (2000, 8), the principles-and-para-
meters framework ‘‘gives at least an outline of a
genuine theory of language, really for the first
time.’’ Commentators (e.g., Smith 2000, p. xi)
have gone so far as to say that it is ‘‘the first really
novel approach to language of the last two and a
half thousand years.’’ In what sense is it a radical
departure? For the first time it allowed linguists to
get away from simply constructing rule systems for
individual languages and to begin exploring in a
deep way the underlying similarities of human lan-
guages (even across different language families), to
illuminate the principles that account for those
similarities, and ultimately to show how those prin-
ciples are grounded in the mind/brain.
In Chomsky’s view, the principles-and-parameters
framework has yielded a number of promising
results, ranging from the discovery of important
similarities between prima facie radically different
languages like Chinese and English to insights into
the related studies of language acquisition, lan-
guage processing, and acquired linguistic deficits
(e.g., aphasia). Perhaps most importantly, the
principles-and-parameters framework offered a
way to resolve the tension between the two goals
of descriptive adequacy and explanatory adequacy.

Still working within the general principles-and-
parameters framework, Chomsky (1995 and 2000,
Ch. 1) has recently articulated a research program
that has come to be known as the ‘‘minimalist
program,’’ the main idea behind which is the work-
ing hypothesis that the language faculty is not the
product of messy evolutionary tinkering—for ex-
ample, there is no redundancy, and the only
resources at work are those that are driven by ‘‘con-
ceptual necessity.’’ Chomsky (1995, ch. 1) initially
seemed to hold that in this respect the language
faculty would be unlike other biological functions,
but more recently (2001) he seems to be drawn to
D’Arcy Thompson’s theory that the core of evolu-
tionary theory consists of physical/mathematical/
chemical principles that sharply constrain the possi-
ble range of organisms. In this case, the idea would
be not only that those principles constrain low-level

biological processes (like sphere packing in cell divi-
sion) but also that such factors might be involved
across the board—even including the human brain
and its language faculty.
In broadest outline, the minimalist program

works as follows: There are two levels of linguistic
representation, phonetic form (PF) and logical
form (LF), and a well-formed sentence (or linguis-
tic structure) must be an ordered pair <p, l> of
these representations (where p is a phonetic form
and l is the logical form). PF is taken to be the
level of representation that is the input to the
performance system (e.g., speech generation), and
LF is, in Chomsky’s terminology, the input to the
conceptual/intensional system. Since language is, if
nothing else, involved with the pairing of sounds
and meanings, these two levels of representation
are conceptually necessary. A minimal theory
would posit no other levels of representation.
It is assumed that each sentence (or better, struc-

ture, S) is constructed out of an array or numera-
tion, N, of lexical items. Some of the items in the
numeration will be part of the pronounced (writ-
ten) sentence, and others will be part of a universal
inventory of lexical items freely inserted into all
numerations. Given the numeration N, the compu-
tational system (CHL) attempts to derive (compute)
well-formed PF and LF representations, con-
verging on the pair <p, l>. The derivation is
said to converge at a certain level if it yields a
representation that is interpretable at that level. If
it fails to yield an interpretable representation, the
derivation crashes. Not all converging derivations
yield structures that belong to a given language
L. Derivations must also meet certain economy
conditions.
Chomsky (2000, 9) notes that the import of the

minimalist program is not yet clear. As matters
currently stand, it is a subresearch program within
the principles-and-parameters framework that is
showing some signs of progress—at least enough
to encourage those working within the program.
As always, the concerns are to keep the number
of principles constrained, not just to satisfy eco-
nomy constraints, but to better facilitate the
embedding of linguistics into theories of language
acquisition, cognitive psychology, and, perhaps
most importantly, general biology.

Some Conceptual Issues in Generative
Grammar

While Chomsky would argue that he does not
have a philosophy of science per se and that his
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philosophical observations largely amount to com-
mon sense, a number of interesting debates have
arisen in the wake of his work. The remainder of
this entry will review some of those debates.

On the Object of Study
Chomsky (1986b) draws the distinction between

the notions of I-language and E-language, where I-
language is the language faculty discussed above,
construed as a chapter in cognitive psychology and
ultimately human biology. E-language, on the
other hand, comprises a loose collection of theories
that take language to be a shared social object,
established by convention and developed for pur-
poses of communication, or an abstract mathemat-
ical object of some sort.
In Chomsky’s view (widely shared by linguists),

the notion of a ‘language’ as it is ordinarily con-
strued by philosophers of language is fundamental-
ly incoherent. One may talk about ‘‘the English
language’’ or ‘‘the French language’’ but these are
loose ways of talking. Typically, the question of
who counts as speaking a particular language is
determined more by political boundaries than ac-
tual linguistic variation. For example, there are
dialects of German that, from a linguistic point
of view, are closer to Dutch than to standard
German. Likewise, in the Italian linguistic situa-
tion, there are a number of so-called dialects only
some of which are recognized as ‘‘official’’ lan-
guages by the Italian government. Are the official
languages intrinsically different from the ‘‘mere’’
dialects? Not in any linguistic sense. The decision
to recognize the former as official is entirely a
political decision. In the words attributed to Max
Weinreich: A language is a dialect with an army
and a navy. In this case, a language is a dialect with
substantial political clout and maybe a threat of
separatism.
Chomsky (1994 and 2000, Chap. 2) compares talk

of languages (i.e., E-languages) to saying that two
cities are ‘‘near’’ each other; whether two cities are
near depends on one’s interests and one’s mode of
transportation and very little on brute facts of
geography. In the study of language, the notion
of ‘sameness’ is no more respectable than that of
‘nearness’ in geography. Informally we might group
together ways of speaking that seem to be similar
(relative to one’s interests), but such groupings have
no real scientific merit. As a subject of natural
inquiry, the key object of study has to be the lan-
guage faculty and its set of possible parametric
variations.

Not only is the notion of an E-language prob-
lematic, but it will not help to retreat to talk about
E-dialects. The problem is that what counts as a
separate E-dialect is also incoherent from a scien-
tific point of view. For example, Chomsky (2000,
27) reports that in his idiolect, the word ‘‘ladder’’
rhymes with ‘‘matter’’ but not with ‘‘madder.’’ For
others, the facts do not cut in this way. Do they
speak the same dialect as Chomsky or not? There
is no empirical fact of the matter here; it all
depends on individuals’ desires to identify linguis-
tically with each other. Even appeals to mutual
intelligibility will not do, since what one counts as
intelligible will depend much more on one’s pa-
tience, one’s ambition, and one’s familiarity with
the practices of one’s interlocutors than it will on
brute linguistic facts.

If the notion of E-language and E-dialect are
incoherent, is it possible to construct a notion of
E-idiolect?—that is, to identify idiolects by external
criteria like an individual’s spoken or written lan-
guage? Apparently it is not. Included in what a
person says or writes are numerous slips of the
tongue, performance errors, etc. How is one we to
rule those out of the individual’s E-idiolect? Appeal
to the agent’s linguistic community will not do,
since that would in turn require appeal to an E-
language, and, for the reasons outlined above,
there is no meaningful way to individuate E-
languages. In the I-language approach, however,
the problem of individuating I-idiolects takes the
form of a coherent empirical research project. The
idiolect (I-idiolect) is determined by the parametric
state of A’s language faculty, and the language
faculty thus determines A’s linguistic competence.
Speech production that diverges from this compe-
tence can be attributed to performance errors.
Thus, the competence/performance distinction is
introduced to illuminate the distinction between
sounds and interpretations that are part of A’s
grammar and those that are simply mistakes. The
E-language perspective has no similar recourse.

The Underdetermination of Theory by Evidence
One of the first philosophical issues to fall out

from the development of generative grammar has
been the dispute between Quine (1970) and
Chomsky (1969 and 2000, Chap. 3) on the indeter-
minacy of grammar. Similar to his argument for
the indeterminacy of meaning, Quine held that
there is no way to adjudicate between two descrip-
tively adequate sets of grammatical rules. So, for
example, imagine two rule sets, one envisioning
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structures like (1) above, and another positing the
following:

ð4Þ

Chomsky maintained that Quine’s argument is
simply a recapitulation of the standard scientific
problem of the underdetermination of theory by
evidence. And in any case it is not clear that there
are no linguistic tests that would allow us to choose
between (1) and (4)—there are, after all, ‘‘constitu-
ency tests’’ (e.g., involving movement possibilities)
that would allow us to determine whether the XP
or the VP is the more plausible constituent.

Even if there are several grammars that are con-
sistent with the available linguistic facts (the facts
are not linguistic behavior, for Chomsky, but intui-
tions about acceptability and possible interpreta-
tion), one still has the additional constraint of
which theory best accounts for the problem of
language acquisition, acquired linguistic deficits
(e.g., from brain damage), linguistic processing,
etc. In other words, since grammatical theory is
embedded within cognitive psychology, the choice
between candidate theories can, in principle, be
radically constrained. But further, even if there
were two descriptively adequate grammars, each
of which could be naturally embedded within cog-
nitive psychology, there remain standard best-
theory criteria (simplicity, etc.) that can help us to
adjudicate between the theories.

Intrinsic Versus Relational Properties in
Linguistics

In the philosophy of science, it is routine to make
the distinction between ‘‘intrinsic’’ and ‘‘relational’’
properties. So, for example, the rest mass of an
object would be an intrinsic property, and its weight
would be a relational property (since it depends
upon the mass of the body that the object is stand-
ing on). Similarly, in the philosophy of psychology
there is a common distinction between ‘‘individual-
istic’’ and ‘‘externalist’’ properties. So, for example,
there is the question of whether psychological states
supervene on individualistic properties (intrinsic
properties that hold of the individual in isolation) or
whether they supervene on ‘‘externalist’’ properties

(in effect, on relations between the agent and its
environment) (see Supervenience). Chomsky has ar-
gued that all scientifically interesting psychological
and linguistic properties supervene upon individu-
alist (intrinsic) properties. In particular, there is a
brute fact about the state of an individual’s lan-
guage faculty, and that fact is determined in turn
by facts about the individual in isolation—not by
the environment in which the individual is embed-
ded. Because the language faculty is part of one’s
biological endowment, the nature of the representa-
tions utilized by the language faculty are fixed by
biology and are not sensitive to environmental
issues such as whether one is moving about on
Earth or a phenomenologically identical planet
with a different microstructure (e.g., Putnam’s
‘‘Twin Earth’’).
Thus Chomsky takes issue with philosophers

like Burge (1986), who argues in Individualism
and Psychology that the content of the representa-
tions posited in psychology are determined at least
in part by environmental factors. Chomsky holds
that if the notion of content involves externalist
or environmental notions, then it is not clear that
it can play an interesting role in naturalistic
inquiry in cognitive psychology (see Psychology,
Philosophy of ).
If environmentalism is to be rejected in psychol-

ogy, then it naturally must be rejected in the se-
mantics of natural language as well. That is: if the
task of the linguist is to investigate the nature of I-
language; if the nature of I-language is a chapter of
cognitive psychology; and if cognitive psychology
is an individualistic rather than a relational science,
semantics will want to eschew relational properties
like reference (where ‘reference’ is construed as a
relation between a linguistic form and some object
in the external environment). Thus Chomsky (1975
and 2000) rejects the notion of reference that has
been central to the philosophy of language for the
past three decades, characterizing it as an ill-defined
technical notion (certainly one with no empirical
applications), and, following Strawson, suggests
that in the informal usage individuals ‘refer’ but
linguistic objects do not.
This conclusion has immediate results for the

notion of theory change in science. If the notion of
reference is suspect or incoherent, then it can hardly
be employed in an account of theory change (as in
Putnam 1988). How then can one make sense
of theory change? Chomsky (2000) suggests the fol-
lowing:

Some of the motivation for externalist approaches
derives from the concern to make sense of the history
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of science. Thus, Putnam argues that we should take the
early Niels Bohr to have been referring to electrons in
the quantum-theoretic sense, or we would have to ‘‘dis-
miss all of his 1900 beliefs as totally wrong’’ (Putnam
1988), perhaps on a par with someone’s beliefs about
angels, a conclusion that is plainly absurd . . . .

Agreeing . . . that an interest in intelligibility in scien-
tific discourse across time is a fair enough concern, still
it cannot serve as the basis for a general theory of mean-
ing; it is, after all, only one concern among many, and
not a central one for the study of human psychology.
Furthermore, there are internalist paraphrases. Thus we
might say that in Bohr’s earlier usage, he expressed
beliefs that were literally false, because there was noth-
ing of the sort he had in mind in referring to electrons;
but his picture of the world and articulation of it was
structurally similar enough to later conceptions so that
we can distinguish his beliefs about electrons from
beliefs about angels. (43)

Against Teleological Explanation in Linguistics
A number of philosophers and linguists have

thought that some progress can be made in the
understanding of language by thinking of it as
principally being a medium of communication.
Chomsky rejects this conception of the nature of
language, arguing that the language faculty is not
for communication in any interesting sense. Of
course, by rejecting the contention that language
is a social object established for purposes of com-
munication, Chomsky has not left much room for
thinking of language in this way. But he also rejects
standard claims that I-language must have evolved
for the selectional value of communication; he
regards such claims as without basis in fact. On
this score, Chomsky sides with Gould (1980),
Lewontin (1990), and many evolutionary biologists
in supposing that many of our features (cognitive
or anatomical) did not necessarily evolve for selec-
tional reasons, but may have been the result of
arbitrary hereditary changes that have perhaps
been co-opted (see Evolution). Thus the langu-
age faculty may not have evolved for purposes of
communication but may have been co-opted for
that purpose, despite its nonoptimal design for
communicative purposes.
In any case, Chomsky cautions that even if there

was selectional pressure for the language faculty to
serve as a means of communication, selection is but
one of many factors in the emerging system. Cru-
cially (2000, 163), ‘‘physical law provides narrow
channels within which complex organisms may
vary,’’ and natural selection is only one factor
that determines how creatures may vary within
these constraints. Other factors (as Darwin himself
noted) will include nonadaptive modifications and

unselected functions that are determined from
structure (see Function).

Inductive Versus Abductive Learning
A number of debates have turned on whether

language acquisition requires a dedicated language
faculty or whether ‘‘general intelligence’’ is enough
to account for linguistic competence. Chomsky
considers the general-intelligence thesis hopelessly
vague, and argues that generalized inductive
learning mechanisms make the wrong predictions
about which hypotheses children would select in a
number of cases. Consider the following two exam-
ples from Chomsky (1975 and [1980] 1992a):

The man is tall ð5Þ

Is the man tall? ð6Þ
Chomsky observes that confronted with evi-

dence of question formation like that in (5)–(6)
and given a choice between hypothesis (H1) and
(H2), the generalized inductive learning mechanism
will select (H1):

Move the first ‘‘is’’ to the front of the sentence:

ðH1Þ

Move the first ‘‘is’’ following the first NP

to the front of the sentence:
ðH2Þ

But children apparently select (H2), since in
forming a question from (7), they never make the
error of producing (8), but always opt for (9):

The man who is here is tall: ð7Þ
�Is the man who here is tall? ð8Þ

Is the man who is here tall? ð9Þ
Note that this is true despite the fact that the

only data they have been confronted with previous
to encountering (7) is simple data like (5)–(6).
Chomsky’s conclusion is that whatever accounts
for children’s acquisition of language, it cannot be
generalized inductive learning mechanisms, but
rather must be a system with structure-dependent
principles/rules. Chomsky (1975, ch.1; 2000, 80)
compares such learning to Peircian abduction. In
other contexts this has been cast as a thesis about
the ‘‘modularity’’ of language—that is, that there is
a dedicated language acquisition device, and it,
rather than some vague notion of general intelli-
gence, accounts for the acquisition of language (see
Evolutionary Psychology).
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Putnam (1992) once characterized Chomsky’s
notion of a mental organ like the language faculty
as being ‘‘biologically inexplicable,’’ but Chomsky
([1980] 1992b) has held that it is merely ‘‘unex-
plained’’ and not inexplicable; in his view the
language faculty is thus on the same footing as
many other features of our biology (see Abduction;
Inductive Logic).

The Science-Forming Faculty
On a more general and perhaps more abstract

level, Chomsky has often spoken of a ‘‘science-
forming faculty,’’ parallel to our language faculty.
The idea is that science could not have formed in
response to mere inductive generalizations, but that
human beings have an innate capacity to develop
scientific theories (Chomsky credits C. S. Peirce
with this basic idea). Despite Star Trekkian assump-
tions to the contrary, extraterrestrials presumably
do not have a science-forming faculty like humans
do, andmay go about theorizing in entirely different
ways, which would not be recognized as ‘‘scientific’’
by humans.

While the science-forming faculty may be limit-
ed, Chomsky would not concede that its limits are
necessarily imposed by the selectional pressures of
the prehistoric past. Just as the language faculty
may not have evolved principally in response to
selectional pressures, so too the science-forming
faculty may have emerged quite independently of
selectional considerations. As Chomsky (2000,
Chap. 6) notes (citing Lewontin 1990), insects
may seem marvelously well adapted to flowering
plants, but in fact insects evolved to almost their
current diversity and structure millions of years
before flowering plants existed. Perhaps it is a sim-
ilar situation with the science-forming faculty. That
is, perhaps it is simply a matter of good fortune for
humans that the science-forming faculty is reliable
and useful, since it could not have evolved to help
us with quantum physics, for example.

The Limits of Science
The notion of a science-forming faculty also

raises some interesting questions about the limits
of human ability to understand the world. Since
what one can know through naturalistic endeavors
is bounded by the human science-forming faculty,
which in turn is part of the human biological en-
dowment, it stands to reason that there are ques-
tions that will remain mysteries—or at least outside
the scope of naturalistic inquiry:

Like other biological systems, SFF [the science-forming
faculty] has its potential scope and limits; we may

distinguish between problems that in principle fall with-
in its range, and mysteries that do not. The distinction is
relative to humans; rats and Martians have different
problems and mysteries and, in the case of rats, we
even know a fair amount about them. The distinction
also need not be sharp, though we certainly expect it to
exist, for any organism and any cognitive faculty. The
successful natural sciences, then, fall within the inter-
section of the scope of SFF and the nature of the world;
they treat the (scattered and limited) aspects of the world
that we can grasp and comprehend by naturalistic inqui-
ry, in principle. The intersection is a chance product of
human nature. Contrary to speculations since Peirce,
there is nothing in the theory of evolution, or any other
intelligible source, that suggests that it should include
answers to serious questions we raise, or even that we
should be able to formulate questions properly in areas
of puzzlement. (2000, Ch. 4)

The question of what the ‘‘natural’’ sciences are,
then, might be answered, narrowly, by asking what
they have achieved; or more generally, by inquiry
into a particular faculty of (the human) mind, with
its specific properties.

The Mind/Body Problem and the Question of
Physicalism
Chomsky has consistently defended a form of

methodological monism (he is certainly no dualist);
but, for all that, he is likewise no materialist. In
Chomsky’s view the entire mind/body question is
ill-formed, since there is no coherent notion of
physical body. This latter claim is not in itself
unique; Crane and Mellor (1990) have made a
similar point. There is a difference, however; for
Crane and Mellor, developments in twentieth-
century science have undermined physicalism, but
for Chomsky the notion of physical body was
already undermined by the time of Newton:

Just as the mechanical philosophy appeared to be trium-
phant, it was demolished by Newton, who reintroduced
a kind of ‘‘occult’’ cause and quality, much to the dis-
may of leading scientists of the day, and of Newton
himself. The Cartesian theory of mind (such as it was)
was unaffected by his discoveries, but the theory of body
was demonstrated to be untenable. To put it differently,
Newton eliminated the problem of ‘‘the ghost in the
machine’’ by exorcising the machine; the ghost was
unaffected. (2000, 84)

In Chomsky’s view, then, investigations into the
mind (in the guise of cognitive science generally or
linguistics in particular) can currently proceed
without worrying about whether they hook up
with what is known about the brain, or even fun-
damental particles. The unification of science
remains a goal, but in Chomsky’s view it is not
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the study of mind that must be revised so as to
conform to physical theory, but rather physical
theory may eventually have to incorporate what is
learnt in the study of the mind. According to
Chomsky this is parallel to the situation that held
prior to the unification of chemistry and physics; it
was not chemistry that needed to be modified to
account for what was known about physics, but in
fact just the opposite:

Large-scale reduction is not the usual pattern; one
should not be misled by such dramatic examples as the
reduction of much of biology to biochemistry in the
middle of the twentieth century. Repeatedly, the more
‘‘fundamental’’ science has had to be revised, some-
times radically, for unification to proceed. (2000, 82)

Conclusion

The influence of Chomsky’s work has been felt in a
number of sciences, but perhaps the greatest in-
fluence has been within the various branches of
cognitive science. Indeed, Gardner (1987) has
remarked that Chomsky has been the single most
important figure in the development of cognitive
science. Some of Chomsky’s impact is due to his
role in arguing against behaviorist philosophers
such as Quine; some of it is due to work that led
to the integration of linguistic theory with other
sciences; some of it is due to the development of
formal tools that were later employed in disciplines
ranging from formal language theory (cf. the
‘‘Chomsky Hierarchy’’) to natural language proces-
sing; and some of it is due to his directly engaging
psychologists on their own turf. (One classic exam-
ple of this was Chomsky’s [1959b] devastating re-
view of Skinner’s [1957] Verbal Behavior. See also
his contributions to Piatelli-Palmerini 1980) (See
Behaviorism).
With respect to his debates with various philoso-

phers, Chomsky has sought to expose what he has
taken to be double standards in the philosophical
literature. In particular he has held that while other
sciences are allowed to proceed where inquiry takes
them without criticism by armchair philosophers,
matters change when the domain of inquiry shifts
to mind and language:

The idea is by now a commonplace with regard to
physics; it is a rare philosopher who would scoff at its
weird and counterintuitive principles as contrary to right
thinking and therefore untenable. But this standpoint
is commonly regarded as inapplicable to cognitive sci-
ence, linguistics in particular. Somewhere in-between,
there is a boundary. Within that boundary, science is

self-justifying; the critical analyst seeks to learn about
the criteria for rationality and justification from the study
of scientific success. Beyond that boundary, everything
changes; the critic applies independent criteria to sit in
judgment over the theories advanced and the entitities
they postulate. This seems to be nothing more than a
kind of ‘‘methodological dualism,’’ far more pernicious
than the tradtional metaphysical dualism, which was a
scientific hypothesis, naturalistic in spirit. Abandoning
this dualist stance, we pursue inquiry where it leads.
(2000, 112)

PETER LUDLOW

References

Bloomfield, L. (1933), Language. New York: Holt, Rine-
hart and Winston.

——— (1939), Linguistic Aspects of Science: International
Encyclopedia of Unified Science (Vol. 1, No. 4). Chicago:
University of Chicago Press.

Burge, T. (1986), ‘‘Individualism and Psychology,’’ Philo-
sophical Review 95: 3–45.

Chomsky, N. ([1955] 1975), The Logical Structure of Lin-
guistic Theory. Chicago: University of Chicago Press.

——— (1956), ‘‘Three Models for the Description of Lan-
guage,’’ I.R.E. Transactions of Information Theory IT-2:
113–124.

——— (1957), Syntactic Structures. The Hague: Mouton.
——— (1959a), ‘‘On Certain Formal Properties of Gram-

mars,’’ Information and Control 2: 137–167.
——— (1959b), ‘‘Review of B. F. Skinner, Verbal Behav-

ior,’’ Language 35, 26–57.
——— (1964), Current Issues in Linguistic Theory. The

Hague: Mouton & Co.
——— (1965), Aspects of the Theory of Syntax. Cambridge,

MA: MIT Press.
——— (1969), ‘‘Quine’s Empirical Assumptions,’’ in

D. Davidson and J. Hintikka (eds.), Words and Objec-
tions: Essays on the Work of Willard Van Quine. Dor-
drecht, Netherlands: D. Reidel.

——— (1975), Reflections on Language. New York: Pan-
theon.

——— (1977), ‘‘Conditions on Rules of Grammar,’’ in
Essays on Form and Interpretation. Amsterdam: Elsevier
North-Holland, 163–210.

——— (1979), Language and Responsibility. New York:
Pantheon.

——— (1981a), Lectures on Government and Binding. Dor-
drecht, Netherlands: Foris Publications.

——— (1981b), ‘‘Principles and Parameters in Syntactic
Theory,’’ in N. Horstein and D. Lightfoot (eds.), Expla-
nation in Linguistics: The Logical Problem of Language
Acquisition. London: Longman.

——— (1982), Some Concepts and Consequences of the
Theory of Government and Binding. Cambridge, MA:
MIT Press.

——— (1986a), Barriers. Cambridge, MA: MIT Press.
——— (1986b), Knowledge of Language. New York:

Praeger.
——— ([1980] 1992a), ‘‘On Cognitive Structures and Their

Development,’’ in B. Beakley and P. Ludlow (eds.), The

CHOMSKY, NOAM

114



Philosophy of Mind: Classical Problems/Contemporary
Issues. Cambridge, MA: MIT Press, 393–396.

——— ([1980] 1992b), ‘‘Discussion of Putnam’s Com-
ments,’’ in B. Beakley and P. Ludlow (eds.), The Philos-
ophy of Mind: Classical Problems/Contemporary Issues.
Cambridge, MA: MIT Press, 411–422.

——— ([1988] 1992c), ‘‘From Language and Problems of
Knowledge,’’ in B. Beakley and P. Ludlow (eds.), The
Philosophy of Mind: Classical Problems/Contemporary
Issues. Cambridge, MA: MIT Press, 47–50.

——— (1994), ‘‘Noam Chomsky,’’ in S. Guttenplan (ed.),
A Companion to the Philosophy of Mind. Oxford: Black-
well, 153–167.

——— (1995), The Minimalist Program. Cambridge, MA:
MIT Press.

——— (2000), New Horizons in the Study of Language and
Mind. Cambridge: Cambridge University Press.

——— (2001), ‘‘Beyond Explanatory Adequacy,’’ MIT Oc-
casional Papers in Linguistics, no. 20. MIT Department
of Linguistics.

Crane, T., and D. H. Mellor (1990), ‘‘There Is No Question
of Physicalism,’’ Mind 99: 185–206.

Gardner, H. (1987), The Mind’s New Science: A History of
the Cognitive Revolution. New York: Basic Books.

Gould, S. J. (1980), The Panda’s Thumb: More Reflections
in Natural History. New York: W. W. Norton.

Lewontin, R. (1990), ‘‘The Evolution of Cognition,’’ in
D. N. Osherson and E. E. Smith (eds.), An Invitation to
Cognitive Science (Vol. 3). Cambridge, MA: MIT Press,
229–246.

Newmeyer, Frederick (1986), Linguistic Theory in America
(2nd ed.). San Diego: Academic Press.

Piatelli-Palmerini, M. (ed.) (1980), Language and Learning:
The Debate between Jean Piaget and Noam Chomsky.
Cambridge, MA: Harvard University Press.

Putnam, H. (1988), Representation and Reality. Cambridge,
MA: MIT Press.

Quine, Willard Van (1970), ‘‘Methodological Reflections on
Current Linguistic Theory,’’ Synthese, 21: 386–398.

Skinner, B. F. (1957),Verbal Behavior. NewYork:Appleton-
Century-Crofts.

Smith, N. (2000), Foreword, in Chomsky, New Horizons in
the Study of Language and Mind. Cambridge: Cambridge
University Press.

See also Behaviorism; Cognitive Science; Innate/
Acquired Distinction; Linguistics, Philosophy of;
Psychology, Philosophy of; Physicalism

CLASSICAL MECHANICS

Over the centuries classical mechanics has been a
steady companion of the philosophy of science. It
has played different parts, ranging (i) from positing
its principles as a priori truths to the insight—
pivotal for the formation of a modern philosophy
of science—that modern physics requires a farewell
to the explanatory ideal erected upon mechanics;
(ii) from the physiological analyses of mechanical
experiences to axiomatizations according to the
strictest logical standards; and (iii) from the me-
chanistic philosophy to conventionalism (see Con-
ventionalism; Determinism; Space-Time). Core
structures of modern science, among them differen-
tial equations and conservation laws, as well as core
themes of philosophy, among themdeterminismand
the ontological status of theoretical terms, have
emerged from this context. Two of the founders of
classical mechanics, Galileo and Sir Isaac Newton,
have often been identified with the idea of modern
science as a whole. Owing to its increasing con-
ceptual and mathematical refinement during the

nineteenth century, classical mechanics gave birth
to the combination of formal analysis and philo-
sophical interpretation that distinguished the
modern philosophy of science from the earlier
Naturphilosophie. The works of Helmholtz, Mach,
and Poincaré molded the historical character of the
scientist-philosopher that would fully bloom dur-
ing the emergence of relativity theory and quantum
mechanics (see Mach, Ernest; Quantum Mechan-
ics; Poincaré, Henri; Space-Time).
Mechanicsbecame ‘‘classical’’ at the latestwith the

advent of quantum mechanics. Already relativistic
field theory had challenged mechanics as the lead-
ing scientific paradigm. Consequently, present-day
philosophers of science usually treat classical
mechanics within historical case studies or as the
first touchstone for new proposals of a general
kind. Nonetheless, there are at least two lines on
which classical mechanics in itself remains a worthy
topic for philosophers. On the one hand, ensuing
from substantial mathematical progress during the
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twentieth century, classical mechanics has devel-
oped into the theory of classical dynamical systems.
Among the problems of interest to formally mind-
ed philosophers of science are the relationships
between the different conceptualizations, issues of
stability and chaotic behavior, and whether classi-
cal mechanics is a special case of the conceptual
structures characteristic of other physical theories.
On the other hand, classical mechanics or semiclas-
sical approaches continue to be applied widely by
working scientists and engineers. Those real-world
applications involve a variety of features that sub-
stantially differ from the highly idealized textbook
models to which physicists and philosophers are
typically accustomed, and they require solution
strategies whose epistemological status is far from
obvious.
Often classical mechanics is used synonymously

with Newtonian mechanics, intending that its con-
tent is circumscribed by Newton’s famous three
laws. The terms ‘analytical mechanics’ and ‘ratio-
nal mechanics’ stress the mathematical basis and
theoretical side of mechanics as opposed to ‘practi-
cal mechanics,’ which originally centered on the
traditional simple machines: lever, wedge, wheel
and axle, tackle block, and screw. But the domain
of mechanics was being constantly enlarged by the
invention of new mechanical machines and tech-
nologies. Most expositions of mechanics also in-
clude the theory of elasticity and the mechanics of
continua. The traditional distinction between me-
chanics and physics was surprisingly long-lived.
One reason was that well into the nineteenth centu-
ry, no part of physics could live up to the level of
formal sophistication that mechanics had achieved.
Although of little importance from a theoretical
point of view, it is still common to distinguish statics
(mechanical systems in equilibrium) and dynamics
that are subdivided into a merely geometrical part,
kinematics, and kinetics.

Ancient Greek and Early Modern Mechanics

In Greek antiquity, mechanics originally denoted
the art of voluntarily causing motions against the
nature of the objects moved. Other than physics, it
was tractable by the methods of Euclidean geome-
try. Archimedes used mechanical methods to deter-
mine the center of mass of complex geometrical
shapes but did not recognize them as valid geomet-
rical proofs. His Euclidean derivation of the law
of the lever, on the other hand, sparked severe
criticism from Mach ([1883] 1960), who held that
no mathematical derivation whatsoever could
replace experience.

Pivotal for bringing about modern experimental
science was Galileo’s successful criticism of Aristo-
telian mechanics. Aristotle had divided all natural
motions into celestial motions, which were circular
and eternal, and terrestrial motions, which were
rectilinear and finite. Each of the four elements
(earth, water, fire, air) moved toward its natural
place. Aristotle held that heavy bodies fell faster
than light ones because velocity was determined by
the relation of motive force (weight) and resistance.
All forces were contact forces, such that a body
moving with constant velocity was continuously
acted upon by a force from the medium. Resistance
guaranteed that motion remained finite in extent.
Thus there was no void, nor motion in the void.
Galileo’s main achievement was the idealization of
a constantly accelerated motion in the void that is
slowed down by the resistance of the medium. This
made free fall amenable to geometry. For today’s
reader, the geometrical derivation of the law is
clumsy; the ratio of different physical quantities
v ¼ s/t (where s stands for a distance, t for a time
interval, and v for a velocity) was not yet meaning-
ful. Galileo expressly put aside what caused bodies
to fall and referred to experimentation. Historians
and philosophers have broadly discussed what and
how Galileo reasoned from empirical evidence.
Interpreters wondered, in particular, whether the
thought experiment establishing the absurdity of
the Aristotelian position was conclusive by itself
or whether Galileo had simply repackaged empiri-
cal induction in the deductive fashion of geometry.

Huygens’ most important contribution to me-
chanics was the derivation of the laws of impact
by invoking the principle of energy conservation.
His solution stood at the crossroads of two tradi-
tions. On the one hand, it solved the foundational
problem of Cartesian physics, the program of
which was to reduce all mechanical phenomena to
contact forces exchanged in collision processes. On
the other hand, it gave birth to an approach based
upon the concept of energy, which became an al-
ternative to the Newtonian framework narrowly
understood.

The work of Kepler has repeatedly intrigued
philosophers of diverging orientations. Utilizing
the mass of observational data collected by Brahe,
Kepler showed that the planetary orbits were ellip-
ses. Kepler’s second law states that the line joining
the sun to the planet sweeps through equal areas in
equal times, and the third law states that the square
of the periods of revolution of any two planets
are in the same proportion as the cubes of their
semi-major axes. All three laws were merely kine-
matical. In his Mysterium cosmographicum, Kepler
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([1596] 1981) identified the spacings of the then
known six planets with the five platonic solids. It
will be shown below that the peculiar shape of
the solar system, given Newton’s laws of univer-
sal gravitation, can be explained without refer-
ence to Kepler’s metaphysical belief in numerical
harmony.

On the Status of Newton’s Laws

The most important personality in the history of
classical mechanics was Newton. Owing to the
activities of his popularizers, he became regarded
as the model scientist; this admiration included a
devotion to the methodology of his Philosophiae
naturalis principia mathematica (Newton [1687,
1713] 1969), outlined in a set of rules preceding
book III. But interpreters disagree whether Newton
really pursued the Baconian ideal of science and
licensed induction from phenomena or must be sub-
sumed under the later descriptivist tradition that
emerged with Mach ([1883] 1960) and Kirchhoff
(1874). At any rate, the famous declaration not
to feign hypothesis targeted the Cartesian and
Leibnizian quest for a metaphysical basis of the
principles of mechanics.

After the model of Euclid, the Principia began
with eight definitions and three axioms or laws.
Given Newton’s empiricist methodology, interpre-
ters have wondered about their epistemological
status and the logical relations among them. Cer-
tainly, the axioms were neither self-evident truths
nor mutually independent:

1. Every body continues in its state of rest or
uniform motion in a right (i.e., straight) line,
unless it is compelled to change that state by
forces impressed upon it.

2. The change of motion is proportional to the
motive force impressed and is made in the
direction of the right line in which that force
is impressed.

3. To every action there is always opposed an
equal reaction; or the mutual actions of two
bodies upon each other are always equal, and
directed to contrary parts.

The proper philosophical interpretation of these
three laws remained contentious until the end of
the nineteenth century. Kant claimed to have
deduced the first and third laws from the synthetic
a priori categories of causality and reciprocity, re-
spectively. The absolute distinction between rest
and motion in the first law was based on absolute
space and time. Within Kant’s transcendental phi-
losophy, Euclidean space-time emerged from pure

intuition a priori. This was the stand against
which twentieth-centuryphilosophyof science rebel-
led, having relativity theory in its support (see
Space-Time).
Admitting that the laws were suggested by pre-

vious experiences, some interpreters, including
Poincaré, considered them as mere conventions
(see Conventionalism). Positing absolute Euclidean
space, the first law states how inertial matter moves
in it. But it is impossible to obtain knowledge about
space independent of everything else. Thus, the first
law represents merely a criterion for choosing a
suitable geometry. Mach ([1883] 1960) rejected
absolute space and time as metaphysical. All ob-
servable motion was relative, and thus, at least in
principle, all material objects in the universe were
mutually linked. Mach’s principle, as it became
called, influenced the early development of general
relativity but is still controversial among philoso-
phers (see Barbour and Pfister 1995; Pooley and
Brown 2002). According to Mach, the three laws
were highly redundant and followed from a proper
empiricist explication of Newton’s definitions of
mass and force. Defining force, with Newton, as
an action exerted upon a body to change its state,
that is, as an acceleration, the first and second laws
can be straightforwardly derived. Mach rejected
Newton’s definition of mass as quantity of matter
as a pseudo-definition and replaced it with the
empirical insight that mass is the property of bodies
determining acceleration. This was equivalent to
the third law. Mach’s criticism became an impor-
tant motivation for Albert Einstein’s special theory
of relativity. Yet, even the members of the Vienna
Circle disagreed whether this influence was forma-
tive or Mach merely revealed the internal contra-
dictions of the Newtonian framework (see Vienna
Circle).
As to the second law, one may wonder whether

the forces are inferred from the observed phenom-
ena of motion or the motions are calculated from
given specific forces. Textbooks often interpret the
second law as providing a connection from forces
to motion, but this is nontrivial and requires a
proper superposition of the different forces and a
due account of the constraints. The opposite inter-
pretation has the advantage of not facing the noto-
rious problem of characterizing force as an entity
in its own right, which requires a distinction be-
tween fundamental forces from fictitious or inertial
forces.
Book III of Newton’s Principia introduced the

law of universal gravitation, which finally unified
the dynamics of the celestial and terrestrial spheres.
But, as it stood, it involved an action at a distance
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through the vacuum, which Newton regarded
as the greatest absurdity. To Bentley he wrote:
‘‘Gravity must be caused by an Agent acting
according to certain Laws; but whether this Agent
be material or immaterial, I have left to the Consid-
eration ofmy readers’’ (Cohen 1958, 303). Given the
law of universal gravity, the peculiar shape of the
solar system was a matter of initial conditions, a
fact that Newton ascribed to the contrivance of a
voluntary agent.
The invention of the calculus was no less impor-

tant for the development of mechanics than was the
law of gravitation. But its use in the Principia was
not consistent and intertwined with geometrical
arguments, and it quickly turned out that Leibniz’s
version of the calculus was far more elegant. That
British scientists remained loyal to Newton’s flux-
ions until the days of Hamilton proved to be a
substantial impediment to the use of calculus in
science.

Celestial Mechanics and the Apparent
Triumph of Determinism

No other field of mechanics witnessed greater tri-
umphs of prediction than celestial mechanics: the
return of Halley’s comet in 1758; the oblateness of
the Earth in the 1740s; and finally the discovery of
Neptune in 1846 (cf. Grosser 1962). However,
while Neptune was found at the location that the
anomalies in the motion of Uranus had suggested,
Le Verrier’s prediction of a planet Vulcan to ac-
count for the anomalous perihelion motion of
Mercury failed. Only general relativity would pro-
vide a satisfactory explanation of this anomaly (see
Space-Time).
But in actual fact little follows from Newton’s

axioms and the inverse square law of gravitation
alone. Only the two-body problem can be solved
analytically by reducing it to a one-body problem
for relative distance. The three-body problem re-
quires approximation techniques, even if the mass
of one body can be neglected. To ensure the conver-
gence of the respective perturbation series became
a major mathematical task. In his lunar theory,
Clairaut could derive most of the motion of the
lunar apsides from the inverse-square law, provided
the approximation was carried far enough. But
d’Alembert warned that further iterations might
fail to converge; hence subsequent analysts cal-
culated to higher and higher orders. D’Alembert’s
derivation of the precession and nutation of the
Earth completed a series of breakthroughs around
1750 that won Newton’s law a wide acceptance. In

1785, Laplace explained the remaining chief anoma-
lies in the solar system and provided a (flawed)
indirect proof for the stability of the solar system
from the conservation of angular momentum
(cf. Wilson 1995).

One might draw an inductivist lesson from this
history and conceive the increased precision in the
core parameters of the solar system, above all the
planetary masses, as a measure of explanatory suc-
cess for the theory containing them (cf. Harper and
Smith 1995). Yet, the historically more influential
lesson for philosophers consisted in the ideal of
Laplace’s Demon, the intellect that became the
executive officer of strict determinism:

Given for one instant an intelligence which could com-
prehend all the forces by which nature is animated and
the respective situation of the beings who compose it—
an intelligence sufficiently vast to submit these data to
analysis—it would embrace in the same formula the
greatest bodies of the universe and those of the lightest
atom; for it, nothing would be uncertain, and the future,
as the past, would be present to its eyes. (Laplace [1795]
1952, 4)

But the Demon is threatened by idleness in many
ways. If the force laws are too complex, determin-
ism becomes tautologous; if Newton’s equations
cannot be integrated, perturbative and statistical
strategies are mandatory; calculations could still
be too complex; exact knowledge of the initial
state of a system presupposes that the precision of
measurement could be increased at will.

A further idealization necessary to make the
Laplacian ideal thrive was the point mass approach
of Boscovich ([1763] 1966). But some problems
cannot be solved in this way—for instance, whether
a point particle moving in a head-on orbit directed
at the origin of a central force is reflected by the
singularity or goes right through it. In many cases,
celestial mechanics treats planets as extended bod-
ies or gyroscopes rather than point masses. Non-
rigid bodies or motion in resistant media require
even further departures from the Laplacian ideal.
As Wilson put it, ‘‘applied mathematicians are
often forced to pursue roundabout and shakily
rationalized expedients if any progress is to be
made’’ (2000, 296).

Only some of these expedients can be mathemat-
ically justified. This poses problems for the rela-
tionship of mathematical and physical ontology.
Often unsolvable equations are divided into tracta-
ble satellite equations. Continuum mechanics is a
case in point. The Navier-Stokes equations are
virtually intractable by analytic methods; Prandtl’s
boundary layer theory splits a flow in a pipe into
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one equation for the fluid’s boundary and one for
the middle of the flow. Prandtl’s theory failed in the
case of turbulence, while statistical investigations
brought useful results. Accordingly, in this case
predictability required abandoning determinism
altogether years before the advent of quantum
mechanics (cf. von Mises 1922).

From Conserved Quantities to Invariances:
Force and Energy

The framework of Newton’s laws was not the only
conception of mechanics used by 1800 (cf. Grattan-
Guinness 1990). There were purely algebraic ver-
sions of the calculus based on variational problems
developed by Euler and perfected in Lagrange’s
Analytical Mechanics ([1788] 1997). Engineers de-
veloped a kind of energy mechanics that emerged
from Coulomb’s friction studies. Lazare Carnot de-
veloped it into an alternative to Lagrange’s reduc-
tion of dynamics to equilibrium, that is, to statics.
Dynamics should come first, and engineers had to
deal with many forces that did not admit a potential
function.

The nature of energy—primary entity or just
inferred quantity—was no less in dispute than
that of force. Both were intermingled in content
and terminology. The eighteenth century was
strongly influenced by the vis viva controversy
launched by Leibniz. What was the proper quantity
in the description of mechanical processes: mv or
mv2 (where m ¼ mass and v ¼ velocity)? After the
Leibniz-Clarke correspondence, the issue became
associated with atomism and the metaphysical
character of conserved quantities. In the nineteenth
century, ‘energy,’ or work, became a universal
principle after the discovery of the mechanical
equivalent of heat. Helmholtz gave the principle a
more general form based upon the mechanical
conception of nature. For many scientists this sug-
gested a reduction of the other domains of physical
science to mechanics. But this program failed in
electrodynamics.

Through the works of Ostwald and Helm, the
concept of energy became the center of a movement
that spellbound German-speaking academia from
the 1880s until the 1900s. But, as Boltzmann untir-
ingly stressed, energeticists obtained the equations
of motion only by assuming energy conservation in
each spatial direction. But why should Cartesian
coordinates have a special meaning?

Two historico-critical studies of the energy con-
cept set the stage for the influential controversy
between Planck and Mach (1908–1910). While
Mach ([1872] 1911) considered the conservation

of work as an empirical specification of the instinc-
tive experience that perpetual motion is impossible,
Planck (1887) stressed the independence and uni-
versality of the principle of energy conservation.
Planck later lauded Mach’s positivism as a useful
antidote against exaggerated mechanical reduc-
tionism but called for a stable world view erected
upon unifying variational principles and invariant
quantities.
Group theory permitted mathematical physicists

to ultimately drop any substantivalist connotation
of conserved quantities, such as energy. The main
achievement was a theorem of Emmy Noether that
identified conserved quantities, or constants of mo-
tion, with invariances under one-parameter group
transformations (cf. Arnold 1989, 88–90).

Variational Principles and Hamiltonian
Mechanics

In 1696–1697 Johann Bernoulli posed the problem
of finding the curve of quickest descent between
two points in a homogeneous gravitational field.
While his own solution used an analogy between
geometrical optics and mechanics, the solutions of
Leibniz and Jacob Bernoulli assumed that the
property of minimality was present in the small as
in the large, arriving thus at a differential equation.
The title of Euler’s classic treatise describes the
scope of the variational calculus: The Method of
Finding Curved Lines That Show Some Property of
Maximum or Minimum (1744). The issue of minim-
ality sparked philosophical confusion. In 1746,
Pierre Moreau de Maupertuis announced that in
all natural processes the quantity

R
vds ¼ R

v2dt
attains its minimum; he interpreted this as a formal
teleological principle that avoided the outgrowths
of the earlier physicotheology of Boyle and Bentley.
Due to his defective examples and a priority strug-
gle, the principle lost much of its credit. Lagrange
conceived of it simply as an effective problem-
solving machinery. There was considerable mathe-
matical progress during the nineteenth century,
most notably by Hamilton, Gauss, and Jacobi.
Only Weierstrass found the first sufficient condi-
tion for the variational integral to actually attain its
minimum value. In 1900, Hilbert urged mathe-
maticians to systematically develop the variational
calculus (see Hilbert, David). He made action
principles a core element of his axiomatizations of
physics. Hilbert and Planck cherished the principles’
applicability, after appropriate specification, to all
fields of reversible physics; thus they promised
a formal unification instead of the discredited
mechanical reductionism.
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There exist differential principles, among them
d’Alembert’s principle and Lagrange’s principle of
virtual work, that reduce dynamics to statics, and
integral action principles that characterize the ac-
tual dynamical evolution over a finite time by the
stationarity of an integral as compared with other
possible evolutions. Taking Mq as the space of all
possible motions q(t) between two points in config-
uration space, the action principle states that the
actual motion q extremizes the value of the integral
W ½q� ¼ R b

a
Fðt; qðtÞ; _qðtÞÞdt in comparison with all

possible motions, the varied curves (q þ dq)2Mq

(the endpoints of the interval [a, b] remain fixed).
If one views the philosophical core of action

principles in a temporal teleology, insofar as a
particle’s motion between a and b is also deter-
mined by the fixed state, this contradicts the fact
that almost all motions that can be treated by way
of action principles are reversible. Yet, already the
mathematical conditions for an action principle to
be well-defined suggest that the gist of the matter
lies in its global and modal features. Among the
necessary conditions is the absence of conjugate
points between a and b through which all varied
curves have to pass. Sufficient conditions typically
involve a specific field embedding of the varied
curves; also the continuity properties of the q 2
Mq play a role. Thus initial and final conditions
have to be understood in the same vein as bound-
ary conditions for partial differential equations
that have to be specified beforehand so that the
solution cannot be grown stepwise from initial
data.
There are also different ways of associating the

possible motions. In Hamilton’s principle, F is the
Lagrangian L ¼ T – V, where T is the kinetic and V
the potential energy; time is not varied such that all
possible motions take equal time but correspond to
higher energies than the actual motion. For the
original principle of least action, F equals T, and
one obtains the equations of motion only by as-
suming energy conservation, such that at equal
total energy the varied motions take a longer time
than the actual ones.
Butterfield (2004) spots three types of modality

in the sense of Lewis (1986) here. While all action
principles involve a modality of changed initial con-
ditions and changed problems,Hamilton’s principle
also involves changed laws because the varied
curves violate energy conservation. Energeticists
and Mach ([1883] 1960) held that u is uniquely
determined within Mu as compared with the other
motions that appear pairwise or with higher degen-
eracy, but they disagreed whether one could draw

conclusions about modal characteristics. Albeit
well versed in their mathematical intricacies, logical
empiricists treated action principles with neglect
in order to prevent an intrusion of metaphysics
(Stöltzner 2003).

The second-order Euler-Lagrange equations,
which typically correspond to the equations estab-
lished by way of Newton’s laws, can be reformu-
lated as a pair of first-order equations, Hamilton’s
equations, or a single partial differential equation,
viz., the Hamilton-Jacobi equation. Hamilton’s
equations emerge from the so-called Legendre
transformation, which maps configuration space
ðq; _qÞ into phase space ðq; pÞ, thus transforming the
derivative of position _q into momentum p. If this
transformation fails, constraints may be present.
The core property of Hamilton’s equations is their
invariance under the so-called canonical transfor-
mations. The canonical transformation ðq; pÞ !
ðQ;PÞ that renders the Hamiltonian H(Q,P) ¼
T þ V equal to zero leads to the Hamilton-Jacobi
equation. Its generator W ¼ S – Et (where Et is the
total energy) can be interpreted as an action func-
tional corresponding to moving wave fronts in or-
dinary space that are orthogonal to the extremals
of the variational problem (cf. Lanczos 1986).

The analogy between mechanics and geometric
optics is generic and played an important role in
Schrödinger’s justification of his wave equation.
Hamilton-Jacobi theory was also a motivation for
Bohm’s reformulation of the de Broglie pilot wave
theory (see Quantum Mechanics). For periodical
motions one can use S to generate a canonical
transformation that arrives at action and angle
variables ðJ;oÞ, where J ¼ rpdq. This integral
was quantized in the older Bohr-Sommerfeld
quantum theory. The space of all possible motions
associated with a variational problem Mq can be
considered as an ensemble of trajectories. Arguing
that in quantum theory all possible motions are
realized with a certain possibility provides some
intuitive motivation for the Feynman path integral
approach (see Quantum Field Theory).

Variational principles played a central role in
several philosophically influential treatises of me-
chanics in the late nineteenth century. Most radical
was that of Hertz ([1894] 1956), who used Gauss’s
(differential) principle of least constraints to dis-
pense with the notion of force altogether. There
were no single mass points but only a system of
mass points connected by constraints. Hertz’s
problem was to obtain a geometry of straight line
for this system ofmass points. This task was compli-
cated by Hertz’s Kantian preference for Euclidean
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geometry as a basis for the non-Euclidean geometry
of mass points. Contemporaries deemed Hertz’s
geometrization of mechanics a ‘‘God’s eye view.’’
Boltzmann (1897, 1904) praised its coherence but
judged Hertz’s picture as inapplicable to problems
easily tractable by means of forces.

Hertz held that theoretical pictures had to be
logically permissible, empirically correct, and ap-
propriate (that is, sufficiently complete and sim-
ple). Boltzmann criticized permissibility as an
unwarranted reliance upon a priori laws of thought
and held instead that pictures were historically ac-
quired and corroborated by success. Around 1900,
treating theories (e.g., atomism) as pictures repre-
sented an alternative to mechanical reductionism
and positivist descriptivism, until the idea of co-
ordinative definitions between symbolic theory
and empirical observations won favor (see Vienna
Circle).

Mathematical Mechanics and Classical
Dynamical Systems

After classical mechanics was finally dethroned as
the governing paradigm of physics, its course
became largely mathematical in kind and was
strongly influenced by concepts and techniques de-
veloped by the new-frontier theories of physics:
relativity theory and quantum physics. There was
substantial progress in the variational calculus, but
the main inspirations came from differential geom-
etry, group theory, and topology, on the one hand,
and probability theory and measure theory, on the
other. This has led to some rigorous results on the
n-body problem. The advent of the modern com-
puter not only opened a new era of celestial me-
chanics, it also revealed that chaotic behavior,
ignored by physicists in spite of its early discovery
by Poincaré, occurred in a variety of simple
mechanical systems.

Geometrization has drastically changed the
appearance of classical mechanics. Configuration
space and phase space have become the tangent
and cotangent bundles on which tensors, vector
fields, and differential forms are defined. Coordi-
nates have turned into charts, and the theory of
differentiable manifolds studies the relationships
between the local level, where everything looks
Euclidean, and the global level, where topological
obstructions may arise. The dynamics acting on
these bundles are expressed in terms of flows de-
fined by vector fields, which gives a precise mean-
ing to variations. The picture of flows continues
Hamilton-Jacobi theory. This elucidates that the

intricacies of variational calculus do not evaporate;
they transform into obstructions of and conditions
for the application of the whole geometrical
machinery, e.g., how far a local flow can be extend-
ed. The constants of the motion define invariant
submanifolds that restrict the flow to a manifold of
lower dimension; they act like constraints. If a
Hamiltonian system has, apart from total energy,
enough linearly independent constants of motion
and if their Poisson brackets @F

@qi
@G
@pi

� @G
@qi

@F
@pi

� �
, where

F and G are such constants, mutually vanish, the
system is integrable (the equations of motion can
be solved) and the invariant submanifold can be
identified with a higher-dimensional torus.
The geometrical structure of Hamiltonian me-

chanics is kept together by the symplectic form
o ¼ dqi6dpi that is left invariant by canonical
transformations. It plays a role analogous to the
metric in relativity theory. The skew-symmetric
product 6 of forms and the exterior derivative
are the main tools of the Cartan calculus and per-
mit an entirely coordinate-free formulation of dy-
namics. Many equations thus drastically simplify,
but quantitative results still require the choice of a
specific chart.
Mathematical progress went hand in hand with a

shift of emphasis from quantitative to qualitative
results that started with Poincaré’s work on the
n-body problem. Some deep theorems of Hamilto-
nian mechanics become trivialities in this new lan-
guage, among them the invariance of phase space
volume (Liouville’s theorem) and the fact that al-
most all points in a phase space volume eventually—
in fact, infinitely often—return arbitrarily close to
their original position (Poincaré recurrence) (see
also Statistical Mechanics).
For the small number of mass points character-

istic of celestial mechanics, there has been major
progress along the lines of the questions asked by
Thirring (1992, 6): ‘‘Which configurations are sta-
ble? Will collisions ever occur? Will particles ever
escape to infinity? Will the trajectory always remain
in a bounded region of phase space?’’ In the two-
body problem, periodic elliptic motions, head-on
collisions, and the hyperbolic and parabolic trajec-
tories leading to infinity are neatly separated by
initial data.
For the three-body problem the situation is

already complex; there do not exist sufficient con-
stants of motion. Two types of exact solutions were
quickly found: The particles remain collinear
(Euler) or they remain on the vertices of an equilat-
eral triangle (Lagrange). The equilateral configura-
tion is realized by the Trojan asteroids, Jupiter and
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the sun. In general, however, even for a negative
total energy, two bodies can come close enough to
expel the third to infinity. In the four-body pro-
blem, there exist even collinear trajectories on
which a particle might reach spatial infinity in a
finite time (Mather and McGehee 1975). Five bod-
ies, one of them lighter than the others, can even be
arranged in such a manner that this happens with-
out any previous collisions because the fifth parti-
cle oscillates faster and faster between the two
escaping planes, in each of which two particles
rotate around one another (Xia 1992; Saari 2005).
Both examples blatantly violate special relativity.
But rather than hastily resort to arguments of
what is ‘physical,’ the philosopher should follow
the mathematical physicist in analyzing the logical
structure of classical mechanics, including collisions
and other singularities.
Can an integrable system remain stable under

perturbation? In the 1960s Kolmogorov, Arnold,
and Moser (KAM) gave a very general answer that
avails itself of the identification of integrable sys-
tems and invariant tori. The KAM theorem shows
that sufficiently small perturbations deform only
the invariant tori. If the perturbation increases,
the tori in resonance with it break first; or more
precisely, the more irrational the ratio of the fre-
quency of an invariant torus (in action and angle
variables) and the frequency of the perturbation,
the more stable is the respective torus. If all invari-
ant tori are broken, the system becomes chaotic (cf.
Arnold 1989; Thirring 1992). The KAM theorem
also provides the rigorous basis of Kepler’s associ-
ation of planetary orbits and platonic solids. The
ratios of the radii of platonic solids to the radii of
inscribed platonic solids are irrational numbers of a
kind that is badly approximated by rational num-
bers. And, indeed, among the asteroids between
Mars and Jupiter, one finds significant gaps for
small ratios of an asteroid’s revolution time to
that of the perturbing Jupiter.
If all invariant tori have broken up, the only

remaining constant of motion is energy, such that
the system begins to densely cover the energy shell
and becomes ergodic. No wonder that concepts of
statistical physics, among them ergodicity, entropy,
and mixing, have been used to classify chaotic be-
havior, even though chaotic behavior does not suc-
cumb to statistical laws. They are supplemented by
topological concepts, such as the Hausdorff dimen-
sion, and concepts of dynamical systems theory,
such as bifurcations (nonuniqueness of the time
evolution) and attractors (in the case of dissipative
systems where energy is no longer conserved).

MICHAEL STÖLTZNER
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COGNITIVE SCIENCE

Cognitive science is a multidisciplinary approach to
the study of cognition and intelligence that emerg-
ed in the late 1950s and 1960s. ‘‘Core’’ cognitive
science holds that the mind/brain is a kind of com-
puter that processes information in the form of
mental representations. The major disciplinary par-
ticipants in the cognitive science enterprise are
psychology, linguistics, neuroscience, computer
science, and philosophy. Other fields that are some-
times included are anthropology, education, math-
ematics, biology, and sociology.

There has been considerable philosophical dis-
cussion in recent years that relates, in one way or
another, to cognitive science. Arguably, not all of
this discussion falls within the tradition of philoso-
phy of science. There are two fundamentally differ-
ent kinds of question that philosophers of science
typically raise about a specific scientific field: ‘‘ex-
ternal’’ questions and ‘‘internal’’ questions. If one
assumes that a scientific field provides a framework
of inquiry, external questions will be about that
framework as a whole, from some external point
of view, or about its relation to other scientific
frameworks. In contrast, an internal question will
be one that is asked within the framework, either
with respect to some entity or process that constitu-
tes part of the framework’s foundations or with
respect to some specific theoretical/empirical issue
that scientists committed to that framework are
addressing. Philosophers have dealt extensively
with both external and internal questions associated
with cognitive science.

Key External Questions

There are three basic groups of external questions:
those concerning the nature of a scientific field X,
those concerning the relations ofX to other scientif-
ic fields, and those concerning the scientific merits
of X. An interesting feature of such discussions
is that they often draw on, and sometimes even
contribute to, the literature on a relevant prior
meta-question. For example, discussions concer-
ning the scientific nature of a particular X (e.g.,
cognitive science) may require prior conside-
ration of the question, What is the best way to
characterize X (in general) scientifically (e.g., in
terms of its theories, explanations, paradigm,
research program)?

What Is Cognitive Science?
There are many informal descriptions of cogni-

tive science in the literature, not based on any
serious consideration of the relevant meta-question
(e.g., Simon 1981; Gardner 1985). The only system-
atic formal treatment of cognitive science is that
of von Eckardt (1993), although there have been
attempts to describe aspects of cognitive psychology
in terms of Kuhn’s notion of a paradigm. Rejecting
Kuhn’s notion of a paradigm as unsuitable for the
characterization of an immature field, von Eckardt
(1993) proposes, as an alternative, the notion of a
research framework. A research framework consists
of four sets of elements D, Q, SA,MA, where D is a
set of assumptions that provide a pretheoretical
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specification of the domain under study; Q is a set
of basic empirical research questions, formulated
pretheoretically; SA is a set of substantive assump-
tions that embody the approach being taken in
answering the basic questions and that constrain
possible answers to those questions; and MA is a
set of methodological assumptions.
One can think of what Kuhn (1970) calls ‘‘normal

science’’ as problem-solving activity. The funda-
mental problem facing the community of research-
ers committed to a research framework is to answer
each of the basic empirical questions of that frame-
work, subject to the following constraints:

1. Each answer is scientifically acceptable in
light of the scientific standards set down by
the shared and specific methodological as-
sumptions of the research framework.

2. Each answer is consistent with the substan-
tive assumptions of the research framework.

3. Each answer to a theoretical question makes
significant reference to the entities and pro-
cesses posited by the substantive assumptions
of the research framework.

According to von Eckardt (1993), cognitive sci-
ence consists of a set of overlapping research fra-
meworks, each concerned with one or another
aspect of human cognitive capacities. Arguably,
the central research framework concerns the study
of adult, normal, typical cognition, with subsidiary
frameworks focused on individual differences,
group differences (e.g., expert vs. novice, male vs.
female), cultural variation, development, patholo-
gy, and neural realization. The description offered
in von Eckardt (1993), summarized in Table 1, is
intended to be of only the central research frame-
work. In addition, it is claimed to be a rational
reconstruction as well as transdisciplinary, that is,
common to cognitive scientists of all disciplines.
Von Eckardt claims that research frameworks can
evolve and that the description in question reflects
commitments of the cognitive science community
at only one period of its history (specifically, the
late 1980s/early 1990s).
Cognitive science is a very complex and rapidly

changing field. In light of this complexity and ch-
ange, von Eckardt’s original reconstruction should,
perhaps, be modified as follows. First, it needs to
be acknowledged that there exists a fundamental
disagreement within the field as to its domain. The
narrow conception, embraced by most psycholo-
gists and linguists, is that the domain is human
cognition; the broad conception, embraced by arti-
ficial intelligence researchers, is that the domain is
intelligence in general. (Philosophers seem to be

about evenly split.) A further area of disagreement
concerns whether cognitive science encompasses
only cognition/intelligence or includes all aspects of
mind, including touch, taste, smell, emotion, mood,
motivation, personality, andmotor skills. One point
on which there now seems to be unanimity is that
cognitive science must address the phenomenon of
consciousness.

Second, a modified characterization of cognitive
science must describe it as evolving not only with
respect to the computational assumption (from an
exclusive focus on symbol systems to the inclusion
of connectionist devices) but also with respect to
the role of neuroscience. Because cognitive science
originally emerged from cognitive psychology, arti-
ficial intelligence research, and generative lin-
guistics, in the early years neuroscience was often
relegated to a secondary role. Currently, most non-
neural cognitive scientists believe that research on
the mind/brain should proceed in an interactive
way—simultaneously both top-down and bottom-
up. Ironically, a dominant emerging view of co-
gnitive neuroscience seems to be that it, rather
than cognitive science, will be the locus of an inter-
disciplinary effort to develop, from the bottom up,
a computational or information-processing theory
of the mind/brain.

There are also research programs currently at the
periphery of cognitive science—whatmight be called
alternative cognitive science. These are research
programs that investigate some aspect of cognition
or intelligence but whose proponents reject one or
more of the major guiding or methodological as-
sumptions of mainstream cognitive science. Three
such programs are research on situated cognition,
artificial life, and the dynamical approach to cog-
nition.

Interfield Relations Within Cognitive Science
The second group of external questions typically

asked by philosophers of some particular scientific
field concerns the relation of that field to other
scientific fields. Because cognitive science is itself
multidisciplinary, the most pressing interfield ques-
tions arise about the relationship of the various
subdisciplines within cognitive science. Of the ten
possible two-place relations among the five core
disciplines of cognitive science, two have received
the most attention from philosophers: relations
between linguistics and psychology (particularly
psycholinguistics) and relations between cognitive
psychology and neuroscience.

Discussion of the relation between linguistics
and psychology has addressed primarily Noam

COGNITIVE SCIENCE

124



Table 1. The central research framework of cognitive science

Domain-specifying assumptions

D1 (Identification assumption): The domain consists of the human cognitive capacities.

D2 (Property assumption): Pretheoretically conceived, the human cognitive capacities have a number of basic general

properties:

. Each capacity is intentional; that is, it involves states that have content or are ‘‘about’’ something.

. Virtually all of the capacities are pragmatically evaluable; that is, they can be exercised with varying degrees of success.

. When successfully exercised, each of the evaluable capacities has a certain coherence or cogency.

. Most of the evaluable capacities are reliable; that is, typically, they are exercised successfully (at least to some degree)

rather than unsuccessfully.
. Most of the capacities are productive; that is, once a person has the capacity in question, he or she is typically in a position

to manifest it in a practically unlimited number of novel ways
. Each capacity involves one or more conscious states.a

D3 (Grouping assumption): The cognitive capacities of the normal, typical adult make up a theoretically coherent

set of phenomena, or a system. This means that with sufficient research, it will be possible to arrive at a set of

answers to the basic questions of the research framework that constitute a unified theory and are empirically and

conceptually acceptable.

Basic questions

Q1: For the normal, typical adult, what precisely is the human capacity to ________?

Q2: In virtue of what does a normal, typical adult have the capacity to _______ (such that this capacity is

intentional, pragmatically evaluable, coherent, reliable, and productive and involves consciousness?a)

Q3: How does a normal, typical adult exercise his or her capacity to _________?

Q4: How does the capacity to __________ of the normal, typical adult interact with the rest of his or her cognitive

capacities?

Substantive assumptions

SA1: The computational assumption

C1: (Linking assumption): The human, cognitive mind/brain is a computational device (computer); hence, the

human cognitive capacities consist, to a large extent, of a system of computational capacities.

C2: (System assumption): A computer is a device capable of automatically inputting, storing, manipulating,

and outputting information in virtue of inputting, storing, manipulating, and outputting representations of that

information. These information processes occur in accordance with a finite set of rules that are effective and that are,

in some sense, in the machine itself.

SA2: The representational assumption

R1 (Linking assumption): The human, cognitive mind/brain is a representational device; hence, the human

cognitive capacities consist of a system of representational capacities.

R2 (System assumption): A representational device is a device that has states or that contains within it entities

that are representations. Any representation will have four aspects essential to its being a representation: (1) It will be

realized by a representation bearer, (2) it will represent one or more representational objects, (3) its representation

relations will be grounded somehow, and (4) it will be interpretable by (will function as a representation for) some

currently existing interpreter. In the mind/brain representational system, the nature of these four aspects is constrained

as follows:
. R2.1 (The representation bearer): The representation bearer of a mental representation is a computational structure

or process, considered purely formally.

(a) This structure or process has constituent structure.b

. R2.2 (The representational content): Mental representations have a number of semantic properties.c

(a) They are semantically selective.

(b) They are semantically diverse.

(c) They are semantically complex.

(d) They are semantically evaluable.

(e) They have compositional semantics.b

(Continued )
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Chomsky’s claim that the aims of linguistics are,
first, to develop hypotheses (in the form of genera-
tive grammars) about what the native speaker of a
language knows (tacitly) or that capture the native
speaker’s linguistic competence and, second, to de-
velop a theory of the innate constraints on lan-
guage (‘‘universal grammar’’) that the child brings
to bear in learning any given language. Philoso-
phers have focused on the relation of competence
models to so-called performance models, that is,
models developed by psychologists to describe the
information processes involved in understanding

and producing language. Earlier discussion focused
on syntax; more recent debates have looked at
semantics.

There are several views. One, favored by
Chomsky himself, is that a representation of the
grammar of a language L constitutes a part of the
mental apparatus involved in the psychological
processes underlying language performance and,
hence, is causally implicated in the production of
that performance (Chomsky and Katz 1974). A sec-
ond, suggested by Marr (1982) and others, is that
competence theories describe a native speaker’s

. R2.3 (The ground): The ground of a mental representation is a property or relation that determines the fact that

the representation has the object (or content) it has.
a) This ground is naturalistic (that is, nonsemantic and nonintentional).

b) This ground may consist of either internal or external factors. However, any such factor must satisfy the

following restriction: If two token representations have different grounds, and this ground difference deter-

mines a difference in content, then they must also differ in their causal powers to produce relevant effects across

nomologically possible contexts.b

. R2.4 (The interpretant): Mental representations are significant for the person in whose mind they ‘‘reside.’’ The

interpretant of a mental representation R for some subject S consists of the set of all possible determinate

computational processes contingent upon entertaining R in S.

Methodological assumptions

M1: Human cognition can be successfully studied by focusing exclusively on the individual cognizer and his or her place

in the natural environment. The influence of society or culture on individual cognition can always be explained by

appealing to the fact that this influence is mediated through individual perception and representation.

M2: The human cognitive capacities are sufficiently autonomous from other aspects of mind such as affect and

personality that, to a large extent, they can be successfully studied in isolation.

M3: There exists a partitioning of cognition in general into individual cognitive capacities such that each of these

individual capacities can, to a large extent, be successfully studied in isolation from each of the others.

M4: Although there is considerable variation in how adult human beings exercise their cognitive capacities, it is

meaningful to distinguish, at least roughly, between ‘‘normal’’ and ‘‘abnormal’’ cognition.

M5: Although there is considerable variation in how adult human beings exercise their cognitive capacities, adults are

sufficiently alike when they cognize that it is meaningful to talk about a ‘‘typical’’ adult cognizer and it is possible to

arrive at generalizations about cognition that hold (at least approximately) for all normal adults.

M6: The explanatory strategy of cognitive science is sound. In particular, answers to the original basic questions can, to a

large extent, be obtained by answering their narrow information-processing counterparts (that is, those involving

processes purely ‘‘in the head’’).

M7: In choosing among alternative hypothesized answers to the basic questions of the research framework, one should

invoke the usual canons of scientific methodolology. That is, ultimately, answers to the basic questions should be

justified on empirical grounds.

M8: A complete theory of human cognition will not be possible without a substantial contribution from each of the

subdisciplines of cognitive science.

M9: Information-processing answers to the basic questions of cognitive science are constrained by the findings of

neuroscience.c

M10: The optimal research strategy for developing an adequate theory of the cognitive mind/brain is to adopt a

coevolutionary approach—that is, to develop information-processing answers to the basic questions of cognitive

science on the basis of empirical findings from both the nonneural cognitive sciences and the neurosciences.c

M11: Information-processing theories of the cognitive mind/brain can explain certain features of cognition that cannot be

explained by means of lower-level neuroscientific accounts. Such theories are thus, in principle, explanatorily

ineliminable.c

Key: aNot in von Eckardt (1993); bControversial; cIncluded on normative grounds (given the commitment of cognitive science

to X, cognitive scientists should be committed to Y )

Table 1. (Continued )
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linguistic input-output capacity (Marr’s ‘‘computa-
tional’’ level) without describing the processes un-
derlying that capacity (Marr’s ‘‘algorithmic’’ level).
For example, the capacity to understand a sentence
S can be viewed as the capacity that maps a pho-
nological representation of S onto a semantic rep-
resentation S. Both views have been criticized.
Against the first, it has been argued that because
of the linguist’s concern with simplicity and gener-
ality, it is unlikely that the formal structures
utilized by optimal linguistic theories will be
isomorphic to the internal representations posited
by psycholinguists (Soames 1984). A complemen-
tary point is that because processing models are
sensitive to architectural and resource constraints,
the ways in which they implement syntactic knowl-
edge have turned out to be much less transparent
than followers of Chomsky had hoped (Mathews
1991). At best, they permit a psycholinguistic ex-
planation of why a particular set of syntactic rules
and principles correctly characterize linguistic com-
petence. Against the second capacity view, it has
been argued that grammars constitute idealizations
(for example, there are no limitations on the length
of permissible sentences or on their degree of inter-
nal complexity) and so do not describe actual
speakers’ linguistic capacities (Franks 1995; see
Philosophy of Psychology; Neurobiology).

Internal questions have been raised about both
foundational assumptions and concepts and parti-
cular theories and findings within cognitive science.
Foundational discussions have focused on the core
substantive assumptions: (1) The cognitive mind/
brain is a computational system and (2) it is a
representational system.

The Computational Assumption

Cognitive science assumes that the mind/brain is a
kind of computer. But what is a computer? To
date, two kinds of computer have been important
to cognitive science modeling—classical machines
(‘‘conventional,’’ ‘‘von Neumann,’’ or ‘‘symbol
system’’) and connectionist machines (‘‘parallel
distributed processing’’). Classical machines have
an architecture similar to ordinary personal com-
puters (PCs). There are separate components for
processing and memory, and processing occurs by
the manipulation of data structures. In contrast,
connectionist computers are more like brains, con-
sisting of interconnected networks of neuron-like
elements. Philosophers interested in the compu-
tational assumption have focused on two ques-
tions: What is a computer in general (such that
both classical and connectionist machines count

as computers), and is there any reason to believe,
at the current stage of research, that human mind/
brains are one sort of computer rather than anoth-
er? The view that the human mind/brain is, or is
importantly like, a classical computer is called clas-
sicism; the view that it is, or is importantly like, a
connectionist computer is called connectionism.
The theory of computation in mathematics de-

fines a number of different kinds of abstract ma-
chines in terms of the sets of functions they can
compute. Of these, the most relevant to cognitive
science is the universal Turing machine, which,
according to the Church-Turing thesis, can com-
pute any function that can be computed by an
effective method, that is, a method specified by a
finite number of exact instructions, in a finite num-
ber of steps, carried out by a human unaided by any
machinery except paper and pencil and demanding
no insight or ingenuity. Many philosophers and
cognitive scientists think that the notion of a com-
puter relevant to cognitive science can be adequately
captured by the notion of a Turing machine. In
fact, that is not the case. To say that a computer
(and hence the mind/brain) is simply a device equiv-
alent to a universal Turing machine says nothing
about the device’s internal structure, and to say
that a computer (and hence the mind/brain) is
an implementation of a Turing machine seems flat-
out false. There are many dissimilarities. A Turing
machine is in only one state at a time, while hum-
ans are, typically, in many mental or brain states
simultaneously. Further, the memory of a Turing
machine is a ‘‘tape’’ with only a simple linear stru-
cture, while human memory appears to have a
complex multidimensional structure.
An alternative approach is to provide an archi-

tectural characterization, but at a fairly high level of
abstraction. For example, von Eckardt (1993, 114)
claims that cognitive science’s computational as-
sumption takes a computer to be ‘‘a device capable
of automatically inputting, storing, manipulating,
and outputting information in virtue of inputting,
storing, manipulating, and outputting representa-
tions of that information,’’ where ‘‘[t]hese informa-
tion processes occur in accordance with a finite set
of rules that are effective and that are, in some
sense, in the machine itself.’’ Another proposal,
presented by Copeland (1996) and specifically
intended to include functions that a Turing ma-
chine cannot compute, is that a computer is a
device capable of solving a class of problems,
that can represent both the problems and their
solution, contains some number of primitive opera-
tions (some of which may not be Turing comput-
able), can sequence these operations in some
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predetermined way, and has a provision for feed-
back (see Turing, Alan).
To the question of whether the mind/brain is a

connectionist versus a classical computer, discus-
sion has centered around Fodor and Pylyshyn’s
(1988) argument in favor of classicism. In their
view, the claim that the mind/brain is a connection-
ist computer should be rejected on the grounds of
the premises that

1. cognitive capacities exhibit systematicity
(where ‘systematicity’ is the fact that some ca-
pacities are intrinsically connected to others—
e.g., if a native speaker of English knows how
to say ‘‘John loves the girl,’’ the speaker will
know how to say ‘‘The girl loves John’’) and

2. this feature of systematicity cannot be ex-
plained by reference to connectionist models
(unless they are implementations of classical
models), whereas

3. it can be explained by reference to classical
models.

Fodor and Pylyshyn’s reasoning is that it is
‘‘characteristic’’ of classical systems but not of con-
nectionist systems to be ‘‘symbol processors,’’ that
is, systems that posit mental representations with
constituent structure and then process these re-
presentations in a way that is sensitive to that
structure. Given such features, classical models
can explain systematicity; but without such fea-
tures, as in connectionist machines, it is a mystery.
Fodor and Pylyshyn’s challenge has generated a
host of responses, from both philosophers and com-
puter scientists. In addition, the argument itself
has evolved in two significant ways. First, it has
been emphasized that to be a counterexample to
premise 2, a connectionist model must not only
exhibit systematicity, it must also explain it. Second,
it has been claimed that what needs explaining is not
just that human cognitive capacities are systematic;
it is that they are necessarily so (on the basis of
scientific law).
The critical points regarding premise 3 are espe-

cially important. The force of Fodor and Pylyshyn’s
argument rests on classical systems, being able to do
something that connectionist systems (at a cogni-
tive, nonimplementational level) cannot. However,
it has been pointed out that the mere fact that a
system is a symbol processer (and hence classical)
does not by itself explain systematicity, much less
the lawful necessity of it; additional assumptions
must be made about the system’s computational
resources. Thus, if the critics are right that connec-
tionist systems of specific sorts can also explain
systematicity, then the explanatory asymmetry

between classicism and connectionism will no lon-
ger hold (that is, neither the fact that a system is
classical nor the fact that it is connectionist can,
taken by itself, explain systematicity, while either
fact can explain systematicity when appropriately
supplemented), and Fodor and Pylyshyn’s argu-
ment would be unsound.

The Representational Assumption

Following Peirce (Hartshorne, Weiss, and Burks
1931–58), one can say that any representation has
four aspects essential to its being a representation:
(i) It is realized by a representation bearer; (ii) it has
semantic content of some sort; (iii) its semantic con-
tent is grounded somehow; and (iv) it has significance
for (that is, it can function as a representation for)
the person who has it. (Peirce’s terminology was
somewhat different. He spoke of a representation’s
bearer as the ‘‘material qualities’’ of the repre-
sentation and the content as the representation’s
‘‘object.’’)

In Peirce, a representation has significance for
a person insofar as it produces a certain effect or
‘‘interpretant.’’ This conception of representation
is extremely useful for exploring the view of cogni-
tive science vis-à-vis mental representation, for it
leads one to ask: What is the representation bearer,
semantic content, and ground of mental represen-
tation, and how do mental representations have
significance for the people in whose mind/brains
they reside?

A representation bearer is an entity or state that
has semantic properties considered with respect to
its nonrepresentational properties. The representa-
tion bearers for mental representations, according
to cognitive science, are computational structures
or states. If the mind/brain is a classical computer,
its representation bearers are data structures; if it is
a connectionist computer, its explicit representa-
tion bearers are patterns of activation of nodes in
a network. It is also claimed that connectionist
computers implicitly represent by means of their
connection weights.

Much of the theoretical work of cognitive psy-
chologists consists of claims regarding the content
of the representations used in exercising one or
another cognitive capacity. For example, psycho-
linguists posit that in understanding a sentence,
people unconsciously form representations of the
sentence’s phonological structure, words, syntactic
structure, and meaning. Although psychologists
do not know enough about mental representation
as a system to theorize about its semantics in the
sense in which linguistics provides the formal
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semantics of natural language, if one reflects on
what it is that mental representations are hypothe-
sized to explain—certain features of cognitive
capacities—one can plausibly infer that the seman-
tics of human mental representation systems must
have certain characteristics. In particular, a case
can be made that people must be able to represent
(i) specific objects; (ii) many different kinds of
objects including concrete objects, sets, properties,
events and states of affairs in the world, in possible
worlds, and in fictional worlds, as well as abstract
objects such as universals and numbers; (iii) both
objects (tout court) and aspects of those objects
(or something like extension and intension); and
(iv) both correctly and incorrectly.

Although cognitive psychologists have concern-
ed themselves primarily with the representation
bearers and semantic content of mental representa-
tions, the hope is that eventually there will be an
account of how the computational states and struc-
tures that function as representation bearers come
by their content. In virtue of what, for example, do
lexical representations represent specific words?
What makes an edge detector represent edges?
Such theories are sometimes described as one or
another form of ‘‘semantics’’ (e.g., informational
semantics, functional role semantics), but this fa-
cilitates a confusion between theories of content
and theories of what determines that content. A
preferable term is theory of content determination.
Philosophers have been concerned both (a) to de-
lineate the basic relation between a representation’s
having a certain content and its having a certain
ground and (b) to sketch alternative theories of
content determination, that is, theories of what
that ground might be. A common view is that the
basic relation is strong supervenience, as defined
by Kim (1984). Others, such as Poland (1994),
believe that a stronger relation of realization is
required.

How is the content of mental representations
determined? Proposals appeal either exclusively or
in some combination to the structure of the repre-
sentation bearer (Palmer 1978); actual historical
(Devitt 1981) or counterfactual causal relations
(Fodor 1987) between the representation bearer
and phenomena in the world; actual and counter-
factual (causal, computational, inferential) rela-
tions between the representation-bearer state and
other states in the mind/brain (Harman 1987;
Block 1987); or the information-carrying or other
functions of the representation-bearer state and
associated components (based on what they were
selected for in evolution or learning) (Millikan
1984; Papineau 1987).

Arguably, any adequate theory of content deter-
mination will be able to account for the full range
of semantic properties of mental representational
systems. On this criterion, all current theories of
content determination are inadequate. For exam-
ple, theories that ground representational content
in an isomorphism between some aspect of a rep-
resentation (usually, either its formal structure or
its functional role) and what it represents do not
seem to be able to explain how one can represent
specific objects, such as a favorite coffee mug. In
contrast, theories that rely on actual, historical
causal relations can easily explain the representa-
tion of specific objects but do not seem to be able
to explain the representation of sets or kinds of
objects (e.g., all coffee mugs). It is precisely because
single-factor theories of content determination do
not seem to have the resources to explain all as-
pects of people’s representational capacities that
many philosophers have turned to two-factor the-
ories, such as theories that combine causal relations
with function (so-called teleofunctional theories)
and theories that combine causal relations with
functional role (so-called two-factor theories).
The fourth aspect of a mental representation, in

the Peircian view, is that the content of a repre-
sentation must have significance for the represent-
er. In the information-processing paradigm, this
amounts to the fact that for each representation,
there will be a set of computational consequences
of that representation being ‘‘entertained’’ or ‘‘acti-
vated,’’ and in particular a set of computational
consequences that are appropriate given the content
of the representation (von Eckardt 1993, Ch. 8).

The Viability of Cognitive Science

Cognitive science has been criticized on several
grounds. It has been claimed that there are phe-
nomena within its domain that it does not have the
conceptual resources to explain; that one or more
of its foundational assumptions are problematic
and, hence, that the research program grounded
in those assumptions can never succeed; and that
it can, in principle, be eliminated in favor of pure
neuroscience.
The list of mental phenomena that, according to

critics, cognitive science will never be able to ex-
plain include that of people ‘‘making sense’’ in their
actions and speech, of their having sensations,
emotions, and moods, a self and a sense of self,
consciousness, and the capabilities of insight and
creativity and of interacting closely and directlywith
their physical and social environments. Although
no impossibility proofs have been offered, when
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cognitive science consisted simply of a top-down,
‘‘symbolic’’ computational approach, this explana-
tory challenge had a fair amount of intuitive plau-
sibility. However, given the increasing importance
of neuroscience within cognitive science and the
continuing evolution of the field, it is much less
clear today that no cognitive science explanation
of such phenomena will be forthcoming. The big-
gest challenge seems to be the ‘‘explanatory gap’’
posed by phenomenal consciousness (Levine 1983)
(see Consciousness).
The major challenge against the computational

assumption is the claim that the notion of a com-
puter employed within cognitive science is vacuous.
Specifically, Putnam (1988) has offered a proof
that every ordinary open system realizes every ab-
stract finite automaton, and Searle (1990) has
claimed that implementation is not an objective
relation and, hence, that any given system can be
seen to implement any computation if interpreted
appropriately. Both claims have been disputed. For
example, it has been pointed out that Putnam’s
result relies on employing both an inappropriate
computational formalism (the formalism of finite
state automata, which have only monadic states),
an inappropriately weak notion of implementation
(one that does not require the mapping from
computational to physical states to satisfy counter-
factual or lawful state–state transitions), and an
inappropriately permissive notion of a physical
state (one that allows for rigged disjunctions).
When these parameters of the problem are made
more restrictive, implementations are much harder
to come by (Chalmers 1996). However, in defense
of Putnam, it has been suggested that this response
does not get to the heart of Putnam’s challenge,
which is to develop a theory that provides neces-
sary and sufficient criteria to determine whether a
class of computations is implemented by a class of
physical systems (described at a given level). An
alternative approach to implementation might be
based on the notion of realization of a (mathemati-
cal) function by a ‘‘digital system’’ (Scheutz 1999).
The major challenge to the representational as-

sumption is the claim that the project of finding an
adequate theory of content determination is doom-
ed to failure. One view is that the attempt by co-
gnitive science to explain the intentionality of
cognition by positing mental representations is
fundamentally confused (Horst 1996). The argu-
ment is basically this: According to cognitive sci-
ence, a mental state, as ordinarily construed, has
some content property in virtue of the fact that it is
identical to (supervenes on) a representational state
that has some associated semantic property. There

are four ways of making sense of this posited se-
mantic property. The semantic property in ques-
tion is identical to one of the following options:

1. The original content property,
2. An interpreter-dependent semiotic-semantic

property,
3. A pure semiotic-semantic property of the sort

posited in linguistics, or
4. Some new theoretical ‘‘naturalized’’ property.

However, according to Horst (1996), none of
these options will work. Options 1 and 2 are circu-
lar and hence uninformative. Option 3 is ruled out
on the grounds that there is no reason to believe that
there are such properties. And option 4 is ruled out
on the grounds that naturalized theories of content
determination do not have the conceptual resources
to deliver the kind of explanation required.

In response, it has been argued that Horst’s case
against option 3 is inadequate and that his argu-
ment against option 4 shows a misunderstanding
of what theories of content determination are
trying to achieve (von Eckardt 2001). Horst’s re-
ason for ruling out option 3 is that he thinks that
people who believe in the existence of pure seman-
tic properties or relations do so because there are
formal semantic theories that posit such properties
and such theories have met with a certain degree of
success. But (he argues) when scientists develop
models (theories) in science, they do so by a process
of abstraction from the phenomena in vivo that
they wish to characterize. Such abstractions can
be viewed either as models of the real-world phe-
nomena they were abstracted from or as descrip-
tions of the mathematical properties of those
phenomena. Neither view provides a license for
new ontological claims. Thus, Horst’s argument
rests on a nonstandard conception of both theory
construction (as nothing but abstraction) and mod-
els or theories (as purely mathematical). If, contra
Horst, a more standard conception is substituted,
then linguists have as much right to posit pure
semantic properties as physicists have to posit
strange subatomic particles. Furthermore, the exis-
tence of the posited entities will depend completely
on how successful they are epistemically.

Horst’s case against option 4, again, exhibits a
misunderstanding of the cognitive science project.
He assumes that the naturalistic ground N of the
content of a mental representation C will be such
that the truth of the statement ‘‘X is N ’’ conjoined
with the necessary truths of logic and mathematics
will be logically sufficient for the truth of the state-
ment ‘‘X has C ’’ and that, further, this entailment
will be epistemically transparent. He then argues
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against there being good prospects for a naturalistic
theory of content on the grounds that natural-
istic discourse does not have the conceptual resourc-
es to build a naturalistic theory that will entail, in an
epistemically transparent way, the truths about in-
tentionality. However, as von Eckardt (2001) points
out, Horst’s conception of naturalization is much
stronger than what most current theory of content
determination theorists have in mind, viz., strong
supervenience or realization (see Supervenience).
As a consequence, his arguments that naturalization
is implausible given the conceptual resources of
naturalistic discourse are seriously misguided.

BARBARA VON ECKARDT
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COGNITIVE SIGNIFICANCE

One of the main objectives of logical empiricism
was to develop a formal criterion by which cogni-
tively significant statements, which are true or
false, could be delineated from meaningless ones,

which are neither. The desired criterion would
specify, and in some way justify, the logical empiri-
cists’ conviction that scientific statements were
exemplars of significance and metaphysical ones
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were decidedly not (see Logical Empiricism).
Finding such a criterion was crucial to logical em-
piricism. Without it there seemed to be no defensi-
ble way to distinguish metaphysics from science
and, consequently, no defensible way to exclude
metaphysics from subjects that deserved serious
philosophical attention (see Demarcation, Problem
of ). Accordingly, several logical empiricists devoted
attention to developing a criterion of cognitive sig-
nificance, including Carnap, Schlick, Ayer, Hempel,
and, to a lesser degree, Reichenbach.
Scientific developments also motivated the

project in two related ways. First, physics and
biology were demonstrating that a priori meta-
physical speculations about empirical matters
were usually erroneous and methodologically mis-
guided. Hans Driesch’s idea of an essential entele-
chy was no longer considered scientifically
respectable, and the intuitive appeal of the concept
of absolute simultaneity was shown to be mislead-
ing by Albert Einstein (Feigl 1969). Scientific
results demonstrated both the necessity and the
fruitfulness of replacing intuitive convictions with
precise, empirically testable hypotheses, and logical
empiricists thought the same methodology should
be applied to philosophy. Formulating a defensible
criterion that ensured the privileged epistemologi-
cal status of science, and revealed the vacuity of
metaphysics, was thought crucial to the progress
and respectability of philosophy.
Second, many scientific discoveries and emerg-

ing research programs, especially in theoretical
physics, were considerably removed from everyday
observable experience and involved abstract, math-
ematically sophisticated theories. The logical
empiricists felt there was a need for a formal system-
atization of science that could clarify theoretical
concepts, their interrelations, and their connection
with observation. The emerging tools of modern
mathematical logic made this task seem imminently
attainable. With the desire for clarity came the
pursuit of a criterion that could sharply distinguish
these scientific developments, which provided in-
sights about the world and constituted advances in
knowledge, from the obfuscations of metaphysics.
Formulation of a cognitive significance criterion

requires an empirical significance criterion to de-
lineate empirical from nonempirical statements and
a criterion of analyticity to delineate analytic
from synthetic statements (see Analyticity). Most
logical empiricists thought analytically true and
false statements were meaningful, and most meta-
physicians thought their claims were true but not
analytically so. In their search for a cognitive
significance criterion, as the principal weapon of

their antimetaphysical agenda, the logical empiri-
cists focused on empirical significance.

The Verifiability Requirement

The first attempts to develop the antimetaphysical
ideas of the logical empiricists into a more rigorous
criterion of meaningfulness were based on the
verifiability theory of meaning (see Verifiability).
Though of auxiliary importance to the rational re-
construction in the Aufbau, Carnap (1928a)
claimed that a statement was verifiable and thereby
meaningful if and only if it could be translated
into a constructional system; for instance, by re-
ducing it (at least in principle) to a system about
basic physical objects or elementary experiences
(§179) (see Carnap, Rudolf ). Meaningful questions
have verifiable answers; questions that fail this re-
quirement are pseudo-questions devoid of cogni-
tive content (§180).

The first explicit, semiformal criterion originated
with Carnap in 1928. With the intention of demon-
strating that the realism/idealism debate, and many
other philosophical controversies, were devoid of
cognitive significance, Carnap (1928b) presented a
criterion of factual content:

If a statement p expresses the content of an experience E,
and if the statement q is either the same as p or can be
derived from p and prior experiences, either through
deductive or inductive arguments, then we say that q is
‘supported by’ the experience E . . . . A statement p is said
to have ‘factual content’ if experiences which would
support p or the contradictory of p are at least conceiv-
able, and if their characteristics can be indicated.
(Carnap 1967, 327)

Only statements with factual content are em-

pirically meaningful. Notice that a fairly precise infer-

ential method is specified and that a statement has

factual content if there are conceivable experiments

that could support it. Thus, the earliest formal signif-

icance criterion already emphasized that possible, not

necessarily actual, connection to experience made

statements meaningful.

Carnap ([1932] 1959) made three significant
changes to his proposal. First, building on an earli-
er example (1928b, §7), he developed in more detail
the role of syntax in determining the meaningful-
ness of words and statements in natural languages.
The ‘‘elementary’’ sentence form for a word is the
simplest in which it can occur. For Carnap, a word
had to have a fixed mode of occurrence in its
elementary sentence form to be significant. Besides
failing to connect with experience in some way,
statements could also be meaningless because they
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contained sequences of words that violated the
language’s syntactic rules, or its ‘‘logical syntax.’’
According to Carnap, ‘‘Dog boat in of’’ is mean-
ingless because it violates grammatical syntax, and
‘‘Our president is definitely a finite ordinal,’’ is
meaningless because it violates logical syntax,
‘president’ and ‘finite ordinal’ being members of
different logical categories. The focus on syntax
led Carnap to contextualize claims of significance
to specific languages. Two languages that differ in
syntax differ in whether words and word sequences
are meaningful.

Second, Carnap ([1932] 1959) no longer required
statements to be meaningful by expressing con-
ceivable states of affairs. Rather, statements are
meaningful because they exhibit appropriate dedu-
cibility relations with protocol statements whose
significance was taken as primitive and incorrigible
by Carnap at that time (see Protocol Sentences).
Third, Carnap did not specify exactly how signifi-
cant statements must connect to protocol state-
ments, as he had earlier (1928b). In 1932, Carnap
would ascertain a word’s meaning by considering
the elementary sentence in which it occurred and
determining what statements entailed and were
entailed by it, the truth conditions of the statement,
or how it was verified—considerations Carnap
then thought were equivalent. The relations were
probably left unspecified because Carnap came to
appreciate how difficult it was to formalize the
significance criterion, and realized that his earlier
criterion was seriously flawed, as was shown of
Ayer’s first formal criterion (see below).

In contrast to antimetaphysical positions that
evaluated metaphysical statements as false, Carnap
believed his criterion justified a radical elimination
of metaphysics as a vacuous enterprise. The defen-
sibility of this claim depended upon the status of the
criterion—whether it was an empirical hypothesis
that had to be supported by evidence or a definition
that had to be justified on other grounds. Carnap
([1932] 1959) did not address this issue, though he
labels the criterion as a stipulation. Whether this
stipulation was defensible in relation to other pos-
sible criteria or whether the statement of the crite-
rion satisfied the criterion itself were questions left
unanswered.

In his popularization of the work of Carnap
([1932] 1959) and Schlick ([1932] 1979), Ayer
(1934) addressed these questions and stated that a
significance criterion should not be taken as an
empirical claim about the linguistic habits of the
class of people who use the word ‘meaning’ (see
Ayer, Alfred Jules; Schlick, Moritz). Rather, it is a
different kind of empirical proposition, which,

though conventional, has to satisfy an adequacy
condition. The criterion is empirical because, to
be adequate, it must classify ‘‘propositions which
by universal agreement are given as significant’’ as
significant, and propositions that are universally
agreed to be nonsignificant as nonsignificant
(Ayer 1934, 345).
Ayer developed two formalizations of the criteri-

on. The first edition of Language, Truth, and Logic
contained the proposal that ‘‘a statement is verifi-
able . . . if some observation-statement can be de-
duced from it in conjunction with certain other
premises, without being deducible from those
other premises alone,’’ where an observation state-
ment is one that records any actual or possible
observation (Ayer 1946, 11).
Following criticisms (see the following section)

of his earlier work, a decade later Ayer (1946)
proposed a more sophisticated criterion by distin-
guishing between directly verifiable statements and
indirectly verifiable ones. In conjunction with a set
of observation statements, directly verifiable state-
ments entail at least one observation statement
that does not follow from the set alone. Indirectly
verifiable statements satisfy two requirements: (1)
In conjunction with a set of premises, they entail at
least one directly verifiable statement that does not
follow from the set alone; and (2) the premises can
include only statements that are either analytic or
directly verifiable or can be indirectly verified on
independent grounds. Nonanalytic statements that
are directly or indirectly verifiable are meaningful,
whereas analytic statements are meaningful but do
not assert anything about the world.

Early Criticisms of the Verifiability Criterion

The verifiability criterion faced several criticisms,
which took twogeneral forms.The first, alreadymen-
tioned in the last section, questioned its status—
specifically, whether the statement of the criterion
satisfies the criterion. The second questioned its
adequacy: Does the criterion ensure that obviously
meaningful statements, especially scientific ones,
are labeled as meaningful and that obviously mean-
ingless statements are labeled as meaningless?
Criticisms of the first form often mistook the

point of the criterion, construing it as a simple em-
pirical hypothesis about how the concept of mean-
ing is understood or a dogmatic stipulation about
how it should be understood (Stace 1935). As men-
tioned earlier, Ayer (1934, 1946) clearly recognized
that it was not this type of empirical claim, nor was
it an arbitrary definition. Rather, as Hempel (1950)
latermade clear, the criterionwas intended to clarify
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and explicate the idea of a meaningful statement. As
an explication it must accord with intuitions about
the meaningfulness of common statements and sug-
gest a framework for understanding how theoretical
terms of science are significant (see Explication).
The metaphysician can deny the adequacy of this
explication but must then develop a more liberal
criterion that classifies metaphysical claims as
significant while evaluating clearly meaningless
assertions as meaningless (Ayer 1934).
Criticisms of the second form often involved

misinterpretations of the details of the criterion,
due partially to the ambiguity of what was meant
by ‘verifiability.’ For example, in a criticism of
Ayer (1934), Stace (1935) argued that the verifiabil-
ity criterion made all statements about the past
meaningless, since it was in principle impossible
to access the past and therefore verify them. His
argument involved twomisconceptions. First, Stace
construed the criterion to require the possibility of
conclusive verification, for instance a complete re-
duction of any statement to (possible) observations
that could be directly verified. Ayer (1934) did
not address this issue, but Schlick ([1932] 1979),
from whose work Ayer drew substantially, empha-
sized that many meaningful propositions, such as
those concerning physical objects, could never be
verified conclusively. Accepting Neurath’s criti-
cisms in the early 1930s, Carnap accepted that no
statement, including no protocol statement, was
conclusively verified (see Neurath, Otto). Recall
also that Carnap (1928b) classified statements that
were ‘‘supported by’’ conceivable experiences—not
conclusively verified—as meaningful.
Second, Stace’s argument depended on the am-

biguity of ‘‘possible verification,’’ which made
early formulations of the criterion misleadingly un-
clear (Lewis 1934). The possibility of verification
can have three senses: practical possibility, empiri-
cal possibility, and logical possibility. Practical
possibility was not the intended sense: ‘‘There are
10,000-foot mountains on the moon’s far side’’ was
meaningful in the 1930s, though its verification was
practically impossible (Schlick [1932] 1979).
However, Carnap (1928a, 1928b, [1932] 1959),

Schlick ([1932] 1979), and Ayer (1934) were silent
on whether empirical or logical possibility divided
the verifiable from the unverifiable. Stace thought
time travel was empirically impossible. The question
was therefore whether statements about past events
were meaningful for which no present evidence was
available, and no future evidence would be.
In the first detailed analysis of the verifiability

criterion, Schlick ([1936] 1979) stated that the logical
impossibility of verification renders a statement

nonsignificant. Empirical impossibility, which
Schlick understood as contradicting the ‘‘laws of
nature,’’ does not entail non-verifiability. If it did,
Schlick argued, the meaningfulness of a putative
statement could be established only by empirical
inquiry about the laws of nature. For Schlick, this
conflated a statement’s meaning with its truth. The
meaning of a statement is determined (‘‘bestowed’’)
by logical syntax, and only with meaning fixed a
priori can its truth or falsity be assessed. Further-
more, since some lawlike generalizationsareyet tobe
identified and lawlike generalizations are never
established with absolute certainty, it seems that a
sharp boundary between the empirically impossible
and possible could never be determined.Hence, there
would be no sharp distinction between the verifiable
and unverifiable, which Schlick foundunacceptable.

For Schlick ([1936] 1979), questions formulated
according to the rules of logical grammar are
meaningful if and only if it is logically possible to
verify their answers. A state of affairs is logically
possible for Schlick if the statement that describes
it conforms to the logical grammar of language.
Hence, meaningful questions may concern states
of affairs that contradict well-supported lawlike
generalizations. Schlick’s position implies that the
set of meaningful questions is an extension of the set
of questions for which verifiable answers can be
imagined. Questions about velocities greater than
light are meaningful according to Schlick, but
imagining how they could be verified surpasses
our mental capabilities.

Schlick’s emphasis on logical possibility was
problematic because it was unclear that the verifi-
cation conditions of most metaphysical statements
are, or entail, logical impossibilities. In contrast,
Carnap ([1936–1937] 1965) and Reichenbach
(1938) claimed that metaphysical statements were
nonsignificant because no empirically possible pro-
cess of confirmation could be specified for them (see
Reichenbach, Hans). Furthermore, if only the logi-
cal possibility of verification were required for sig-
nificance, then the nonsignificance of metaphysical
statements could no longer be demonstrated by
demanding an elucidation of the circumstances in
which they could be verified. Metaphysicians can
legitimately respond that such circumstances may
be difficult or impossible to conceive because they
are not empirically possible. Nevertheless, the cir-
cumstances may be logically possible, and hence
the metaphysical statements may be significant
according to Schlick’s position.

Faced with the problematic vagueness of the
early criteria, a formal specification of the criterion
was thought to be crucial. Berlin (1939) pointed out
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that the early verifiability criteria were open to
objections from metaphysicians because the details
of the experiential relevance required of meaningful
statements were left unclear: ‘‘Relevance is not a
precise logical category, and fantastic metaphysical
systems may choose to claim that observation data
are ‘relevant’ to their truth’’ (233).

With formalizations of the criterion, however,
came more definitive criticisms. Ayer’s (1946, 39)
first proposal was seriously flawed because it
seemed to make almost all statements verifiable.
For any grammatical statement S—for instance
‘‘The Absolute is peevish’’—any observation state-
ment O, and the conditional S ! O, S and S ! O
jointly entail O, though neither of them alone usu-
ally does. According to Ayer’s criterion, therefore,
S and S! O are meaningful except in the rare case
that S ! O entails O (Berlin 1939).

Church (1949) presented a decisive criticism of
Ayer’s (1946, 13) second proposal. Consider three
logically independent observation statements O1,
O2, and O3 and any statement S. The disjunction
(øO16O2)V(øS6O3) is directly verifiable, since
in conjunction with O1 it entails O3. Also,
(øO16O2)V(øS6O3) and S together entail O2.
Hence, by Ayer’s criterion, S is indirectly verifiable,
unless (øO16O2)V(øS6O3) alone entails O2,
which implies øS and O3 entail O2 so that øS
is directly verifiable. Thus, according to Ayer’s
criterion, any statement is indirectly verifiable,
and therefore significant, or its negation is directly
verifiable, and thereby meaningful.

Nidditch (1961) pointed out that Ayer’s (1946)
proposal could be amended to avoid Church’s
(1949) criticism by specifying that the premises
could only be analytic, directly verifiable, or indi-
rectly verifiable on independent grounds and could
only be composed of such statements. Thus that
(øO16O2)V(øS6O3) and S together entail O2

does not show that S is indirectly verifiable because
(øO16O2)V(øS6O3) contains a statement (S) that
has notbeen shown tobe analytic, directly verifiable,
or independently verifiable on independent grounds.
Unfortunately, Scheffler (1963) pointed out that
according to Nidditch’s (1961) revised criterion, an
argument similar to Church’s (1949) with the dis-
junction øO2V(S6O1) shows that any statement S
is significant, unless it is a logical consequence of
an observation statement. Scheffler (1963) also
pointed out that Ayer’s second proposal makes
any statement of the form S6(O1 ! O2) signifi-
cant, where O1, O2 are logically independent obser-
vation sentences and S is any statement. S6(O1 !
O2) entails O2when conjoined with O1 and neither
the conjunction nor O1 entails O2 alone.

Beyond Verifiability: Carnap and Hempel

While Ayer first attempted to formalize the verifi-
ability criterion, Carnap ([1936–7] 1965) recognized
the obvious weaknesses of verifiability-based signif-
icance criteria. At roughly the same time, in the light
of Tarski’s rigorous semantic account of truth,
Carnap was coming to accept that a systematic
(that is, nonpragmatic) account might be possible
for other concepts, such as ‘confirmation.’ He sub-
sequently refocused the question of cognitive signif-
icance away from verifiability, which seemed to
connote the possibility of definitive establishment
of truth, to confirmability—the possibility of ob-
taining evidence, however partial, for a statement.
In particular, Carnap thought a justifiable signifi-
cance criterion could be formulated if an adequate
account of the confirmation of theory by observa-
tion were available. A better understanding of the
latter would provide a clearer grasp of how scientific
terms are significant due to their connection to ob-
servation and prediction and how metaphysical
concepts are not, because they lack this connection.
Yet, insights into the nature of confirmation of
theory by observation do not alone determine the
form of an adequate significance criterion. Rather,
these insights were important because Carnap
([1936–7] 1965) radically changed the nature of the
debate over cognitive significance.
Carnap reemphasized (from his work in 1932)

that what expressions are cognitively significant
depends upon the structure of language, and hence
a criterion could be proposed relative to only a
specific language. He distinguished two kinds of
questions about cognitive significance: those con-
cerning ‘‘historically given language system[s]’’ and
those concerning constructible ones (Carnap [1932]
1959, 237). Answers to the two kinds of questions
are evaluated by different standards. To be mean-
ingful in the first case, an expression E must be a
sentence ofL, which is determined by the language’s
syntax, and it must ‘‘fulfill the empiricist criterion of
meaning’’ (167) for L. Carnap does not disclose the
exact form of the criterion—verifiability, testability,
or confirmability—for a particular language, such
as English.
The reason for Carnap’s silence, however, was

his belief that the second type of question posed a
more fruitful direction for the debate. The second
type of question is practical, and the answers are
proposals, not assertions. Carnap ([1936–7] 1965)
remarked that he was no longer concerned with
arguing directly that metaphysical statements are
not cognitively significant (236). Rather, his strat-
egy was to construct a language L in which every
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nonanalytic statement was confirmable by some
experimental procedure. Given its designed struc-
ture, L will clearly indicate how theoretical state-
ments can be confirmed by observational ones, and
it will not permit the construction of metaphysical
statements. If a language such as L can be con-
structed that accords with intuitions about the sig-
nificance of common statements and is sufficient for
the purposes of science, then the onus is on the
metaphysician to show why metaphysical state-
ments are significant in anything but an emotive
or attitude-expressing way.
In a review paper more than a decade later, Hem-

pel (1950) construed Carnap’s ([1936–1937] 1965)
position as proposing a translatability criterion—
a sentence is cognitively significant if and only if it is
translatable into an empiricist language (see
Hempel, Carl). The vocabulary of an empiricist
language L contains observational predicates, the
customary logical constants, and any expression
constructible from these; the sentence formation
rules of L are those of Principia Mathematica. The
problem Carnap ([1936–1937] 1965) attempted to
rectify was that many theoretical terms of science
cannot be defined in L.
Hempel’s interpretation, however, slightly mis-

construed Carnap’s intention. Carnap ([1936–7]
1965) did not try to demonstrate how theoretical
terms could be connected to observational ones in
order to assert translatability as a criterion of
cognitive significance. Rather, in accord with the
principle of tolerance (Carnap 1934) Carnap’s proj-
ect in 1936–1937 was to construct an alternative to
metaphysically infused language. The features of
the language are then evaluated with respect to
the purposes of the language user on pragmatic
grounds. Although it seems to conflict with his
position in 1932, Carnap (1963) clarified that a
‘‘neutral attitude toward various forms of language
based on the principle that everyone is free to use
the language most suited to his purposes, has
remained the same throughout my life’’ (18–19).
Carnap ([1936–1937] 1965) tried to formulate a
replacement for metaphysics, rather than directly
repudiate it on empiricist grounds.
Three definitions were important in this regard.

The forms presented here are slightly modified
from those given by Carnap ([1936–1937] 1965):

1. The confirmation of a sentence S is complete-
ly reducible to the confirmation of a class of
sentences C if S is a consequence of a finite
subclass of C.

2. The confirmation of S directly incompletely
reduces to the confirmation of C if (a) the

confirmation of S is not completely reducible
to C and (b) there is an infinite subclass C 0 of
mutually independent sentences of C such
that S entails, by substitution alone, each
member of C 0.

3. The confirmation of a predicate P reduces to
the confirmation of a class of predicates Q if
the confirmation of every full sentence of P
with a particular argument (e.g., P(a), in
which a is a constant of the language) is
reducible to the confirmation of a consistent
set of predicates of Q with the same argu-
ment, together with their negations.

With these definitions Carnap ([1936–1937]
1965) showed how dispositional predicates (for in-
stance, ‘‘is soluble in water’’) S could be introduced
into an empiricist language by means of reduction
postulates or finite chains of them. These postu-
lates could take the simple form of a reduction pair:

ð8xÞðWx ! ðDx ! SxÞÞ;
ð8xÞðFx ! ðRx ! ØSxÞÞ;

in which W, D, F, and R designate observational
terms and S is a dispositional predicate. (In the
solubility example, Sx ¼ ‘‘x is soluble in water’’;
Dx ¼ ‘‘x dissolves in water’’; Wx ¼ ‘‘x is placed in
water’’; andR and F are other observational terms.)
If (Vx) (Dx $ øRx) and (Vx) (Wx $ Fx), then the
reduction pair is a bilateral reduction sentence:

ð8xÞðWx ! ðDx $ SxÞÞ:
The reduction postulates introduce, but do not

explicitly define, terms by specifying their logical
relations with observational terms. They also pro-
vide confirmation relations between the two types
of terms. For instance, the above reduction pair
entails that the confirmation of S reduces to that
of the confirmation of the set {W,D, F, R}. Carnap
([1936–1937] 1965) defined a sentence or a predi-
cate to be confirmable (following definitions 1–3
above) if its confirmation reduces to that of a class
of observable predicates (156–157). Reduction pos-
tulates provide such a reduction for disposition
terms such as S. The reduction pair does not define
S in terms of observational terms. If øWx and øFx,
then Sx is undetermined. However, the conditions
in which S or its negation hold can be extended by
adding other reduction postulates to the language.
Carnap thought that supplementing an empiricist
language to include terms that could be introduced
by means of reduction postulates or chains of them
(for example, if Wx is introduced by a reduction
pair) would adequately translate all theoretical
terms of scientific theories.
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Although it set a more rigorous standard for the
debate, Carnap’s ([1936–1937] 1965) proposal en-
countered difficulties. Carnap believed that bilater-
al reduction sentences were analytic, since all the
consequences of individual reduction sentences
that contained only observation terms were tautol-
ogies. Yet, Hempel (1951) pointed out that two
bilateral reduction sentences together sometimes
entailed synthetic statements that contained only
observation terms. Since the idea that the conjunc-
tion of two analytic sentences could entail synthetic
statements was counterintuitive, Hempel made
the important suggestion that analyticity and cog-
nitive significance must be relativized to a specific
language and a particular theoretical context. A
bilateral reduction sentence could be analytic in
one context but synthetic in a different context
that contained other reduction postulates.

Hempel (1950) also argued that many theoretical
terms, for instance ‘‘gravitational potential’’ or
‘‘electric field,’’ could not be translated into an
empiricist language with reduction postulates or
chains of them. Introducing a term with reduction
postulates provides some sufficient and necessary
observation conditions for the term, but Hempel
claimed that this was possible only in simple cases,
such as electric fields of a simple kind. Introducing
a theoretical term with reduction sentences also
unduly restricted theoretical concepts to observa-
tion conditions. The concept of length could not
be constructed to describe unobservable intervals,
for instance 1 � 10�100 m, and the principles of
calculus would not be constructible in such a lan-
guage (Hempel 1951). Carnap’s ([1936–1937] 1965)
proposal could not accommodate most of scientific
theorizing.

Although ultimately untenable, adequacy condi-
tions for a significance criterion were included in
Carnap’s ([1936–1937] 1965) papers, generalized by
Hempel (1951) as: If N is a nonsignificant sentence,
then all truth-functional compound sentences that
nonvacuously contain N must be nonsignificant. It
follows that the denial of a nonsignificant sentence
is nonsignificant and that a disjunction, conjunct-
ion, or conditional containing a nonsignificant com-
ponent sentence is also nonsignificant. Yet Hempel
(1951) was pessimistic that any adequate criterion
satisfying this condition and yielding a sharp di-
chotomy between significance and nonsignificance
could be found. Instead, he thought that cognitive
significance was a matter of degree:

Significant systems range from those whose entire extra-
logical vocabulary consists of observational terms,
through theories whose formulation relies heavily on

theoretical constructs, on to systems with hardly any
bearing on potential empirical findings. (74).

Hempel suggested that it may be more fruitful to
compare theoretical systems according to other
characteristics, such as clarity, predictive and ex-
planatory power, and simplicity. On these bases,
the failings of metaphysical systems would be more
clearly manifested.
Of all the logical empiricists’ criteria, Carnap’s

(1956) criterion was the most sophisticated. It
attempted to rectify the deficiencies of his 1936–7
work and thereby avoid Hempel’s pessimistic con-
clusions. Scientific languages were divided into two
parts, a theoretical language LT and an observation
language LO. Let VO be the class of descriptive
constants of LO, and VT be the class of primitive
descriptive constants of LT. Members of VO desig-
nate observable properties and relations such as
‘hard,’ ‘white,’ and ‘in physical contact with.’ The
logical structure of LO contains only an elementary
logic, such as a simple first-order predicate calculus.
The descriptive constants of LT, called theoreti-

cal terms, designate unobservable properties and
relations such as ‘electron’ or ‘magnetic field.’ LT

contains the mathematics required by science along
with the ‘‘entities’’ referred to in scientific physical,
psychological, and social theories, though Carnap
stressed that this way of speaking does not entail
any ontological theses. A theory was construed as a
finite set of postulates within LT and represented by
the conjunction of its members T. A finite set of
correspondence rules, represented by the conjunc-
tion of its membersC, connects terms ofVT andVO.
Within this framework Carnap (1956) presented

three definitions, reformulated as:

D1. A theoretical term M is significant relative
to a class K with respect to LT, LO, T, and
C ¼df if (i) K � VT, (ii) M =2 K, and (iii)
there are three sentences SM, SK 2 LT, and
SO 2 LO such that:
(a) SM contains M as the only descriptive

term.
(b) The descriptive terms in SK belong toK.
(c) (SM6SK6T6C ) is consistent.
(d) (SM6SK6T6C ) logically implies SO.
(e) ø[(SK6T6C ) logically implies SO].

D2. A theoretical term Mn is significant with
respect to LT, LO, T, and C ¼df if there is
a sequence of theoretical constants <M1, ...
Mn> (Mi 2 VT) such that everyMi is signif-
icant relative to {M1, ... Mi�1} with respect
to LT, LO, T, and C.

D3. An expression A of LT is a significant sen-
tence of LT ¼ df if (i) A satisfies the rules of
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formation of LT and (ii) every descriptive
term in A is significant, as in D2.

These definitions, especially D1 (d) and (e), are
intended to explicate the idea that a significant term
must make a predictive difference. Carnap was
aware that observation statements can often be de-
duced only from theoretical statements containing
several theoretical terms. With D2 Carnap implicitly
distinguishes between theoretical terms whose signif-
icance depends on other theoretical terms and those
that acquire significance independently of others. In
contrast to his work in 1936–7, and in accord with
Hempel’s (1951) relativization of analyticity and
cognitive significance, Carnap (1956) specified that
the significance of theoretical terms is relativized to
a particular language and a particular theory T.
With the adequacy of his proposal in mind,

Carnap (1956, 54–6) proved an interesting result.
Consider a language in which VT is divided into
empirically meaningful terms V1 and empirically
meaningless terms V2. Assume that C does not
permit any implication relation between those sen-
tences that contain only V1 or VO terms and those
sentences that contain only V2 terms. For a given
theory T that can be resolved into a class of state-
ments T1 that contain only terms from V1, and T2

that contain only terms of V2, then a simple but
adequate significance criterion can be given. Any
theoretical term that occurs only in isolated sen-
tences, which can be omitted from T without
affecting the class of sentences of LO that it entails
in conjunction with C, is meaningless.
The problem is that this criterion cannot be uti-

lized for a theory T 0 equivalent to T that cannot be
similarly divided. Carnap (1956), however, showed
by indirect proof that his criterion led to the desired
conclusion that the terms of V2 were not significant
relative to T 0 (LO, LT, and C ) and that therefore
the criterion was not too liberal.

The Supposed Failure of Carnap

Kaplan (1975) raised two objections to Carnap’s
(1956) criterion that were designed to show that it
was too liberal and too restrictive. Kaplan’s first
objection utilized the ‘‘deoccamization’’ of T6C.
The label is appropriate, since the transformation
of T6C into its deoccamization T 06C 0 involves
replacing all instances of some theoretical terms
with disjunctions or conjunctions of new terms of
the same type: an Occam-unfriendly multiplication
of theoretical terms. Kaplan proved that any de-
ductive systematization ofLO byT6C is also estab-
lished by any of its deoccamizations. This motivates

his intuition that deoccamization should preserve
the empirical content of a theory and, therefore,
not change the significance of its theoretical terms.

The objection is as follows: If any members of VT

are significant with respect to T, C, LT, and LO,
then there must be at least one M1 that is signifi-
cant relative to an empty K (D2). Yet, if T6C is
deoccamized such that M1 is resolved into two new
terms M11 and M12 that are never found apart,
then the original argument that satisfied D1 can
no longer be used, since T 06C 0 do not provide
similar logical relationships for M11 and M12 indi-
vidually. Hence, the sequence of theoretical terms
required by D2 will have no first member. Subse-
quently, no chain of implications that establishes
the significance of successive theoretical terms
exists. Although deoccamization preserves the
deductive systematization of LO, according to
Carnap’s criterion it may render every theoretical
term of T 06C 0 meaningless and therefore render
T 06C 0 devoid of empirical content.

Creath (1976) vindicated the core of Carnap’s
(1956) criterion by generalizing it to accommodate
sets of terms, reformulated as:

D10. A theoretical term M is significant relative
to a class K with respect to LT, LO, T, and
C =df if (i) K� VT, (ii)M =2 K, (iii) there is a
class J such that J � VT, M 2 J, but J and
K do not share any members, and (iv) there
are sentences SJ, SK 2 LT, and SO 2 LO

such that:
(a) SJ contains members of J as the only

descriptive terms.
(b) The descriptive terms in SK belong toK.
(c) (SJ6SK6T6C ) is consistent.
(d) (SJ6SK6T6C ) logically implies SO.
(e) ø[(SK6T6C ) logically implies SO].
(f ) It is not the case that (9J 0)(J 0 � J ) and

sentences SJ 0, SK 02 LT, and SO 0 2 LO

such that:
(f1) SJ 0 contains only terms of J 0 as its

descriptive terms.
(f2) The descriptive terms of SK 0 be-

long to K.
(f3) (SJ 0 6SK 0 6T6C ) is consistent.
(f4) (SJ 0 6SK 0 6T6C ) logically im-

plies SO 0.
(f5) ø[(SK 0 6T6C ) logically implies

SO 0].

D20. A theoretical term Mn is significant with
respect to LT, LO, T and C ¼ df if there is
a sequence of sets <J1, ... Jn> (Mn 2 Jn and
Ji � VT) such that every member of every
set Ji is significant relative to the union of
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J1 through Ji�1 with respect to LT, LO, T
and C.

Condition (f ) ensures that each member of J is
required for the significance of the entire set.
Creath (1976) points out that any term made sig-
nificant by D1 and D2 of Carnap (1956) is made
significant by D10 and D20 and that according to
the generalized criterion, Kaplan’s (1975) deocca-
mization criticism no longer holds.

Kaplan (1975) and Rozeboom (1960) revealed an
apparent second flaw in Carnap’s (1956) proposal:
As postulates (definitions for Kaplan’s criticism)
are added to T6C, the theoretical terms it contains
may change from cognitively significant to nonsig-
nificant or vice versa. Consider an example from
Kaplan (1975) in which VO ¼ {JO, PO, RO}; LO is
the class of all sentences of first-order logic with
identity that contain no descriptive constants or
only those from VO; VT ¼ {BT, FT, GT, HT, MT,
NT}; and LT is the class of all sentences of first-
order logic with identity that contain theoretical
terms from VT. Let T be:

ðTÞ½ð8xÞðHTx ! FTxÞ�6½ð8xÞðHTx !
ðBTxVØGTxÞÞ�6½ð8xÞðMTx $ NTxÞ];

and let C be:

ðCÞ½ð8xÞðROx ! HTxÞ�6½ð8xÞðFTx ! JOxÞ�6
½ð8xÞðGTx ! POxÞ�:

GT, FT, and HT are significant with respect to
T6C relative to the empty set (see Carnap [1956]
D1) and, hence, significant with respect to LO, LT,
T, and C (see Carnap [1956] D2). RO is significant
relative toK¼ {GT};MT andNT are not significant.

Consider a definitional extension T 0 of T in an
extended vocabulary V 0

T and language L0
T. After

adding two definitions to T:

ðDEF1Þð8xÞðD1Tx $ ðMTx6ð9xÞFTxÞÞ
and

ðDEF2Þð8xÞðD2Tx $ ðMTx ! ð9xÞGTxÞÞ;
D1T is significant relative to the empty set and
therefore significant with respect to T 0, C, LO, and
L0
T (D2). D2T is significant relative to K ¼ {D1T},

and therefore significant with respect to T 0, C, LO,
and L0

T (D2). MT, which failed to be significant
with respect to T, C, LO, and LT, is now signifi-
cant with respect to T 0, C, LO, and L0

T. A similar
procedure makes NT significant. Kaplan thought
this showed that Carnap’s (1956) criterion was too
liberal. The procedure seems able to make any
theoretical term significant with respect to some
extended language and definition-extended theory,

but ‘‘definitional extensions are ordinarily thought
of as having no more empirical content than the
original theory’’ (Kaplan 1975, 90).
Using the same basic strategy, Rozeboom (1960)

demonstrated that extending T6C can transform
an empirically significant term into an insignificant
one. Consider a term M that is significant with
respect to T, C, LT, and LO. Rozeboom showed
that if postulates (not necessarily definitions) are
added to T or to C to form T 0 or C 0, in some cases
D1(e) will no longer be satisfied, and no other
sentences S 0

M, S 0
K, S

0
O exist by which M could be

independently shown to be significant. Further-
more, if T6C is maximally LO consistent, no theo-
retical term of LT is significant, since D1(e) is never
satisfied; for any SO, if T6C is maximally LO

consistent then it alone implies SO. Rozeboom
(1960) took the strength of his criticism to depend
upon the claim that for a criterion to be ‘‘intuitively
acceptable,’’ theoretical terms must retain signifi-
cance if T or C is extended.
Carnap (1956) can be defended in at least two

ways. First, as Kaplan (1975) notes, the criterion
was restricted to primitive, nondefined theoretical
terms. It was explicitly formulated to avoid criti-
cisms derived from definitional extensions. Defined
terms often play an important role in scientific
theories, and it could be objected that any adequate
criterion should apply directly to theories that con-
tain them. Yet the amendment that any theoretical
term within the definiens of a significant defined
term must be antecedently shown significant quells
these worries (Creath 1976).
Second, Carnap (1956) insisted that terms are

significant only within a particular language and
for a particular T and C. He did not intend to
formulate a criterion of cognitive significance that
held under theory or language change. If Carnap’s
(1956) work on a significance criterion was an ex-
plication of the idea of meaningfulness (Hempel
1950), the explicandum was the idea of a meani-
ngful statement of a particular language in a par-
ticular theoretical context, not meaningfulness
per se. Hence, Kaplan and Rozeboom’s objections,
which rely on questionable intuitions about the
invariance of significance as T6C changes, are
not appropriately directed at Carnap (1956). The
fact that Carnap did not attempt such an account is
not merely the result of a realization that so many
problems would thwart the project. Rather, it is a
consequence of the external/internal framework
that he believed was the most fruitful approach to
the philosophical questions (Carnap 1947).
Furthermore, Rozeboom’s acceptability condi-

tion is especially counterintuitive, since changes in
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T or C designate changes in the connections be-
tween theoretical terms themselves or theoretical
terms and observation terms. Additional postulates
that specify new connections, or changes in the
connections, between these terms can obviously
change the significance of a theoretical term. Scien-
tific advances are sometimes made when empirical
or theoretical discoveries render a theoretical term
nonsignificant.

JAMES JUSTUS
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COMPLEMENTARITY

The existence of indivisible interaction quanta is a
crucial point that implies the impossibility of any
sharp separation between the behavior of atomic

objects and the interaction with the measuring instru-
ments that serve to define the conditions under which
the phenomena appear. In fact, the individuality
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of the typical quantum effects finds its proper ex-
pression in the circumstance that any attempt at
subdividing the phenomena will demand a change
in the experimental arrangement, introducing new
possibilities of interaction between objects and
measuring instruments, which in principle cannot
be controlled. Consequently, evidence obtained
under different experimental conditions cannot
be comprehended within a single picture but must
be regarded as ‘‘complementary’’ in the sense that
only the totality of the phenomena exhausts the
possible information about the objects (Bohr
2000, 209–10).

Complementarity is distinctively associated with
the Danish physicist Niels Bohr and his attempt
to understand the new quantum mechanics (QM)
during the heyday of its invention, 1920–1935 (see
Quantum Mechanics). Physicists know in practice
how to extract very precise and accurate predictions
and explanations from QM. Yet, remarkably, even
today no one is confident about how to interpret it
metaphysically (‘‘M-interpret’’ it). That is, there is
no compellingly satisfactory account of what sort
of objects and relations make up the QM realm,
and so, ultimately, no one knows why the precise
answers are as they are. In classical mechanics
(CM), physicists thought they had a lucidly M-
interpretable theory: There was a collection of
clearly specified entities, particles, or waves that
interacted continuously according to simple laws of
force so that the system state was completely speci-
fied everywhere and at all times—indeed, specifica-
tion of just instantaneous position and momenta
sufficed (see Classical Mechanics). Here the dynam-
ic process specified by the laws of force, expressed in
terms of energy and momentum (Bohr’s ‘‘causal
picture’’), generated a uniquely unfolding system
configuration expressed in terms of position and
time (Bohr’s ‘‘space-time picture’’). To repeat this
for QM, what is needed is a collection of equivalent
quantumobjectswhose interactions andmovements
in space-time generate the peculiar QM statistical
results in ways that are as intuitively clear as they
are for CM. (However, even this appealing concept
of CM proves too simplistic; there is continuing
metaphysical perplexity underlying physics; see
e.g., Earman 1986; Hooker 1991, note 13.)

That M-interpreting QM is not easy is nicely
illustrated by the status of the only agreed-on
general ‘‘interpretation’’ to which physicists refer,
Born’s rule. It specifies how to extract proba-
bilities from the QM wave function (c [‘‘psi’’]-
function). These are normally associated with
particle-like events. But without further M-
interpretive support, Born’s rule becomes merely

part of the recipe for extracting numbers from the
QM mathematics. That it does not M-interpret
the QM mathematics is made painfully clear by
the fact that the obvious conception of the QM
state it suggests—a statistical ensemble of particles,
each in a definite classical state—is provably not a
possible M-interpretation of QM. (For example, no
consistent sense can then be made of a superposi-
tion of c-states, since it is a mathematical theorem
that the QM statistics of a superposed state cannot
all be deduced from any single product of classical
statistical states.)
Bohr does not offer an M-interpretation of QM.

He came to think the very idea of such an inter-
pretation incoherent. (In that sense, the term
‘‘Copenhagen interpretation’’ is a misnomer; Bohr
does not use this label.) Equally, however, Bohr
does not eschew all interpretive discussion of QM,
as many others do on the (pragmatic or positivist-
inspired) basis that confining the use of QM strictly
to deriving statistics will avoid error while allowing
science to continue. Bohr’s position is that this
too is profoundly wrong, and ultimately harmful
to physics. Instead he offers the doctrine of comple-
mentarity as a ‘‘framework’’ for understanding the
‘‘epistemological lesson’’ of QM (not its ontological
lesson) and for applying QM consistently and as
meaningfully as possible. (see Folse 1985 for a gen-
eral introduction. For extensive, more technical
analyses, see Faye and Folse 1994; Honner 1987;
Murdoch 1987. For one of many critiques, and the
opposing Bohrian M-interpretation, see Cushing
1994.)
Although Bohr considered it necessary (‘‘un-

avoidable’’) to continue using the key descriptive
concepts of CM, the epistemological lesson of QM
was that the basic conditions for their well-defined
use were altered by the quantization of QM in-
teractions into discrete unanalyzable units. This, he
argued, divided the CM state in two, the conditions
for the well-defined use of (1) causal (energy-
momentum) concepts and (2) configurational
(space-time) concepts being nowmutually exclusive,
so that only one kind of description could be coher-
ently provided at a time. Both kinds of description
were necessary to capture all the aspects of a QM
system, but they could not be simply conjoined as
in CM. They were now complementary.
Heisenberg’s uncertainty relations of QM, such

as DxDp� h=2p; where Dx is the uncertainty in the
position, Dp is the uncertainty in the momentum,
and h is Planck’s constant (or more generally the
commutation relations, such as ½x; px� ¼ ih=2p
where h is again Planck’s constant, the magnitude
of quantization), are not themselves statements
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of complementarity. Rather, they specify the
corresponding quantitative relationships between
complementary quantities.
These complementary exclusions are implicit in

QM ontologies. For instance, single-frequency
(‘‘pure’’) waves must, mathematically, occupy all
space, whereas restricting their extent involves
superposing waves of different frequencies, with a
point-size wave packet requiring use of all frequen-
cies; thus, frequency and position are not uniquely
cospecifiable. And since the wavelength l is the
wave velocity V (a constant) divided by the fre-
quency v ðl ¼ V=nÞ, uniquely specifying wave-
length and uniquely specifying position equally
are mutually exclusive. QM associates wavelength
with momentum ð p ¼ h=lÞ and energy with fre-
quency (E ¼ hn) in all cases with discrete values
and for both radiation (waves) and matter ( parti-
cles), yielding the QM exclusions. (Note, however,
that wave/particle complementarity is but one as-
pect of causal/configurational complementarity,
the aspect concerned with physical conditions that
frame coherent superposition versus those that
frame localization.)
Precisely why these particular associations (and

similar QM associations) should follow from
quantization of interaction is not physically obvi-
ous, despite Bohr’s confident assertion. Of course
such associations follow from the QM mathe-
matics, but that presupposes rather than explains
complementarity, and Bohr intended comple-
mentarity to elucidate QM. The physical and
mathematical roots of quantization are still only
partially understood. However, it is clear that
discontinuity leads to a constraint, in principle,
on joint precise specification. Consider initially
any quantity that varies with time (t), for example,
energy (E ), so that E ¼ f ðtÞ.Then across some time
interval, t1 ! t2, E will change accordingly:
E1ðt1Þ ! E2ðt2Þ.
If E varies continuously, then both E and t are

everywhere jointly precisely specifiable because
for every intermediate value of t between t1 and t2
(say, t1þn) there will be a corresponding value for
E: E1þn ¼ f ðt1þnÞ. Suppose, however, that E (but
not t) is quantized, with no allowed value between
E1 and E2. Then no intermediate E value is avail-
able, and energy must remain undefined during at
least some part of the transition period. This con-
clusion can be generalized to any two or more
related quantities. The problem is resolved if both
quantities are quantized, but there is as yet
no satisfactory quantization of space and time
(Hooker 1991).

Such inherent mutual exclusions should not be
mistaken for merely practical epistemic exclusions
(some of Heisenberg’s pronouncements not-
withstanding). Suppose that the position of an
investigated particle i is determined by bouncing
(‘‘scattering’’) another probe particle p off of it,
determining the position of i from the intersection
of the initial and final momenta of p. However, i
will have received an altered momentum in the
interaction, and it is tempting to conclude that we
are thus excluded from knowing both the position
and the momentum of i immediately after the in-
teraction. But in CM the interaction may be retro-
spectively analyzed to calculate the precise change
in momentum introduced by p to i, using conserva-
tion of momentum, and so establish both the posi-
tion and the momentum of i simultaneously. More
generally, it is in this manner possible to correct for
all measurement interactions and arrive at a com-
plete classical state specified independently of its
method of measurement. This cannot, in principle,
be done in QM, because of quantization.

Faye (1991) provides a persuasive account of the
origins of Bohr’s ideas about the applicability of
physical concepts in the thought of the Danish
philosopher Harald Høffding (a family friend and
early mentor of Bohr’s) and sets out Bohr’s conse-
quent approach. According to Høffding, objective
description in principle required a separation be-
tween describing a subject and describing a known
object (Bohr’s ‘‘cut’’ between them) in a way that
always permitted the object to be ascribed a unique
(Bohr’s ‘‘unambiguous’’) spatiotemporal location,
state, and causal interaction. These ideas in turn
originated in the Kantian doctrine that an objective
description of nature requires a well-defined dis-
tinction between the knower and the object of
knowledge, permitting the unique construction of
a well-defined object state, specified in applications
of concepts from the synthetic a priori (essentially
Newtonian) construction of the external world (see
Friedman 1992). We have just noted how CM
satisfies this requirement.

Contrarily, Bohr insisted, the quantum of action
creates an ‘‘indissoluble bond’’ between the mea-
surement apparatus (m-apparatus, including the
sentient observer) and the measured (observed)
system, preventing the construction of a well-
defined system state separate from observing in-
teractions. This vitiates any well-defined, global
cut between m-apparatus and system. Creating a
set of complementary partial cuts is the best that
can now be done. In fact, these circumstances are
generalized to all interactions between QM
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systems; the lack of a global separation is expressed
in their superposition, which defies reduction to
any combination of objectively separate states.
Consequently, Bohr regarded CM as an idealized
physics (achieved, imperfectly, only in the limit
h !: 0) and QM as a ‘‘rational generalization’’ of
it, in the sense of the principle of affinity, the
Kantian methodological requirement of continuity.

Bohr’s conception of what is required of a physi-
cally intelligible theory T can thus be summarized
as follows (Hooker 1991, 1994):

BI1. Each descriptive concept A of T has a set
of well-defined, epistemically accessible
conditions CA under which it is unambigu-
ously applicable.

BI2. The set of such concepts collectively
exhausts, in a complementary way, the epi-
stemically accessible features of the phe-
nomena in the domain of T.

BI3. There is a well-defined, unified, and essen-
tially unique formal structure S(T) that
structures and coordinates descriptions of
phenomena so that each description is well
defined (the various conditions CA are con-
sistently combined), S(T ) is formally com-
plete (Bub 1974), and BI2 is met.

BI4. Bohr objectivity (BO) satisfies BI1–3 in the
most empirically precise and accurate way
available across the widest domain of phe-
nomena while accurately specifying the in-
teractive conditions under which such
phenomena are accessible to us.

An objective representation of nature thus reflects
the interactive access (‘‘point of view’’) of the know-
ing subject, which cannot be eliminated. In coming to
know nature, we also come to know ourselves as
knowers—not fundamentally by being modeled in
the theory as objects (although this too happens,
in part), but by the way the very form of rational
generalization reflects our being as knowing subjects.

A very different ideal of scientific intelligibility
operates in classical physics, and in many proposed
M-interpretations of QM. Contrary to BI1, descrip-
tive concepts are taken as straightforwardly charac-
terizing external reality (describing anM, even if it is
a strange one). Hence, contrary to BI2, these con-
cepts apply conjointly to describe reality complete-
ly. Contrary to BI3 and BI4, an objective theory
completely and accurately describes the physical
state at each moment in time and provides a unique
interactive dynamic history of states for all systems
in its domain. Accordingly, measurements are
analyzed similarly as the same kinds of dynamic

interactions, and statistical descriptions reflect
(only) limited information about states and are
not fundamental (contrary to common readings
of QM). Here the objective representation of na-
ture through invariances eliminates any inherent
reference to any subject’s point of view. Rather,
in coming to know nature we also come to know
ourselves as knowers by being modeled in the the-
ory as some objects among others so as to remove
ourselves from the form of the theory, disappear-
ing as subjects. This shift in ideals of intelligibility
and objectivity locates the full depth of Bohr’s
doctrine of complementarity.
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COMPLEXITY

See Unity and Disunity of Science

CONFIRMATION THEORY

When evidence does not conclusively establish (or
refute) a hypothesis or theory, it may nevertheless
provide some support for (or against) the hypothe-
sis or theory. Confirmation theory is concerned
almost exclusively with the latter, where conclusive
support (or ‘‘countersupport’’) are limiting cases of
confirmation (or disconfirmation). (Included also,
of course, is concern for the case in which the
evidence is confirmationally irrelevant.) Typically,
confirmation theory concerns potential support,
the impact that evidence would have on a hypothe-
sis or theory if learned, where whether the evidence
is actually learned or not is not the point; for this
reason, confirmation theory is sometimes called the
logic of confirmation. (For simplicity of exposition
for now, theories will be considered separately
below and not explicitly mentioned until then.)
It is relevant here to point out the distinction

between deductive logic (or deductive evaluation
of arguments) and inductive logic (or inductive
evaluation of arguments). In deductive logic, the
question is just whether or not the supposed truth of
all the premises of an argument gives an absolute
guarantee of truth to the conclusion of the argu-
ment. In inductive logic, the question is whether the
supposed truth of all the premises of an argument
gives significant support for the truth of the conclu-
sion, where, ideally, some measure of to what de-
gree the premises support the conclusion (which is
sometimes called the inductive probability of an
argument) would be provided (see Inductive
Logic; Induction, Problem of; and Verisimilitude.
As in each of these topics also, the question is one
of either qualitative or quantitative support that

premises or evidence provides to a conclusion or
that a hypothesis has. See Carnap, Rudolf, for an
idea of degree of confirmation based on his pro-
posed ‘‘logical’’ interpretation of probability and
degree of support.) In the theory of the logic of
support, confirmation theory is concerned primari-
ly with inductive support, where the theory of de-
ductive support is supposed to be more fully
understood.

The concept of confirmation can be divided into
a number of subconcepts, corresponding to three
distinctions. First, absolute confirmation and incre-
mental confirmation may be distinguished. In the
absolute sense, a hypothesis is confirmed by evi-
dence if the evidence makes (or would make) the
hypothesis highly supported; absolute confirmation
is about how the evidence ‘‘leaves’’ the hypothesis.
In the incremental sense, evidence confirms a hy-
pothesis if the evidence makes the hypothesis more
highly confirmed (in the absolute sense) than it is
(in the absolute sense) without the evidence; incre-
mental confirmation involves a comparison. Sec-
ond, confirmation can be thought of either
qualitatively or quantitatively. So, in the absolute
sense of confirmation, a hypothesis can be, qualita-
tively, left more or less confirmed by evidence,
where quantitative confirmation theory attempts
to make sense of assigning numerical degrees of
confirmational support (‘‘inductive probabilities’’)
to hypotheses in light of the evidence. In the incre-
mental sense of confirmation, evidence E may,
qualitatively, either confirm, disconfirm, or be evi-
dentially irrelevant to a hypothesis H, where in the
quantitative sense, a numerical magnitude (which
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can be measured, ‘‘inductive probabilistically,’’ in
different ways; see below) is assigned to the
‘‘boost’’ (positive or negative, if any) that E gives
H. Finally, confirmation can be considered to be
either comparative or noncomparative. Noncom-
parative confirmation concerns just one hypothe-
sis/evidence pair. In comparative confirmation, one
can compare how well an E supports an H with
how well an E 0 supports the same H; or one may
compare how well an E supports an H with how
well the same E supports an H 0; or one may com-
pare how well an E supports anH with how well an
E 0 supports an H 0.

The exposition below will be divided into two
main parts. The first part, ‘‘Nonprobabilistic
Approaches,’’ will concern different aspects of qual-
itative confirmation; and the second part, ‘‘Pro-
babilistic Approaches,’’ will consider some major
quantitative approaches. Almost exclusively, as in
the literature, the issue will be incremental confir-
mation rather than absolute confirmation. Both
noncomparative and various kinds of comparative
approaches will be described.

Nonprobabilistic Approaches

A simple and natural idea about the confirmation
of a general hypothesis of the form ‘‘All Fs are Gs’’
is that an object confirms the hypothesis if and only
if it is both an F and a G (a ‘‘positive instance’’ of
the hypothesis), disconfirms the hypothesis if and
only if it is an F but not a G (a ‘‘negative instance’’),
and is evidentially irrelevant if and only if it is not
even an F (no kind of instance). Hempel ([1945]
1965) calls this Nicod’s criterion (Nicod 1930). An-
other natural idea about the confirmation of
hypotheses is that if hypotheses H and H 0 are
logically equivalent, then evidence E confirms, dis-
confirms, or is irrelevant to H if and only if E
confirms, disconfirms, or is irrelevant to H 0, re-
spectively. Hempel calls this the equivalence condi-
tion, and distinguishes between criteria (definitions
or partial definitions) of confirmation and the con-
ditions of adequacy that the criteria should satisfy.
Hempel points out that Nicod’s criterion does not
satisfy the equivalence condition (as long as confir-
mation, disconfirmation, and evidential irrelevance
are mutually exclusive). For example, a hypothesis
‘‘All Fs are Gs’’ is logically equivalent to ‘‘All non-
Gs are non-Fs,’’ but Nicod’s criterion implies that
an object that is an F and a G would confirm the
former but be irrelevant to the latter, thus violating
the equivalence condition. Also, ‘‘All Fs are Gs’’ is
logically equivalent to ‘‘Anything that is both an F

and a non-G is both an F and a non-F,’’ which
Nicod’s criterion implies that nothing can confirm
(a positive instance would have to be both an F and
a non-F ).
Thus, Hempel suggests weakening Nicod’s crite-

rion. The idea that negative instances disconfirm
(i.e., are sufficient to disconfirm) is retained. Fur-
ther, Hempel endorses the positive-instance criteri-
on, according to which positive instances are
sufficient for confirmation. Nicod’s criterion can
be thought of as containing six parts: necessary
and sufficient conditions for all three of confirma-
tion, disconfirmation, and irrelevance. The positive-
instance criterion is said to be one-sixth of Nicod’s
criterion, and it does not lead to the kind of con-
tradiction that Nicod’s full criterion does when
conjoined with the equivalence condition.
However, the combination of the positive-

instance criterion and the equivalence condition
(i.e., the proposition that the positive-instance cri-
terion satisfies the equivalence condition) does lead
to what Hempel called paradoxes of confirmation,
also known as the Ravens paradox and Hempel’s
paradox. Hempel’s famous example is the hypoth-
esis H: ‘‘All ravens are black.’’ Hypothesis H is
logically equivalent to hypothesis H 0: ‘‘All non-
black things are nonravens.’’ According to the
equivalence condition, anything that confirms H 0
confirms H. According to the positive-instance
criterion, nonblack nonravens (positive instances
of H 0) confirm H 0. Examples of nonblack nonra-
vens (positive instances of H 0) include white shoes,
yellow pencils, transparent tumblers, etc. So it fol-
lows from the positive-instance criterion plus the
equivalence condition that objects of the kinds just
listed confirm the hypothesis H that all ravens
are black. These conclusions seem incorrect or
counterintuitive, and the paradox is that the two
seemingly plausible principles, the positive-instance
criterion and the equivalence condition, lead, by
valid reasoning, to these seemingly implausible
conclusions. Further paradoxical consequences
can be obtained by noting that the hypothesis H
is logically equivalent also to H 00, ‘‘All things that
are either a raven or not a raven (i.e., all things) are
either black or not a raven,’’ which has as positive
instances any objects that are black and any objects
that are not ravens.
Since the equivalence condition is so plausible

(if H and H 0 are logically equivalent, they can
be thought of as simply different formulations of
the same hypothesis), attention has focused on the
positive-instance criterion. Hempel defended the
criterion, arguing that the seeming paradoxicalness
of the consequences of the criterion is more of a
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psychological illusion than a mark of a logical flaw
in the criterion:

In the seemingly paradoxical cases of confirmation, we
are often not actually judging the relation of the given
evidence E alone to the hypothesis H . . . . [I]nstead, we
tacitly introduce a comparison of H with a body of evi-
dence which consists of E in conjunction with additional
information that we happen to have at our disposal.
(Hempel [1945] 1965, 19)

So, for example, if one is just given the informa-
tion that an object is nonblack and a nonraven
(where it may happen to be a white shoe or a yellow
pencil, but this is not included in the evidence),
then the idea is that one should intuitively judge
the evidence as confirmatory, ‘‘and the paradoxes
vanish’’ (20). To assess properly the seemingly par-
adoxical cases for their significance for the logic of
confirmation, one must observe the ‘‘methodologi-
cal fiction’’ (as Hempel calls it) that one is in a
position to judge the relation between the given
evidence alone (e.g., that an object is a positive
instance of the contrapositive of a universalized
conditional) and the hypothesis in question and
that there is no other information. This approach
has been challenged by some who have argued that
confirmation should be thought of as a relation
among three things: evidence, hypothesis, and
background knowledge (see the section below on
Probabilistic Approaches).
Given the equivalence condition, the Ravens

paradox considers the question of which of several
kinds of evidence confirm(s) what one can consider
to be a single hypothesis. There is another kind
of paradox, or puzzle, that arises in a case of a
single body of evidence and multiple hypotheses.
In Nelson Goodman’s (1965) well-known Grue
paradox or puzzle, a ‘new’ predicate is defined as
follows. Let’s say that an object A is ‘‘grue’’ if and
only if either (i) A has been observed before a
certain time t (which could be now or some time
in the future) and A is green or (ii) A has not been
observed before that time t and A is blue. Consider
the hypothesis H that all emeralds are green
and the hypothesis H 0 that all emeralds are
grue. And consider the evidence E to be the obser-
vation of a vast number of emeralds, all of which
have been green. Given that t is now or some time
in the future, E is equivalent to E 0, that the vast
number of emeralds observed have all been grue.
It is taken that E (the ‘‘same’’ as E 0) confirms H
(this is natural enough) but not H 0—for in order
for H 0 to be true, exactly all of the unobserved
(by t) emeralds would have to be blue, which
would seem to be disconfirmed by the evidence.

Yet, the evidence E 0 (or E) consists of positive
instances of H 0.

Since the positive-instance criterion can be for-
mulated purely syntactically—in terms of simply
the logical forms of evidence sentences and hypoth-
eses and the logical relation between their forms—
a natural lesson of the Grue example is that
confirmation cannot be characterized purely
syntactically. (It should be noted that an important
feature of Hempel’s ([1945] 1965) project was the
attempt to characterize confirmation purely syn-
tactically, so that evidence E should, strictly
speaking, be construed as evidence statements or
sentences, or ‘‘observation reports,’’ as he put it,
rather than as observations or the objects of ob-
servation.) And a natural response to this has
been to try to find nonsyntactical features of evi-
dence and hypothesis that differentiate cases in
which positive instances confirm and cases in
which they do not. And a natural idea here is to
distinguish between predicates that are ‘‘projec-
tible’’ (in Goodman’s terminology) and those that
are not. Goodman suggested ‘‘entrenchment’’ of
predicates as the mark of projectibility—where a
predicate is entrenched to the extent to which it has
been used in the past in hypotheses that have been
successfully confirmed. Quine (1969) suggested
drawing the distinction in terms of the idea of
natural kinds. A completely different approach
would be to point out that the reason why one
thinks the observation of grue emeralds (E 0 or E)
disconfirms the grue hypothesis (H 0) is because of
background knowledge about constancy of color
(in our usual concept of color) of many kinds of
objects, and to argue that the evidence in this case
should be taken as actually confirming the hypoth-
esis H, given the Hempelian methodological fic-
tion. It should be pointed out that the positive-
instance criterion applies to a limited, though very
important, kind of hypothesis and evidence: uni-
versalized conditionals for the hypothesis and pos-
itive instances for the evidence. And it supplies
only a sufficient condition for confirmation. Hem-
pel ([1945] 1965) generalized, in a natural way, this
criterion to his satisfaction criterion, which applies
to different and more complex logical structures for
evidence and hypothesis and provides explicit defi-
nitions of confirmation, disconfirmation, and evi-
dential irrelevance. Without going into any detail
about this more general criterion, it is worth point-
ing out what Hempel took to be evidence for its
adequacy. It is the satisfaction, by the satisfaction
criterion, of what Hempel took to be some intui-
tively obvious conditions of adequacy for defini-
tions, or criteria, of confirmation. Besides the
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equivalence condition, two others are the en-
tailment condition and the special-consequence
condition. The entailment condition says that evi-
dence that logically entails a hypothesis should be
deemed as confirming the hypothesis. The special-
consequence condition says that if evidence E
confirms hypothesis H and if H logically entails
hypothesisH 0, then E confirmsH 0. This last condi-
tion will be considered further in the section below
on probabilistic approaches.

The criteria for confirmation discussed above
apply in cases in which evidence reports and hypo-
theses are stated in the ‘‘same language,’’ which
Hempel took tobe anobservational language. State-
ments of evidence, for example, are usually referred
to as observational reports in Hempel ([1945] 1965).
What about confirmation of theories, though,
which are often thought of as containing two
kinds of vocabulary, observational and theoretical?
Hypothetico-deductivism (HD) is the idea that the-
ories and hypotheses are confirmed by their obser-
vational deductive consequences. This is different
from the positive-instance criterion and the satis-
faction criterion. For example, ‘‘A is an F and A is
a G,’’ which is a report of a positive instance of the
hypothesis that all Fs are Gs, is not a deductive
consequence of the hypothesis. The positive-
instance and satisfaction criteria are formulations
of the idea, roughly, that observations that are
logically consistent with a hypothesis confirm the
hypothesis, while HD says that deductive conse-
quences of a hypothesis or theory confirm the
hypothesis or theory.

As an example, Edmund Halley in 1705 pub-
lished his prediction that a comet, now known as
Halley’s comet, would be visible from Earth some-
time in December of 1758; he deduced this using
Newtonian theory. The prediction was successful,
and the December 1758 observation of the comet
was taken by scientists to provide (further) very
significant confirmation of Newtonian theory. Of
course, the prediction was not deduced from New-
tonian theory alone. In general, other needed pre-
mises include statements of initial conditions (in the
case of the example, reports of similar or related
observations at approximately 75-year intervals)
and auxiliary assumptions (that the comet would
not explode before December 1758; that other bod-
ies in the solar system would have only an insignif-
icant effect on the path of the comet; and so on). In
addition, when the theory and the observation re-
port share no nonlogical vocabulary (say, the theo-
ry is highly theoretical, containing no observational
terms), then so-called bridge principles are needed
to establish a deductive connection between theory

and observation. An example of such a principle
would be, ‘‘If there is an excess of electrons [theo-
retical] on the surface of a balloon [observational],
then a sheet of paper [observational] will cling [ob-
servational] to it, in normal circumstances [auxilia-
ry assumption].’’ Of course, if the prediction fails
(an observational deductive consequence of a theo-
ry turns out to be false), then this is supposed to
provide disconfirmation of the theory.
Two of the main issues or difficulties that have

been discussed in connection with the HD idea
have to do with what might be called distribution
of credit and distribution of blame. The first has
also been called the problem of irrelevant conjunc-
tion. If a hypothesis H logically implies an observa-
tion report E, then so does the conjunction, H6G,
where G can be any sentence whatsoever. So the
basic idea of HD has the consequence that when-
ever an E confirms an H, the E confirms also
H6G, where G can be any (even irrelevant) hy-
pothesis whatsoever. This problem concerns the
distribution of credit. A natural response would
be to refine the basic HD idea in a way to make it
sensitive to the possibility that logically weaker
parts of a hypothesis may suffice to deductively
imply the observation report. The second issue
has to do with the possibility of the failure of the
prediction, of the observational deductive conse-
quence of the hypothesis turning out to be false.
This is also known as Duhem’s problem (Duhem
1914) (see Duhem Thesis). If a hypothesis H plus
statements of initial conditions I plus auxiliary
assumptions A plus bridge principles B logically
imply an observation report E (ðH6I6A6BÞ
) EÞ,and E turns out to be false, then what one
can conclude is that the four-part conjunction
H6I6A6B is false. And the problem is how in
general to decide whether the evidence should be
counted as telling against the hypothesis H, the
statements of initial conditions I, the auxiliary
assumptions A, or the bridge principles B.
Clark Glymour (1980) catalogues a number of

issues relevant to the assessment of HD (and
accounts of confirmation in general) and proposes
an alternative deductivist approach to confirmation
called ‘‘the bootstrap strategy,’’ which attempts
to clarify the idea of different parts of a theory
and how evidence can bear differently on them. In
Glymour’s bootstrap account, confirmation is a
relation among a theory T, a hypothesis H, and
evidence expressed as a sentence E, and Glymour
gives an intricate explication of the idea that ‘‘E
confirms H with respect to T,’’ an explication that
is supposed to be sensitive especially to the idea
that evidence can be differently confirmationally
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relevant to different hypotheses that are parts of a
complex theory.

Probabilistic Approaches

One influential probabilistic approach to various
issues in confirmation theory is called Bayesian
confirmation theory (see Bayesianism). The basic
idea, on which several refinements may be based,
is that evidence E confirms hypothesis H if and
only if the conditional probability PðH jEÞ (de-
fined as PðH6EÞ jPðE )) is greater than the un-
conditional probability P(H ) and where P(S ) is the
probability that the statement, or proposition, or
claim, or assertion, or sentence S is true (the status
of what kind of entity S might be is a concern in
metaphysics or the philosophy of language, as well
as in the philosophy of science). Disconfirmation is
defined by reversing the inequality, and evidential
irrelevance is defined by changing the inequality to
an equality.
Typically in Bayesian confirmation theory, the

function P is taken to be a measure of an agent’s
subjective probabilities—also called degrees of be-
lief, partial beliefs, or degrees of confidence. Much
philosophical work has been done in the area of
foundations of subjective probability, the intent
being to clarify or operationalize the idea that
agents (e.g., scientists) have (or should have only)
more or less strong or weak beliefs in propositions,
rather than simply adopting the attitudes of accep-
tance or rejection of them. One approach, called
the Dutch book argument, attempts to clarify the
idea of subjective probability in terms of odds that
one is willing to accept when betting for or against
the truth or falsity of propositions (see Dutch Book
Argument). Another approach, characterized as a
decision theoretical approach, assumes various
axioms regarding rational preference (transitivity,
asymmetry, etc.) and some structural conditions
(involving the richness of the set of propositions,
or acts, states, and outcomes, considered by an
agent) and derives, from preference data, via repre-
sentation theorems, a probability assignment P and
a desirability (or utility) assignment DES such that
an agent prefers an item A to an item B if and only
if some kind of expected utility of A is numerically
greater than the expected utility of B, when the
expected utilities are calculated in terms of the
derived P and DES functions (see Decision Theo-
ry). Various formulas for expected utility have been
proposed. (Important work in foundations of sub-
jective probability include Ramsey 1931; de Finetti
1937; Savage [1954] 1972; Jeffrey [1965] 1983; and
Joyce 1999.)

Where P measures an agent’s subjective degrees
of belief, P(H jE ) is supposed to be the agent’s
degree of belief in H on the assumption that E is
true, or the degree of belief that the agent would
have inH were the agent to learn that E is true. If a
person’s degree of belief in H would increase if E
were learned, then it is natural to say that for this
agent, E is positively evidentially relevant to H,
even when E is not in fact learned. Of course,
different people will have different subjective prob-
abilities, or degrees of belief, even if the different
people are equally rational, this being due to dif-
ferent bodies of background knowledge or beliefs
possessed (albeit possibly equally justifiable or ex-
cusable, depending on one’s experience), so that in
this approach to confirmation theory, confirma-
tion is a relation among three things: evidence,
hypothesis, and background knowledge. The rea-
son this approach is called Bayesian is because of
the use that is sometimes made of a mathematical
theorem discovered by Thomas Bayes (Bayes
1764), a simple version of which is PðH jEÞ ¼
PðE jHÞPðHÞ=PðEÞ. This is significant because it
is sometimes easier to figure out the probability of
an evidence statement conditional on a hypothesis
than it is to figure out the probability of a hypoth-
esis on the assumption that the evidence statement
is true (for example, when the hypothesis is statisti-
cal and the evidence statement reports the outcome
of an experiment to which the hypothesis applies).
Bayes’s theorem can be used to link these two
converse conditional probabilities when the priors,
P(H ) and P(E ), are known (see Bayesianism).

Bayesian confirmation theory not only provides
a qualitative definition of confirmation, discon-
firmation, and evidential irrelevance, but also
suggests measures of degree of evidential support.
The most common is the difference measure:
dðH;EÞ¼PðH jEÞ�PðHÞ, where confirmation,
disconfirmation, and evidential irrelevance corre-
spond to whether this measure is greater than, less
than, or equal to 0, and the degree is measured by
the magnitude of the difference. Another common-
ly used measure is the ratio measure: rðH;EÞ ¼
PðH jEÞ=PðHÞ where confirmation, disconfirma-
tion, and evidential irrelevance correspond to
whether this measure is greater than, less than, or
equal to 1, and the degree is measured by the
magnitude of the ratio. Other measures have been
defined as functions of likelihoods, or converse
conditional probabilities, P(E jH). One application
of the idea of degree of evidential support has
been in the Ravens paradox, discussed above.
Such definitions of degree of evidential support
provide a framework within which one can clarify
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intuitions that under certain conditions (contrapos-
itive instances of the hypothesis that all ravens
are black [i.e., nonblack nonravens]) confirm the
hypothesis that all ravens are black, but to a mi-
nuscule degree compared with positive instances
(black ravens).

What follows is a little more detail about the
application of Bayesian confirmation theory to the
positive-instance criterion and the Ravens para-
dox. (See Eells 1982 for a discussion and refer-
ences.) Let H be the hypothesis that all ravens
are black; let RA symbolize the statement that
object A is a raven; and let BA symbolize the
statement that object A is black. It can be shown
that if H is probabilistically independent of RA,
(i.e., P(H jRA) ¼ P(H )), then a positive instance
(or report of one), RA 6 BA, of H confirms H in
the Bayesian sense (i.e., P(H jRA6BA) > P(H )) if
and only if P(BA jRA) < 1 (which latter inequality
can naturally be interpreted as saying that it
was not already certain that A would be black if
a raven). Further, on the same independence as-
sumption, it can be shown that a positive instance,
RA6BA, confirms H more than a contrapositive
instance, ø BA6øRA if and only if P(BA jRA) < P
(øRA jøBA).

What about the assumption of probabilistic in-
dependence of H from RA? I. J. Good (1967) has
proposed counterexamples to the positive-instance
criterion like the following. Suppose it is believed
that either (1) there are just a few ravens in the
world and they are all black or (2) there are lots
and lots of ravens in the world, a very, very few of
which are nonblack. Observation of a raven, even a
black one (hence a positive instance of H ), would
tend to support supposition (2) against supposition
1 and thus undermine H, so that a positive instance
would disconfirm H. But in this case the indepen-
dence assumption does not hold, so that Bayesian
confirmation theory can help to isolate the kinds of
situations in which the positive-instance criterion
holds and the kinds in which it may not.

Bayesian confirmation theory can also be used to
assess Hempel’s proposed conditions of adequacy
for criteria of confirmation. Recall, for example, his
special-consequence condition, discussed above:
If E confirms H and H logically entails H 0, then
E must also confirm H 0. It is a theorem of proba-
bility theory that if H logically entails H 0, then P
(H 0) is at least as great as P(H ). If the inequality
is strict, then an E can increase the probability of
H while decreasing the probability of H 0, consis-
tent with H logically entailing H 0. This fact can
be used to construct intuitively compelling exam-
ples of an H entailing an H 0 and an E confirming

the H while disconfirming the H 0, telling against
the special-consequence condition and also in
favor of Bayesian confirmation theory (e.g., Eells
1982).
Some standard objections to Bayesian confirma-

tion theory are characterized as the problem of the
priors and the problem of old evidence. As to the
first, while it is sometimes admitted that it makes
sense to assign probabilities to evidence statements
E conditional on some hypothesis H (even in the
absence of much background knowledge), it is
objected that it often does not make sense to assign
unconditional, or ‘‘prior,’’ probabilities to hypoth-
esis H or to evidence statements (reports of obser-
vation) E. If H is a newly formulated physical
hypothesis, for example, it is hard to imagine
what would justify an assignment of probability
to it prior to evidence—but that is just what the
suggested criterion of confirmation, Bayes’s theo-
rem, and the measures of confirmation described
above require. Such issues make some favor a like-
lihood approach to the evaluation of evidence—
Edwards (1972) and Royall (1997), for instance,
who represent a different approach and tradition
in the area of statistical inference. According to one
formulation of the likelihood account, an E con-
firms an H more than the E confirms an H 0 if and
only if P(E jH ) is greater than P(E jH 0). This is a
comparative principle, an approach that separates
the question of which hypothesis it is more justified
to believe given the evidence (or the comparative
acceptability of hypotheses given the evidence)
from the question of what the comparative signifi-
cance is of evidence for one hypothesis compared
with the evidence’s significance for another hypoth-
esis. It is the latter question that the likelihood
approach actually addresses, and it is sometimes
suggested that the degree to which an E supports
an H compared with the support of E for an H 0
is measured by the likelihood ratio, PðE jHÞ=
PðE jH 0Þ: Also, likelihood measures of degree of
confirmation of single hypotheses have been pro-
posed, such as LðH;EÞ ¼ PðE jHÞ=PðE jØHÞ;
or the log of this ratio. (see Fitelson 2001 and
Forster and Sober 2002 for recent discussion and
references.)
Another possible response to the problem of

priors is to point to convergence theorems (as in
de Finetti 1937) and argue that initial settings of
priors does not matter in the long run. According
to such theorems, if a number of agents set dif-
ferent priors, are exposed to the same series of
evidence, and update their subjective probabil-
ities (degrees of belief ) in certain ways, then, al-
most certainly, their subjective probabilities will
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eventually converge on each other and, under cer-
tain circumstances, upon the truth.
The problem of old evidence (Glymour 1980;

Good 1968, 1985) arises in cases in which P(E ) ¼
1. It is a theorem of probability theory that in such
cases P(H jE ) ¼ P(H ), for any hypothesis H, so
that in the Bayesian conception of confirmation
as formulated above, an E with probability 1 can-
not confirm any hypothesis H. But this seems to
run against intuition in some cases. An often-cited
such case is the confirmation that Albert Einstein’s
general theory of relativity apparently was informed
by already known facts about the behavior of the
perihelion of the planet Mercury. One possible
Bayesian solution to the problem, suggested by
Glymour (1980), would be to say that it is not the
already known E that confirms the H after all, but
rather a newly discovered logical or explanatory
relation between the H and the E. Other solutions
have been proposed, various versions of the prob-
lem have been distinguished (see Earman 1992 for a
discussion), and the problem remains one of lively
debate.

ELLERY EELLS
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CONNECTIONISM

Connectionist models, also known as models
of parallel distributed processing (PDP) and arti-
ficial neural networks (ANN), have merged into
the mainstream of cognitive science since the

mid-1980s. Connectionism currently represents one
of two dominant approaches (symbolic modeling is
the other) within artificial intelligence used to dev-
elop computational models of mental processes.
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Unlike symbolic modeling, connectionist modeling
also figures prominently in computational neuro-
science (where the preferred term is neural network
modeling).

Connectionist modeling first emerged in the pe-
riod 1940–1960, as researchers explored possible
approaches to using networks of simple neurons
to perform psychological tasks, but it fell into de-
cline when limitations of early network designs
became apparent around 1970. With the publica-
tion of the PDP Research Group volumes (Ru-
melhart, McClelland, et al. 1986; McClelland,
Rumelhart, et al. 1986), connectionism was rescued
from over a decade of popular neglect, and the way
was opened for a new generation to extend the
approach to fresh explanatory domains. (For a
collection of historically significant papers from
these neglected years and before, see Anderson and
Rosenfeld 1988; Anderson, Pellionisz, and Rosen-
feld 1990.) Despite some early claims that connec-
tionism constitued a new, perhaps revolutionary,
way of understanding cognition, the veritable
flood of network-based research has ultimately oc-
curred side by side with other, more traditional,
styles of modeling and theoretical frameworks.

The renaissance in connectionist modeling is a
result of convergence from many different fields.
Mathematicians and computer scientists attempt to
describe the formal, mathematical properties of ab-
stract network architectures. Psychologists and neu-
roscientists use networks to model behavioral,
cognitive, and biological phenomena. Roboticists
also make networks the control systems for many
kinds of embodied artificial agents. Finally, engi-
neers employ connectionist systems in many in-
dustrial and commercial applications. Research
has thus been driven by a broad spectrum of
concerns, ranging from the purely theoretical to
problem-solving applications for problems in
various scientific domains to application-based or
engineering needs.

Given these heterogeneous motivations, and the
recent proliferation of network models, analytic
techniques, applications, and theories, it is appro-
priate to ask whether connectionism constitutes a
coherent research program or is instead primarily
a modeling tool. Following Lakatos, connection-
ism could be construed as a research program in-
volving a set of core theoretical principles about
the role of networks in explaining and understand-
ing cognition, a set of positive and negative heur-
istics that guide research, an ordering of the
important commitments of connectionist model-
ing, and a set of principles and strategies dictating
how recalcitrant empirical results are to be

accounted for (see Lakatos, Imre; Research Pro-
grams). The greater the disunity in these factors,
the less connectionism resembles a research pro-
gram, and the more it appears to be a convenient
tool for modeling certain phenomena. If it is a mod-
eling tool, connectionism need not commitmodelers
to having anything in common beyond their use of
the particular mathematical and formal apparatus
itself.
This article will briefly describe the features of

prevalent connectionist architectures and discuss a
number of challenges to the use of thesemodels. One
challenge comes from symbolicmodels of cognition,
which present an alternative representational frame-
work and set of processing assumptions. Another
comes from a purportedly nonrepresentational
framework, that of nonlinear dynamical systems
theory. Finally, there is the neuroscientific chal-
lenge to the disciplinary boundaries drawn around
‘‘cognitive’’ modeling by some connectionist psy-
chologists. The status of connectionism is assessed
in light of these challenges.

The Properties of Connectionist Models

Connectionist networks are built up from basic
computational elements called units or nodes,
which are linked to each other via weighted con-
nections, called simply weights. Units take on a
variable numerical level of activation, and they
pass activation to each other via the weights.
Weights determine how great an effect one unit
has on other units. This effect may be positive
(excitatory) or negative (inhibitory). The net input
a unit receives at a time is the weighted sum of the
activations on all of the units that are active and
connected to it. Given the net input, an activation
function (often nonlinear or imposing a threshold)
determines the activation of the unit. In this way,
activation is passed in parallel throughout the net-
work. Connectionist networks compute functions
by mapping vectors of activation values onto other
such vectors.
Multilayer feedforward networks are the most

intensively studied and widely used class of con-
temporary models. Units are arranged into layers,
beginning with an input layer and passing through
a number of intermediate hidden layers, terminat-
ing with an output layer. There are no reciprocal
connections, so activation flows unidirectionally
through the network. The modeler assigns repre-
sentational significance to the activation vectors at
the input and output layers of a network, thereby
forging the link between the model and the cogni-
tive task to be explained.
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For example, Sejnowski and Rosenberg’s
NETtalk architecture is designed to map graphe-
mic inputs (letters) onto phonemic outputs. It con-
sists of an input layer of seven groups of 29 units, a
hidden layer of 80 units, and an output layer of 26
units. Each layer is completely connected to the
next one. Vectors of activity in the network repre-
sent aspects of the letter-reading task. The input
groups are used to represent the seven letters of text
that the network is perceiving at a time, and the
output layer represents the phoneme corresponding
to the fourth letter in the input string. The task of
the network is to pronounce the text correctly,
given the relevant context. When the values of the
weights are set correctly, the network can produce
the appropriate phoneme-representing vectors in
response to the text-representing vectors.
Simple networks can be wired by hand to com-

pute some functions, but in networks containing
hundreds of units, this is impossible. Connectionist
systems are therefore usually not programmed in
the traditional sense, but are trained by fixing a
learning rule and repeatedly exposing the network
to a subset of the input-output mappings it is
intended to learn. The rule then systematically
adjusts the network’s weights until its outputs are
near the target output values. One way to classify
learning rules is according to whether they require
an external trainer. Unsupervised learning (e.g.,
Hebbian learning) does not require an external
trainer or source of error signals. Supervised
learning, on the other hand, requires that something
outside the network indicate when its performance
is incorrect. The most popular supervised learning
rule currently in use is the backpropagation rule.
In backpropagation learning, the network’s

weights are initially set to random values (within
certain bounds). The network is then presented
with patterns from the training environment.
Given random weights, the network’s response will
likely be far from the intended mapping. The differ-
ence between the output and the target is computed
by the external trainer and used to send an error
signal backward through the network. As the signal
propagates, the weights between each layer are
adjusted by a slight amount. Over many train-
ing cycles, the network’s performance gradually
approaches the target. When the output is within
some criterion distance of the target, training ceases.
Since the error is being reduced gradually, back-
propagation is an instance of a gradient-descent
learning algorithm.
Backpropagation-trained networks have been

successful at performing in many domains, includ-
ing past-tense transformation of verbs, generation

of prototypes from exemplars, single word read-
ing, shape-from-shading extraction, visual object
recognition, modeling deficits arising in deep dys-
lexia, and more. Their formal properties are well
known. However, they suffer from a number of
problems. Among these is the fact that learning
via backpropagation is extremely slow, and in-
creasing the learning-rate parameter typically
results in overshooting the optimum weights for
solving the task.

Another problem facing feedforward networks
generally is that individual episodes of processing
inputs are independent of each other except for
changes in weights resulting from learning. But
often a cognitive agent is sensitive not just to what
it has learned over many episodes, but to what it
processed recently (e.g., the words prior to the pre-
ceding one). The primary way sensitivity to context
has been achieved in feedforward networks has been
to present a constantly moving window of input.
For example, in NETtalk, the input specified the
three phonemes before and three phonemes after
the one to be pronounced. But this solution is
clearly a kludge and suffers from the fact that it
imposes a fixed window. If sensitivity to the item
four back is critical to correct performance, the
network cannot perform correctly.

An alternative architecture that is increasingly
being explored is the simple recurrent network
(SRN) (Elman 1991). SRNs have both feedforward
and recurrent connections. In the standard model,
an input layer sends activity to a hidden layer,
which has two sets of outgoing connections: one
to other hidden layers and eventually on to the
output layer, and another to a specialized context
layer. The weights to the units in the context layer
enable it to construct a copy of the activity in the
hidden units. The activation over these units is then
treated as an additional input to the same hidden
units at the next temporal stage of processing. This
allows for a limited form of short-term memory,
since activity patterns that were present during the
previous processing cycle have an effect on the next
cycle. Since the activity on the previous cycle was
itself influenced by that on a yet earlier cycle, this
allows for memory extending over several previous
processing epochs (although sensitivity to more
than one cycle back will be diminished).

Once trained in a variation of backpropagation,
many SRNs are able to discover patterns in tempo-
rally ordered sets of events. Elman (1991) has
trained SRNs on serially presented words in an
attempt to teach them to predict the grammatical
category of the next word in a sentence. The net-
works can achieve fairly good performance at
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this task. Since the networks were never supplied
information about grammatical categories, this
suggests that they induced a representation of a
more abstract similarity among words than was
present in the raw training data. There are many
other kinds of neural network architecture. (For
further details on their properties and applications,
see Anderson 1995; Bechtel and Abrahamsen
2002.)

Connectionism and Symbolic Models

Within cognitive science, symbolic models of cog-
nition have constituted the traditional alternative
to connectionism. In symbolic models, the basic
representational units are symbols having both
syntactic form and typically an intuitive semantics
that corresponds to the elements picked out by
words of natural language. The symbols are dis-
crete and capable of combining to form complex
symbols that have internal syntactic structure. Like
the symbol strings used in formal logic, these com-
plex symbols exhibit variable binding and scope,
function-and-argument structure, cross-reference,
and so on. The semantics for complex symbols is
combinatorial: The meaning of a complex symbol
is determined by the meanings of its parts plus its
syntax. Finally, in symbolic models the dynamics of
the system are governed by rules that transform
symbols into other symbols by responding to their
syntactic or formal properties. These rules are
intended to preserve the truth of the structures
manipulated. Symbolic models are essentially
proof-theoretic engines.

Connectionist models typically contain units
that do not individually represent lexicalized se-
mantic contents. (What are called localist net-
works are an exception. In these, individual units
are interpretable as expressing everyday properties
or propositions. See Page 2000.) More comm-
only, representations with lexicalized content are
distributed over a number of units in a network
(Smolensky 1988). In a distributed scheme, individ-
ual units may stand for repeatable but nonlexica-
lized microfeatures of familiar objects, which are
themselves represented by vectors of such features.
In networks of significant complexity, it may be
difficult, if not impossible, to discern what content
a particular unit is carrying.

In networks, there is no clear analog to the sym-
bolicist’s syntactic structures. Units acquire and
transmit activation values, resulting in larger pat-
terns of coactivation, but these patterns of units do
not themselves syntactically compose. Also, there is
no clear program/data distinction in connectionist

systems. Whether a network is hand-wired or
trained using a learning rule, the modifications
are changes to the weights between units. The new
weight settings determine the future course of acti-
vation in the network and simultaneously consti-
tute the data stored in the network. There are no
explicitly represented rules that govern the system’s
dynamics.
Classical theorists (Fodor and Pylyshyn 1988)

have claimed that there are properties of cognition
that are captured naturally in symbolic models
but that connectionist models can capture them
only in an ad hoc manner, if at all. Among these
properties are the productivity and the systemati-
city of thought. Like natural language, thought is
productive, in that a person can think a potentially
infinite number of thoughts. For example, one can
think that Walt is an idiot, that Sandra believes
that Walt is an idiot, that Max wonders whether
Sandra believes that Walt is an idiot, and so on.
Thought is also systematic, in that a person who
can entertain a thought can also entertain many
other thoughts that are semantically related to it
(Cummins 1996). If a person can think that Rex
admires the butler’s courage, that person can also
think that the butler admires Rex’s courage. Any-
one who can think that dogs fear cats can think
that cats fear dogs, and so on. Unless each thought
is to be learned anew, these capacities need some
finite basis.
Symbolicists argue that this basis is composition-

ality: Thought possesses a combinatorial syntax
and semantics, according to which complex thou-
ghts are built up from their constituent concepts,
and those concepts completely determine the mean-
ing of a complex thought. The compositionality
of thought would explain both productivity and
systematicity. Grasping the meaning of a set of
primitive concepts and grasping the recursive
rules by which they can be combined is sufficient
for grasping the infinite number of thoughts that
the concepts and rules can generate. Similarly,
grasping a syntactic schema and a set of constituent
concepts explains why the ability to entertain one
thought necessitates the ability to entertain others:
Concepts may be substituted into any permissible
role slot in the schema.
The challenge symbolicists have put to con-

nectionists is to explain productivity and syste-
maticity in a principled fashion, without merely
implementing a symbolic architecture on top of
the connectionist network (for one such implemen-
tation, see Franklin and Garzon 1990). One option
that some connectionists pursue is to deny that
thought is productive or systematic, as symbolicists
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characterize these properties. For example, one
might deny that it is possible to think any system-
atically structured proposition. Although one can
compose the symbol string ‘‘The blackberry ate the
bear,’’ that does not entail that one is able to think
such a thought. But clearly much of thought exhi-
bits some degree of productivity and systematicity,
and it is incumbent on connectionists to offer some
account of how it is achieved.
Connectionists have advanced a number of pro-

posals for explaining productivity and syste-
maticity. Two of the most widely discussed are
Pollack’s recursive auto-associative memories
(RAAMs) and Smolensky’s tensor product net-
works (Pollack 1990; Smolensky, 1991). RAAMs
are easier to understand. An auto-associative net-
work is one trained to produce the same pattern
on the output layer as is present on the input layer.
If the hidden layer is smaller than the input and
output layers, then the pattern produced on the
hidden layer is a compressed representation of the
input pattern. If the input layer contains three
times the number of units as the hidden layer,
then one can treat the input activation as consisting
of three parts constituting three patterns (e.g., for
different words) and recursively compose the
hidden pattern produced by three patterns with
two new ones. In such an encoding, one is implicitly
ignoring the output units, but one can also ignore
the input units and supply patterns to the hidden
units, allowing the RAAM to generate a pattern on
the output units. What is interesting is that even
after several cycles of compression, one can, by
recursively copying the pattern on one-third of
the output units back onto the hidden units, re-
create with a fair degree of accuracy the original
input patterns.
If RAAMs are required to perform many cycles

of recursive encoding, the regeneration of the orig-
inal pattern may exhibit errors. But up to this
point, the RAAM has exhibited a degree of pro-
ductivity by composing representations of com-
plex structures from representations of their parts.
One can also use the compressed patterns in other
processing (e.g., to train another feedforward net-
work to construct the compressed representation
of a passive sentence from the corresponding ac-
tive sentence). RAAMs thus exhibit a degree of
systematicity. But the compressed representations
are not composed according to syntactic princi-
ples. Van Gelder (1990), accordingly, construes
them as manifesting functional, not explicit,
compositionality.
Symbolicists have rejected such functional

compositionality as inadequate for explaining

cognition. In many respects, this debate has
reached a standoff. In part its resolution will turn
on the issue posed earlier: To what degree do
humans exhibit productivity and systematicity?
But independently of that issue, there are serious
problems in scaling up from connectionist net-
works designed to handle toy problems to ones
capable of handling the sort of problems humans
deal with regularly (e.g., communicating in natural
languages). Thus, it is not clear whether solutions
similar to those employed in RAAMs (or in SRNs,
which also exhibit a degree of productivity and
systematicity) will account for human perfor-
mance. (Symbolic models have their own problems
in scaling, and so are not significantly better off in
practice.)

Connectionism and Dynamical Systems Theory

Although the conflict between connectionists and
symbolicists reached a stalemate in the 1990s, with-
in the broader cognitive science community a kind
of accord was achieved. Connectionist approaches
were added to symbolic approaches as parts of the
modeling toolkit. For some tasks, connectionist
models proved to be more useful tools than symbol-
ic models, while for others symbolic models
continued to be preferred. For yet other tasks, con-
nectionist models were integrated with symbolic
models into hybrids.

As this was happening, a new competitor
emerged on the scene, an approach to cognition
that challenged both symbolic and connectionist
modeling insofar as both took seriously that cogni-
tive activity involved the use of some form of repre-
sentation. Dynamical systems theory suggested that
rather than construing cognition as involving
syntactic manipulation of representations or pro-
cessing them through layers of a network, one
should reject the notion of representation altogeth-
er. The alternative that these critics advanced
was to characterize cognitive activity in terms of
a (typically small) set of variables and to formulate
(typically nonlinear) equations that would relate
the values of different variables in terms of how
they changed over time. In physics, dynamical sys-
tems theory provides a set of tools for understanding
the changes over time of such systems of variables.
For example, each variable can be construed as de-
fining a dimension in a multidimensional state space,
and many systems, although starting at different
points in this space, will settle onto a fixed point or
into a cycle of points. These points are known as
attractors, and the paths to them as the transients.
The structure of the state space can often be
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represented geometrically—for example, by showing
different basins, each of which represents starting
states that will end up in a different attractor.

Connectionist networks, especially those employ-
ing recurrent connections, are dynamical systems,
and some connectionist modelers have embraced
the tools of dynamical systems theory for describing
their networks. Elman (1991), for example, employs
such tools to understand how networks manage to
learn to respect syntactic categories in processing
streams of words. Others have made use of some of
the more exotic elements in dynamical systems the-
ory, such as activation functions that exhibit deter-
ministic chaos, to develop new classes of networks
that exhibit more complex and interesting patterns
of behavior than simpler networks (e.g., jumping
intermittently between two competing interpreta-
tions of an ambiguous perceptual figure such as
the duck-rabbit (see van Leeuwen, Verver, and
Brinkers 2000)). Some particularly extreme dynami-
cists, however, contend that once one has character-
ized a cognitive system in thisway, there is no further
point to identifying internal states as representations
and characterizing changes as operations on these
representations. Accordingly, they construe dyna-
mical systems theory as a truly radical paradigm
shift for cognitive science (van Gelder 1995).

This challenge has been bolstered by some nota-
ble empirical successes in dynamical systems mod-
eling of complex cognition and behavior. For
example, Busemeyer and Townsend (1993) offer a
model of decision under uncertainty, decision field
theory, that captures much of the empirical data
about the temporal course of decision making
using difference equations containing only seven
parameters for psychological quantities such as
attention weight, valence, preference, and so on.
Connectionist models, by contrast, have activation
state spaces of as many dimensions as they have
units. There are dynamical systems models of many
other phenomena, including coordination of finger
movement, olfactory perception, infants’ stepping
behavior, the control of autonomous robot agents,
and simple language processing. The relative sim-
plicity and comprehensibility of their models moti-
vates the antirepresentational claims advanced by
dynamical systems theorists.

There is reason, though, to question dynamical
systems theory’s more radical challenge to cogni-
tive modeling. One can accept the utility of char-
acterizing a system in terms of a set of equations
and portraying its transitions through a multidi-
mensional state space without rejecting the utility
of construing states within the system as represen-
tational and the trajectories through state space in

terms of transitions between representations. This
is particularly true when the system is carrying out
what one ordinarily thinks of as a complex reason-
ing task such as playing chess, where the task is
defined in terms of goals and the cognizer can be
construed as considering different possible moves
and their consequences. To understand why a cer-
tain system is able to play chess successfully, rather
than just recognizing that it does, the common
strategy is to treat some of its internal states as rep-
resenting goals or possible moves. Moreover, inso-
far as these internal states are causally connected
in appropriate ways, they do in fact carry informa-
tion (in what is fundamentally an informational-
theoretic sense, in which the state covaries with
referents external to the system), which is then
utilized by other parts of the system. In systems
designed to have them, these information-carrying
states may arise without their normal cause (as
when a frog is subjected to a laboratory with bul-
lets on a string moving in front of its eyes). In these
situations the system responds as it would if the
state were generated by the cause for which the
response was designed or selected. Such internal
states satisfy a common understanding of what a
representation is, and the ability to understand why
the system works successfully appeals to these
representations. If this construal is correct, then
dynamical systems theory is not an alternative to
connectionist modeling, but should be construed as
an extension of the connectionist toolkit (Bechtel
and Abrahamsen 2002).

Connectionism and Neuroscience

Connectionist models are often described as being
neurally inspired, as the term ‘‘artificial neural
networks’’ implies. More strongly, many connec-
tionists have claimed that their models enjoy a
special sort of neural plausibility. If there is a signif-
icant similarity between the processing in ANNs
and the activity in real networks of neurons, this
might support connectionism for two reasons.
First, since the cognitive description of the system
closely resembles the neurobiological description, it
seems that connectionist models in psychology
have a more obvious account about how the mind
might supervene on the brain than do symbolic
models (see Supervenience). Second, connectionist
models might provide a fairly direct characteriza-
tion of the functioning of the neural level itself
(e.g., the particular causal interactions among neu-
rons). This functioning is not easily revealed by
many standard neuroscience methods. For exam-
ple, localization of mental activity via functional
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magnetic resonance imaging can indicate which
brain regions are preferentially activated during
certain tasks, but this alone does not give informa-
tion about the specific computations being carried
out within those regions. Connectionist modeling
of brain function thus might supplement other
neurobiological techniques.
This strategy can be illustrated within the domain

of learning andmemory.Neuropsychological studies
suggest that the destruction of structures in the medi-
al temporal lobes of the brain, especially the hippo-
campus, results in a characteristic pattern ofmemory
deficits. These include (i) profound anterograde am-
nesia for information presented in declarative or ver-
bal form, such as arbitrary paired associates, as well
as memory for particular experienced events more
generally (episodic memory); (ii) preserved implicit
memory for new information, such as gradually ac-
quired perceptual-motor skills; and (iii) retrograde
amnesia for recently acquired information, with rel-
ative preservation of memories farther back in time.
This triad of deficits was famously manifested by
H.M., a patient who underwent bilateral removal of
sections of his medial temporal lobes in the early
1950s in order to cure intractable epilepsy. Since
H.M., this pattern of deficits has been confirmed in
other human and animal studies.
McClelland, McNaughton, and O’Reilly (1995)

offer an explanation of these deficits based on conne-
ctionist principles. One feature of backpropagation-
trained networks is that once they are trained on
one mapping, they cannot learn another mapping
without ‘‘unlearning’’ the previously stored knowl-
edge. This phenomenon is known as catastrophic
interference. However, catastrophic interfence can
be overcome if, rather than fully training a network
on one mapping, then training it on another, the
training sets are interleaved so that the network is
exposed to both mappings in alternation. When
the training environment is manipulated in this
way, the network can learn both mappings without
overwriting either one.
As a model of all learning and memory, this

technique suffers from being slow and reliant on a
fortunate arrangement of environmental con-
tingencies. However, McClelland et al. (1995) sug-
gest that learning in the neocortex may be
characterized by just such a process, if there is a
neural mechanism that stores, organizes, and pre-
sents appropriately interleaved stimuli to it. They
conjecture that this is the computational function
of the hippocampus. Anatomically, the hippo-
campus receives convergent inputs from many
sensory centers and has wide-ranging efferent con-
nections to the neocortex. The pattern of deficits

resulting from hippocampal lesions could be
explained on the assumption that the hippocampus
has a method of temporarily storing associations
among stimuli without catastrophic interference.
Ablation of the hippocampus results in antero-
grade amnesia for arbitrary associations and de-
clarative information because the neocortex alone
is incapable of learning these without the appro-
priately interleaved presentation. Implicit learning
is preserved because it does not require rapid inte-
gration of many disparate representations into a
single remembered experience; further, it typically
takes many trials for mastery, as is also the case
with backpropagation learning. Finally, the tem-
porally graded retrograde amnesia is explained by
the elimination of memory traces that are tem-
porarily stored in the hippocampus itself. Older
memories have already been integrated into the
neocortex, and hence are preserved.

McClelland et al. (1995) did not model the hip-
pocampus directly; rather, they implemented it as a
black box that trained the neocortical network
according to the interleaving regimen. Others
have since presented more elaborate models.
Murre, Graham, and Hodges (2001) have imple-
mented a system called TraceLink that features a
network corresponding to a simplified single-layer
hippocampus, the neocortex, and a network of
neuromodulatory systems (intended to correspond
to the basal forebrain nuclei). TraceLink accounts
for the data reviewed by McClelland et al. (1995),
and also predicts several phenomena associated
with semantic dementia. Other models incor-
porating a more elaborate multilayer hippocampal
network have been presented by Rolls and Treves
(1998) and O’Reilly and Rudy (2001). These mod-
els collectively support the general framework set
out by McClelland et al. (1995) concerning the
computational division of labor between the hippo-
campus and the neocortex in learning and memory.

These studies of complementary learning systems
suggest a useful role for network-based modeling in
neuroscience. However, this role is presently limit-
ed in several crucial respects. The models currently
being offered are highly impoverished compared
with the actual complexity of the relevant neuro-
biological structures. Assuming that these net-
works are intended to capture neuron-level
interactions, they are several orders of magnitude
short of the number of neurons and connections in
the brain. Further, the backpropagation rule itself
is biologically implausible if interpreted at the neu-
ronal level, since it allows individual weights to
take on either positive or negative values, while
actual axonal connections are either excitatory or
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inhibitory, but never both. There is no network
model that captures all of the known causal prop-
erties of neurons, even when the presence of glial
cells, endocrine regulators of neural function, and
other factors are abstracted away.

A common response to these objections is to
interpret networks as describing only select pat-
terns of causal activity among large populations
of neurons. In many cases, this interpretation is
appropriate. However, there are many kinds of
network models in neuroscience, and they can be
interpreted as applying to many different levels of
organization within the nervous system, including
individual synaptic junctions on dendrites, particu-
lar neurons within cortical columns, and interac-
tions at the level of whole neural systems. No single
interpretation appears to have any special priority
over the others. The specific details of the network
architecture are dictated in most cases by the par-
ticular level of neural analysis being pursued, and
theorists investigate multiple levels simultaneously.
There are likely to be at least as many distinct kinds
of possible connectionist models in neuroscience as
there are distinct levels of generalization within the
nervous system.

Conclusions

At the beginning of this article, the question was
asked whether connectionism is best thought of as
a research program, a modeling tool, or something
in between. Considering the many uses to which
networks have been put, and the many disciplines
that have been involved in cataloguing their proper-
ties, it seems unlikely that there will be any common
unity of methods, heuristics, principles, etc., among
them. Ask whether a neuroscientist using networks
to model the development of receptive fields in the
somatosensory systemwould have anything in com-
mon with a programmer training a network to take
customers’ airline reservations. Each of these might
be a neural network theorist, despite having nothing
significant in common besides the formal apparatus
they employ. Across disciplines, then, connection-
ism lacks the characteristic unity one would expect
from a research program.

The question may be asked again at the level of
each individual discipline. This article has not sur-
veyed every field in which networks have played a
significant role but has focused on their uses in
artificial intelligence, psychology, and neurosci-
ence. Even within these fields, the characteristic
unity of a research program is also largely absent,
if one takes into account the diverse uses that are
made of networks.

In psychology, for instance, there are some con-
nectionists who conceive of their models as
providing a theory of how mental structures might
functionally resemble, and therefore plausibly su-
pervene on, the organization of large-scale neuronal
structures (see Psychology). However, there are just
as many theorists who see their work as being only,
in some quite loose sense, neurally inspired. The
organization of the NETtalk network is not partic-
ularly neurally plausible, since it posits a simple
three-layered linear causal process leading from
the perception of letters to the utterance of pho-
nemes. Being a connectionist in psychology does
not appear to require agreement on the purpose of
the models used or the possible data (e.g., neurobi-
ological) that might confirm or disconfirm them.
This is what one might expect of a tool rather than
a research program.
It is perhaps ironic that this state of affairs was

predicted by Rumelhart, one of the theorists who
revitalized connectionism during the 1980s. In a
1993 interview, Rumelhart claimed that as networks
becomemore widely used in a number of disciplines,
‘‘there will be less and less of a core remaining for
neural networks per se andmore of, ‘Here’s a person
doing good work in [her] field, and [she’s] using
neural networks as a tool’ ’’ (Anderson and Rosen-
feld 1998, 290). Within the fields, in turn, network
modeling will ‘‘[d]isappear as an identifiable sepa-
rate thing’’ and become ‘‘part of doing science or
doing engineering’’ (291). Such a disappearance,
however, may not be harmful. Connectionist net-
works, like other tools for scientific inquiry, are to
be evaluated by the quality of the results they pro-
duce. In this respect, they have clearly proven them-
selves a worthy, and sometimes indispensible,
component of research in an impressive variety of
disciplines.

DAN WIESKOPF
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CONSCIOUSNESS

Consciousness is extremely familiar, yet it is at the
limits—beyond the limits, some would say—of
what one can sensibly talk about or explain. Per-
haps this is the reason its study has drawn contri-
butions from many fields, including psychology,
neuroscience, philosophy, anthropology, cultural
and literary theory, artificial intelligence, physics,
and others. The focus of this article is on the vari-
eties of consciousness, different problems that have
been raised about these varieties, and prospects for
progress on these problems.

Varieties of Consciousness

Creature Versus State Consciousness
One attributes consciousness both to people

and to their psychological states. An agent can be
conscious (as opposed to unconscious), and that

agent’s desire for a certain emotional satisfaction
might be unconscious (as opposed to conscious).
Rosenthal (1992) calls the former creature con-
sciousness and the latter state consciousness. Most,
but not all, discussion of consciousness in the
contemporary literature concerns state conscious-
ness rather than creature consciousness. Rosenthal
(1992) goes on to propose an explanation of state
consciousness in terms of creature consciousness,
according to which a state is conscious just in case
an agent who is in the state is conscious of it—
but this proposal has proved controversial (e.g.,
Dretske 1993).

Essential Versus Nonessential Consciousness
Focusing on conscious states, one may distin-

guish those that are essentially conscious from

CONNECTIONISM

158



those that are (or might be) conscious but not
essentially so. The distinction is no doubt vague,
but, to a first approximation, a state is essentially
conscious just in case being in the state entails that
it is conscious, and is not essentially conscious just
in case this is not so.

Sensations are good candidates for states that
are essentially conscious. If an agent is in pain,
this state would seem to be conscious. (This is not
to deny that the agent might fail to attend to it.)
Beliefs, knowledge, and other cognitive states are
good candidates for states that might be conscious
but not essentially so. One may truly say that an
agent knows the rules of his language even though
this knowledge is unconscious. Perception presents
a hard case, as is demonstrated by the phenomenon
of blindsight, in which subjects report that they do
not see anything in portions of the visual field and
yet their performance on forced-choice tasks sug-
gests otherwise (Weiskrantz 1986). Clearly some
information processing is going on in such cases,
but it is not obvious that what is going on is properly
described as perception, or at least as perceptual
experience. It is plausible to suppose that indecision
about how to describe matters here derives in part
from indecision about whether perceptual states or
experiences are essentially conscious.

Transitive Versus Intransitive Consciousness
In the case of creature consciousness, one may

speak of someone’s being conscious simpliciter and
of someone’s being conscious of something or other.
Malcolm calls the first ‘‘intransitive’’ and the second
‘‘transitive’’ consciousness (e.g., Armstrong and
Malcolm 1984). To say that a person is conscious
simpliciter is a way of saying that the person is
awake or alert. So the study of creature intransitive
consciousness may be assimilated to the study of
what it is to be alert. The denial of consciousness
simpliciter does not entail a denial of psychological
states altogether. If an agent is fast asleep on a
couch, one may truly say both that the agent is
unconscious and that the agent believes that snow
is white. Humphrey (1992) speculates that the
notion of intransitive consciousness is a recent
one, perhaps about 200 years old, but presumably
people were on occasion intransitively conscious
(i.e., alert or awake) prior to that date.

To say that a person is conscious of something
seems to be a way of saying that the person knows
or has beliefs about that thing. To say that one is
conscious of a noise overhead is to say that one
knows there is a noise overhead, though perhaps
with the accompanying implication that one knows

this only vaguely. So the study of creature trans-
itive consciousness may be assimilated to the study
of knowledge or beliefs. It is sometimes suggested
that ‘‘consciousness’’ and ‘‘awareness’’ are syno-
nyms. This is true only on the assumption that
what is intended is creature transitive conscious-
ness, since awareness is always by someone of
something.

Intentional Versus Nonintentional Consciousness
While the transitive/intransitive distinction has

no obvious analogue in the case of state conscious-
ness—a state is not itself awake or alert, nor is it
aware of anything—a related distinction is that
between intentional and nonintentional conscious
states. An intentional conscious state is of some-
thing in the sense that it represents the world as
being a certain way—such states exhibit ‘‘inten-
tionality,’’ to adopt the traditional word. A non-
intentional conscious state is a state that does not
represent the world as being in some way. It is
sometimes suggested that bodily sensations (itches,
pains) are states of this second kind, while percep-
tual experiences (seeing a blue square on a red
background) are cases of the first. But the matter
is controversial given that to have a pain in one’s
foot seems to involve among other things re-
presenting one’s foot as being in some condition
or other, a fact that suggests that even here there
is an intentional element in consciousness (see
Intentionality).

Phenomenal Versus Access Consciousness
Block (1995) distinguishes two kinds of state

consciousness: phenomenal consciousness and ac-
cess consciousness. The notion of a phenomenally
conscious state is usually phrased in terms of
‘‘What is it like . . . ?’’ (e.g., Nagel 1974, ‘‘What is
it like to be a bat?’’). For a state to be phenome-
nally conscious is for there to be something it is
akin to being, in that state. In the philosophical
literature, the terms ‘‘qualia,’’ ‘‘phenomenal char-
acter,’’ and ‘‘experience’’ are all used as rough syn-
onyms for phenomenal consciousness in this sense,
though unfortunately there is no terminological
consensus here.
For a state to be access conscious is, roughly, for

the state to control rationally, or be poised to
control rationally, thought and behavior. For crea-
tures who have language, access consciousness
closely correlates with reportability, the ability to
express the state at will in language. Block suggests,
among other things, that a state can be phenome-
nally conscious without its being access conscious.
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For example, suppose one is engaged in intense
conversation and becomes aware only at noon
that there is a jackhammer operating outside—at
five to twelve, one’s hearing the noise is phenome-
nally conscious, but it is not access conscious.
Block argues that many discussions both in
the sciences and in philosophy putatively about
phenomenal consciousness are in fact about access
consciousness. Block’s distinction is related to one
made by Armstrong (1980) between experience and
consciousness. For Armstrong, consciousness is at-
tentional: A state is conscious just in case one
attends to it. However, since one can have an expe-
rience without attending to it, it is possible to
divorce experience and consciousness in this sense.
Within the general concept of access consci-

ousness, a number of different strands may be
distinguished. For example, an (epistemologically)
normative interpretation of the notion needs to be
separated from a nonnormative one. In the former
case, the mere fact that one is in an access-conscious
state puts one in a position to know or justifiably
believe that one is; in the latter, being in an access-
conscious state prompts one to think or believe that
one is—here there is no issue of epistemic appraisal
(see Epistemology). Further, an actualist interpre-
tation of the notion needs to be separated from a
counterfactual one. In the former case, what is
at issue is whether one does know or think that
one is in the state; in the latter, what is at issue is
whether one would, provided other cognitive con-
ditions were met. Distinguishing these various
notions leads naturally into other issues. For exam-
ple, consider the claim that it is essentially true of
all psychological states that if one is in them, one
would know that one is, provided one reflects and
has the relevant concepts. That is one way of
spelling out the Cartesian idea (recently defended
by Searle [1992]) that the mind is ‘‘transparent’’ to
itself.
There are hints both in Block (1995) and in

related discussion (e.g., Davies and Humphreys
1993) that the phenomenal/access distinction is in
(perhaps rough) alignment with both the intention-
al/nonintentional and the essential/nonessential
distinction. The general idea is that phenomenally
conscious states are both essentially so and nonin-
tentional, while access-conscious states are neither.
In view of the different interpretations of access
consciousness, however, it is not clear that this is
so. Psychological states might well be both essen-
tially access conscious and phenomenally con-
scious. And, as indicated earlier, perhaps all
conscious states exhibit intentionality in some
form or other.

Self-Consciousness
Turning back from state consciousness to crea-

ture consciousness, a notion of importance here is
self-consciousness, i.e., one’s being conscious of
oneself as an agent or self or (in some cases) a
person. If to speak of a creature’s being ‘‘conscious’’
of something is to speak about knowledge or
beliefs, to attribute self-consciousness is to attri-
bute to a creature knowledge or beliefs that the
creature is a self or an agent. This would presum-
ably require significant psychological complexity
and perhaps cultural specificity. Proposals like
those of Jaynes (1976) and Dennett (1992)—that
consciousness is a phenomenon that emerges only
in various societies—are best interpreted as con-
cerning self-consciousness in this sense, which
becomes more natural the more one complicates
the underlying notion of self or agent. (Parallel
remarks apply to any notion of group conscious-
ness, assuming such a notion could be made clear.)

Problems of Consciousness

If these are the varieties of consciousness, it is easy
enough to say in general terms what the pro-
blems of consciousness are, i.e., to explain or un-
derstand consciousness in all its varieties. But
demands for explanation mean different things to
different people, so the matter requires further
examination.

To start with, one might approach the issue from
an unabashedly scientific point of view. Conscious-
ness is a variegated phenomenon that is a pervasive
feature of the mental lives of humans and other
creatures. It is desirable to have an explanation of
this phenomenon, just as it is desirable to have an
explanation of the formation of the moon, or the
origin of HIV/AIDS. Questions that might be
raised in this connection, and indeed have been
raised, concern the relation of consciousness to
neural structures (e.g., Crick and Koch 1998), the
evolution of consciousness (e.g., Humphrey 1992),
the relation of consciousness to other psychological
capacities (e.g., McDermott 2001), the relation of
consciousness to the physical and social environ-
ment of conscious organisms (e.g., Barlow 1987),
and relations of unity and difference among con-
scious states themselves (e.g., Bayne and Chalmers
2003).

The attitude implicit in this approach—that con-
sciousness might be studied like other empirical
phenomena—is attractive, but there are at least
four facts that need to be confronted before it can
be completely adopted:
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1. No framework of ideas has as yet been
worked out within which the study of con-
sciousness can proceed. Of course, this does
not exclude the possibility that such a frame-
work might be developed in the future, but it
does make the specific proposals (such as that
of Crick and Koch 1998) difficult to evaluate.

2. In the past, one of the main research tasks in
psychology and related fields was to study
psychological processes that were not con-
scious. This approach yielded a number of
fruitful lines of inquiry—for example, Noam
Chomsky’s (1966) idea that linguistic knowl-
edge is to be explained by the fact that people
have unconscious knowledge of the rules of
their language—but will presumably have to
be abandoned when it comes to consciousness
itself.

3. As Block (1995) notes, the standard concept
of consciousness seems to combine a number
of different concepts, which in turn raises the
threat that consciousness in one sense will be
confused with consciousness in another.

4. The issue of consciousness is often thought to
raise questions of a philosophical nature, and
this prompts further questions about whether
a purely scientific approach is appropriate.

What are the philosophical aspects of the issue of
consciousness? In the history of the subject, the
issue of consciousness is usually discussed in the
context of another, the traditional mind–body
problem. This problem assumes a distinction be-
tween two views of human beings: the materialist
or physicalist view, according to which human
beings are completely physical objects; and the
dualist view, according to which human beings
are a complex of both irreducibly physical and
irreducibly mental features. Consciousness, then,
emerges as a central test case that decides the
issue. The reason is that there are a number of
thought experiments that apparently make it plau-
sible to suppose that consciousness is distinct from
anything physical. An example is the inverted spec-
trum hypothesis, in which it is imagined that two
people might be identical except for the fact that
the sensation provoked in one when looking at
blood is precisely the sensation provoked in the
other when looking at grass (Shoemaker 1981). If
this hypothesis represents a genuine possibility, it is
a very short step to the falsity of physicalism,
which, setting aside some complications, entails
that if any two people are identical physically, they
are identical psychologically. On the other hand, if
the inverted spectrum is possible, then two people

identical physically may yet differ in respect of
certain aspects of their conscious experience, and
so differ psychologically. In short, physicalists are
required to argue that the inverted spectrum hy-
pothesis does not represent a genuine possibility.
And this places the issue of consciousness at the
heart of the mind–body problem.
In contemporary philosophy of mind, the tradi-

tional mind–body problem has been severely criti-
cized. First, most contemporary philosophers do
not regard the falsity of physicalism as a live option
(Chalmers [1996] is an exception), so it seems absurd
to debate something one already assumes to be true.
Second, some writers argue that the very notions
within which the traditional mind–body problem is
formed aremisguided (Chomsky 2000). Third, there
are serious questions about the legitimacy of
supposing that reflection of possible cases such as
the inverted spectrum could even in principle decide
the question of dualism or materialism, which are
apparently empirical, contingent claims about the
nature of the world (Jackson 1998).
As a result of this critique, many philosophers

reject the mind–body problem in its traditional
guise. However, it is mistaken to infer from this
that concern with the inverted spectrum and related
ideas has likewise been rejected. Instead, the theo-
retical setting of these arguments has changed. For
example, in contemporary philosophy, the inverted
spectrum often plays a role not so much in the
question of whether physicalism is true, but rather
in questions about whether phenomenal conscious-
ness is in principle irreducible or else lies beyond
the limits of rational inquiry. The impact of philo-
sophical issues of this kind on a possible science of
consciousness is therefore straightforward.
In the philosophical debates just alluded to, the

notion of consciousness at issue is phenomenal
consciousness. In other areas of philosophy, other
notions are more prominent. In epistemology,
for example, an important question concerns the
intuitive difference between knowledge of one’s
own mental states—which seems in a certain sense
privileged or direct—and knowledge of the external
world, including the minds of others. This question
has been made more acute by the impact of exter-
nalism, the thesis that one’s psychological states
depend constitutively on matters external to the
subject, factors for which direct knowledge is not
plausible (Davies 1997). Presumably these issues
will be informed by the study of access conscious-
ness. Similarly, in discussions of the notion of per-
sonal identity and related questions about how and
why persons are objects of special moral concern,
the notion of self-consciousness plays an important
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role. One might also regard both access consci-
ousness and self-consciousness as topics for
straightforward scientific study.

Prospects for Progress

Due to the influence of positivist and postpositivist
philosophy of science in the twentieth century, it
was at one time common to assume that some or all
questions of consciousness were pseudo-questions.
Recently it has been more common to concede that
the questions are real enough. But what are the
chances of progress here?
In light of the multifariousness of the issues, a

formulaic answer to this question would be inap-
propriate. Access consciousness seems to be a mat-
ter of information processing, and there is reason
to suppose that such questions might be addressed
using contemporary techniques. Hence, many wri-
ters (e.g., Block 1995) find grounds for cautious
optimism here, though this might be tempered
depending on whether access consciousness is con-
strued as involving a normative element. In the case
of self-consciousness, the issue of normativity is
also present, and there is the added complication
that self-consciousness is partly responsive to ques-
tions of social arrangements and their impact on
individual subjects.
But it is widely acknowledged that the hardest

part of the issue is phenomenal consciousness. Here
the dominant strategy has been an indirect one of
attempting to reduce the overall number of pro-
blems. One way to implement this strategy is to
attempt to explain the notion of phenomenal con-
sciousness in terms of another notion, say, access
consciousness or something like it. Some philoso-
phers suggest that puzzlement about phenomenal
consciousness is a cognitive illusion, generated by a
failure to understand the special nature of concepts
of phenomenal consciousness, and that once this
puzzlement is dispelled, the way will be clear for a
straightforward identification of phenomenal and
access consciousness (e.g., Tye 1999). Others argue
that discussions of phenomenal consciousness ne-
glect the extent to which conscious states involve
intentionality, and that once this is fully appre-
ciated there is no bar to adopting the view that
phenomenal consciousness is just access conscious-
ness (e.g., Carruthers 2000).
The attractive feature of these ideas is that, if

successful, they represent both philosophical and
scientific progress. But the persistent difficulty is
that the proposed explanations are unpersua-
sive. It is difficult to rid oneself of the feeling that
what is special about concepts of phenomenal

consciousness derives from only what it is that
they are concepts of, and this makes it unlikely
that the puzzles of phenomenal consciousness are
an illusion. And, while it is plausible that phenom-
enally conscious states are intentional, emphasizing
this fact will not necessarily shed light on the issue,
for the intentionality of phenomenal conscious-
ness might be just as puzzling as phenomenal
consciousness itself.

However, even if one agrees that phenomenal
consciousness represents a phenomenon distinct
from these other notions, and therefore requires a
separate approach, there is still a way in which one
might seek to implement the strategy of reducing
the number of problems, for, as noted earlier, phe-
nomenal consciousness is thought to present both a
philosophical and a scientific challenge. But what is
the relation between these two issues? It is common
to assume that the philosophical problem needs to
be removed before one can make progress on the
science. But perhaps the reverse is true. If the phil-
osophical problems can be seen to be a reflection
partly of ignorance in the scientific domain, there is
no reason to regard them as a further impediment
to scientific study. This might not seem like much
of an advance. But the study of consciousness has
been hampered by the feeling that it presents a
problem of a different order from more straightfor-
ward empirical problems. In this context, to com-
bat that assumption is to move forward, though
slowly.

DANIEL STOLJAR
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CONSERVATION BIOLOGY

Conservation biology emerged in the mid-1980s as
a science devoted to the conservation of biological
diversity, or biodiversity. Its emergence was preci-
pitated by a widespread concern that anthro-
pogenic development, especially deforestation in
the tropics (Gómez-Pompa, Vázquez-Yanes, and
Guevera 1972), had created an extinction crisis: a
significant increase in the rate of species extinction
(Soulé 1985). From its beginning, the primary ob-
jective of conservation biology was the design of
conservation area networks (CANs), such as na-
tional parks, nature reserves, and managed-use
zones that protect areas from anthropogenic
transformation.

Conservation biology, then, is a normative disci-
pline, in that it is defined in terms of a practical
goal in addition to the accumulation of knowledge
about a domain of nature. In this respect, it is
analogous to medicine (Soulé 1985). Like medi-
cine, conservation biology performs its remedial
function in two ways: through intervention (for
example, when conservation plans must be
designed for species at risk of imminent extinction)
and through prevention (for example, when plans
are designed to prevent decline in species numbers
long before extinction is imminent).

The normative status of conservation biology
distinguishes it from ecology, which is not defined
in terms of a practical goal (see Ecology). More-
over, besides using the models and empirical results
of ecology, conservation biology also draws upon
such disparate disciplines as genetics, computer
science, operations research, and economics in de-
signing and implementing CANs. Each of these
fields contributes to a comprehensive framework
that has recently emerged about the structure of
conservation biology (see ‘‘The Consensus Frame-
work’’ below).
Different views about the appropriate target of

conservation have generated distinct methodologies
within conservation biology. How ‘biodiversity’ is
defined and, correspondingly, what conservation
plans are designed will partly reflect ethical views
about what features of the natural world are valu-
able (Norton 1994; Takacs 1996). There exists,
therefore, a close connection between conservation
biology and environmental ethics.

The Concept of Biodiversity

‘Biodiversity’ is typically taken to refer to diversity
at all levels of biological organization: molecules,
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cells, organisms, species, and communities (e.g.,
Meffe and Carroll 1994). This definition does not,
however, provide insight into the fundamental goal
of conservation biology, since it refers to all
biological entities (Sarkar and Margules 2002).
Even worse, this definition does not exhaust all
items of biological interest that are worth preserv-
ing: Endangered biological phenomena, such as the
migration of the monarch butterfly, are not includ-
ed within this definition (Brower and Malcolm
1991). Finally, since even a liberally construed no-
tion of biodiversity does not capture the ecosystem
processes that sustain biological diversity, some
have argued that a more general concept of bio-
logical integrity, incorporating both diversity of
entities and the ecological processes that sustain
them, should be recognized as the proper focus of
conservation biology (Angermeier and Karr 1994).
In response to these problems, many conserva-

tion biologists have adopted a pluralistic approach
to biodiversity concepts (Norton 1994; Sarkar and
Margules 2002; see, however, Faith [2003], who
argues that this ready acceptance of pluralism
confuses the [unified] concept of biodiversity with
the plurality of different conservation strategies).
Norton (1994), for example, points out that any
measure of biodiversity presupposes the validity
of a specific model of the natural world. The exis-
tence of several equally accurate models ensures the
absence of any uniquely correct measure. Thus, he
argues, the selection of a biodiversity measure
should be thought of as a normative political deci-
sion that reflects specific conservation values and
goals. Sarkar and Margules (2002) argue that the
concept of biodiversity is implicitly defined by the
specific procedure employed to prioritize places for
conservation action (see ‘‘Place Prioritization’’
below). Since different contexts warrant differ-
ent procedures, biodiversity should similarly be
understood pluralistically.

Two Perspectives

Throughout the 1980s and early 90s, the discipline
was loosely characterized by two general ap-
proaches, which Caughley (1994) described as the
‘‘small-population’’ and ‘‘declining-population’’
paradigms of conservation. Motivated significantly
by the legal framework of the Endangered Species
Act of 1973 and the National Forest Management
Act of 1976, the small-population paradigm origi-
nated and was widely adopted in the United States
(Sarkar 2005). It focused primarily on individual
species threatened by extinction. By analyzing their

distributions and habitat requirements, conservat-
ion biologists thought that ‘‘minimum viable popu-
lations’’ could be demonstrated, that is, population
sizes below which purely stochastic processes
would significantly increase the probability of ex-
tinction (see ‘‘Viability Analysis’’ below). It quickly
became clear, however, that this methodology was
inadequate. It required much more data than could
be feasibly collected for most species (Caughley
1994) and, more importantly, failed to consider
the interspecies dynamics essential to most species’
survival (Boyce 1992).

Widely followed in Australia, the declining-
population paradigm focused on deterministic,
rather than stochastic, causes of population decline
(Sarkar 2005). Unlike the small-population para-
digm, its objective was to identify and eradicate
these causes before stochastic effects became signif-
icant. Since the primary cause of population decline
was, and continues to be, habitat loss, conservation
biologists, especially in Australia, became princi-
pally concerned with protecting the full comple-
ment of regional species diversity and required
habitat within CANs. With meager monetary
resources for protection, conservation biologists
concentrated on developing methods that identified
representative CANs in minimal areas (see ‘‘Place
Prioritization’’ below).

The Consensus Framework

Recently, a growing consensus about the structure
of conservation biology has emerged that combines
aspects of the small-population and declining-
population paradigms into a framework that em-
phasizes the crucial role computer-based place
prioritization algorithms play in conservation
planning (Margules and Pressey 2000; Sarkar
2005). The framework’s purpose is to make conser-
vation planning more systematic, thereby replacing
the ad hoc reserve design strategies often employed
in real-world planning in the past. It focuses on
ensuring the adequate representation and persis-
tence of regional biodiversity within the socioeco-
nomic and political constraints inherent in such
planning.

Place Prioritization

The first CAN design methods, especially within
the United States, relied almost exclusively on is-
land biogeography theory (MacArthur and Wilson
1967) (see Ecology). It was cited as the basis for
geometric design principles intended to minimize
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extinction rates in CANs as their ambient regions
were anthropogenically transformed (Diamond
1975). Island biogeography theory entails that the
particular species composition of an area is con-
stantly changing while, at an equilibrium between
extinction and immigration, its species richness
remains constant. The intention behind design
principles inspired by the theory, therefore, was to
ensure persistence of the maximum number of spe-
cies, not the specific species the areas currently
contained. However, incisive criticism of the theory
(Gilbert 1980; Margules, Higgs, and Rafe 1982)
convinced many conservation biologists, especially
in Australia, that representation of the specific spe-
cies that areas now contain, rather than the persis-
tence of the greatest number of species at some
future time, should be the first goal of CAN design.
Computer-based place prioritization algorithms
supplied a defensible methodology for achieving
the first goal and an alternative to the problematic
reliance on island biogeography theory in CAN
design.

Place prioritization involves solving a resource
allocation problem. Conservation funds are usually
significantly limited and priority must be given to
protecting some areas over others. The Expected
Surrogate Set Covering Problem (ESSCP) and the
Maximal Expected Surrogate Covering Problem
(MESCP) are two prioritization problems typically
encountered in biodiversity conservation planning
(Sarkar 2004). Formally, consider a set of indi-
vidual places called cells fcj : j ¼ 1; . . . ; ng; cell
areas faj : j ¼ 1; . . . ; ng; biodiversity surrogates
L ¼ fsi : i ¼ 1; . . . ;mg; representation targets, one
for each surrogate fti : i ¼ 1; . . . ;mg; probabilities
of finding si at cj fpij : i ¼ 1; . . . ;m; j ¼ 1; . . . ; ng;
and two indicator variables Xj( j ¼ 1; . . . ; nÞ and
Yiði ¼ 1; . . . ;mÞ defined as follows:

Xj ¼ 1; if cj 2 G;
0; otherwise;

�

Yi ¼
1; if

X
cj2G

pij > ti;

0; otherwise:

8<
:

ESSCP is the problem:

Minimize
Xn
j¼1

ajXj such that
Xn
j¼1

Xjpij � ti f

or 8si 2 L:

Informally, find the set of cells G with the smal-
lest area such that every representation target is
satisfied. MESCP is the problem:

Maximize
Xm
i¼1

Yi such that
Xn
j¼1

Xj ¼ M;

where M is the number of protectable cells. Infor-
mally, given the opportunity to protect M cells,
find those cells that maximize the number of repre-
sentation targets satisfied.
The formal precision of these problems allows

them to be solved computationally with heuristic
or exact algorithms (Margules and Pressey 2000;
Sarkar 2005). Exact algorithms, using mixed integer
linear programming, guarantee optimal solutions:
the smallest number of areas satisfying the problem
conditions. Since ESSCP andMESCP are NP hard,
however, exact algorithms are computationally in-
tractable for practical problems with large datasets.
Consequently, most research focuses on heuristic
algorithms that are computationally tractable for
largedatasets butdonotguaranteeminimal solutions.
The most commonly used heuristic algorithms are

‘‘transparent,’’ so called because the exact criterion
by which each solution cell is selected is known.
These algorithms select areas for incorporation
into CANs by iteratively applying a hierarchical set
of conservation criteria, such as rarity, richness, and
complementarity. Rarity, for example, requires selec-
ting the cell containing the region’smost infrequently
present surrogates, which ensures that endemic taxa
are represented. The criterion most responsible for
the efficiency of transparent heuristic algorithms is
complementarity: Select subsequent cells that com-
plement those already selected by adding the most
surrogates not yet represented (Justus and Sarkar
2002). In policymaking contexts, transparency facil-
itates more perspicuous negotiations about compet-
ing land uses, which constitutes an advantage over
nontransparent heuristic prioritization procedures
such as those based on simulated annealing.
Methodologically, the problem of place prioriti-

zation refocused theoretical research in conserva-
tion biology from general theories to algorithmic
procedures that require geographically explicit data
(Sarkar 2004). In contrast to general theories,
which abstract from the particularities of individu-
al areas, place prioritization algorithms demon-
strated that adequate CAN design critically
depends upon these particularities.

Surrogacy

Since place prioritization requires detailed infor-
mation about the precise distribution of a region’s
biota, devising conservation plans for specific areas
would ideally begin with an exhaustive series of
field surveys. However, owing to limitations of

CONSERVATION BIOLOGY

165



time, money, and expertise, as well as geographical
and sociopolitical boundaries to fieldwork, such
surveys are usually not feasible in practice. These
limitations give rise to the problem of discovering a
(preferably small) set of biotic or abiotic land attri-
butes (such as subsets of species, soil types, vegeta-
tion types, etc.) the precise distribution of which is
realistically obtainable and that adequately repre-
sents biodiversity as such. This problem is referred
to as that of finding surrogates or ‘‘indicators’’ for
biodiversity (Sarkar and Margules 2002).
This challenge immediately gives rise to two im-

portant conceptual problems.Given the generality of
the concept of biodiversity as such, the first problem
concerns the selection of those entities that should be
taken to represent concretely biodiversity in a partic-
ular planning context. These entities will be referred
to as the true surrogate, or objective parameter, as it is
the parameter that one is attempting to estimate in
the field. Clearly, selection of the true surrogate is
partly conventional andwill depend largely on prag-
matic and ethical concerns (Sarkar and Margules
2002); in most conservation contexts the true surro-
gate will typically be species diversity, or a species at
risk. Once a set of true surrogates is chosen, the
set of biotic and/or abiotic land attributes that will
be tested for their capacity to represent the true
surrogates adequately must be selected; these are
estimator surrogates, or indicator parameters.
The second problem concerns the nature of the

relation of representation that should obtain be-
tween the estimator and the true surrogate: What
does ‘representation’mean in this context and under
what conditions can an estimator surrogate be said
to represent adequately a true surrogate? Once the
true and estimator surrogates are selected and a pre-
cise (operational) interpretation of representation is
determined, the adequacy with which the estimator
surrogate represents the true surrogate becomes an
empirical question. (Landres, Verner, and Thomas
[1988] discuss the import of subjecting one’s choice of
estimator surrogate to stringent empirical testing.)
Very generally, two different interpretations of

representation have been proposed in the conserva-
tion literature. The more stringent interpretation is
that the distribution of estimator surrogates should
allow one to predict the distribution of true surro-
gates (Ferrier andWatson 1997). The satisfaction of
this condition would consist in the construction of a
well-confirmed model from which correlations be-
tween a given set of estimator surrogates and a given
set of true surrogates can be derived. Currently such
models have met with only limited predictive suc-
cess; moreover, since such models can typically be
used to predict the distribution of only one surrogate

at a time, they are not computationally feasible for
practical conservation planning, which must devise
CANs to sample a wide range of regional biodiver-
sity. Fortunately, the solution to the surrogacy
problem does not in practice require predictions
of true-surrogate distributions.

A less stringent interpretation of representation
assumes only that the set of places prioritized on
the basis of the estimator surrogates adequately
captures true-surrogate diversity up to some speci-
fied target (Sarkar and Margules 2002). The ques-
tion of the adequacy of a given estimator surrogate
then becomes the following: If one were to con-
struct a CAN that samples the full complement of
estimator-surrogate diversity, to what extent does
this CAN also sample the full complement of true-
surrogate diversity? Several different quantitative
measurements can be carried out to evaluate this
question (Sarkar 2004). At present, whether ade-
quate surrogate sets exist for conservation planning
remains an open empirical question.

Viability Analysis

Place prioritization and surrogacy analysis help
identify areas that currently represent biodiversity.
This is usually not, however, sufficient for success-
ful biodiversity conservation. The problem is that
the biodiversity these areas contain may be in irre-
versible decline and unlikely to persist. Since princi-
ples of CANdesign inspired by island biogeography
theory were, by the late 1980s, no longer believed to
ensure persistence adequately, attention subse-
quently turned, especially in the United States, to
modeling the probability of population extinc-
tion. These principles became known as population
viability analysis (PVA).

PVA models focus primarily on factors affecting
small populations, such as inbreeding depression,
environmental and demographic stochasticity, ge-
netic drift, and spatial structure. Drift and
inbreeding depression, for example, may reduce
the genetic variation required for substantial evol-
vability, without which populations may be more
susceptible to disease, predation, or future environ-
mental change. PVA modeling has not, however,
provided a clear understanding of the general
import of drift and inbreeding depression to popu-
lation persistence in nature (Boyce 1992). Unfortu-
nately, this kind of problem pervades PVA. In a
trenchant review, for instance, Caughley (1994) con-
cluded that the predominantly theoretical work
done thus far in PVA had not been adequately
tested with field data and that many of the tests
that had been done were seriously flawed.
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Models used for PVA have a variety of different
structures and assumptions (see Beisinger and
McCullough 2002). As a biodiversity conservation
methodology, however, PVA faces at least three
general difficulties:

1. Precise estimation of parameters common to
PVA models requires enormous amounts of
quality field data, which are usually unavail-
able (Fieberg and Ellner 2000) and cannot be
collected, given limited monetary resources
and the imperative to take conservation action
quickly. Thus, with prior knowledge being
uncommon concerning what mechanisms are
primarily responsible for a population’s dy-
namics, PVA provides little guidance about
how to minimize extinction probability.

2. In general, the results of PVA modeling are
extremely sensitive to model structure and pa-
rameter values. Models with seemingly slight-
ly different structure may make radically
different predictions (Sarkar 2004), and dif-
ferent parameter values for one model may
produce markedly different predictions, a
problem exacerbated by the difficulties dis-
cussed under (1).

3. Currently, PVA models have been developed
almost exclusively for single species (occa-
sionally two) and rarely consider more than
a few factors affecting population decline.
Therefore, only in narrow conservation con-
texts focused on individual species would they
potentially play an important role. Successful
models that consider the numerous factors
affecting the viability of multiple-species as-
semblages, which are and should be the pri-
mary target of actual conservation planning,
are unlikely to be developed in the near future
(Fieberg and Ellner 2000).

For these reasons and others, PVAhas not thus far
uncovered nontrivial generalities relevant to CAN
design. Consequently, attention has turned to more
pragmatic principles, such as designing CANs to
minimize distance to anthropogenically transformed
areas. This is not to abandon the important goals of
PVA or the need for sound theory about biodivers-
ity persistence, but to recognize the weaknesses of
existing PVA models and the imperative to act now
given significant threats to biodiversity.

Multiple-Criterion Synchronization

The implementation and maintenance of CANs
inevitably take place within a context of competing
demands upon the allocation and use of land.

Consequently, successful implementation strategies
should ideally be built upon a wide consensus
among agents with different priorities with respect
to that usage. Thus, practical CAN implementation
involves the attempt to optimize the value of a
CAN amongst several different criteria simulta-
neously. Because different criteria typically con-
flict, however, the term ‘‘synchronization’’ rather
than ‘‘optimization’’ ismore accurate. Themultiple-
constraint synchronization problem involves de-
veloping and evaluating procedures designed to
support such decision-making processes.
One approach to this task is to ‘‘reduce’’ these

various criteria to a single scale, such as monetary
cost. For example, cost-benefit analysis has at-
tempted to do this by assessing the amount an
agent is willing to pay to improve the conservation
value of an area. In practice, however, such esti-
mates are difficult to carry out and are rarely
attempted (Norton 1987). Another method, based
onmultiple-objective decision-making models, does
not attempt to reduce the plurality of criteria to a
single scale; rather it seeks merely to eliminate those
feasible CANs that are suboptimal when evaluated
according to all relevant criteria. This method, of
course, will typically not result in the determination
of a uniquely best solution, but it may be able to
reduce the number of potential CANs to one that is
small enough so that decision-making bodies can
bring other implicit criteria to bear on their ultimate
decision (see Rothley 1999 and Sarkar 2004 for
applications to conservation planning).

JUSTIN GARSON

JAMES JUSTUS
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CONSTRUCTIVE EMPIRICISM

See Instrumentalism; Realism

CONVENTIONALISM

Conventionalism is a philosophical position accord-
ing to which the truth of certain propositions, such
as those of ethics, aesthetics, physics, mathematics,
or logic, is in some sense best explained by appeal
to intentional human actions, such as linguistic
stipulations. In this article, the focus will be on
conventionalism concerning physics, mathematics,
and logic. Conventionalism concerning empirical
science and mathematics appears to have emerged

as a distinctive philosophical position only in the
latter half of the nineteenth century.

The philosophical motivations for conventional-
ism are manifold. Early conventionalists such as
Pierre Duhem and Henri Poincaré, and more
recently Adolf Grünbaum, have seen conventional-
ism about physical or geometrical principles as
justified in part by what they regard as the under-
determination of a physical or geometrical theory by
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empirical observation (see Duhem Thesis; Poincaré,
Henri; Underdetermination of Theories ). An (em-
pirically) arbitrary choice of a system from among
empirically equivalent theories seems required.

A second motivation, also suggested by Duhem
and Poincaré, and explicitly developed later by
Rudolf Carnap, stems from their view that any
description of the empirical world presupposes a
suitable descriptive apparatus, such as a geometry,
a metric, or a mathematics. In some cases there
appears to be a choice as to which descriptive
apparatus to employ, and this choice involves an
arbitrary convention (see Carnap, Rudolf ).

A third motivation for conventionalism, em-
phasized by philosophers such as Moritz Schlick,
Hans Hahn, and Alfred Ayer, is that appeal to
conventions provides a straightforward explana-
tion of a priori propositional knowledge, such as
knowledge of mathematical truths (see Ayer,
Alfred Jules; Hahn, Hans; Schlick, Moritz). Such
truths, it was thought, are known a priori in virtue
of the fact that they are stipulated rather than
discovered.

It is important to note that conventionalists do
not regard the selection of a set of conventions to
be wholly arbitrary, with the exception of the radi-
cal French conventionalist Edouard LeRoy, who
did (see Giedymin 1982, 118–128). Conventionalists
acknowledge that pragmatic or instrumental con-
siderations involving human capacities or purposes
might be relevant to the adoption of a set of con-
ventions (see Instrumentalism). However, they in-
sist that the empirical evidence does not compel
one choice rather than another.

This article focuses on several major figures and
issues, but there are a number of other important
philosophers with broadly conventionalist leanings,
including Duhem, Kazimierz Ajdukiewicz, and
Ludwig Wittgenstein, that for the sake of brevity
will not here receive the attention they deserve.

Poincaré and Geometric Conventionalism

The development of non-Euclidean geometries
and subsequent research into the foundations of
geometry provided both the inspiration and the
model for much of the conventionalism of the
early twentieth century (see Space-Time). The cen-
tral figure in early conventionalism was the French
mathematician and philosopher Poincaré (see
Poincaré, Henri). Although a Kantian in his phil-
osophy of mathematics, Poincaré shared with
many late-nineteenth-century mathematicians and
philosophers the growing conviction that the disco-
very of non-Euclidean geometries, such as the

geometries of Lobatschevsky and Riemann, con-
joined with other developments in the foundations
of geometry, rendered untenable the Kantian treat-
ment of geometrical axioms as a form of synthetic a
priori intuition.
The perceived failings of Kant’s analysis of

geometry did not, however, lead Poincaré to an
empiricist treatment of geometry. If geometry
were an experimental science, he reasoned, it
would be open to continual revision or falsified
outright (the perfectly invariable solids of geometry
are never empirically discovered, for instance)
(Poincaré [1905] 1952, 49–50). Rather, geometrical
axioms are conventions. As such, the axioms (pos-
tulates) of a systematic geometry constitute implicit
definitions of such primitive terms of the system as
‘‘point’’ and ‘‘line’’ (50). This notion of implicit
definition originated with J. D. Gergonne (1818),
who saw an analogy between a set of sentences with
n undefined terms and a set of equations with n
unknowns. The two are analogous in that the roots
that satisfy the equations are akin to interpretations
of the undefined terms in the set of sentences under
which the sentences are true. Of course, not every
set of equations determines a set of values, and so
too not every set of sentences (system of axioms)
constitutes an implicit definition of its primitive
terms. Poincaré accommodated this fact by recog-
nizing two constraints on the admissibility of a set
of axioms. First, the set must be consistent, and
second, it must uniquely determine the objects
defined (1952, 150–153).
Although the axioms were in his view conven-

tional, Poincaré thought that experience nonethe-
less plays a role within geometry. The genesis of
geometrical systems is closely tied to experience, in
that the systems of geometry that are constructed
are selected on the basis both of prior idealized
empirical generalizations and of the simplicity and
convenience that particular systems (such as
Euclidean geometry) may afford their users ([1905]
1952, 70–71; 1952, 114–115). But these empirical
considerations do not provide a test of empirically
applied geometries. Once elevated to the status of a
convention, a geometrical system is not an empirical
theory, but is rather akin to a language used, in
part, to frame subsequent empirical assertions. As
a system of implicit definitions, it is senseless to
speak of one geometry being ‘‘more true’’ than
another ([1905] 1952, 50).
Poincaré therefore rejected the supposition that

an empirical experiment could compel the selection
of one geometry over another, provided that both
satisfied certain constraints. He was inspired by
Sophus Lie’s (1959) group-theoretic approach to
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geometrical transformations, according to which,
given an n-dimensional space and the possible trans-
formations of figures within it, only a finite group of
geometries with differing coordinate systems are
possible for that space. Among these geometries
there is no principled justification for selecting
one (such as Plücker line geometry) over another
(such as sphere geometry) (Poincaré [1905] 1952,
46–7). Indeed, one geometry within the group
may be transformed into another given a certain
method of translation, which Lie derived from
Gergonne’s theory of reciprocity. Poincaré con-
joined the intertransformability of certain geomet-
rical systems with the recognition that alternative
geometries yield different conventions governing
the notions of ‘‘distance’’ or ‘‘congruence’’ to
argue that any attempt to decide by experiment
between alternative geometries would be futile,
since interpretations of the data presupposed geo-
metric conventions. In a much-discussed passage
he wrote:

If Lobatchevsky’s geometry is true, the parallax of a very
distant star will be finite. If Riemann’s is true, it will be
negative. These are the results which seem within the
reach of experiment . . . . But what we call a straight line
in astronomy is simply the path of a ray of light. If,
therefore, we were to discover negative parallaxes, or
to prove that all parallaxes are higher than a certain
limit, we should have a choice between two conclu-
sions: we could give up Euclidean geometry, or modify
the laws of optics, and suppose that light is not rigorous-
ly propagated in a straight line. ([1905] 1952, 72–73)

On one reading, advanced by Grünbaum, this
passage affirms that there is no fact of the matter
as to which is the ‘‘correct’’ metric, and hence sup-
ports the conventionality of spatial metrics. This
reading is further discussed below. Another reading
of this passage sees in it an argument closely akin to
Duhem’s argument leading to the denial of the
possibility of a ‘‘crucial experiment’’ that could
force the acceptance or elimination of a geometri-
cal theory (see Duhem [1906] 1954, 180–90). Inter-
estingly, Poincaré uses the argument to support a
distinction between ‘‘conventional’’ truths and em-
pirical truths, whereas Quine later adduces similar
Duhemian considerations on behalf of his claim
that there is no such distinction to be drawn (see
Duhem Thesis; Quine, Willard Van).
However he may have intended his parallax ex-

ample, Poincaré would probably have accepted
both the conventionality of the spatial metric and
the absence of any experimental test capable of
deciding between two alternative geometries. As a
further illustration of these issues, he proposed
a well-known thought experiment ([1905] 1952,

65–67). Imagine a world consisting of a large
sphere subject to the following temperature law:
At the center of the sphere the temperature is great-
est, and at the periphery it is absolute zero. The
temperature decreases uniformly as one moves to-
ward the circumference in proportion to the formu-
la R2 – r2, where R is the radius of the sphere and r
the distance from the center. Assume further that
all bodies in the sphere are in perfect thermal equi-
librium with their environment, that all bodies
share a coefficient of dilation proportional to
their temperature, and that light in this sphere is
transmitted through a medium whose index of re-
fraction is 1/(R2 – r2). Finally, suppose that there
are inhabitants of this sphere and that they adopt a
convention that allows them to measure lengths
with rigid rods. If the inhabitants assume that
these rods are invariant in length under transport,
and if they further triangulate the positions in their
world with light rays, they might well come to the
conclusion that their world has a Lobatchevskian
geometry. But they could also infer that their world
is Euclidean, by postulating the universal physical
forces just described. Again, no empirical experi-
ment seems adequate to establish one geometry
over the other, since both are compatible with all
known possible observations given appropriate
auxiliary hypotheses. Rather, a conventional choice
of a geometry seems called for. The choice will be
motivated by pragmatic factors, perhaps, but not
‘‘imposed’’ by the experimental facts (Poincaré
[1905] 1952, 70–71).

Grünbaum’s Conventionalism: The Metric
and Simultaneity

Poincaré’s parallax and sphere-world examples
motivated his view that the choice of a spatial
metric is conventional. Adolph Grünbaum has
defended this conventionalist conclusion at length
(Grünbaum 1968, 1973). Grünbaum claims that
there is no unique metric ‘‘intrinsic’’ to a spatial
manifold, since between any two points on a real
number line, there is an uncountably infinite con-
tinuum of points. Hence, if one wishes to specify a
metric for a manifold, one must employ ‘‘extrinsic’’
devices such as measuring rods, and must further
stipulate the rods’ behavior under transport.

Grünbaum defends what he takes to be
Poincaré’s metric conventionalism against a variety
of objections. Perhaps the most serious objection is
the claim that Poincaré’s result illustrates only a
trivial point about the conventionality of referring
expressions, an objection first directed against
Poincaré by Arthur Eddington and subsequently
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developed by Hilary Putnam and Paul Feyerabend.
Eddington objected that Poincaré’s examples illu-
strated not that metrical relations (such as the rela-
tions of equality or of the congruence of two rods)
were conventional, but rather—and only—that the
meanings of words such as ‘‘equal’’ and ‘‘congru-
ent’’ were conventional. This, Eddington objected,
was a trivial point about semantical conventionali-
ty, and the fact that the selection of different
metrics could yield different but apparently equi-
pollent geometries illustrated only that ‘‘the mean-
ing assigned to length and distance has to go along
with the meaning assigned to space’’ (Eddington
1953, 9–10). Eddington suggested, and Feyerabend
later developed, a simple illustration of this point
within the theory of gases. Upon the discovery that
Boyle’s law:

pv ¼ RT

holds only approximately of real gases, one could
either revise Boyle’s law in favor of van der Waal’s
law:

ðpþ a=v2Þðv� bÞ ¼ RT

or one could preserve Boyle’s law by redefining
pressure as follows:

Pressure ¼Def ðpþ a=v2Þð1� b=vÞ:
ðFeyerabend; quoted in Gr€unbaum 1973; 34Þ
The possibility of such a redefinition, the objec-

tion proceeds, is physically and philosophically
uninteresting. Provided that a similar move is avail-
able in Poincaré’s own examples with expressions
like ‘congruent,’ Poincaré’s examples appear to
illustrate only platitudes about semantic conven-
tionality.

Grünbaum tries to show that Poincaré’s con-
ventionalism is not merely an example of what
Grünbaum calls ‘‘trivial semantic conventional-
ity’’ by showing that the conventionality of the
metric is the result of a certain absence of ‘‘in-
trinsic’’ structure within the space-time manifold,
which structure can (or must) then be imposed
‘‘extrinsically’’:

And the metric amorphousness of these continua then
serves to explain that even after the word ‘‘congruent’’
has been pre-empted semantically as a spatial or tempo-
ral equality predicate by the axioms of congruence,
congruence remains ambiguous in the sense that these
axioms still allow an infinitude of mutually exclusive
congruence classes of intervals. (Grünbaum 1973, 27)

Grünbaum developed a related argument to the
effect that the simultaneity relation in special

relativity (SR) involves a conventional element. A
sympathetic reconstruction of the argument will be
attempted here, omitting a number of details in
order to present the gist of the argument as briefly
and intuitively as possible. Within Newtonian me-
chanics (NM), there is no finite limit to the speed at
which causal signals can be sent. Further, one
might take it to be a defining feature of causal
relations that effects cannot precede their causes.
This asymmetry allows for a distinction between
events that are temporally before or after a given
event on a world line. There is then only one simul-
taneity relation within the space-time of NM
meeting the constraints mentioned. Consider
events (or space-time points, if one prefers) a and
b on two distinct parallel world lines. Event a is
simultaneous with b just in case a is not causally
connectible to any event on the future part of b’s
world line but is causally connectible to any event
on the past of b’s world line. Within SR, however,
there is an upper limit to the speed of causal sig-
nals. Thus the constraint that effects cannot pre-
cede their causes allows any one of a continuum of
points along a parallel world line to be a candidate
for simultaneity with a given event on the world
line of an inertial observer. Grünbaum calls such
points ‘‘topologically simultaneous’’ with a point o
on the observer’s world line. In claiming that si-
multaneity is (to some extent) conventional within
the SR picture, Grünbaum is in good company, as
Albert Einstein makes a claim to this effect in his
original 1905 paper. (It is important to distinguish
the issue of the conventionality of simultaneity
within SR, which has been controversial, from the
(observer or frame) relativity of simultaneity within
SR, which is unchallenged; see Space-Time.)
Grünbaum claims that the existence of a contin-

uum of possible ‘‘planes of simultaneity’’ through a
given point is explained by, or reflects, the fact that
the simultaneity relation is not ‘‘intrinsic’’ to the
manifold of events within special relativity. One
objection that a number of Grünbaum’s critics
such as Putnam (in Putnam 1975b) have had to
his treatment of conventionalism (concerning
both the metric and the simultaneity relation) is
that the notion of an intrinsic feature, which plays
a crucial role for Grünbaum, is never adequately
clarified. David Malament (1977) provides a natu-
ral reading of ‘intrinsic’: An intrinsic property or
relation of a system is ‘‘definable’’ in terms of a set
of basic features. The intuitive idea is that if a
relation is definable from relations that are uncon-
troversially intrinsic, then these ought to count as
intrinsic as well. Malament goes on to show that
if one takes certain fairly minimal relations to
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be given as intrinsic, then a unique simultaneity
relation, in fact the standard one, is definable
from them in a fairly well defined sense of ‘defin-
able.’
Malament’s result has been taken by many to

have definitively settled the issue of whether simul-
taneity is conventional within SR (see e.g., Norton
1992). In this view, the standard simultaneity rela-
tion is nonconventional, since it is definable, or
‘‘logically constructible,’’ from uncontroversially
intrinsic features of Minkowski space-time, the
space-time of SR. Furthermore, standard simulta-
neity is the only such nonconventional simultaneity
relation.
However, there are dissenters, including

Grünbaum. A number of authors have attacked
one or another of Malament’s premises, including
for instance the claim that simultaneity must be a
transitive relation, that is, the requirement that for
arbitrary events x, y, and z, if x sim y and y sim z,
then x sim z. Sarkar and Stachel have shown that
even if it is allowed that simultaneity must be an
equivalence relation, other simultaneity relations
(the backward and the forward light cones of
events on the given world line) are definable from
relations that Malament takes as basic or intrinsic
(see Sarkar and Stachel 1999). Peter Spirtes (1981)
shows that Malament’s result is highly sensitive to
the choice of basic or intrinsic relations, which fact
might be taken to undercut the significance of
Malament’s result as well.
A conventionalist might raise a different sort of

objection to Malament’s results, questioning their
relevance to a reasonable, although perhaps not the
only reasonable, construal of the question as to
whether simultaneity is conventional within SR.
Suppose for simplicity that any relation that one
is willing to call a simultaneity relation is an equiv-
alence relation, that causes must always precede
their effects, and that there is an upper bound to
the speed of causal influences within SR. One may
now ask whether more than one relation can be
defined (extrinsically or otherwise) on the manifold
of events (or ‘‘space-time points’’), meeting these
criteria within SR. That is, one might ask whether,
given any model M of T (roughly, Minkowski
space-time, the ‘‘standard’’ space-time of SR),
there is a unique expansion of the model to a
model M0 for T 0, where T 0 adds to T sentences
containing a symbol ‘sim’, which sentences in effect
require that ‘sim’ be an equivalence relation and
that causes are not ‘sim’ with their effects. It is a
straightforward matter to see, as Grünbaum shows
(the details are omitted here), that there is no such
unique expansion ofM. The constraints mentioned

leave room for infinitely many possible inter-
pretations of ‘sim’. In this sense, the simultaneity
relation (interpretation of ‘sim’) might naturally be
said to be conventional within SR. In contrast,
given a model for the causal structure of NM, the
meaning constraints on the concept of simultaneity
that are assumed here yield a unique expansion (a
unique extension for ‘sim’).

It should be noted that the conventionality of
simultaneity within SR and its nonconventionality
within NM in the sense just described reflect struc-
tural differences between the two theories (or their
standard models). Thus this form of conventional-
ism appears to escape the charge that the only sense
in which simultaneity is conventional is the trivial
sense in which the word ‘simultaneous’ can be used
to denote different relations. As Grünbaum fre-
quently emphasizes, the interesting cases of con-
ventionality arise only when one begins with an
already meaningful term or concept, whose mean-
ing is constrained in some nontrivial way. It also
allows one to interpret Einstein as making a sub-
stantive, yet fairly obvious, point when he claims
that the standard simultaneity relation within SR is
a conventional, or stipulated, choice.

How does this version of conventionalism re-
late to Malament’s arguments? It will be helpful
to note a puzzle before proceeding. Wesley Salmon
(1977) argues at length that the one-way speed of
light is not empirically identifiable within SR. (The
basic problem is that the one-way speed seems
measurable only by using distant synchronized
clocks, but the synchronization of distant clocks
would appear to involve light signals and presup-
positions about their one-way speeds.) This fact
appears to yield as an immediate consequence the
conventionality (in the sense of empirical admissi-
bility described above) of simultaneity within SR,
given the various apparently admissible ways of
synchronizing distant clocks within a reference
frame. The puzzle is this: On one hand, the stan-
dard view has it that Malament’s result effectively
proves the falsehood of conventionalism (about
simultaneity within SR); on the other hand,
Salmon’s arguments appear to entail the truth of
conventionalism. Yet, his arguments for the empir-
ical inaccessibility of the one-way speed of light
seem sound. No one has convincingly shown what
is wrong with them. All that the nonconventionalist
seems able to provide is the indirect argument that
Malament is right, so Salmon (and Grünbaum)
must be wrong.

In the present analysis, this puzzle is dissolved by
distinguishing two proposals, each of which may
justifiably be called versions of conventionalism.
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One version claims that a relation (thought of as a
set or extension) is conventional within a model
for a theory if it is not intrinsic within M, where
‘intrinsic’ might then be interpreted as definability
(in the sense of logical constructibility) from un-
controversially intrinsic relations within M. The
other version claims that the extension of a concept
is conventional within a model (or theory) if the
meaning of the concept does not entail a unique
extension for the concept within the model (or
within all models of the theory). Call these ver-
sions of conventionalism C1 and C2, respectively.
Malament shows that simultaneity is notC1 conven-
tional within SR (leaving aside other possible
objections to his result). Grünbaum and Salmon
show that simultaneity is C2 conventional within
SR. Malament further considers relations definable
from the causal connectibility relation (together
with the world line of an inertial observer) within
SR, and notes that only one is a nontrivial candi-
date simultaneity relation (relative to the corre-
sponding inertial frame). He shows there is only
one, and that therefore there is a unique intrinsic
(and hence non–C1 conventional) simultaneity re-
lation within SR, the standard one. The C2 conven-
tionalist may respond that although Malament has
pointed out an interesting feature of a particular
candidate interpretation of the already meaningful
term ‘simultaneous,’ he has not thereby ruled out
all other candidate interpretations. One should not,
the C2 defender will argue, confuse the metalinguis-
tic notion ‘definable within M (or T )’ with a mean-
ing constraint on the concept of simultaneity, i.e., a
constraint on potential interpretations of the al-
ready meaningful term ‘simultaneous.’ It would
be absurd to claim that what was meant all along
by ‘simultaneous’ required not only that any can-
didate be an equivalence relation and that it must
‘‘fit with’’ causal relations in that effects may not
precede their causes, but also that for any two
events, they are simultaneous if and only if they
are in a relation that is definable from the causal
connectibility relation.

A possible interpretation of the debate con-
cerning the conventionality of simultaneity within
SR, on the present construal, is that Grünbaum,
perhaps in order to avoid the charge of simply
rediscovering a form of trivial semantic conven-
tionality, appealed to his notion of an intrinsic
relation. Failure to express or denote an intrinsic
feature was then said to characterize the interesting
(nontrivial) cases of conventionality. This notion
led to a number of difficulties for Grünbaum, cul-
minating in Malament’s apparent refutation of
the conventionality of simultaneity within SR.

However, it has been argued above that the
appeal to intrinsicness turns out to be unnecessary
in order to preserve a nontrivial form of conven-
tionalism, C2.
Grünbaum’s arguments concerning the conven-

tionality of the space-time metric for continuous
manifolds involve more complex issues than those
in the simultaneity case. But some key elements are
common to both disputes. Grünbaum claims that
continuous manifolds do not have intrinsic metrics,
and critics complain that the notion of an intrinsic
feature is unclear (see e.g., Stein 1977). Some of the
claims that Grünbaum makes lend support to the
idea that he is concerned with C1 conventionalism.
He claims, for example, that for a discrete manifold
(such that between any two points there are only
finitely many points), there is an intrinsic and
hence nonconventional metric, where the ‘‘dis-
tance’’ between any two points is the number of
points between them, plus one. This claim makes
sense to the extent that one is concerned with C1,
that is, with the question of whether a relation is
definable or logically constructible from a basic set.
Grünbaum’s arguments do not seem well suited for
showing that such a metric would be C2 noncon-
ventional, since nothing about the meaning of ‘dis-
tance’ constrains the adoption of this as opposed to
infinitely other metrics.
Another worry that might be raised concerns

Grünbaum’s insistence that distance functions de-
fined in terms of physical bodies and their beha-
viors under transport are extrinsic to a manifold. If
the manifold is a purely mathematical object, then
such a view seems more plausible. But if one is
concerned with a physical manifold of space-time
points, it is less obvious that physical bodies should
be treated as extrinsic. More importantly, even if
one grants Grünbaum that physical bodies and
their behaviors are extrinsic to the physical space-
time manifold, one might want to grant a scientist
the right to specify which features of the structures
that are being posited are to count as basic or
intrinsic. For example, Grünbaum proposes that
Sir Isaac Newton in effect made a conceptual error
in claiming that whether the temporal interval be-
tween one pair of instants is the same as that
between another pair of instants is a factual matter,
determined by the structure of time itself. Since
instants form a temporal continuum in Newton’s
picture, there is, according to Grünbaum, no in-
trinsic temporal metric, contrary to Newton’s
claims. However, one can imagine a Newtonian
responding with bewilderment. Does Newton
not get to say what relations are intrinsic to the
structures that he is positing?
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It is difficult to see how to make room for a
notion of intrinsicness that can do all of the philo-
sophical work that Grünbaum requires of it, as
Stein (1977) and others argue at length. On the
other hand, Grünbaum’s conventionalism about
simultaneity within SR remains defensible (in par-
ticular, it escapes the trivialization charge as well
as Malament’s attempted refutation) if his con-
clusions are interpreted in the sense of C2 conven-
tionalism described above.

Mathematical and Logical Conventionalism

Up to now this discussion has focused on conven-
tionalist claims concerning principles of an empiri-
cal science, physics. Other propositions that have
attracted conventionalist treatment are those from
the nonempirical sciences of mathematics and
logic. Conventionalism seems especially attractive
here, particularly to empiricists and others who
find the notion of special faculties of mathematical
intuition dubious but nevertheless wish to treat
known mathematical or logical propositions as
nonempirical.
The axiomatic methods that had motivated

Poincaré’s geometric conventionalism discussed
above received further support with the publication
of David Hilbert’s Foundations of Geometry ([1921]
1962). Hilbert disregarded the intuitive or ordinary
meanings of such constituent terms of Euclidean
geometry as ‘point,’ ‘line,’ and ‘plane,’ and instead
proposed regarding the axioms as purely formal
posits (see Hilbert, David). In other words, the
axioms function as generalizations about whatever
set of things happens to satisfy them. In addition to
allowing Hilbert to demonstrate a number of sig-
nificant results in pure geometry, this method of
abstracting from particular applications had imme-
diate philosophical consequences. For instance, in
response to Gottlob Frege’s objection that without
fixing a reference for primitive expressions like
‘between,’ Hilbert’s axiomatic geometry would be
equivocal, Hilbert wrote:

But surely it is self-evident that every theory is merely a
framework or schema of concepts together with their
necessary relations to one another, and that the basic
elements can be construed as one pleases. If I think of
my points as some system or other of things, e.g., the
system of love, of law, or of chimney sweeps . . . and
then conceive of all my axioms as relations between
these things, then my theorems, e.g., the Pythagorean
one, will hold of these things as well. (Hilbert 1971, 13)

Schlick was quick to find in Hilbert’s conclusions
the possibility of generalizing conventionalism
beyond geometry (see Schlick, Moritz).

If the reference of the primitive concepts of an
axiomatic system could be left undetermined, as
Hilbert had apparently demonstrated, then the
axioms would be empty of empirical content, and
so knowledge of them would appear to be a priori.
Like Poincaré, Schlick rejected a Kantian explana-
tion of how such knowledge is possible, and he saw
in Hilbert’s approach a demonstration of how an
implicit definition of concepts could be obtained
through axioms whose validity had been guaran-
teed (Schlick [1925] 1985, 33). In his General Theo-
ry of Knowledge Schlick distinguished explicitly
between ‘‘ordinary concepts,’’ which are defined
by ostension, and implicit definitions. Of the latter,
he wrote that

[a] system of truths created with the aid of implicit
definitions does not at any point rest on the ground of
reality. On the contrary, it floats freely, so to speak, and
like the solar system bears within itself the guarantee of
its own stability. (37)

The guaranteed stability was to be provided by a
consistency proof for a given system of axioms,
which Schlick, like Poincaré and Hilbert before
him, claimed was a necessary condition in a system
of symbolism. Schlick followed Poincaré in treating
the axioms as conventions, and hence as known a
priori through stipulation (Schlick [1925] 1985, 71).
But he diverged markedly from Poincaré in extend-
ing this account to mathematics and logic as well.
His basis for doing so was Hilbert’s formalized
theory of arithmetic, which Schlick hoped (wrong-
ly, as it turned out) would eventuate in a consisten-
cy proof for arithmetic ([1925] 1985, 357).

The conventionalism that emerged was thus one
in which true propositions known a priori were
regarded as components of autonomous symbol
games that, while perhaps constructed with an eye
to an application, are not themselves answerable to
an independent reality (Schlick [1925] 1985, 37–38).
Schlick thought that the laws of logic, such as
the principles of identity, noncontradiction, and
the excluded middle, ‘‘say nothing at all about the
behavior of reality. They simply regulate how we
designate the real’’ ([1925] 1985, 337). Schlick ac-
knowledged that the negation of logical principles
like noncontradiction was unthinkable, but he sug-
gested that this fact was itself a convention of
symbolism (concerning the notion ‘unthinkable’),
claiming that ‘‘anything which contradicts the prin-
ciple is termed unthinkable’’ ([1925] 1985, 337).

Although Schlick thought that the structure of a
symbol system, including inference systems such as
logic, was autonomous and established by a set of
implicit definitions, he also recognized the possibility
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that some of its primitive terms could be coordi-
nated by ordinary definitions with actual objects
and properties. In this way, a conventionally
established symbol system could be used to describe
the empirical world, and an object designated by a
primitive term might be empirically discovered to
have previously unknown features. Nonetheless,
some of the properties and relations had by a pri-
mitive term would continue to be governed by the
system conventions through which the term is
implicitly defined (Schlick [1925] 1985, 48ff ). These
properties and relations would thus be knowable
a priori.

The conventionalism of Schlick’s General Theory
of Knowledge anticipated many of the convention-
alist elements of the position advanced by mem-
bers of the Vienna Circle (see Vienna Circle).
Philosophers such as Hahn, Ayer, and Carnap
saw in conventionalism the possibility of acknowl-
edging the existence of necessary truths known a
priori while simultaneously denying such proposi-
tions any metaphysical significance. Inspired by
Wittgenstein’s analysis of necessary truths in the
Tractatus, Vienna Circle members identified the
truths of mathematics and logic with tautologies—
statements void of content in virtue of the fact that
they hold no matter what the facts of the world
may be (Hahn 1980; Ayer 1952). Tautologies, in
turn, were equated with analytic statements, and
Circle members regarded all analytic statements as
either vacuous conventions of symbolism known a
priori through stipulation or as derivable conse-
quences of such conventions knowable a priori
through proof (see Analyticity).

An especially noteworthy outgrowth of the con-
ventionalism of the Vienna Circle was Carnap’s
The Logical Syntax of Language. In this book
Carnap advanced a conventionalist treatment of
the truths of mathematics and logic through his
espousal of the principle of tolerance, which states:

In logic, there are no morals. Everyone is at liberty to
build up his own logic, i.e., his own form of language, as
he wishes. All that is required of him is that . . . he must
state his methods clearly, and give syntactical rules
instead of philosophical arguments. (Carnap 1937, 52)

Carnap regarded a language as a linguistic
framework that specified logical relations of conse-
quence among propositions. These logical relations
are a precondition of description and investigation.
In this view, there can be no question of justifying
the selection of an ideal or even unique language
with reference to facts, since any such justification
(including a specification of facts) would presup-
pose a language. Mathematics is no exception to

this. As a system of ‘‘framework truths,’’ mathe-
matical truths do not describe any convention-
independent fact but are consequences of the
decision to adopt one linguistic framework over
another, in Carnap’s account.
Conventionalism about mathematics and logic

has faced a number of important objections. A
significant early objection was given by Poincaré
(1952, 166–172), who rejected Hilbert’s idea that the
principle of mathematical induction might merely
be an implicit definition of the natural numbers
(see Hilbert [1935] 1965, 193). Mathematical induc-
tion should not be regarded in this way, Poincaré
argued, for it is presupposed by any demonstration
of the consistency of the definition of number, since
consistency proofs require a mathematical inducti-
on on the length of formulas. Treating the induc-
tion principle as itself conventional while using it to
prove the consistency of the conventions of which it
is a part would thus involve a petitio.
Carnap’s Logical Syntax of Language sidestepp-

ed such problems by removing the demand that a
system of conventions be consistent; the principle
of tolerance made no such demand, and Carnap
regarded the absence of consistency proofs as of
limited significance (1937, 134). It appears that he
would have regarded a contradictory language sys-
tem to be pragmatically useless but not impossible.
Kurt Gödel, however, raised an important objec-

tion to this strategy. Gödel claimed that if mathe-
matics is to be ‘‘merely’’ a system of syntactical
conventions, then the conventions must be known
not to entail the truth or falsity of any sentence
involving a matter of extralinguistic empirical fact;
if it does have such entailments, in Gödel’s view,
the truth of such sentences is not merely a syntacti-
cal, conventional matter (Gödel 1995, 339). If the
system contains a contradiction, then it will imply
every empirical sentence. But according to Gödel’s
second incompleteness theorem, a consistency proof
required to assure the independence of the system
cannot emerge from within the system itself if that
system is consistent (1995, 346).
Recent commentators (Ricketts 1994; Goldfarb

1995) have argued that a response to this objec-
tion is available from within Carnap’s conven-
tionalist framework. Gödel’s argument requires
acceptance of an extralinguistic domain of empiri-
cal facts, which a stipulated language system
may or may not imply. But it is doubtful that
Carnap would have accepted such a domain, for
Carnap considered linguistic conventions, includ-
ing the conventions constitutive of mathematics, as
antecedent to any characterization of the facts,
including facts of the empirical world. The issues
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involved in Gödel’s objection are complex and in-
teresting, and a thorough and satisfactory conven-
tionalist response remains to be formulated.
Another objection to conventionalism about

logic was advanced by Willard Van Quine (see
Quine, Willard Van). Quine objected against Car-
nap that treating logical laws and inference rules as
conventional truths implicitly presupposed the logic
that such conventions were intended to establish.
Consider for instance a proposed logical conven-
tion MP of the form ‘‘Let all results of putting a
statement for p and a statement for q in the expres-
sion ‘If p, then q and p, then q’ be true.’’ In order to
apply this convention to particular statements A
and B, it seems that one must reason as follows:
MP and if MP, then (A and if A, then B imply B);
therefore, A and if A, then B imply B). But this
requires that one use modus ponens in applying the
very convention that stipulates the soundness of
this inference. Quine concluded that ‘‘if logic is to
proceed mediately from conventions, logic is need-
ed for inferring logic from the conventions’’ (Quine
1966, 97). Quine at one point suggested that similar
reasoning might undermine the intelligibility of the
notion of a linguistic convention in general (98–99).
However, after David Lewis’ analysis of tacit con-
ventions (Lewis 1969), Quine acknowledged the
possibility of at least some such conventions
(Quine, in Lewis 1969, xii).
Quine’s original objection suggests that the

conventionalist about logical truth must have an
account of how something recognizable as a conven-
tion can intelligibly be established ‘‘prior to logic.’’
As with Gödel’s objection, the issues are difficult
and have not yet been given a fully satisfying con-
ventionalist account. However, there are a variety of
strategies that a conventionalist might explore. One
will bementioned here. Consider an analogous case,
that of rules of grammar. On one hand, one cannot
specify rules of grammar without employing a lan-
guage (which has its grammatical rules). Thus one
cannot acquire one’s first language by, say, reading
its rules in a book. On the other hand, this fact does
not seem to rule out the possibility that any given
rules of grammar are to some extent arbitrary, and
conventionally adopted. Whether the conventional-
ist can extend this line of thought to a defensible
form of conventionalism about logic remains to be
conclusively demonstrated.
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Poincaré, Henri ([1905] 1952),Science andHypothesis. Trans-
lated byW. J. Greestreet. NewYork: Dover Publications.

——— (1952), Science and Method. Translated by Francis
Maitland. New York: Dover Publications.

Putnam, Hilary (1975a), ‘‘An examination of Grunbaum’s
Philosophy of Geometry,’’ in Mathematics, Matter and
Method Philosophical Papers, vol. 1. New York: Cam-
bridge University Press.

——— (1975b), ‘‘Reply to Gerald Massey,’’ in Mind, Lan-
guage and Reality, Philosophical Papers, vol. 2. New
York: Cambridge UP.

Quine, Willard Van (1966), ‘‘Truth By Convention,’’ in The
Ways of Paradox and Other Essays. New York: Random
House, 70–99.

Ricketts, Thomas (1994), ‘‘Carnap’s Principle of Tolerance,
Empricism, and Conventionalism,’’ in Peter Clark and

CONVENTIONALISM

176



Bob Hale (eds.), Reading Putnam. Cambridge, MA:
Blackwell, 176–200.

Salmon, Wesley (1977), ‘‘The Philosophical Significance
of the One-Way Speed of Light,’’ Noûs 11: 253–292.
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CORROBORATION

Karl R. Popper (1959) observed that insofar as
natural laws have the force of prohibitions, they
cannot be adequately formalized as unrestrictedly
general material conditionals but incorporate a
modal element of natural necessity (Laws of
Nature). To distinguish between possible laws and
mere correlations, empirical scientists must there-
fore subject them to severe tests by serious attempts
to refute them, where the only evidence that can
count in favor of the existence of a law arises from
unsuccessful attempts to refute it. He therefore
insisted upon a distinction between ‘confirmation’
and ‘corroboration’ (see Popper, Karl Raimund).

To appreciate Popper’s position, it is essential to
consider the nature of natural laws as the objects of
inquiry. When laws of nature are taken to have the
logical form of unrestrictedly general material con-
ditionals, such as ðxÞðRx ! BxÞ for ‘‘All ravens are
black,’’ using the obvious predicate letters Rx and
Bx and !, as the material conditional, then they
have many logically equivalent formulations, such
as ðxÞðØBx ! ØRxÞ; using the same notation,
which stands for ‘‘Every nonblack thing is a non-
raven.’’ As Carl G. Hempel (1965) observed, if it is
assumed that confirming a hypothesis requires satis-
fying its antecedent and then ascertaining whether
or not its consequent is satisfied, then if logically
equivalent hypotheses are confirmed or disconfirmed
by the same evidence, a white shoe as an instance of
øBx that is also øRx confirms the hypothesis ‘‘All
ravens are black’’ (see Confirmation Theory;
Induction, Problem of ).

Popper argued that there are no ‘‘paradoxes
of falsification’’ parallel to the ‘‘paradoxes of
confirmation.’’ And, indeed, the only way in
which even a material conditional can be falsified
is by things satisfying the antecedent but not satis-
fying the consequent. Emphasis on falsification
therefore implies that serious tests of hypotheses
presuppose satisfying their antecedents, thereby sug-
gesting a methodological maxim of deliberately
searching for examples that should be most likely
to reveal the falsity of a hypothesis if it is false, such
as altering the diet or the habitat of ravens to
ascertain whether that would have any effect on
their color. But Popper’s conception of laws as
prohibition was an even more far reaching insight
relative to his falsificationist methodology.
Popper’s work on natural necessity distinguishes

it from logical necessity, where the notion of pro-
jectible predicates as a pragmatic condition is dis-
placed by the notion of dispositional predicates as a
semantic condition. It reflects a conception of
laws as relations that cannot be violated or chan-
ged and require no enforcement. Fetzer (1981) has
pursued this approach, where lawlike sentences
take the form of subjunctive conditionals, such as
ðxÞðRx ) BxÞ; where ) stands for the subjunctive
conditional. This asserts of everything, ‘‘If it were a
raven, then it would be black.’’ The truth of this
claim, which is logically contingent, depends on a
difference between permanent and transient prop-
erties. It does not imply the counterpart, ‘‘If any-
thing were nonblack, then it would be a nonraven.’’
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Among Popper’s most important contributions
were his demonstration of how his falsificationist
methodology could be extended to encompass
statistical laws and his propensity interpretation of
probability (see Probability). Distributions of out-
comes that have very low probabilities in hypotheses
are regarded, by convention, as methodologically
falsifying those hypotheses, tentatively and fallibilis-
tically. Popper entertained the prospect of probabi-
listic measures of corroboration, but likelihood
measures provide a far better fit, since universal
hypotheses as infinite conjunctions have zero proba-
bility. Indeed, Popper holds that the appropriate
hypothesis for scientific acceptance is the one that
has the greatest content and has withstood the best
attempts at its falsification, which turns out to be the
least probable among the unfalsified alternatives.
The likelihood of hypothesis H, given evidence

E, is simply the probability of evidence E, if hy-
pothesis H is true. While probabilistic measures
have to satisfy axioms of summation and multipli-
cation—for example, where mutually exclusive and
jointly exhaustive hypotheses must have probabil-
ities that sum to 1—likelihood measures are consis-
tent with arbitrarily many hypotheses of high
value. This approach can incorporate the laws of
likelihood advanced by Ian Hacking (1965) and a
distinction between preferability for hypotheses
with a higher likelihood on the available evidence
and acceptability for those that are preferable when
sufficient evidence becomes available. Acceptabil-
ity is partially determined by relative likelihoods,
even when likelihoods are low. Popper (1968,
360–91) proposed that where E describes the out-
come of a new test and B our background knowl-
edge prior to that test, the severity of E as a test of
H, relative to B, might be measured by

PðE jH6BÞ � PðE jBÞ; ð1Þ
that is, as the probability of E, given H and B,
minus the probability of E, given B alone. The
intent of equation 1 may be more suitably captured
by a formulation that employs a symmetrical—and
therefore absolute—measure reflecting differences
in expectations with respect to outcome distribu-
tions over sets of relevant trials, such as

jPðE jHÞ � PðE jBÞ j ; ð2Þ
which ascribe degrees of nomic expectability to rel-
ative frequency data, for example. When B entails
E, then P(E jB) ¼ 1, and if P(E jH ) ¼ 1 as well, the
severity of any such test is minimal, that is, 0. When
H entailsE, whileB entailsøE, the severity of such a
test is maximal, i.e., 1. The acceptance of H may
require the revision of B to preserve consistency.

A plausible measure of the degree of corrobora-
tion C of H, given E, relative to B, would be

CðH jE6BÞ ¼ LðH jEÞ½ jPðE jHÞ � PðE jBÞ j �;
ð3Þ

that is, as the product of the likelihood of H, given
E, times the severity of E as a test of H, relative to
B. This is a Popperian measure, but not necessarily
Popper’s. Popper suggests (as one possibility)

CðH jE6BÞ ¼
PðE jHÞ � PðE jBÞ=PðE jHÞ þ PðE jBÞ; ð4Þ

which even he does not find to be entirely satisfac-
tory and which Imre Lakatos severely criticizes
(Lakatos 1968, especially 408–16).When alternative
hypotheses are available, the appropriate compara-
tive measures appear to be corroboration ratios

CðH2 jEÞ
CðH1 jEÞ ¼

LðH2 jEÞ½ jPðE jH2Þ � PðE jH1Þ j �
LðH1 jEÞ½ jPðE jH1Þ � PðE jH2Þ j �

ð5Þ
that reduce to the corresponding likelihood ratios
of L(H2 jE ) divided by L(H1jE ) and assume in-
creasing significance as a function of the severity
of those tests, as Fetzer (1981, 222–230) explains.

Popper also proposed the propensity interpreta-
tion of physical probabilities as probabilistic dis-
positions (Popper 1957 and 1959). In a revised
formulation, the single-case propensity interpreta-
tion supports a theory of lawlike sentences, logical-
ly contingent subjunctive conditionals ascribing
permanent dispositional properties (of varying
strength) to everything possessing a reference prop-
erty (Fetzer 1981 and 1993). Propensity hypotheses
are testable on the basis of the frequencies they
generate across sequences of trials. Long runs are
infinite and short runs are finite sequences of single
trials. Propensities predict frequencies but also ex-
plain them. Frequencies are evidence for the
strength of propensities.

Popper (1968) promoted the conception of sci-
ence as a process of conjectures and (attempted)
refutations. While he rejected the conception of sci-
ence as a process of inductive confirmation exem-
plified by the work ofHans Reichenbach (1949) and
Wesley C. Salmon (1967), his commitments to de-
ductive procedures tended to obscure the role of
ampliative reasoning in his own position. Popper
rejected a narrow conception of induction, accord-
ing to which the basic rule of inference is ‘‘If m/n
observed As are Bs, then infer that m/n As are Bs,
provided a suitable number of As are tested under a
wide variety of conditions.’’ And, indeed, the rule
he rejects restricts scientific hypotheses to those
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couched in observational language and cannot
separate bona fide laws from correlations.

Although it was not always clear, Popper was
not thereby rejecting induction in the broad sense
of ampliative reasoning. He sometimes tried to
formalize his conception of corroboration using
the notion of absolute (or prior) probability of the
evidenceE,P(E ), which is typically supposed to be a
subjective probability. Grover Maxwell (1974) even
develops Popper’s approach using Bayes’s theorem.
However, appeals to priors are inessential to forma-
lizations of Popper’s measures (Fetzer 1981), and it
would be a mistake to suppose that Popper’s ac-
count of severe tests, which is a pragmatic concep-
tion, could be completely formalizable.

Indeed, Popper’s notion of accepting hypotheses
on the basis of severe tests, no matter how tentative-
ly and fallibilistically, implies ampliative reasoning.
Its implementation for probabilistic hypotheses
thereby requires large numbers of trials over a wide
variety of conditions, which parallels the narrow
inductivist conception. These results, however, must
be subjected to severe tests to make sure the frequen-
cies generated are robust and stable under variable
conditions. When Volkswagens were first imported
into the United States, for example, they were all
gray. The narrow inductivist rule of inference justi-
fied inferring that all Volkswagens were gray, a
conclusion that could not withstand severe tests.

JAMES H. FETZER
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D
DECISION THEORY

Decision theory seeks to provide a normative ac-
count of rational decision making and to determine
the extent to which human agents succeed in living
up to the rational ideal. Though many decision
theories have been proposed, the version of
expected utility theory developed in L. J. Savage’s
([1954] 1972) classic Foundations of Statistics re-
mains the best developed and most influential. It
will serve as the principal focus of this article.
Savage established a general framework for think-
ing about decision problems. He codified core
tenets of the theory of rational preference and ar-
gued cogently for them. Most important, he proved
a representation theorem that helps to legitimize
subjective Bayesian approaches to epistemology
and to justify subjective expected utility maximiza-
tion as the foundation of rational decision making
(see Bayesianism). Indeed, Savage’s contributions
are so seminal that the best way to approach
the topic of decision theory is by treating his
theory as a kind of ‘‘gold standard’’ and discuss-
ing other views as reactions or additions to it. This
is the approach taken here. This article has three
sections. The first discusses the general notion of
a decision problem. The second introduces the
expected utility hypothesis and explains Savage’s

representation theorem. The third presents the stan-
dard theory of rational preference and discusses
objections to it.

Decision Problems

Savage’s model assumes a rational decision maker,
hereafter the agent, who uses beliefs about possible
states of the world to choose actions that can be
expected to produce desirable consequences. The
states describe all relevant contingencies that lie
beyond the agent’s direct control. Any uncertainty
that figures into the agent’s choice is portrayed as
ignorance about which state obtains. Events are
disjunctions of states that provide less specific des-
criptions of the circumstances under which choices
are made than states do. Consequences serve as
objects of noninstrumental desire. Each specifies a
possible course of events that is sufficiently detailed
to settle every matter about which the agent intrin-
sically cares. Acts are objects of instrumental desire;
the agent values them only insofar as they provide
a means to the end of securing desirable consequ-
ences. When there are only finitely many acts and
states, the person’s choice can be described using a
decision matrix:
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S1 S2 S3. . . Sn

A1 C1,1 C1,2 C1,3. . . C1,n

A2 C2,1 C2,2 C2,3. . . C2,n

A3 C3,1 C3,2 C3,3. . . C3,n

: : : : :

Am Cm,1 Cm,2 Cm,3. . . Cm,n

where Sj ¼ states, Ai ¼ acts, and Ci, j ¼ the outcome
that Ai will produce when Sj obtains.

This model of decision problems applies to ‘‘one-
choice’’ decisions made at a specific time. Though
early decision theorists, like Savage, believed that
sequences of decisions could be represented by one-
shot choices among contingency plans, or strategies,
this view now has few adherents. The topic of dy-
namic decision making lies beyond the scope of this
article. (For relevant discussions, see Hammond
1988; McClennen 1990; and Levi 1991.)
A decision problem is counted as rational only if

the following conditions hold:

. The value of each consequence C is indepen-
dent of the act and state that bring it about.

. Each act/state pair (A, S ) determines a unique
consequence CA,S.

. The agent cannot causally influence that which
the state obtains.

Many misguided objections to expected utility
theory involve decision problems that violate
these requirements. For example, the following is
a central tenet of the theory:

. Comparative Probability (CP): For any event
E and consequencesC andC* withC preferred
to C*, the agent prefers an act that produces C
when E and C* when ø E to an act that pro-
duces C* when E and C when øE if and only if
the agent is more confident in E than in øE.

This seems susceptible to counterexample. Imag-
ine a person who is convinced that the average
annual inflation rate over the next decade will be
either 10% or 1% but that 10% is far more likely:

E ¼ The rate of inflation will

be high over the next decade.

The rate of inflation

will not be high over

the next decade.

A Be paid $1,000 in ten years. Be paid $0 in ten years.

A* Be paid $0 in ten years. Be paid $1,000 in ten

years.

Despite confidence in E, such a person may pre-
fer A* to A on the grounds that $1,000 will be

worth more if inflation is low than if it is high.
This preference does not refute CP, which applies
only to preferences in well-formed decision pro-
blems, and this problem is ill-formed, since the
consequence ‘‘Be paid $1,000 in ten years’’ is
worth less when it appears in the upper left than
when it appears in the lower right. (Proponents of
state-dependent utility theory relax this requirement
by allowing utilities of outcomes to vary with
states. See Karni 1985.) To fix the problem, one
needs to rewrite outcomes as follows:

The rate of inflation will be

high over the next decade.

The rate of inflation

will not be high over

the next decade.

A Be paid $1,000 after

ten years of high inflation.

Be paid $0 after ten

years of low

inflation.

A* Be paid $0 after ten years

of low inflation.

Be paid $1,000 after

ten, years of high

inflation.

When the problem is redescribed this way, the
preference for A over A* does not violate CP.

Similar problems arise when the decision maker
can influence states of the world. Another core
tenet of expected utility theory is:

. Dominance. If the agent prefers A’s con-
sequences to A*’s consequences in every pos-
sible state of the world, then the agent prefers
A to A*.

Dominance sometimes seems to make absurd
recommendations:

One will contract

influenza this winter.

One will not

contract influenza

this winter.

Get a flu shot. Get the flu, and

suffer the minor

pain of a shot.

Avoid the flu,

but suffer

the minor pain

of a shot.

Do not get a

flu shot.

Get the flu, but

avoid the minor

pain of a shot.

Avoid the flu, and

avoid the minor

pain of a shot.

Here it seems as if Dominance requires one to
forgo the shot to avoid the pain, which is terrible
advice given that the chances of getting the flu are
markedly less with the shot than without it. Again,
this is not an objection to expected utility theory, but
an ill-posed decision problem. To properly reformu-
late the problem, one must use states like these:
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. One will contract the flu whether or not one
gets the shot.

. One will not contract the flu whether or not
one gets the shot.

. One will contract the flu if one gets the shot,
but not otherwise.

. One will not contract the flu if one gets the
shot, but will otherwise.

Dominance reasoning always holds good for
states that are independent of the agent’s acts, as
these states are.

The debate between causal and evidential deci-
sion theorists has to do with the sort of indepen-
dence that is required here. Evidentialists believe
that states must be evidentially independent of acts,
so that no act provides a sign or signal of the
occurrence of any state. Causal decision theorists
adopt the stronger requirement that states must be
causally independent of acts, so that nothing the
agent can do will change the probabilities of states
(for details, see Jeffrey 1983; Gibbard and Harper
1978; Skyrms 1980; Joyce 1999).

Expected Utility Representations of Preference

Following Savage, it is standard in decision theory to
assume that after due deliberation, a rational agent
will be able to order acts with respect to their effec-
tiveness as instruments for producing desirable out-
comes. This generates a weak preference ranking A�
A* that holds between acts A and A* just when, all
things considered, the agent strictly prefersA toA* or
is indifferent between them. It is important to under-
stand that this preference ranking among acts is not
what the agent starts outwith when making her deci-
sion. It is the end result of the deliberative process.

Decision theorists have historically understood
preferences behavioristically, so that A>A* means
that the agent would choose A over A* if given the
chance. Though some social scientists still adhere
to this interpretation, it has been widely and effec-
tively criticized. The alternative is to take prefer-
ences as representing one’s all-things-considered
judgments about which acts will best serve one’s
interests. In this reading, saying that one prefers
A to A* means that the balance of one’s reasons
favors realizing A rather than A*; whether one can
or will choose A is another matter.

An act A is choiceworthy when it is weakly pre-
ferred to every alternative. According to the ex-
pected utility hypothesis, rationally choiceworthy
acts maximize the decision maker’s subjective ex-
pected utility. In Savage’s framework, an act’s
expected utility is defined as

ExpP;UðAÞ ¼ PðSÞ �UðCA;SÞ
where P is a probability function defined over
events, and U is a real-valued utility function de-
fined over consequences. To show that rationally
choiceworthy acts maximize expected utility, Sav-
age imposed a system of axiomatic rationality con-
straints on preference rankings and then proved
that any ranking satisfying his axioms would be
consistent with the hypothesis that acts are ranked
according to expected utility. (The first result of
this type is found in Ramsey 1931.) One can think
of Savage as seeking to establish the following two
claims:

1. Theory of Practical Rationality. Any practi-
cally rational agent will have a preference
ranking among acts that obeys Savage’s
axioms.

2. Existence of Subjective Expected Utility
Representations. For any preference ranking
that obeys Savage’s axioms, there will be
at least one probability/utility pair (P, U )
such that:
. P represents the agent’s beliefs: One event E
is taken to be at least as likely as another
E* only if P(E ) � P(E*).

. U represents the agent’s (intrinsic) desires
for consequences: C is weakly preferred to
C* only if U(C ) � U(C*).

. ExpP,U, accurately represents the agent’s
(instrumental) desires for actions: A is wea-
kly preferred to A* only if ExpP,U(A) �
ExpP,U(A*).

It follows directly that one whose preferences
satisfy Savage’s axioms will always behave as if
one were choosing acts based on their expected
utility (though it is in no way required that one
actually use this method in making the decision).
Savage also proves that this representation is

unique once a unit and zero point for measuring
utility have been fixed. To establish uniqueness,
Savage was forced to assume that the agent has
determinate preferences over an extremely rich set
of options. Many decision theorists reject these
‘‘richness assumptions’’ and so believe that an
agent’s beliefs and desires should be represented
by sets of probability/utility pairs, as in Joyce
(1999, 102–105).

The Theory of Rational Preference

Since there is no question about the validity of
Savage’s representation theorem, his case for
expected utilitymaximization rests on the plausibility
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of his axioms as requirements of practical rationality.
Rather than trying to formulate things as Savage
does, it will be better to discuss informal versions of
those of his axioms and auxiliary assumptions that
are components of every expected utility theory.

Frame Invariance and Value Independence
It will serve to begin by considering two princi-

ples that are left implicit in most formulations of
expected utility theory:

. Frame Invariance (INV). A rational agent’s
preferences among acts should depend only
on the consequences the acts produce in vari-
ous states of the world, and not on the ways in
which these consequences, or the acts them-
selves, happen to be described.

. Value Independence (VALUE). A rational
agent endows each act with a value that is
independent of the decisions in which it figures.

While INV’s credentials as a requirement of ra-
tionality have never been seriously questioned, a
great deal of empirical research suggests that
people’s preferences do often depend on the way
in which decisions are ‘‘framed.’’ For example,
when presented with the following two decisions
(see Tversky and Kahneman 1986),

1. One will be paid $300 to choose between (a)
getting another $100 for sure or (b) getting
another $200 with probability 1

2
and $0 with

probability 1
2
, and

2. One will be paid $500 to make a choice
between either (a*) paying back $100 for
sure or (b*) paying back $0 with probability
1
2
and paying back $200 with probability 1

2
,

a surprising number of people prefer (a) in the first
choice and (b*) in the second, thus violating INV.
The different descriptions of the same options lead
people to view their choices from different perspec-
tives. In the first case, they see themselves as having
$300 and try to improve their lot by choosing be-
tween (a) and (b); while in the second, they (wrong-
ly) see themselves having $500 and try to preserve
their fortune by choosing between (a*) and (b*).
This generates problems when conjoined with the
following facts about human behavior (see Kahne-
man and Tversky 1979; Shafir and Tversky 1995):

. Divergence from the Status Quo. People are
more concerned with gains and losses, seen
as additions or subtractions from the status
quo, than with total well-being or overall
happiness.

. Asymmetrical Risk Aversion. People tend to
be risk averse when pursuing gains, but risk
seeking when avoiding losses.

People who choose between (a) and (a*) see $300
as the status quo, and thus prefer the less risky (a),
since they are risk averse when pursuing gains.
When choosing between (b) and (b*), they see
$500 as the status quo and prefer the more risky
(b*) because they are risk seeking when aiming to
avoid losses.

VALUE has a number of important implications.
First, it entails that one should be able to experi-
mentally ‘‘elicit’’ a person’s preference between A
and A* using any of the following methods:

. Fair Prices. Have an agent put a ‘‘fair price’’
on each action, and conclude that the higher-
priced act is preferred.

. Choice. Have an agent choose between A and
A*, and conclude that the chosen act is not
dispreferred.

. Rejection. Have an agent reject A or A*, and
conclude that the rejected act is not preferred.

. Exchange. Award an agent A*, offer to trade
A for A* plus a small fee, and conclude that A
is preferred if the agent makes the trade.

Surprisingly, these procedures can all yield dif-
ferent results, a fact that creates havoc for behav-
iorist analyses of preference. In cases of preference
reversal, an agent who sets a higher price on A also
selects A* in a straight choice. Shafir (1993) gives
examples in which subjects choose A over A* and
yet reject A for A*. This happens because they
focus more on comparisons among ‘‘positive’’ fea-
tures of options when choosing, but more on nega-
tive features when rejecting. When A has both more
pronounced positive features and more pro-
nounced negative features, it can be both chosen
and rejected. There are even cases in which an
agent will refuse to trade A for A* and refuse to
trade A* for A. The mere fact that the person
‘owns’ a prospect seems to make it more valuable
to her. (This is referred to as loss aversion.)

VALUE also says that an agent’s preferences
among options should not depend on what other
options happen to be available. This entails the
following two principles (Sen 1971) (note that
these do not apply when the addition or deletion
of A** provides relevant information about the
desirability of A or A*):

. Principle-a: If the agent will choose A over A*
and A**, then the agent will choose A over
A* even when A** is not available.
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. Principle-b: If the agent will choose A in a
straight choice against A*, then the agent will
also choose A in a choice between A, A*, and
some third option that is inferior to A*.

Actual choosers often violate these principles. As
salespeople have long known, one can more easily
convince a person to buy a product by offering an
inferior product at a higher price. Likewise, offer-
ing too many good options can lead a person to
refrain from buying products he would have pur-
chased had the list of options been smaller. A
disconcerting violation of both principles is the
finding of Redelmeier and Shafir (1995) that phy-
sicians are less likely to prescribe pain medication
to patients when they can choose between ibupro-
fen and the inferior piroxicam than when they can
choose only ibuprofen. While none of these empir-
ical results have led decision theorists to question
the normative standing of VALUE, they clearly
show that expected utility theory is not an accurate
description of human behavior.

Completeness

Along with Dominance and Comparative Proba-
bility, expected utility theorists also generally state
as axioms:

. Transitivity. If the agent (strictly or weakly)
prefers A to A* and A* to A**, then the agent
prefers A to A**.

. Completeness (COM). The agent either strict-
ly prefers A to A*, strictly prefers A* to A, or
is indifferent between them.

. The ‘‘Sure-Thing’’ Principle (STP). If A and
A* produce the same consequences in every
state consistent with an event øE, then the
agent’s preference between A and A* depends
exclusively only on their consequences when E
obtains.

Though all five axioms are controversial in vari-
ous ways, COM and STP have been the most con-
tentious.

Completeness can fail in twoways. First, an agent
might have no definite preference between two pro-
spects either because the agent’s intrinsic desires are
vague or indeterminate or because the agent has
insufficient information to judge which act will bet-
ter promote desirable consequences. Being indiffer-
ent is not the same as having no preference. One
who is indifferent between two options judges that
they are equally desirable, but one who lacks a clear
preference is unable to judge that one option is
better than the other, or even that they are equally

good—the person simply has no view about their
relative desirabilities. Most decision theorists now
admit that there is nothing irrational about having a
‘‘gappy’’ preference ranking, and it is becoming
standard to treat COM (and any other axiom that
requires the existence of preferences) as a require-
ment of coherent extendibility (see Jeffrey 1983;
Kaplan 1983; Joyce 1999, 103–5). In this reading,
it is irrational to have an incomplete preference
ranking only if it cannot be extended to a complete
ranking that obeys all the other axioms.
A more serious objection to COM comes from

those who hold that rational agents may be unable
to compare acts or consequences not because of any
vagueness in their beliefs or desires, but because
they regard the values of these prospects as genuine-
ly incommensurable (Raz 1986; Anderson 1993). In
one version of the view, a rational agent might
regard distinctive standards of evaluation as appro-
priate to different sorts of prospects and so see
prospects that do not fall under a common standard
as incomparable. For example, a person might see it
as perfectly appropriate to set a monetary price on a
share of stock but also regard it as improper to put a
price on spending an afternoon with one’s children.
If this is so, then a person’s preference ranking
will not compare these prospects, and no extension
of it consistent with that person’s values will do so.
The incommensurability debate is too involved
to pursue here. The heart of the issue has to do
with the ability of rational agents to ‘‘balance off ’’
reasons for and against an option so as to come
to an all-things-considered judgment about its de-
sirability. Utility theorists think that such a balanc-
ing of reasons is always possible. Proponents of
incommensurability deny this.

The Sure-Thing Principle

The Sure-Thing Principle forces preferences to be
separable across events, so that a rational agent’s
preference between A and A* depends only on
what happens in states of the world in which these
prospects produce different outcomes. When there
are three states to be considered, STP requires an
agent facing the following decision to prefer A over
A* if and only if the agent also prefers B over B*:

S1 S2 S3

A C1 C2 C3

A* C1* C2* C3

B C1 C2 D3

B* C1* C2* D3

DECISION THEORY

185



In deciding between A and A* or between B and
B*, STP tells the agent to ignore what happens
when S3 holds, since the same result occurs under
S3 whichever option is chosen. In effect, the re-
quirement is that the agent be able to form a pref-
erence between the following two act types whether
or not the value of x is known:

S1 S2 S3

X C1 C2 x

X* C1* C2* x

STP has generated more controversy than any
other tenet of expected utility theory. Much of the
discussion concerns two putative counterexamples,
the Allais and Ellsberg paradoxes, which seem to
show that an important component of rational
preference—the amount of risk or uncertainty
involved in an option—is nonseparable in the
sense required by STP. In the jargon of economists,
a prospect involves risk when the agent knows the
objective probability of each state of the world. It
involves uncertainty when the agent does not have
sufficient information to assign objective probabil-
ities to states. STP entails that an agent’s attitudes
toward risk and uncertainty can be fully captured
by the combination of the agent utility function for
outcomes and the probabilistic averaging involved
in the computation of expected utilities. The Allais
and Ellsberg paradoxes appear to show that the
theory is wrong about this.
In Allais’ paradox (Allais 1990) agents choose

between A and A* and then between B and B*
(where known probabilities of states are listed):

0.33 0.01 0.66

A $2,500 $0 $2,400

A* $2,400 $2,400 $2,400

B $2,500 $0 $0

B* $2,400 $2,400 $0

Most people violate STP by preferring A* to A
and B to B*, and these preferences remain stable
upon reflection. The thinking seems to be that in
the first choice one should play it safe and take the
sure $2,400, since a 0.33 chance at an extra $100
does not compensate for a 0.01 risk of ending up
with nothing. On the other hand, since one will
probably end up with nothing in the second choice,
the chance of getting an extra $100 makes the risk
worth taking. Thus, Allais choosers think (a) that
there is more risk involved in choosing in A over A*

than in choosing B over B*, and (b) that this added
risk justifies their nonseparable preferences.

In Ellsberg’s paradox (Ellsberg 1961), a ball is
drawn at random from an urn that is known to
contain 30 red balls and 60 balls that are either
white or blue but in unknown proportion. The
agent is asked to choose between A and A* and
then between B and B*.

Red White Blue

A $100 $0 $0

A* $0 $100 $0

B $100 $0 $100

B* $0 $100 $100

Most people prefer A to A* and B* to B. People
tend to prefer risk to equivalent levels of uncertain-
ty when they have something to gain and to prefer
uncertainty to risk when they have something to
lose. Thus, A is preferred to A* because it has $100
riding on a prospect of known risk 0.33, while A*
has that same sum riding on an uncertainty (rang-
ing between risk 0 and risk 0.66). Likewise, B* is
preferred to B because it offers a definite 0.66 risk
of $100 where B offers only an uncertainty (ranging
between risk 0.33 and risk 1.0).

Some decision theorists take the Allais and Ells-
berg paradoxes to show that expected utility theo-
ry is incapable of capturing rational attitudes
toward risk. The problem with STP, they say, is
that a rational agent need not be able to form any
definite preference between the act types X and X*
because information about x’s value might provide
information about the relative risk of options, and
this information can be relevant to the agent’s
preferences.

Many expected utility theorists respond to this
objection by arguing that the Allais and Ells-
berg paradoxes are underdescribed (Broome 1991,
95–115). One can render the usual Allais prefer-
ences consistent with STP by rewriting outcomes
as follows:

0.33 0.01 0.66

A $2,500 $0 instead of a sure $2,400 with A* $2,400

A* $2,400 $2,400 $2,400

B $2,500 $0 instead of a probable $0 with B* $0

B* $2,400 $2,400 $0

If the agent prefers the second outcome in A to
the second outcome in B, then there is no violation
of STP. Moreover, there is a plausible psychological
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explanation for this preference. A person who ends
up with $0 instead of a sure $2,400 might experience
pangs of regret that would not be felt if that person
thought that ending up with $0 was likely anyhow.
Thus, the person’s decision really looks like this:

0.33 0.01 0.66

A $2,500 $2,400 and pangs of regret $0

A* $2,400. $2,400 $2,400

B $2,500 $0 with little regret $0

B* $2,400 $0 $2,400

The Ellsberg paradox can be handled similarly.
If the agent feels a special sort of discomfort when
gains ride on uncertain prospects (or losses ride on
risky prospects), then the correct description of this
problem might really be:

Red White Blue

A $100 $0 $0

A* $0 $100 and

discomfort

$100

B $100 and

discomfort

$0 $100 and

discomfort

B* $0 $100 $100

Again, there is no violation of STP here.
This way of eliminating counterexamples to STP

worries many people, since it looks like an expected
utility theorist can always use it. The fact that one
can always explain away any seeming counterex-
amples to expected utility theory by redescribing
outcomes and postulating the necessary beliefs and
desires seems to show that the theory is contentless.
This objection is especially effective against behav-
iorist interpretations of preference. Since behavior-
ists can appeal to only overt choices to isolate
preferences, they have no principled way of distin-
guishing legitimate from ad hoc redescriptions of
decision problems. Nothing in an Allais chooser’s
behavior, for example, indicates whether the agent
is seeking to avoid some (unobservable) feeling of
regret or is acting on the basis of nonseparable
attitudes toward risk.

The objection is less effective when preferences
are understood as all-things-considered judgments,
for it is then possible to argue that certain rede-
scriptions are correct because they best explain the
totality of the person’s behavior. If the hypothesis
that people experience regret explains a great deal
of human behavior, aside from violations of STP,
then it is legitimate to use it to explain the common

Allais preferences. Consider an analogy: It could be
claimed that Newtonian mechanics is empty be-
cause (as is true) any pattern of observable motions
can be made consistent with Newton’s laws by
positing the right constellation of forces. What
makes this objection unconvincing is the fact that
Sir Isaac Newton was able to account for a vast
array of distinct motions using the single force of
gravity. The same might be true in decision theory.
If it can be shown that a small number of relatively
simple psychological mechanisms, including feel-
ings of regret or discomfort in situations of risk,
explain a great deal of human behavior, then the
best explanation for the Allais and Ellsberg choices
might be among those proposed by the expected
utility theorists. Of course, this places a burden on
these theorists to show that by standard canons of
scientific reasoning, their explanation is indeed the
best available.
An alternative response is to take the description

of the Allais and Ellsberg paradoxes at face value
and to argue that the common preferences are irra-
tional. To see how the argument might go for the
former, note that the common rationale for
the Allais choices assumes that the difference in
risk between A and A* exceeds the difference
in risk between B and B*. Proponents of expected
utility theory will argue that this is mistaken. The
best way to determine how much two options differ
in risk, they will claim, is to ask how one might
ensure against the increased chances of loss that
one assumes in exchanging the less risky option for
the more risky one. Someone who switches from A*
toA in theAllais paradox can ensure against the risk
of loss by buying an insurance policy that pays out
$2,400 contingent on the 0.01 probability event.
Moreover, the person can ensure against the in-
curred risk of switching from B* to B by purchasing
the same policy. Since a single policy does both jobs,
the actual change in risk must be the same in each
case. Allais choosers, who perceive a greater risk in
the first switch, are committed to paying more for
the policy when using it as insurance against theA*-
to-A risk than when using it as insurance against
the B*-to-B risk. This difference in ‘‘risk pre-
miums’’ shows that the Allais choosers’ perceptions
of risk do not track the actual risks of prospects.
Similar things can be said about Ellsberg choosers.
Opponents of expected utility theory may deny

that it is appropriate to measure risk by the costs of
ensuring against it. In the end, the issue will be
settled by the development of a convincing method
for measuring the actual risks involved in pro-
spects. (Ideally, this theory would be augmented
by a plausible psychological account of perceived
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risks that explains the common Allais choices.)
While there is a well-developed model of risk aver-
sion within expected utility theory, this model does
not seek to measure risk itself, only an agent’s
attitudes toward risk. While some progress has
been made in the measurement of risk, a great
deal remains to be done. It is known that no simple
measure (standard deviation, mean absolute devia-
tion, entropy) will do the job. Building on the classic
paper by Michael Rothschild and Joseph Stiglitz
(1970), economists have made great strides toward
providing a definition of the ‘‘riskier than’’ relation.
This work strongly suggests that risk is indeed a
separable quantity, and thus that the Allais and
Ellsberg choosers are irrational. Still, there is no
universally accepted way of measuring the amount
of risk that prospects involve. Until such a measure
is found, the proper interpretation of the Allais and
Ellsberg paradoxes is likely to remain controver-
sial, as will expected utility theory itself.

JAMES M. Joyce
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PROBLEM OF DEMARCATION

‘‘The problem of demarcation’’ is Karl Popper’s
label for the task of discriminating science fromnon-
science (see Popper, Karl Raimund). Nonscience

includes pseudoscience and metaphysics but also
logic and pure mathematics, philosophy (including
value theory), religion, and politics (Popper 1959,
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34; 1963, Ch. 1). Pseudoscience and metaphysics in
turn include meaningless language, speculative the-
ory, ad hoc conjectures, and some of what is today
called junk science. Given this wide range of tar-
gets, the great diversity of legitimate sciences
and philosophies of science, and human gullibility,
it is not surprising that there is no agreement on
whether there is an adequate decision procedure
or criterion of demarcation and, if so, what it is.
Meanwhile, the logical empiricists formulated their
own criterion of demarcation in terms of their em-
piricist philosophy of language, an approach that
Popper rejected (see below).

Traditional solutions to the problem of demarca-
tion have been attempts to answer such questions
as, What is science? What is special about science?
What is (empirical) knowledge? and, by implica-
tion, Why is science important? There is much at
stake for a society in the answers to such questions
insofar as science enjoys cultural authority in that
society. Ironically, in recent decades, the problem
of demarcation has lost visibility in philosophical
circles even as science and technology have gained
unparalleled authority and even though creation-
ists and various postmodernist groups now increas-
ingly challenge that authority, not to mention the
legal and political difficulties in identifying ‘‘sound
science’’ (see Social Constructionism).

The distinction between science and nonscience
is not always invidious. In his Tractatus Logico-
Philosophicus of 1919, Wittgenstein drew the dis-
tinction in part to protect ethics from the incur-
sions of science. The logical empiricists used it to
distinguish philosophy from empirical science (see
Cognitive Significance; Logical Empiricism).

Problems of demarcation arise at two different
levels. One is the public level. Given the centrality
of science and technology to modern societies,
those societies do in fact demarcate allegedly good
science from bad science and from nonscience in
various ways. The question is, How ought they to
accomplish such demarcation? At the other level,
the same question arises within specialist scientific
communities, although here the basis for discrimi-
nation will normally be more technical.

Historical Background

From the ancient Greeks on, Western methodolo-
gists have attempted to solve the problem by spe-
cifying a criterion of demarcation in the form of
necessary and sufficient conditions for epistēmē,
scientia, or good science. Historically prominent
criteria of demarcation draw upon virtually all the
main areas of philosophy. Criteria have been

couched in terms of the ontological status of the
objects of knowledge (e.g., Platonic Forms, Aristo-
telian essences), the semantic status of the products
of research (science as a body of true or at least
meaningful claims about the universe), the episte-
mological status of the products of research (sci-
ence as a body of certain or necessary or reliable or
appropriately warranted claims), the logical form
of those claims (universal or particular, derivability
of predictions from them), and value theory (the
normative method that produces the claims, e.g.,
inductive or hypothetico-deductive, or comparison
of a field with a model discipline such as physics).
For Aristotle, a claim is scientific if it is

. general or universal,

. absolutely certain, and

. causal-explanatory.

Here ‘‘general’’ means that the claim is of the form
‘‘AllAs are essentiallyBs,’’ and ‘‘causal-explanatory’’
means that the argument ‘‘All As are (essentially)
Bs, and such-and-such is A; therefore, it is B’’
explains why it is B by attributing A as the cause.
The possessor of genuine scientific knowledge has a
demonstrative understanding of the first causes or
essences of all things of a given kind. The logic or
methodology of science and the investigative pro-
cess itself are distinct from science proper. Aristotle
stated his demarcation criteria in terms of the qua-
lities of the products, not the process of producing
them.
Two thousand years later, Galileo, Descartes,

Newton, and other seventeenth-century natural
philosophers still required virtual certainty for a
claim in order to include it in the corpus of scien-
tific knowledge. These early scientists also required
causal-explanatory power of a sort; witness New-
ton’s goal of finding true causes (verae causae) in
his first rule of reasoning in the Principia.However,
many of the natural philosophers abandoned as
impossible Aristotle’s demand for first causes and
real essences. Newtonian mechanics could demon-
strate the motion of the planets in terms of the laws
of motion and gravitation, but it failed to find
either the cause or the essence of gravity itself.
Thus it could not provide a demonstrative chain
of reasoning back to first causes (McMullin 2001).
In the wake of the English Civil War, the Royal

Society of London expressly excluded religion and
politics from its discussions and insisted that scien-
tific discourse be conducted in plain (nonmetapho-
rical) language. Although Descartes had previously
rejected rhetoric and the other humanities as bases
for science, the secular saint of the Royal Society
was Francis Bacon, who was usually interpreted
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as a simple inductivist. In this view, to be scientific,
a claim must be induced from a body of previou-
sly gathered experimental or observational facts.
Nature must be allowed to speak first as well as
last.
The thinkers of the scientific Enlightenment

shaped the modern concern with demarcation. If
science is to be the supreme expression of human
reason and the broom that sweeps away the cobwebs
of tradition and folk wisdom, then it is crucial to
distinguish science from pretenders (Amsterdamski
1975, 29). The Enlightenment legacy is that science
and representative government are the two sacred
institutions of modern society and that the special
status of both must be preserved. Somewhat ironi-
cally, then, demarcation became a conservative ex-
ercise in exclusion. In its strongest versions, the
demarcation project is associated with foundation-
ist epistemologies. In particular, strong empiricists
have regarded any claim with a suspicion propor-
tional to its distance from experimental observation.
(They have legitimized mathematics in a different
way.)
In the eighteenth century, Hume insisted that

natural science must be thoroughly empirical,
since pure reason cannot say anything about the
natural world (see Empiricism). Moreover, any
meaningful expression must be traceable back to
an origin in experience. Kant also insisted that
it is philosophy’s job to demarcate science from
nonscience—but on a priori grounds—and also to
adjudicate disputes among the sciences. His philos-
ophy became especially influential because it was
incorporated within the newly reformed German
university system.
In the nineteenth century there was widespread

agreement that ‘‘Baconian’’ induction was an overly
restrictive method, and that the hypothetico-
deductive method was not only legitimate but also
superior, given that certainty is unattainable in sci-
ence. The hypothetico-deductive method cannot
achieve certainty, because of the fallacy of affirming
the consequent, but neither can the inductivemethod
that it largely supplanted. Some nineteenth-century
and virtually all twentieth-century methodologists
responded to the clarified logical situation by be-
coming fallibilists and by adopting self-correcting
or successive-approximation methodologies of sci-
ence in place of the old foundationist ones. Since
these methodologists could no longer appeal to fail-
safe epistemic status as the mark of substantive
scientific claims, some retreated to the process that
produced them: A claim is scientific if and only if
it is produced by a proper application of the scien-
tific method, and a discipline is scientific if and only

if it is governed by the scientific method. This view
enjoys considerable currency today, especially
among textbook writers and school administrators.
Of course, process or method had been part of the
Baconian criterion all along, but the new dispensa-
tion considerably broadened what counted as a
legitimate process as well as dropped the near-
certainty of the final product.

One difficulty with this retreat from substance to
method is that it becomes harder to defend the view
that science, unlike other institutions, cumulatively
produces objectively correct results. Another diffi-
culty of the liberalized conception of process is that
there was and is no agreement about whether there
is a special scientific method at all, and if so, what
that method is, what justifies its use, and whe-
ther it has changed historically (see Feyerabend,
Paul). After all, how can anyone prove that a par-
ticular candidate for ‘‘the’’ scientific method is
bound to produce results epistemically superior to
those of any other method? Indeed, how can one
know in advance whether or not a given method
will be fruitful in this world or in any given domain
of it? Ironically, prior to the Darwinian era, many
methodologists would have said that the ulti-
mate justification of method is theological. Third,
John Herschel, William Whewell, Auguste Comte,
W. S. Jevons, and others minimized the process of
discovery in favor of the testability of the products
of that process. Reversing the Bacon-Hume empha-
sis on antecedents, they asserted that it is observable
consequences—predictions—that count, and that
novel predictions count most (see Prediction).
John Stuart Mill denied that novel predictions
have special weight and remained a more conser-
vative inductive-empiricist than Whewell and the
hypotheticalists, who increasingly stressed the im-
portance of conceptual and theoretical innovation
as well as novel prediction. Popper and the logical
empiricists would later reconstruct this divorce of
antecedent exploration from logical consequences
as involving a distinction of the psychological
‘‘context of discovery’’ from the logical ‘‘context
of justification or corroboration,’’ thereby reducing
scientific method (the ‘‘logic’’ of science) to a logi-
cal minimum. As a criterion of demarcation, test-
ability drastically weakens Aristotle’s standard, for
now a scientific statement need not even be sup-
ported by evidence, let alone be established as true
(Laudan 1981, Chs. 9–11; Nickles 1987a).

Twentieth-Century Developments
The problemof demarcationwas a central feature

of the dominant philosophies of science—logical
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empiricism and Popperianism—at the time when
philosophy of science emerged as a professional
specialty area within philosophy, namely the peri-
od 1925–1970 (see Logical Empiricism; Popper,
Karl Raimund; Vienna Circle). In Tractatus, §4.11,
Wittgenstein had written, ‘‘The totality of true pro-
positions is the whole of natural science (or the
whole corpus of the natural sciences).’’ Inspired in
part by Wittgenstein, some leading logical empiri-
cists adopted not actual truth but empirical verifi-
ability as their criterion of demarcation of science
from metaphysics and pseudoscience. The verifi-
ability criterion served as a criterion of both empiri-
cal meaningfulness and meaning itself. Given that a
statement is meaningful (verifiable), what exactly
does it mean? Roughly, the meaning is given by
the method of verification. However, the logical
empiricists soon realized that the unrestricted prin-
ciple is untenable. It excludes mathematics and logic
from science, and abstract theoretical and lawlike
claims as well. Besides, its own status is unclear,
since it itself is not verifiable (see Verifiability).

Pierre Duhem ([1914] 1954) had already shown,
contrary to the logical empiricists and to Popper,
that theories such as classical mechanics, Maxwel-
lian electromagnetic theory, and relativity theory
are not falsifiable in isolation (see Duhem Thesis).
Only the larger complexes that include numerous
and diverse auxiliary assumptions yield predictions,
a point that Willard Van Quine expanded into a
controversial, full-blown holism concerning the re-
lation of science to experience, which in turn
encouraged Thomas Kuhn (1962) to emphasize the
underdetermination of theory by the facts plus logic
(see Kuhn, Thomas; Quine, Willard Van). Paul
Feyerabend (1981, Chs. 6 and 8) contended that
some of the empirical content of a deep theory
could be discovered only from the vantage point of
another deep theory (see Feyerabend, Paul).

Meanwhile, the operationalism of the physicist
Percy Bridgman and of several behavioral scientists
required that the smallest linguistic units—namely,
individual terms—receive operational definitions
(see Behaviorism; Bridgman, Percy). Roughly, the
meaning of a term is given by the operations that
determine whether or not it applies. For example,
the scratch test for minerals indicates the meaning
of ‘‘Mineral X is harder than mineral Y.’’ More-
over, in a reversal of the consequentialist tendency
of methodological thinking, all the terms were to be
defined in advance of any theorizing and were to
provide a permanent conceptual basis for future
science (see Scientific Revolutions).

Carl Hempel’s (1965, Chs. 4–5) influential review
of the literature summarized the failures of the

various criteria of meaning and demarcation pro-
posed by the logical empiricists and operationalists:
They are both too restrictive and too permissive
(see Cognitive Significance; Hempel, Carl Gustav).
In agreement with Quine’s attack on the analytic-
synthetic distinction, Hempel (1965) concluded:
‘‘Theory formation and concept formation go hand
in hand; neither can be carried on successfully in
isolation from the other’’ (113). Thereafter, these
programs faded in importance (see Analyticity).
The problem of demarcation is most closely

associated with Popper, for whom it and the related
problem of the growth of knowledge were the
two central problems of philosophy (Popper 1959,
34; 1963, Ch. 1). Although both parties regarded
empirical testability as the mark of a scientific
statement, Popper disagreed with the leading logi-
cal empiricists on two main points. First, falsifiabil-
ity alone counted as testability for Popper (a view
that he had to soften in order to allow statistical-
probabilistic statements). Second, refusing to take
the linguistic turn, Popper rejected the logical
empiricists’ attempt to derive a demarcation crite-
rion from a theory of meaning. Rudolf Carnap, for
example, characterized philosophy of science as
Wissenschaftslogik, the logic of (the language of )
science, and required that all scientific statements
meet the above-mentioned empiricist criterion of
cognitive significance (see Carnap, Rudolf ). All
nonempirical statements are ‘‘metaphysical’’ and
cognitively meaningless. Popper agreed that meta-
physical statements are not scientific, but he insisted
that they may be meaningful. He observed that the
deepest scientific problems have their roots in meta-
physical problems, which have served as a heuristic
for modern science.
Popper also rejected inductive criteria of demar-

cation. A good hypothesis does not have to be
winnowed from the empirical facts; nor can it be.
Noting the logical asymmetry between verification
and falsification (a single counterinstance can re-
fute a universal claim, but no number of positive
instances can verify it), Popper proposed falsifia-
bility (empirical refutability) as the criterion of
demarcation. For him a statement is scientific if
and only if it is falsifiable in principle, that is, if it
can fail an empirical test. This is equivalent to
saying that there must be some possible observation
statement (true or false) that logically contradicts
the claim in question. Thus Newton’s and Einstein’s
bold theories are scientific because they make risky
empirical claims that can fail; but Marxist and
Freudian theories are not scientific, despite their
claims to wide explanatory power, because their
advocates allow nothing to count as a refutation.
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Far from making strong claims about reality, these
theories actually exclude nothing.
Popper criticized the age-old effort of philosophy

to justify scientific claims positively. According to
Popper, Hume had shown that scientific claims can
never be justified, even to a probabilistic degree.
For this reason he spoke of successful tests as
‘‘corroborating’’ rather than confirming hypoth-
eses (see Corroboration). Scientific claims can
never escape conjectural status. By contrast, Car-
nap and other logical empiricists responded to
Hume with probabilism, the view that the facts
can confer probability but not certainty upon uni-
versal empirical claims (see Confirmation, Theories
of; Inductive Logic).
In another respect, Popper retained the view that

science is a special institution, the one that best
exemplifies rational and empirical inquiry into
new knowledge, or what Popper called ‘‘the critical
approach.’’ The scientific community is an open
society and a model for the others. But since almost
any discipline can pursue a critical approach, why
does demarcation remain the central problem of his
epistemology? Popper’s answer was that his criteri-
on of demarcation is the key to solving the problem
of the growth of knowledge, that is, the problem of
how people learn from experience. The solution to
this problem is that they learn from their mistakes
by identifying and eliminating error, not the tradi-
tionally offered solution that they learn by induc-
tion from experience. It is falsification that enables
them to learn from experience without induction—
the only possible way of learning, he thought. Thus
falsifiability is the crucial feature that makes
learning and hence science possible. Disciplines
that do not promote their own rational and empir-
ical criticism not only are intellectually dishonest
but also obstruct the advance of knowledge.
Popper’s intuitively appealing criterion is widely

cited in public fora. However, it too runs afoul of
the objections reviewed by Hempel. For example,
Popper’s criterion fails utterly for singular state-
ments such as ‘‘There are black holes,’’ for unre-
stricted existential statements are not falsifiable.
Moreover, it is not always clear whether Popper is
criticizing Marxists and Freudians themselves or
the theories they hold. Whether or not Marxists
are personally responsive to reasons and evidence
is one question; the testability of Marxist theory is
another. A theory cannot be dishonest.
Imre Lakatos (1970) provided a thorough critique

of the entire spectrum of falsificationist positions
and, on this basis, arrived at his own ‘‘methodology
of scientific research programs,’’ which, in effect,
makes demarcation of good from bad science and

nonscience a matter of degree (see Lakatos, Imre;
Research Programs). Because of Duhem’s problem
and other complications, what are appraised,
Lakatos said, are not theories in isolation but entire
series of theories generated appropriately by ongo-
ing research programs (see Duhem Thesis). Com-
peting programs fight long battles of attrition. A
research program progresses insofar as

. it makes novel theoretical predictions in heur-
istically motivated (non–ad hoc) ways;

. some of these predictions are confirmed; and

. successor theories in the program can explain
why their predecessors worked as well as they
did.

A program degenerates insofar as it lags in these
respects. Lakatos did not apply his approach with
Popperian ruthlessness, for Lakatos held that it is
not necessarily irrational to retain allegiance to a
degenerating program for an indefinite period of
time. His account implies that the predicates ‘‘is
scientific’’ and ‘‘is good science’’ are relative to
historical context. Phlogiston, caloric, and ether
theories may have been the best available in their
day, but anyone defending them today is surely
unscientific. Like Popper, Lakatos and successors
such as Worrall and Zahar attempt to purify sci-
ence of ad hoc statements, roughly, theory modifi-
cations that are heuristically unmotivated and that
lead to no new predictions. But they disagree in
detail on what counts as ad hoc and why ad hoc
science is bad science (Nickles 1987b).

For Kuhn (1962 and 1970) the mark of a mature
science is that it supports a routine problem-solving
tradition with a disciplined determination of which
problems are fruitful to pursue (seeKuhn, Thomas).
In his terms, this will be normal science under a
paradigm. Kuhn contested Popper’s treatment of
falsification and falsifiability. Astrology was (and
is) a pseudoscience not because it was unfalsifiable
but because it could not sustain a normal-scientific
puzzle-solving tradition. Kuhn’s view of creation
science was similar. Interestingly, Kuhnian normal
science fails to be scientific by Popper’s criterion,
for it is uncritical and convergent rather than di-
vergent. It does not seek major novelty. Kuhnian
paradigms are not falsifiable, for their constitutive
principles and practices retain a virtual synthetic a
priori status for the corresponding scientific com-
munities. Popperian falsifications become Kuhnian
anomalies. Its convergent nature enables normal
science to build on itself more directly than Popper
allowed, yet, in the longer run, given the inevitabil-
ity of scientific revolutions, not as cumulatively as
even Popper wanted. And to Popper’s prohibition
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of ad hoc adjustments in the face of threatened
falsification, Kuhn replied that it is often by just
such adjustments that scientific knowledge grows.
While Popper minimized the importance of scien-
tists’ believing in scientific propositions, Kuhn
emphasized commitment, but to a tradition of
problem-solving practices more than to a set of
specific beliefs and methodological rules (Rouse
2003).

It is largely on the basis of their implicit, practical
knowledge that scientists within a specialist commu-
nity agree so readily on what is good and bad
science. However, this harmony of mutual compre-
hension goes out the window during a scientific
revolution. Insofar as Kuhnian scientific revolu-
tions actually occur in the history of science, they
make solving the problem of demarcation more dif-
ficult; for by their nature, they radically undermine
not only entrenched theories but also the goals,
standards, and methodological practices that char-
acterize the previous periods of normal science
under a paradigm. They represent discontinuities
of scientific development.

Demarcation Difficulties and Reasons for the
Demise of the Philosophical Problem

Aside from the particular difficulties faced by each
specific proposal, the demarcation enterprise as a
whole faces some obstacles. First, the general epis-
temological problem of demarcating knowledge
from nonknowledge is essentially an application
of the problem of the criterion, formulated in an-
cient times by Sextus Empiricus. As such, the prob-
lem generates a well-known destructive dilemma.
How does one decide whether a proposed criterion
is correct?—for, either the candidate is self-certifying
or else it is justified by a deeper criterion. The first
option leads to vicious circularity and the second to
vicious regress. (Simply to identify the demarcation
and criterion problems would be to classify all
genuine knowledge as scientific knowledge, a ver-
sion of scientism.) Moreover, if the criterion of
demarcation itself is an empirical claim, then how
can it also be normative, and how can it be justified
by appeal to empirical science without begging the
question? Both the logical empiricists and the Pop-
perians attempted to evade these difficulties by
assigning the criterion of demarcation to method-
ology or philosophy of science rather than to em-
pirical science itself. With some exceptions (notably
Otto Neurath), they held that philosophy of science
is an a priori or conventional and normative disci-
pline (see Neurath Otto). But if the criterion is

merely conventional, a matter of social agreement,
then how can it escape being historically situated or
historically relativized to competing research pro-
grams, and why is everyone obligated to accept the
convention?
For Popper, the criterion of demarcation, as one

of the ‘‘rules of the game of science,’’ regulates
science as a whole. Kuhn denied that there are
any such rules. Larry Laudan (1981) observed
that methodologists have typically used demarca-
tion criteria and other methodological principles as
machines de guerre in specific historical battles for
control of some science or program. Moreover,
since technical judgments as to what constitutes
good science in a particular subspecialty are usually
highly field- and problem-specific, they are not
credible unless made by respected members of the
research community. Philosophers and general
methodologists rarely occupy this position.
The new history of science brought a historical

sensitivity to philosophy of science that problema-
tizes the entire project of demarcation. (The logical
empiricists had discontinued Ernest Mach’s and
Duhem’s practice of studying the history of science
with care.) If a criterion of demarcation is supposed
to answer the question, What is science? by deli-
neating what is common to all sciences at all times,
an essentialist answer is almost inevitable. Yet the
diversity of past science is already so great that
any criterion that encompasses all of it is bound
to be too weak to be interesting or useful. Ironical-
ly, the problem of demarcation for modern science
became urgent only when the sciences began to
diversify sufficiently that no simple criterion was
likely to succeed. These observations raise a further
difficulty. It must first be decided which enterprises
to include among the sciences to be compared,
and this already begs the demarcation question
(Amsterdamski 1975).
One reason why candidate criteria of demarca-

tion are too narrow is that they are often backward-
looking, attempting to capture what all successful
sciences up to now have in common, while pretend-
ing to be suprahistorical. Yet science continues to
evolve, to ramify, to diversify, to redefine itself; and
this is true of methodology and goals as well as
content. Insofar as scientific change is occasionally
revolutionary, the difficulty may be even worse. On
what basis could a criterion of demarcation formu-
lated today presume to legislate for all future sci-
ence? A criterion with any bite is likely to harm
science more than help it. In giving up the search
for ultimate essences, both Ptolemaic astronomy
and Galilean mechanics failed to be science by
Aristotle’s lights (Laudan 1983).
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Many philosophers of science (as well as most
science studies experts) have rejected or minimized
the problem of demarcation for one reason or an-
other. Pragmatists such as Quine tend to blur dich-
otomous distinctions, and this one is no exception
(see Quine, Willard Van). For Quine, philosophy is
continuous with science, which is in turn continu-
ous with common sense. There is no sharp distinc-
tion between purely analytical activity and
empirical investigation. And today, in the so-called
postmodern era, there is a premium on discriminat-
ing the differences among the wide variety of seem-
ingly legitimate scientific pursuits rather than upon
identifying characteristics that they possess in com-
mon. Many science studies experts and culture
theorists contest the cultural authority of science
and the traditional claims that the scientific enter-
prise possesses a unique epistemic status (see Social
Constructionism). Yet one could say that the very
success of the Enlightenment project has made
demarcation more difficult and less necessary
today, since all major institutions strive to be more
rational and scientific and less arbitrary in their
practices, including some approaches to theology
(Murphy 1990).
Reflecting on the steady weakening of proposed

criteria of demarcation, Laudan (1983) concludes
that demarcation is no longer an important philo-
sophical problem. Popper’s falsifiability criterion,
he says, weakens the criterion almost beyond rec-
ognition. No longer does the criterion of demarca-
tion mark out a body of belief-worthy claims about
the world, let alone demonstrably true claims,
let alone claims about ultimate causal essences—
for, in Popper’s criterion every empirically false
statement is automatically scientific! Popper comp-
letely abandons the traditional attempt to charac-
terize science in terms of either the epistemic or the
ontological status of its products.
Laudan’s view is that it is wrong to make invidi-

ous, holistic distinctions in advance about whether
or not something is scientific. Scientists typically
proceed piecemeal, he says, willing to consider any-
thing and everything on its merits. They dismiss as
bad, marginal, or fringe science much of what they
encounter and keep the rest. There is no need for a
separate category of pseudoscience. It is enough to
reject something as bad science.
This pragmatic move deliberately blurs the dis-

tinction between the form and the content of sci-
ence, i.e., between the logic ormethod of science and
empirical claims themselves. The move rejects the
traditional demarcation problem only to raise an-
other, at least equally difficult one: How can philo-
sophers of science (and other members of society)

reliably discriminate good science from bad science?
Laudan (and Kuhn) would answer that philoso-
phers do not need to. That is a job for contemporary
practicing scientists who have demonstrated their
expertise. Sometimes the answers will be obvious,
but often enough they will be both piecemeal and
highly technical. This response may be correct, but
how does it play in the sociopolitical arena? And of
course it raises yet another question: How should
society determine who is an expert?

Demarcation as a Social Problem

Laudan ([1982] 1996, Ch. 12) applies his position to
the Arkansas trial of 1981–1982 (McLean v. Arkan-
sas) over the teaching of creationism in public
school biology classes. He agrees with the decision
that creationism should not be taught as biology,
but he is severely critical of every point of Judge
Overton’s philosophical justification of his deci-
sion. For example, Overton appeals to Popper’s
falsifiability criterion to show that creationism is
not science. Laudan replies that creationist doctrine
itself is science by that criterion, since it has been
empirically falsified, however unscientific may be
the behavior of some of its advocates. The reason
it should not be taught is simply that it is bad sci-
ence. Michael Ruse, who had invoked Popper’s
criterion in court testimony, responded that given
the complexities of the legal and social situation,
Judge Overton’s reasoning was correct, for that is
the only practical way to stop the teaching of ‘‘crea-
tion science’’ as a serious alternative to biological
evolution (Ruse 1982).

One complication is that terms such as ‘‘bad sci-
ence’’ and ‘‘pseudoscience’’ cover a variety of dif-
ferent sins, including incompetent but honest work,
potentially good work that is difficult to test or that
has utterly failed to find empirical support, and
deliberately dishonest scientific pretensions. There
are any number of ways in which science can be bad
and many labels for bad or pretended science.
‘‘Pseudoscience’’ is an old term for claims that are
(or are treated as) untestable. The chemist Henry
Bauer (2001) prefers ‘‘anomalistics’’ to ‘‘pseudosci-
ence,’’ since all the standard criteria for the latter
have failed and pseudoscience occasionally devel-
ops into real science, as Popper acknowledged.
‘‘Fringe science’’ includes sometimes-testable claims
widely ignored by the scientific community because
they violate the best naturalistic understanding of
the cosmos. ‘‘Pathological science’’ is the name that
Nobel chemist Irving Langmuir gave to those cases
in which the scientists are honestly deceiving them-
selves, as he claimed was the case with J. B. Rhine’s
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work on extrasensory perception (Park 2000, 40ff ).
‘‘Junk science’’ involves deliberately exploiting sci-
entific uncertainty to confuse and mislead judges,
juries, and politicians, usually by substituting mere
possibility for known probability (Huber 1991). It
falls just short of ‘‘fraudulent science,’’ in which
scientists fudge their results or expert witnesses lie
about the current state of knowledge. The physicist
Robert Park (2000) lumps all these cases together
as ‘‘voodoo science.’’ He is especially concerned
about claims with public currency that escape full
scientific scrutiny because of official secrecy, politi-
cal intervention, the legal adversary system, and the
de facto adversary system employed by the media.
The latter results in what Toumey (1996, 76) calls
‘‘the pseudosymmetry of scientific authority.’’ That
is, ‘‘unbiased reporting,’’ like the use of expert
witnesses in a courtroom, sometimes pretends that
for every expert there is an equal and opposite
expert.

This leads to another complication—that philo-
sophers and scientists must make their cases to lay
audiences. There is little opportunity to present
esoteric detail in a court of law or the popular
media. In the case of creationism, given the politi-
cal, religious, and legal situation in the United
States, Ruse can argue rather convincingly that
labeling creationism religion rather than science is
the only way to keep it from being taught as science
in public school classrooms. It is doubtful whether
Laudan’s more nuanced treatment of the issue
would have the same practical effect. Should
Judge Overton have ruled that creationism cannot
be taught because it is bad science, or that it can
only be taught as an example of bad science? Surely
it would be a bad precedent for sitting judges to
rule on what is good or bad science. And yet in a
lesser sense they must, for the U.S. Supreme Court’s
1993 decision in Daubert v. Merrill-Dow Pharma-
ceuticals makes judges the gatekeepers for keeping
unsound science out of the courtroom. Daubert re-
quires judges to consider, in addition to their error
rate, whether the alleged scientific claims have been
tested, whether the claims have been subjected to
peer review, andwhether the relevant scientific com-
munity accepts the claims (full consensus is not
required).

A related complication is that legal (and political
and public policy) reasoning differs in important
ways from scientific reasoning, so one should not
expect full convergence between scientific and legal
modes of thought and action. For example, scien-
tific conclusions are typically guarded and open to
future revision in a way that legal decisions are not.
Legal judgments are final (except for appeal) and

must be made within a short time span on the basis
of the evidence and arguments adduced within that
time, whether or not sufficient scientific knowledge
is available (Foster, Bernstein, and Huber 1993).
The value of a scientific claim or technique often
resides in its heuristic potential, not in its known
truth or correctness, whereas the judicial system
wants the truth now. Scientists seek general under-
standing of phenomena, whereas judges and attor-
neys must achieve rapid closure of particular
disputes. Scientific conclusions are often statistical
(with margins of error given) and not explicitly
causal, whereas legal decisions are typically causal
and normative (assigning blame), individual, and
nonstatistical, although cases involving smoking
and cancer have recently broadened the law’s con-
ception of scientific reasoning. In the United States
and elsewhere, many legal proceedings, both crimi-
nal and civil, are explicitly adversarial, whereas sci-
entific competition is adversarial only in a de facto
way. Scientists rely most heavily on evidential rea-
sons, whereas law courts require all evidence to be
introduced via testimony and accepted (or not) on
that authority. Consideration of the evidence itself
is beyond the purview of the court. The rules of
evidence also differ. Judges must decide, in binary
fashion, whether or not a given piece of evidence is
admissible at all and whether a given witness is
admissible as a scientific expert. When there is a
jury, the judge instructs it as to what it may and
may not take into consideration. In some respects,
legal reasoning is more conservative than ‘‘pure’’
scientific reasoning, since lives may be immediately
at stake; whereas in science, as Popper says, ‘‘our
theories die in our stead (Popper 1985, 83).
The current situation is further complicated by

the shifting use of the terms ‘‘junk science’’ and
‘‘sound science.’’ In the highly litigious context of
the United States, ‘‘junk science’’ originally meant
dubious claims defended by hired expert witnesses
in liability lawsuits, especially against wealthy cor-
porations. While the increasing number of scientif-
ically frivolous lawsuits does indeed threaten the
financial stability and the innovative risk-taking of
corporations, corporate executives and powerful
politicians have corrupted the terminology by label-
ing as junk science any scientific claim or method-
ology that challenges their position, and as sound
science any claim that favors it (Rampton and
Stauber 2001).
Moreover, writing on boundary formation and

maintenance in science, the sociologist Thomas
Gieryn (1999) contends that the epistemic authority
of science derives not from the application of philo-
sophical criteria of demarcation, nor from empirical
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testing, good practices at the laboratory bench, or
competent experimental design. Rather, it is gener-
ated downstream where science meets the rest of
society: in schools, the media, law courts, etc. It is
here where the cultural maps are drawn, he says,
with sets of boundaries that confer authority,
power, and prestige (or their absence) upon science
and other cultural institutions. Of course, when one
looks at the detailed ways in which this is accom-
plished, one finds such things as philosophers’ cri-
teria of demarcation being used as weapons, and
so, to a degree, the issue comes full circle. From this
sociological perspective, Laudan is correct to char-
acterize criteria of demarcation as localmachines de
guerre rather than timeless principles, but the
demarcation problem remains important for all
that; for if Gieryn is correct, it is precisely the
constellation of such maneuvers that establishes
cultural boundaries. That is one reason why clashes
over science in the courtroom and clashes between
the epistemic standards of science and law are wor-
risome to those who wish to preserve the epistemic
autonomy of science (see Lynch and Jasanoff
1998.)
Since the general public frequently confuses sci-

ence and technology, demarcation issues carry over
to technological debates. Fallibilism with respect to
technological development presents more problems
than fallibilism with respect to basic science. At the
turn of the twenty-first century, one of the sharpest
disagreements among policymakers concerns the
so-called precautionary principle, the idea that
scientists and technologists should proceed with
caution in areas in which they are ignorant. In its
strong form, the principle states that no technology
shall be introduced until its safety can be assured—
a measure that would curtail innovation. Defenders
of the strong form apparently assume that ‘‘sci-
ence’’ consists of fail-safe knowledge. A weaker
form of the principle requires caution when the
stakes (utilities) are sufficiently high, even when
the probabilities are relatively small or uncertain
(e.g., greenhouse gases and global warming).
Equally clearly, forging ahead until there is proof
of danger is a foolish policy. The problem is where
and how to strike the balance, given that these are
usually decisions made under large uncertainty.

Conclusion

There is no one simple distinction that marks off
science (and its potential technological applica-
tions) from pseudoscience, or good science from

bad. This is the conclusion of the last two genera-
tions of philosophers of science, reinforced by
modern science studies. The problem is still more
complex than many writers have realized, for these
are no context-free distinctions. What sort of
demarcation is appropriate within science depends
upon subtleties of historical and technical context,
and what sort of demarcation is appropriate in pub-
lic policy contexts will likewise depend upon contex-
tual details, including the particular interests at
stake. So what began as a metaphysical or logical
issue ends up being a concern modulated by prag-
matic reasons (Resnik 2000). While there is some
truth to the reported demise of the traditional demar-
cation problem, context-specific demarcation issues
abound and are more important than ever, both
within science and in the public arena, a domain
that urgently needsmore philosophical participation.
Before emigrating to the United States and England,
the logical empiricists, Popper, and Lakatos were
deeply engaged in sociopolitical issues.

Clearly, the demarcation problem cannot be
solved by simply identifying science with the body
of currently accepted ‘‘truths,’’ nor is it possible
simply to retreat from substance to method if this
implies a commitment to ‘‘the’’ scientific method as
a set of rules. Current emphasis on future promise
rather than past results, and on scientific practices
rather than belief systems and universal logical
criteria, may offer a more feasible approach to the
problem. Rouse (2003, 119) notes the irony that
despite Kuhn’s and science studies’ challenge to
‘‘textbook science,’’ the leading philosophical mod-
els of science remain representational and hence
lend encouragement to the creationists’ fideistic
conception of science and of science education. Ed-
ucation continues to emphasize correct beliefs (sci-
entific facts) over productive practices and future-
oriented attitudes. Half a century after the decline of
logical empiricism, philosophers still tend to view
science in terms of a retrospective theory of justifi-
cation rather than problem-solving productivity
and future promise. Although it is not absolute,
the belief/practice distinction can also eliminate a
persistent confusion over who is an expert. At the
frontier of knowledge, where no one knows what
lies beyond, there are no experts in the sense of
those who know that such-and-such is true, but
there clearly are experts in the sense of those who
know how to proceed with frontier research and are
able to furnish comparative heuristic appraisals of
the competing proposals.

THOMAS Nickles
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DETERMINISM

Determinism is a topic of broad interest in philoso-
phy, with important connections to issues in meta-
physics, epistemology, ethics, and philosophy of
action (see e.g., O’Connor 1995; Belnap 2001).
Within the philosophy of biology, there has been
some discussion of determinism in evolutionary
theory (e.g., Brandon and Carson 1996; Graves,

Horan, and Rosenberg 1999) as well as in genetics,
where a consensus has emerged that no interesting
thesis of determinism can be sustained (Sarkar
1998; Kitcher 2001). Most discussion of determin-
ism in the philosophy of science has focused on the
issue as it arises in physics, and this will be the
primary focus of this article.
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Formulations of Determinism

The thesis of determinism has been defined in nu-
merous ways. The basic idea is that one part of
the world’s history determines another part of the
world’s history. In order to extend this intuitive but
vague idea into a crisp thesis, it is necessary to
make some choices. Which part of the world’s
history does the determining, and which part gets
determined? How should the kind of determination
at issue be understood? Should determinism
be thought of as a characteristic of a world, a
theory, a set of laws, or something else? Is deter-
minism an all-or-nothing affair, or are there useful
notions of degrees of determinism, or ‘‘partial de-
terminism’’? This section will survey a number of
different ways in which these questions have been
answered.
Perhaps the most famous exposition of the

doctrine of determinism in the context of modern
science is due to Pierre Laplace:

We ought to regard the present state of the universe as
the effect of its antecedent state and as the cause of the
state that is to follow. An intelligence knowing all the
forces acting in nature at a given instant, as well as the
momentary positions of all things in the universe, would
be able to comprehend in one single formula the
motions of the largest bodies as well as the lightest
atoms in the world, provided that its intellect were suffi-
ciently powerful to subject all data to analysis; to it
nothing would be uncertain, the future as well as
the past would be present to its eyes. (Laplace [1814]
1951, 282)

Laplace’s formulation makes a claim about the
nature of the universe, viz., that the total state at
one time causally determines the state at later times
and is causally determined by the state at past
times. It also makes a claim about predictability,
namely that an idealized intelligence would be able
to predict (or retrodict) the total state of the uni-
verse at any time given a specification of the state
at any other time. The first claim is (broadly
speaking) metaphysical or ontic, while the second
seems to be epistemological. Presumably, Laplace
thought that each claim followed from the other,
but as will be seen, there are many physical contexts
in which this is not so. There has been some con-
troversy about whether determinism should be
thought of primarily as an epistemological thesis
or an ontic one.
Laplace’s ‘intelligence’ is an extremely unreali-

stic idealization, and in order to understand his
characterization of determinism, one must under-
stand how this idealization is supposed to function.

Karl Popper in effect takes Laplace’s intelligence
to be a limiting case of an actual observer
and so takes determinism to be a thesis about
the kind of prediction available in principle
to actual observers. Actual observers, in addition
to having more limited powers of calculation than
Laplace’s intelligence, must gather the information
they use for making predictions from empirical
observations. Accordingly, Popper defines scientific
determinism as

the doctrine that the state of any closed physical system
at any given future instant of time can be predicted,
even from within the system, with any specified degree
of precision, by deducing the prediction from theories,
in conjunction with initial conditions whose required
degree of precision can always be calculated . . . if the
prediction task is given. (Popper 1982, 36)

Popper thus takes seriously the link between
determinism and predictability, where prediction
must be done by an agent who is part of the total
system the agent wishes to predict; the agent ma-
kes allowances for the fact that such predictions
can never be expected to be perfectly precise (see
Popper, Karl Raimund; Prediction).

Popper goes on to argue (41–85) that scientific
determinism is false, even if classical mechanics,
which has been traditionally regarded as a deter-
ministic theory, is true. Popper’s formulation thus
makes determinism an epistemological thesis.
Many other contemporary philosophers of science
who write about determinism, for example, John
Earman (1986, 6–10) and Patrick Suppes (1993),
insist that determinism is an ontic or physical thesis
and should not be analyzed in terms of epistemo-
logical concepts such as predictability. In their
view, Laplace’s characterization is acceptable only
if the reference to the idealized intelligence is un-
derstood as an aid to the imagination; what is
really important is that the laws of nature, together
with the state of the universe at a given time, suffice
to determine the state of the world at other times,
whether it is in principle possible to exploit this fact
to make predictions or not. Thus, it is crucially
important to distinguish between determinism
proper and predictability.

One may of course accommodate both views
about determinism by distinguishing between a
predictability sense of determinism and an ontic/
physical sense of determinism. But advocates of the
two views see more than mere terminological dis-
agreement here. Popper (1982, 8) argues that such
nonepistemological conceptions of determinism are
not falsifiable and are thus metaphysical rather
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than scientific. (For criticism of this argument, see
Earman 1986, 10.) One argument for the impor-
tance of distinguishing between predictability and
determinism, given by Suppes (1993, 245–246),
concerns Turing machines. A Turing machine is,
in an intuitive sense, an outstanding paradigm of a
deterministic system. But it is known that there is
no algorithm for determining whether an arbitrary
Turing machine in an arbitrary configuration will
ever halt. Suppes argues that this shows that it is
possible for a ‘good sense’ deterministic system to
be in an initial state such that there is no method
available for any epistemic subject to predict its
future behavior.

If one decides to formulate determinism in a way
that distinguishes it from predictability, one still
has options. A typical logical-empiricist formula-
tion makes determinism a property of theories
and defines deterministic theories syntactically: A
theory is deterministic if and only if a set of sen-
tences specifying the state of the world at one time,
together with lawlike sentences drawn from the
theory, deductively entail sentences characteriz-
ing the state of the world at any other time (Nagel
1953, 420–423) (see Nagel, Ernest). The problem
with this definition of determinism, pointed out by
Richard Montague (1974, 303–304) is that if the set
of possible states has the cardinality of the contin-
uum, there will not be enough sentences to describe
the state of the world at a given time sufficiently
precisely for the required deductions to go through.
Hence, the syntactic formulation makes determin-
ism exceedingly fragile.

Montague (1974) proposes an alternative, se-
mantic characterization of deterministic theories.
A theory is associated with a class of models, in
the sense used in formal semantics (see Scientific
Models; Theories). Montague then defines a num-
ber of senses of determinism. The general pattern is
that a theory is deterministic in a given sense if and
only if all models of the theory that agree on the
state of the world at one time also agree at certain
other times. Following the lead of Earman (1986,
12–14), it is possible to strip away much of the
formal semantic apparatus employed by Montague
and characterize these senses of determinism in
terms of physically possible worlds. Let W be the
set of physically possible worlds allowed by the
theory T. Then:

. T is futuristically deterministic if and only if:
For any w1, w2,W, and any time t, if w1 and w2

agree on the complete physical state at t, then
they agree on the complete physical state at
any time t* > t.

. T is historically deterministic if and only if: For
any w1, w2, W, and any time t, if w1 and w2

agree on the complete physical state at t, then
they agree on the complete physical state at
any time t* < t.

. T is Laplacian deterministic (or simply deter-
ministic) if and only if T is both futuristically
and historically deterministic.

These definitions provide a straightforward expli-
cation of the intuitive idea that one part of the
world’s history determines another part of that his-
tory: The physical possibilities allowed by the for-
mer leave no room for variation in the latter. These
definitions establish a general pattern that can be
used to generate further varieties of determinism:

. T is (X, Y) deterministic if and only if: For any
w1, w2, W, if w1 and w2 agree on the complete
physical state in spatiotemporal region X, then
they agree on the complete physical state in
spatiotemporal regionY (cf. Earman 1986, 17).

This pattern is useful when one turns to relativis-
tic physics, where there is generally no well-defined
sense of ‘the state of the world at a time t’ (see
Space-Time).
Further variations on this theme are available.

For example, one might hold that determinism is
not an all-or-nothing affair. A theory may be con-
ditionally deterministic in the sense that any two
physically possible worlds allowed by that theory
that agree at all times on a certain range of magni-
tudes or properties, and agree at a given time about
everything, also agree at all times about everything.
Alternatively, one may hold that some aspects of
the world are deterministic (say, the properties in
the set P) and others are not. One way to capture
this intuitive idea is as follows:

. T is Laplacian deterministic in the properties in
the set P if and only if: For any w1, w2, W, and
any time t, if w1 and w2 agree on all of the
properties in P at t, then they agree on all of
the properties in P at all times.

In this way, one can formulate the idea that, for
example, the world is deterministic in its physical
aspects but not in its mental aspects. But as many
authors have pointed out (Popper 1982, 25–26;
Earman 1986, 13–14), determinism with respect
to P coupled with the failure of determinism for
other properties leads to the consequence that
the properties in P must be nomologically indepen-
dent of those outside of P. In the case where
P is the set of physical properties, assumed not
to include the mental properties, this leads to
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epiphenomenalism about the mental. (Other senses
of less-than-complete determinism are defined by
Montague 1974, 321–324; Earman 1986, 13–14.)
The senses of determinism just discussed take the

basic notion to be that of a deterministic theory,
where the property of determinism is defined by
quantifying over all the physically possible worlds
allowed by the theory. Alternatively, one can define
determinism as a property of a set of laws, proceed-
ing as above, but quantifying over all the possible
worlds allowed by that set of laws. Determinism
can also be defined as a property of a world. One
straightforward way of doing this is to define a
world as deterministic just in case the laws of na-
ture of that world are deterministic. But Earman
(1986, 12–13) provides a more sensitive way of
defining a deterministic world, which may be stated
as follows:

. LetW be the class of physically possible worlds
relative to w. Then w is (futuristically, histori-
cally, Laplacian) deterministic if and only if:
For any w* 2 W and any time t, if w and w*
agree on the complete physical state at t, then
they agree on the complete physical state (at all
times t0 > t, at all times t0 < t, at all times t).

This definition allows, for example, that a world
may be Laplacian deterministic even if the laws of
that world are not Laplacian deterministic. (This
means that it could be that the laws alone do not
guarantee that the present state of the universe
determines its state for all times, but given the
actual state of the universe, its entire history is
settled by the laws.) But it entails that a sufficient
condition for the Laplacian determinism of a set of
laws is that each physically possible world allowed
by those laws is Laplacian deterministic.
In the case of a theory whose laws take the form

of differential equations or partial differential
equations, these definitions can be reformulated
in terms of boundary value problems and their
solutions, eliminating reference to physically possi-
ble worlds. So, for example, Laplacian determinism
can be reformulated:

. T is Laplacian deterministic just in case a phys-
ically possible specification of the physical
magnitudes at a time t, together with the
laws of T, define a well-posed boundary value
problem: There exists a unique solution for all
time satisfying the boundary values provided
by the specified physical magnitudes at t.

As will be seen later, space-time theories allow for
additional versions of this formulation, with differ-
ent characterizations of the boundary conditions.

In the following sections, the question of whether
various theories of modern physics are deterministic
will be examined. Of primary concern will be the
ontic versions of determinism favored by Earman
(1986) and Suppes (1993), but occasional reference
will be made to the predictability conception of
determinism favored by Popper (1982).

Determinism in Classical Physics

Classical physics is traditionally viewed as the very
paradigm of a deterministic physical theory (see
Classical Mechanics). This is probably in large
part due to Laplace’s influential formulation,
which was produced in the context of a discussion
of classical mechanics. However, it is now known
that classical physics is not deterministic, in either
the predictability sense or the ontic sense.

Classical physics does not satisfy any very inter-
esting requirement of predictability. One counter-
example is provided by the three-body problem in
Newtonian gravitation theory: No closed analytic
solution of the general problem exists, and methods
of numerical approximation give predictions that
are accurate only for limited periods of time
(Suppes 1993, 244 –245). Further, many classical
systems are known in which future evolution
depends so sensitively on small differences in initial
data that reliable predictions for arbitrary future
times are impossible. One of the most famous is
Lorenz’s model of the weather (Earman 1986;
Suppes 1993). More generally, many classical sys-
tems exhibit the feature known as chaos, which
rules out the possibility of predictability, though
not that of Laplacian determinism as defined
above. Chaotic systems are for this reason an excel-
lent case for illustrating the way in which the two
senses of determinism can come apart. Chaos in
classical systems will be discussed in a later section.

Though the failure of predictability in classical
physics is now widely appreciated, it is still widely
but falsely believed that classical physics does sat-
isfy the ontic formulation of Laplacian determin-
ism. A counterexample to Laplacian determinism
in classical physics is provided by any complete,
consistent specification of the history of a physically
possible world at a given time where this specifica-
tion together with the laws of classical physics do
not determine a unique future (or past) for that time.
There are several known such counterexamples,
and they come in a variety of kinds.

One interesting class of counterexamples is
provided by collisions between perfectly elastic
bodies. The most straightforward counterexample
of this class is simply a collision of three or more
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such bodies. For a collision of three such bodies,
the standard classical laws of elastic impact deter-
mine four equations, concerning conservation of
each component of the total momentum and con-
servation of the kinetic energy. A system of three
particles has nine degrees of freedom, which may be
reducible to six by means of selecting a frame of
reference in which the center of mass of the system is
at rest. This leaves more variables than equations,
so a unique solution representing the evolution of
the system after the collision is not determined (cf.
Earman 1986, 38–39).

More exotic elastic-collision counterexamples
can be constructed if the possibility of an infinite
number of particles is allowed. One such counterex-
ample, discovered by Jon Perez Laraudogoitia
(1996), goes as follows. Consider a countable infi-
nite series of perfectly elastic balls of unit mass, laid
out in a straight line of unit length, with each ball
half the diameter of the preceding one, and the
distance between balls decreasing by half with each
successive ball (see Figure 1a). Now suppose that
the first ball is struck by a cue ball of unit mass
moving with unit speed. In one unit of time, the
motion will have been communicated to each of
the infinitely many balls. Since the balls are all per-
fectly elastic, eachwill come to rest when it strikes its
successor, so that at the end of one unit of time, all of
the balls are at rest, with the n-th ball occupying the
initial position of the (nþ 1)-th ball and the cue ball
occupying the initial position of the first ball (see
Figure 1b). The important thing to notice is that no
ball pops out on the right-hand side; every ball has a
successor, so every ball gets stopped. The evolution
just described is a solution of the classical equations

of elastic impact. But those equations are time-
reversal invariant, so the time-reversed process, lead-
ing from Figure 1b to the time-reversal of Figure 1a
in a unit of time, is also a solution. Now consider a
physically possible world in which the balls are in the
situation depicted in Figure 1b at all times t< t*. The
laws leave open the possibility that the balls will
remain in this configuration forever, and they also
leave open the possibility that the time-reversal of
the original process will occur, starting at any time
later than t*. This shows that the classical mechanics
of elastic particles is not a deterministic theory (in
any of the senses discussed above).
A similar counterexample, which uses elastic balls

of the same size but initially distributed over an
infinite region of space, is given by Oscar Lanford
(1975). A curious feature of such counterexamples is
that they involve violations of global conservation
of momentum and energy; for example, in the Lar-
audogoitia example, the total momentum and en-
ergy of the system is zero before t* but nonzero after
t*. But there is no violation of local conservation of
energy or momentum, for the conservation laws are
satisfied by each of the elastic collisions.Whether the
violation of the global conservation laws is sufficient
to show that these are not genuine counterexamples
to determinism in classical physics is a point that will
be addressed at the end of this section.
A second class of counterexamples to determin-

ism in classical physics involves systems of massive
particles governed by the classical law of gravita-
tion. It is possible for such systems to exhibit sin-
gularities in which some quantity of motion
figuring in a law of classical physics becomes arbi-
trarily large in a finite amount of time (see Classical

Fig. 1. (a) The Laraudogoitia
example: Initial state. (b) The
Laraudogoitia example: Final state.
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Mechanics). The simplest kind of singularity occurs
when two point particles, accelerated by their mu-
tual gravitation, collide, so that the denominator in
the inverse-square law blows up. In such cases,
there will be a finite time t* such that no solution
of the classical equations up to time t* is extendable
to times later than t*, which is to say that the laws
of classical physics do not determine what happens
after t*. This problem can perhaps be dealt with by
saying that, really, point particles are just an ideal-
ization, useful only because they approximate the
behavior of extended bodies, whose centers of mass
will never actually coincide. But this move makes
it necessary to provide a theory of what happens
during particle collisions, and the problem of deter-
minism for triple-body elastic collisions mentioned
above looms large.
Furthermore, it is known that there exist solu-

tions to the classical dynamical equations with non-
collision singularities. (For details and references to
the physics literature, see Earman 1986, 33–39.)
Such noncollision singularities entail the physical
possibility of a quite bizarre species of counterex-
ample to determinism. What typically happens in
the case of such a noncollision singularity is that
one or more bodies will be accelerated to an indefi-
nitely large velocity in a finite period of time; the
form of its trajectory is depicted in Figure 2a, in

which a particle reaches arbitrarily high speeds
before the finite time t*. Since, again, the laws of
classical mechanics are time reversible, the time
reverse of this process, depicted in Figure 2b, is
physically possible relative to classical mechanics.
Figure 2b shows a particle suddenly ‘‘coming in
from infinity,’’ making it somewhat appropriate
to call it a ‘‘space invader.’’ Clearly, in Figure 2b,
nothing about the state of the world prior to time
–t* can determine whether a space invader will
appear at –t* or not. So here is another striking
violation of determinism in classical physics,
which, unlike the Laraudogoitia and Lanford
examples, does not depend on an improbable initial
arrangement of an infinite number of elastic balls.

The Lanford example and the space-invader ex-
ample depend on the fact that in classical physics,
there is no upper bound on the speed with which an
influence can propagate. This is a feature shared by
classical nonrelativistic theories of fields (rather
than particles), and this fact can be exploited to
construct violations of determinism for classical
field theories. The basic idea is that the field equa-
tions permit solutions involving a field-theoretic
analog of space invaders: a wave or other distur-
bance in the field propagating ‘‘in from infinity’’
(Earman 1986, 40–45 and 48–52).

As noted above, the Laraudogoitia and Lanford
examples involve violations of global conservation
laws, and the space-invader example does as well,
since the mass, energy, and momentum of the space
invader will be added to that of the whole universe
after it appears. It may be thought that this is
sufficient to rule out such examples as genuine
violations of determinism in classical physics,
since the laws of classical physics include the global
conservation laws. But there are reasons to be du-
bious of this move (Earman 1986, 37–39), for none
of the examples just mentioned involves any viola-
tion of any local conservation law. (For example,
the space-invader example does not violate the
principle that a particle’s mass must remain con-
stant along its entire world line, which is a plausible
candidate for the local principle of the conservation
of mass.) Further, the global conservation laws
have at best a dubious status as fundamental laws
of classical physics. They can be derived from more
fundamental laws, given certain assumptions—for
example, that the universe as a whole is a closed
system (which rules out space invaders) or that
there are only finitely many particles (ruling out
Laraudogoitia’s example). One could rule out the
examples of indeterminism in question by defining
classical physics in such a way that it includes such
assumptions. But what the examples in question

Fig. 2. (a) World-line of a ‘‘space fugitive’’ which may
result from a non-collision singularity in classical
gravitation theory. (b) A ‘‘space invader.’’ (The time-
reversal of the process depicted in Figure 2a.)
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show is that the fundamental laws of classical
physics do not by themselves guarantee that such
assumptions hold, for theses examples provide
solutions of the classical equations of motion in
which these assumptions are violated. To stipulate
that classical physics must be understood as essen-
tially including these assumptions (for example,
that the universe as a whole is a closed system) is
arguably tantamount to trying to make classical
physics deterministic by fiat. Moreover, it would
still not address the problem of elastic collisions
involving three or more bodies.

Chaos and Unpredictability in Classical Physics

Unfortunately there is no general definition of
‘chaos’ that iswidely agreedupon (Belot andEarman
1997, 150), but there are a variety of conditions
that are generally thought to characterize chaotic
systems. These conditions come in two categories:
those that amount to a kind of unpredictability and
those that amount to a kind of highly sensitive
dependence on initial conditions. Both kinds of
condition seem to be essential to the concept of
chaos.

These conditions can be made precise by making
use of the concept of an abstract dynamical system,
which can be defined as an ordered triple <X, T,
m> where X is a mathematical space (which can be
thought of a state space or a phase space), T is an
invertible mapping of X onto itself that represents
the unit time evolution of the system, and m is a
probability measure on X, which can be thought of
as representing either the state of one’s information
about the system or a statistical measure on an
ensemble of systems (Belot and Earman 1997, 151).

The notion of highly sensitive dependence on
initial conditions can be made precise by means of
Liapunov exponents. Liapunov exponents are
quantities defined for trajectories through the
state space, and they characterize the rate of expo-
nential divergence of nearby trajectories (see Lich-
tenberg and Lieberman 1992, 296, for the technical
details). So a given trajectory t through the state
space X has positive (nonzero) Liapunov exponents
just in case trajectories that start out very close to
twill diverge from t exponentially. In simpler terms,
if the Liapunov exponents are greater than zero,
then initial conditions that are very close together
will lead to later states that differ greatly, and the
amount of this difference increases exponentially
with time.

The unpredictability of a dynamical system can
be made precise in more than one way. First, one
can use the algorithmic concepts of complexity and

randomness. The conditional complexity of finite
sequence S given information I is defined as the
length of the shortest program that, when fed to a
universal Turing machine together with input I,
will yield S as output. For an infinite sequence S,
the complexity of S, K(S ), is defined as:

lim
n!1

1

n
KðSnjnÞ

where Sn is the initial sequence of S having length
n, and the last n in this formula should be read as
the information that the sequence Sn is of length n.
An infinite sequence is random if and only if its
complexity is greater than zero. Roughly speaking,
an infinite sequence is random just in case no mat-
ter how long an initial segment one takes, the short-
est computer program that will deliver that initial
segment as output is comparable in length to
the segment itself. This means that there is no
way to compress the information contained in the
sequence. This concept of randomness can be ex-
tended to the trajectories of an abstract dynamical
system by partitioning the states in X into cells and
then considering the sequence of cells in which a
trajectory is found at a given time, at one unit time
later, at one unit time later than that, and so on.
This can be thought of as a way of coding a trajec-
tory, by using an infinite sequence of cells. A tra-
jectory is random just in case there exists some
partition of the state space into cells such that the
sequence of cells that codes the trajectory is ran-
dom in the sense defined above (see Belot and
Earman 1997, 152, for a more rigorous exposition).
A second way to characterize unpredictability

makes use of a hierarchy of statistical properties
of dynamical systems. The weakest property in this
hierarchy is ergodicity: The system <X, T, m> is
ergodic if and only if for every function f of the
state space X, for every point x in X, the time
average of f(x) equals the average of f over the
whole of X (weighted by m). A stronger property is
mixing: The system <X, T, m> is mixing if and only
if it converges to equilibrium, in the sense that for
any function f defined over X, for every point x in
X, f(x) approaches the average value of f over
X (weighted by m) as the time gets arbitrarily
large. An even stronger property is that of being a
K-system. K-systems are dynamical systems with
positive, nonzero metric entropy (see Lichtenberg
and Lieberman 1992, 304, for details). K-systems
conform to the 0–1 law, which says that a com-
plete specification of the system’s entire past histo-
ry does not enable one to predict with certainty
any future event except those whose probability of
occurrence is 1 independently of the past history
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(Batterman 1992, 60). K-systems thus exhibit a
very strong form of unpredictability. An even
stronger form is exhibited by Bernoulli systems,
in which it is true at each time that any future
event that does not have a probability of 1 inde-
pendently of the past history is completely statisti-
cally independent of the entire past history. There
are classical mechanical systems exhibiting each of
the properties in this hierarchy (Lichtenberg and
Lieberman 1992).
These two ways of characterizing the unpredict-

ability of a dynamical system—by using (1) algo-
rithmic concepts of complexity and randomness
and (2) a hierarchy of statistical properties—are
related by Brudno’s theorem, which says that if
an abstract dynamical system <X, T, m> is ergodic,
X is compact, and T is a homeomorphism, then for
almost all trajectories, the complexity of the trajec-
tory is equal to the metric entropy of the system.
Hence, almost all trajectories are random if and
only if the system is a K-system (Batterman 1992,
61; Belot and Earman 1997, 157).
Unpredictability is related to the concept of ex-

treme sensitivity to initial conditions by Pesin’s
theorem, which says that under certain conditions
common among classical systems, the metric entro-
py of an abstract dynamical system <X, T, m> is
equal to the average value of the sum of all positive
Liapunov exponents (where this average is weight-
ed by m) (Lichtenberg and Lieberman 1992, 304;
Belot and Earman 1997, 157). Thus, for systems
that satisfy these conditions, having nonzero Lia-
punov exponents throughout a region of X of non-
zero measure is equivalent to being a K-system; in
other words, roughly speaking, having very many
trajectories that diverge exponentially from very
similar initial conditions is equivalent to being
unpredictable in the sense in which a K-system is.
Mixing, being a K-system, and having positive

Liapunov exponents have all been proposed as
necessary conditions, sufficient conditions, or nec-
essary-and-sufficient conditions for chaos (Belot
and Earman 1997). Again, there is no universally
accepted definition of chaos. It is sometimes
assumed that unpredictability and sensitive depen-
dence on initial conditions are so intimately related
that chaos can be defined simply in terms of one or
the other. For example, Joseph Ford (1989, 350)
defines chaos as ‘‘a synonym for randomness’’ in the
algorithmic sense. But as Robert Batterman (1992,
62–63) points out, behavior that is random in this
sense can be generated by systems that exhibit no
exponential divergence of trajectories at all (such as
a spinning roulette wheel) and are therefore poor
candidates for chaos. What does seem clear is that

a very strong form of unpredictability is a conse-
quence of chaos (Batterman 1992, 63). Yet, chaos is
perfectly compatible with Laplacian determinism as
defined above. (In fact, the preceding discussion of
dynamical systems has presumed throughout that
the systems in question are deterministic, in that
there is a unique, invertible mapping T that repre-
sents dynamical evolution.) This shows how impor-
tant it is to distinguish between the predictability
and ontic senses of determinism.

Determinism in Quantum Physics

The standard formulation of quantum mechanics
posits two dynamical processes (see Quantum Me-
chanics). The first of these is evolution of the quan-
tum state according to the Schrödinger equation,
which is linear, continuous, and deterministic. In
fact, there is a clear sense in which this evolution is
more deterministic than is evolution in classical
mechanics, for Schrödinger evolution does not ex-
hibit the sensitivity to small changes in initial con-
ditions allowed in classical mechanics (Belot and
Earman 1997). Schrödinger evolution is supposed
to take place in any system not being observed.
When an observation takes place, the second dyna-
mical process, called ‘‘state reduction’’ or ‘‘col-
lapse,’’ kicks in. State reduction is discontinuous:
The system being observed typically jumps from a
state in which it is in a superposition of values of the
quantity beingmeasured to one in which it has some
definite value, with the probabilities of the various
possible outcomes given by the Born rule. The prob-
abilistic nature of state reduction entails that
the standard formulation of quantum mechanics is
indeterministic in all of the senses discussed above.

It is generally consideredproblematic that the stan-
dard formulation of the theory uses ‘observation’ as
a primitive concept and that the standard dynamics
discriminates on the basis of whether an observa-
tion is taking place (cf. Albert 1992). There are a
variety of contemporary approaches to dealing with
this problem (the ‘‘measurement problem’’), some
of which seek to provide a fuller account of state
reduction and some of which seek to eliminate state
reduction altogether (see Quantum Measurement
Problem). It remains an open question which ap-
proach is preferable, along with whether the best
approach will preserve or eliminate the indetermin-
ism of the standard formulation of the theory.

Among the interesting current options for dealing
with the measurement problem are a family of inter-
pretations called modal interpretations. According
to modal interpretations, all evolution of the quan-
tum state takes place according to the Schrödinger
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equation without state reduction, and the physical
state of a system is not completely characterized by
its quantum state. Some, but not all, quantities that
characterize a system have determinate values at a
given moment in time, and a precise rule is supplied
for determining which do and which do not. The
quantum state of a system determines at most
probabilistic information about the values of the
quantities that do have definite values (Bub 1997,
173–80). Modal interpretations are indeterministic
in the predictability sense; some modal interpreta-
tions, but not all, are indeterministic in the ontic
sense (235–236).

Another approach that has received a great deal
of attention is David Bohm’s (1952) alternative to
the standard quantum theory. In Bohm’s theory,
the world consists of particles with definite posi-
tions at all times and wave functions that exert
a nonlocal and stochastic influence on the moti-
ons of particles. Bohm’s theory, too, preserves the
indeterminism of the standard theory.

Hugh Everett (1957) proposed an alternative to
the standard version of quantum mechanics
according to which there is no state reduction and
the physical quantities that characterize physical
systems do not in general have determinate values,
but only values relative to a given state of the rest
of the universe. In this account, when an observer
measures the value of some physical quantity, the
observer’s state typically ‘‘branches’’ into a number
of different ‘‘relative states’’ such that every physi-
cally possible outcome is observed in one of these
branches, and all branches are ontologically on a
par. This revised version of quantum mechanics
is not deterministic in the predictability sense,
because it permits an observer to make only prob-
abilistic predictions about the results of future mea-
surements. But it satisfies Laplacian determinism,
since the total state of the universe at one time
determines the state at any other time. Precisely
because of this, many critics have argued that
Everett deprived the quantum probabilities of any
intelligible meaning (Barrett 1997). What could it
mean to say that the probability of getting a cer-
tain result is, say, 0.75, when every possible result
is bound to be realized on some branch or other?
Critics have also taken aim at the very notion
of ‘‘branching observer states,’’ arguing that it is
unintelligible or at least stands in need of interpre-
tation (e.g., Albert and Loewer 1988; Barrett
1997). Attempts to fill in the needed interpretation
include assorted versions of the ‘‘many-worlds’’
interpretation (e.g., Albert 1992, 112–116) and
the ‘‘many-minds’’ interpretation (e.g., Lockwood
1996).

Determinism in Relativistic Physics

Many of the failures of determinism in classical
physics are due to the absence of any limit on the
speed with which causal influence can propagate. In
relativistic physics (excluding the possibility of tach-
yons), a speed limit is imposed, suggesting that rela-
tivistic physics may bemore friendly to determinism
than is classical physics. As will emerge, this is the
case. But matters are complicated by the fact that in
relativistic space-times, absolute time is not in gen-
eral definable. The definitions of determinism pre-
sented in the first section referred to the complete
physical state of the world at a given time. So these
definitions will have to be modified before they will
be applicable in relativistic physics.
To this end, it is useful to introduce some termi-

nology (see Space-Time). A relativistic space-time
<M, g> is a four-dimensional manifold M and a
metric of Lorentz signature g defined everywhere
on M. In special relativity, M is topologically
equivalent to R4, and g is the constant Minkowski
metric. In general relativity, M can take any of a
variety of topological structures, and g can vary
from point to point. A model of general relativity
is a triple <M, g, T> with <M, g> a space-time
and T a stress-energy tensor, where g and T jointly
satisfy Albert Einstein’s field equations. Hence-
forth, it will be assumed that space-times have a
temporal orientation, allowing one to distinguish
light cones and timelike curves as either future di-
rected or past directed. (There are models of general
relativity in which this is not the case, such as the
Gödel space-time model [Earman 1986]. If such
models cannot be excluded, then there seems little
hope of formulating any very interesting form of
determinism satisfied by general relativity.)
An achronal hypersurface in a space-time

<M, g> is a three-dimensional surface no two
points of which may be joined by a timelike
curve. Let <M, g> be a space-time, and let S be
any achronal surface in <M, g>. Then the future
domain of dependence of S, Dþ(S ), is the set of all
points p in M such that every future-directed time-
like curve in M, with future endpoint p and no past
endpoint, intersects S. The past domain of depen-
dence of S, D�(S ), is defined analogously. The
domain of dependence of S, D(S ), may be defined
as the union of Dþ(S ) and D�(S ) (Geroch 1977,
83–84). Figure 3 illustrates a domain of dependence
in Minkowski space-time.
A family of theorems implies that a complete

specification of all physical magnitudes over the S
suffices to determine, up to a diffeomorphism, all
such magnitudes throughout D(S ). (See Geroch
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1977, 84; Geroch restricts his discussion to Dþ(S ),
but symmetry considerations allow these results to
be extended to D(S ).) This shows that every model
that agrees with a given model on the physical
magnitudes is related to S by a diffeomorphism
the restriction of which to S is the identity map.
In special relativity, it is assumed that space-time
has the fixed structure of Minkowski space-time,
and in this setting any such diffeomorphism is just
the identity map. So special relativity has the prop-
erty that a complete specification of the physical
magnitudes over a surface S suffices to determine
the physical magnitudes over that surface’s domain
of dependence D(S ). This in itself is an interest-
ing, albeit local, form of determinism. But special
relativity also has a property that is a natural
analog of Laplacian determinism. The natural
special-relativistic analog of ‘the complete state of
the world at a given time’ is the specification of all
physical magnitudes over a spacelike hyperplane,
which can be thought of as all of space at a given
time relative to some inertial reference frame. For
such a surface S, D(S ) is the entire space-time. So a
specification of all physical magnitudes over a
spacelike hypersurface suffices, in special relativity,
to determine the complete physical history of the
world (cf. Earman 1986, 58–60).
Things are more complicated in the case of gen-

eral relativity. Assume for the moment that two
models of general relativity that are related by a
diffeomorphism represent the same physical situa-
tion, or the same physically possible world. Then,
general relativity exhibits a weak form of determin-
ism, in that the complete physical state over the
surface S suffices to determine the physical state
throughout D(S ).
But it is not so clear that general relativity satis-

fies an analog of Laplacian determinism. In general
relativity, a maximally extended spacelike hyper-
plane (i.e., a global time-slice) need not be such

that its domain of dependence is the entire space-
time, in marked contrast to the situation in special
relativity. A spacelike surface S in a space-time
<M, g> whose domain of dependence D(S) does
include all of <M, g> is called a Cauchy surface
(Earman 1986, 176–177.) It seems clear that no
natural analog of Laplacian determinism can be
true of a general-relativistic world that does not
have a Cauchy surface, for there is no analog of
the complete state of the world at a given time that
suffices to determine what is going on throughout
the space-time. Further, there are many models of
general relativity that lack Cauchy surfaces.

One kind of example, shown in Figure 4, can be
generated by starting with a space-time <M, g>,
where M has the topology of R4, and deleting a
compact region from it. For example, the space-
time of Figure 4 has no Cauchy surface: The point
p1 is not in the domain of dependence of the surface
S1 because the timelike curve C1 has no past end-
point and does not intersect S1; and the point p2
is not in the domain of dependence of the surface
S2 because of the timelike curve C2. Clearly, the
existence of a Cauchy surface requires the absence
of such ‘‘holes’’ in the manifold. But the absence
of such holes is not a sufficient condition for the
existence of a Cauchy surface; there are less cont-
rived examples of general relativistic space-times
lacking Cauchy surfaces. One example is anti–de
Sitter space-time; others are space-times containing
singularities (though not all space-times with sin-
gularities lack Cauchy surfaces). Perhaps the gen-
eral theory of relativity can be strengthened by
adding conditions that guarantee the existence of
Cauchy surfaces. But there are important difficul-
ties facing this task (see Earman 1986, 177–183, for
a detailed discussion).

Thus far, this section has dealt with nonpre-
dictability senses of determinism. It turns out
that relativistic physics is far more hostile to the

Fig. 3. Domain of dependence of a
surface S in Minkowski space-time.
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predictability conception of determinism. If it is
assumed that predictions must be made on the
basis of the laws together with data drawn from
empirical observations, then what an observer can
predict is limited to what is determined by the laws
together with the physical state throughout the re-
gion of space-time contained in one’s own past-
directed light cone. In special relativity, this means
that a pointlike observer can reliably predict noth-
ing at all, and an extended observer can make reli-
able predictions concerning only a very limited
spatiotemporal region (see Figure 5) (Popper 1982,
57–62; Earman 1986, 63–6). In general relativity,
matters are more complicated but not much more
hospitable to predictability (see Geroch 1977 and
Hogarth 1993 for details).

Is It Possible to Learn Whether the World Is
Deterministic on the Basis of Empirical
Evidence?

The characterization of determinismas aproperty of
a physical theory suggests that empirical evidence

can show whether determinism is true, since it can
showwhich theoryor theories have a chanceof being
true,whileanalysisofa theorycanshowwhether that
theory is deterministic. But an argument of Suppes
(1993) suggests that, in fact, it may be impossible to
determine whether our world is deterministic.
Suppes (1993, 254) cites a theoremdue toOrnstein

to the effect that there exist processes that can
equally well be analyzed as deterministic classical-
mechanical systems or as indeterministic semi-
Markov processes. Suppes goes on to argue that it is
plausible that this result applies to a great many pro-
cesses found in the actual world. The conclusion
Suppesdraws is that the issueofdeterminism is ‘‘tran-
scendental,’’ not capable of being settled by empirical
research.Bethatas itmay, theconceptofdeterminism
continues to serve as a useful tool for probing the
foundations of a variety of physical theories.

JOHN T. Roberts
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DUHEM THESIS

The Duhem thesis holds that scientific hypotheses
are not tested against experimental data in isola-
tion but as part of a larger body of beliefs. This
holistic epistemological doctrine was first put for-
ward by Pierre Duhem in his Aim and Structure of
Physical Theory in 1906 (Duhem [1906] 1954). It

runs counter to the view that the rational accept-
ability of any scientific hypothesis can be unambig-
uously determined by empirical data. In particular
it challenges the possibility that a hypothesis can be
conclusively falsified by data. Karl Popper ([1935]
1951) subsequently held such a possibility as
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distinctive of the demarcation criterion of scientific
belief.

Duhem developed his position through a critique
of a staple of traditional doctrine of scientific
method: the Baconian and Newtonian idea of the
crucial experiment, or experimentum crucis. In
order to derive a prediction with which a hypothe-
sis or theory may be tested, the prediction must be
itself testable; but the latter is possible only if we
introduce into the derivation assumptions about
the functioning of the experimental apparatus or
measurement instrument. For example, one way in
which the phenomenon of superconductivity was
established experimentally was by deriving the
mathematical expression of physical effects in
terms of values of the magnetic field in and around
a superconducting crystal—the Meissner effect.
Changes in the distribution of such values could
be measured and mapped out with a galvanometer,
which was assumed to convert magnetic variations
into measurable variations in an electric current
according to Ampere’s law. Assumptions of this
sort are typically known as auxiliary hypotheses.

The holistic thesis led Duhem to a form of con-
ventionalism in scientific methodology that re-
quired ‘good sense’ on the part of the scientist in
the choice of hypotheses or theories and an act of
faith in the belief in their truth. This kind of con-
ventionalism is different from the one advocated
by Henri Poincaré. The latter emphasizes the dif-
ferent possible definitions of geometrical and me-
chanical systems compatible with our experience of
the world. They are neither a priori nor empirical;
instead, they are conventions, in this case conve-
nient preconditions of experimental physics, and
hence not amenable to empirical testing. Poincaré’s
conventionalism differs from Duhem’s holism. The
Duhem thesis entails a form of underdetermination
of theory by data that differs from the thesis that
indefinitely many alternative hypotheses are com-
patible and can be deductively connected to a given
body of empirical data. It entails that for any suc-
cessful theoretical hypothesis, all of its rivals—that
is, any falsified, or incompatible, hypothesis—can
be made to fit the data with a suitable modification
in the auxiliary hypotheses.

In the subsequent three decades, the Duhem the-
sis played an important role in the formulation of
views associated with logical empiricism and the
members of the Vienna Circle. Thus, Moritz
Schlick argued in 1915 that geometry was nonem-
pirical, since the non-Euclidean geometry used in
general relativity is justified as part of the simplest
total system of natural laws consistent with the
empirical data, so that Euclidean geometry remains

a genuine possibility as part of a different, more
complicated total system of natural laws (Schlick
[1915] 1979).
For Otto Neurath, in the same decade, the thesis

legitimized the possibility of retaining a hypothesis
in the face of conflict with data. It suggested the
possibility of imagining an indefinite number of
theoretical possibilities; it opened the door for
pragmatic considerations, especially in the world
of natural and social phenomena; and it motivated
the methodological desirability of a unification of
the sciences, allowing for exact predictions of the
behavior of complex phenomena involving factors
studied by different sciences. Neurath’s holism was
more radical than Duhem had envisioned. In the
early 1930s Neurath stressed that within the evol-
ving complexes of beliefs that make up science and
culture, the distinction between analytic and syn-
thetic statements, just like the validity of logical
principles, would be a contingent historical matter
(Neurath 1983). Similarly, Rudolf Carnap (1937)
argued, in The Logical Syntax of Language, that
the Duhem thesis was compatible with a distinction
between meaning-constitutive (analytic) and factu-
al (synthetic) statements, and defended further the
more general type of holism that allowed for the
revisability of both types of statements. This appre-
ciation led to a defense of a spirit of tolerance—
Carnap’s principle of tolerance—and of pragmatic
considerations that included logic and mathemat-
ics, as well as the choice of linguistic frameworks
(Carnap 1937).
In the 1950s, Willard Van Quine pointed to an

alleged failure of Carnap’s attempts to articulate
an account of analyticity and revived Duhem’s
arguments as part of his rejection of the distinction
between analytic and synthetic propositions. Qui-
nean, more radical holism entails equality of status
of empirical (physical) and theoretical (logical or
mathematical) statements. Moreover, Quine’s addi-
tional criticism of accounts of analyticity prompted
his epistemological naturalism, shifting the empha-
sis to synthetic empirical statements originating in
sensory stimuli at the periphery of our ‘‘web of
beliefs.’’ In the holistic web of science, Quine distin-
guished beliefs only by their different degrees of
centrality and entrenchment, a naturalistic counter-
part to the more traditional reference to degrees of
certainty.
This view has been criticized most recently by

Friedman (2001), who draws attention instead
to different functions or roles of beliefs within the
evolving and unpredictable whole of science. One
such role is played by constitutive principles, as
relativized a priori in the post-Kantian tradition
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of Reichenbach’s and Kuhn’s ideas. Such principles
made other beliefs within the constituted frame-
work empirically testable. For instance, Sir Isaac
Newton’s universal law of gravitation gets empirical
sense and application from his laws of motion link-
ing forces to mass and acceleration and defining an
inertial frame of reference. A similar idea appears
in Poincaré’s formulation of conventionalism.
Another sort of assumption involved in the ap-

plication and testing of hypotheses concerns the
complete description of the situation in terms of
the absence of interfering factors or disturbing
influences, known as provisos (following Hempel),
ceteris paribus (‘‘other things being equal’’) clauses
(following John Stuart Mill), or more radically,
ceteris absentibus clauses (‘‘other things being ab-
sent’’). The assumption that ceteris paribus clauses
cannot be dismissed raised a debate about the
contents and conditions of applicability of nat-
ural laws. For Cartwright (1989), their presence
has important philosophical implications. She arg-
ues that the causal nature of the contents of
ceteris paribus conditions renders the reduction
of causal laws to statements of regularities about
manifest behavior impossible. They imply also
that in cases of composition, laws about compo-
nents cannot satisfy Hempel’s criteria of scientific
explanation; instead, they can only literally de-
scribe either fictions (i.e., models) or causal capa-
cities, but not manifest behavior. Their descriptive
contents have been defended also in terms of
counterfactual statements about the isolation of
systems, as in the description of dispositions
(Suppe 2000) or in terms of additional explanato-
ry commitments subject to empirical testability
(Pietroski and Rey).
In the 1980s Hempel (1988) raised the so-called

problem of provisos: The acceptable determinate
formulation of a law in a theory as well as the

derivation of empirical consequences require the
explicit statement of an indefinitely large number
of relevant provisos, but this requirement is impos-
sible to satisfy. The problem can be solved by
assuming that a theory need not ground its isola-
tion conditions. Such grounding can be either a
pragmatic and contextual question (Lange 1993)
or else a question of independent causal knowledge
about experimental settings (Suppe 2000).

JORDI Cat
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DUTCH BOOK ARGUMENT

The Dutch Book argument was first presented
by Frank Ramsey in his 1926 paper ‘‘Truth and
Probability’’ (Ramsey 1926) (see Ramsey, Frank

Plumpton). The argument purports to show that
an agent’s degrees of belief, or degrees of confi-
dence, should satisfy the Kolmogorov axioms of
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probability (termed coherence) (see Probability). It
is often cited by Bayesians, who take degrees of
belief to be probabilities and endorse a probabilis-
tic approach to theory confirmation (see Bayesian-
ism; Confirmation Theory). If P(H ) represents the
probability assigned to the statement (or sentence
or proposition) H, then the axioms require that:

1. 0 � P(H ) � 1;
2. if H is a tautology, then P(H ) ¼ 1; and
3. if H1 and H2 are mutually exclusive, then

P(H1 ∨ H2) ¼ P(H1) þ P(H2).

The Dutch Book argument (DBA) assumes that
an agent’s degrees of belief are linked to a set of
betting quotients, so that if an agent’s degrees
of belief are incoherent (i.e., fail to satisfy the
axioms), then the agent will possess an incohe-
rent set of betting quotients. The argument then
appeals to a mathematical theorem, the Dutch
Book theorem, which states that if a set of betting
quotients fails to satisfy the axioms of probability,
there will be a series of bets, each of which is
individually fair according to that set of betting
quotients but which taken together will produce
a net loss (a ‘‘Dutch Book’’). The fact that incohe-
rent degrees of belief are linked to a sure loss is
taken as reflecting a defect in those beliefs. The
mechanics of making a Dutch Book against an
agent whose betting quotients fail to satisfy the
axioms will be considered first, and will be followed
by a discussion of what the possibility of constru-
cting such a series of bets reveals about a person’s
beliefs.

To convey the content of the Dutch Book theo-
rem, it will be shown how a bookie can exploit
a bettor whose betting quotients violate the proba-
bility axioms. With de Finetti (1937), it is here
assumed that a bet on a proposition H is an ar-
rangement that has the following canonical form:

H Payoff

T S � qS

F �qS

If H is true, the bettor on H collects the amount
S – qS, but if H is false the bettor loses qS. The
quantity S is called the stake and q is the betting
quotient. S is the amount won if H is true and qS is
the cost of the bet. Here it is assumed that an agent
will bet either for or against H, provided that the
betting quotient Q(H) equals q. These are pre-
sumed to be fair bets by the agent’s lights, or as
having an expected value of zero. It can now be
shown that if the agent’s betting quotients fail to
satisfy the axioms, a Dutch Book can be made

against the agent by a clever bookie, provided
that the agent will take either side of a bet for
which Q(H) equals q. For simplicity, the stakes
for each bet will be set at $1.

. Axiom 1: Suppose that Q(H) < 0. In this case,
the bookie buys the bet that pays $1 if H
is true and 0 otherwise, for the negative price
Q(H). This is equivalent to betting against H
for the agent and so the payoff table is as
follows:

H Payoff

T �½1�QðHÞ�
F QðHÞ

Since Q(H ) is negative, the agent will suffer a
net loss regardless of the truth value of H.
Suppose on the other hand that Q(H ) > 1.
In this case the bookie sells the bet that pays
$1 if H is true and 0 otherwise, for Q(H ). Of
course, this means that the agent will pay
more for the bet than it is possible to gain
and so end up with a net loss to the bookie.

. Axiom 2: Suppose that an agent’s betting quo-
tient for a tautology H is not equal to 1. The
case where Q(H ) > 1 was included above, so
assume that Q(H ) < 1. Here the bookie will
buy the bet in which the agent pays the book-
ie $1 if H is true, and nothing if H is false, for
Q(H ). The payoff table for the agent will be:

H Payoff

T �½1�QðHÞ�
F QðHÞ

Notice that the agent is bound to lose the
amount [1 – Q(H )], since H is a tautology
and hence must be true.

. Axiom 3 (additivity): Assume that H1 and H2

are mutually exclusive and that QðH1∨ H2Þ 6¼
QðH1Þ þQðH2Þ. There are two cases,

a) QðH1 ∨ H2Þ > QðH1Þ þQðH2Þ
and
b) QðH1 ∨ H2Þ < QðH1Þ þQðH2Þ:
Suppose that QðH1 ∨ H2Þ < QðH1Þ þQðH2Þ,
then the bookie will offer the agent the bet
that pays $1 if H1 and 0 otherwise for Q(H1)
and the bet which pays $1 if H2 is true and
0 otherwise for Q(H2). The bookie then buys
the bet which will lead to a gain of $1, if
ðH1 ∨ H2Þ is true and 0 otherwise, for the
price of QðH1 ∨ H2Þ.

The possible payoffs to the agent are summed up
in the following table:
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H1 H2 Net Payoff

T F ½1�QðH1Þ �QðH2Þ þQðH1 ∨ H2Þ � 1�
F T ½1�QðH1Þ �QðH2Þ þQðH1 ∨ H2Þ � 1�
F F ½�QðH1Þ �QðH2Þ þQðH1 ∨ H2Þ�

Since QðH1 ∨ H2Þ < QðH1Þ þQðH2Þ, the agent
is assured of a loss in each case. If QðH1 ∨ H2Þ >
QðH1Þ þQðH2Þ, then the bookie simply reverses
the direction of the bets.
It has been demonstrated above how an incoher-

ent set of betting quotients can be exploited to pro-
duce a sure loss. It can also be shown that the bookie
is not guaranteed a net profit if the agent’s betting
quotients are coherent. It is now time to examine
what such betting quotients show about an agent’s
degrees of belief. Ramsey understood a person’s
degree of belief in a proposition as reflecting the
person’s willingness to act on it, and maintained
that betting quotients are at least an approximate
measure of a person’s degrees of belief. He argued
from what is in effect the Dutch Book theorem that

If anyone’s mental condition violated (the laws of prob-
ability), his choice would depend on the precise form in
which the options were offered him, which would be
absurd. He could have a book made against him by a
cunning bettor and would then stand to lose in any
event. (Ramsey 1926, 80)

This has been interpreted as the claim that inco-
herence is irrational because it leaves the agent
vulnerable to bad consequences, and so is a kind
of pragmatic defect. If the argument is understood
in this way, it is open to serious objections. The
main problem is that the link between having inco-
herent degrees of belief and suffering a loss is a
weak one. First an agent’s degrees of belief need
not correspond to the bets that the agent will con-
sider fair, or be willing to take. A person might be
highly confident in a proposition, yet be unwilling
to bet at the corresponding odds, because of risk
aversion or a view of gambling as inappropriate.
Even if the agent’s degrees of belief and betting
quotients match for individual bets, the agent is
not compelled to regard the corresponding bets as
jointly fair, as is needed to show that violation of
the additive law involves Dutch Book vulnerability.
Putting aside objections that an incoherent agent
need not regard bets involved in producing a Dutch
Book as fair given corresponding degrees of belief,
the connection between the existence of such bets
and suffering a bad outcome is rather tenuous.
Whether an incoherent agent suffers an actual loss
depends on whether the necessary bets will actually
be made and collected. Furthermore, the agent

could simply refuse to bet, and thus avoid any po-
tential loss. Finally, the assumption that it is irra-
tional to put oneself in a situation that could lead to
a sure loss seems simply wrong, for putting oneself
in such a situation could be the best available (if not
a terribly desirable) option.

It has been argued that the DBA is misunder-
stood if it is thought to force compliance with the
probability axioms as a means of avoiding bad
outcomes. The suggestion is that it is not the threat
of a sure loss that is the problem, but rather that
having choice guide beliefs that are tied to a sure
loss signals an inconsistency in those beliefs. In-
deed, this interpretation fits well with Ramsey’s
claim that ‘‘any definite set of degrees of belief
which broke (the probability axioms) would be
inconsistent in the sense that it violated the laws
of preference between options’’ (Ramsey 1926, 80).
In this reading, having degrees of belief can be
reduced to having certain preferences, with inco-
herence then being inconsistency of preference.
Moreover, given appropriate constraints on a set
of preferences, a utility function can be defined
relative to which the value of bets is additive. It
can thus be argued that by appealing to the theory
of preference, a crucial assumption of the DBA can
be defended. Further, within the theory of prefer-
ence it is possible to define both utility and proba-
bility functions such that an agent’s preferences can
be represented as maximizing expected utility rela-
tive to those utility and probability functions. Such
representation theorems yield a direct argument for
probabilism by showing that given rational prefer-
ences, an agent can be interpreted as having degrees
of belief that satisfy the probability axioms. There is
controversy over the attempt to justify the DBA by
appealing to principles of utility theory. Some view
it as at best irrelevant, given the representation the-
orems. Others raise questions about representation
arguments and see the DBA as providing important
motivation for the Bayesian constraints on rational
belief (see discussion, see Armendt 1993).

Some philosophers have objected to Ramsey’s
idea that incoherence reduces to inconsistency of
preference, as well as to the idea that the force of
the DBA derives from fundamental assumptions
about preference and decision. Several attempts
have been made to ‘‘depragmatize’’ the DBA and
to show clearly that incoherence involves a type of
inconsistency that is essentially epistemic rather
than pragmatic in nature (Howson and Urbach
1993; Christensen 1996). Instead of reducing
degrees of belief to preferences, they are reduced
to evaluations of the fairness of bets, or are under-
stood as justifying certain bets as fair. In each case,
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the Dutch Book theorem is invoked to establish
that incoherence involves believing bets to be fair
that cannot be, or as justifying bets as fair that
cannot be fair. Here incoherence bears a clearer
resemblance to inconsistency for full belief than
on Ramsey’s preference interpretation, but it is
doubtful that the argument can be made to work
without the resources of decision theory.

The attempts to depragmatize the DBA have
foundered in providing a noncircular, and genuine-
ly nonpragmatic, account of fairness according to
which violation of the probability axioms always
involves the appropriate sort of unfairness (see
Maher 1997). Further, it is just as implausible that
degrees of belief reduce to judgments of fairness, or
that they alone justify certain beliefs as fair, as is the
claim that degrees of belief can be reduced to pre-
ferences. Still the underlying idea that incoherence
is an epistemic, and not essentially a pragmatic,
defect is surely correct. It is the notion of valuation,
together with the underlying logic of propositions,
that yields the Dutch Book theorem and suggests
that coherence is, at least, an epistemic ideal.

Dutch Book arguments have also been devised
in support of the principles of conditionalization,
Jeffrey conditionalization, and reflection. (For dis-
cussion, see Teller 1973; Armendt 1980; and van
Fraassen 1995.)

SUSAN Vineberg
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E
ECOLOGY

Ecology is composed of a remarkably diverse set
of scientific disciplines, and many different sub-
fields can be distinguished, such as physiological,
behavioral, evolutionary, population, community,
ecosystem, and landscape ecology. Clearly, no
summary will do them all justice. However, for
the present context, ecology as a science can be
divided into three basic areas—population, com-
munity, and ecosystem ecology. This article will
introduce some of the fundamental philosophical
issues raised by these three disciplines.

The first order of business is to ask, What is the
science of ecology? and more importantly, What is
it not? (see Brennan 1988). Sometimes the term
‘‘ecology’’ is treated as synonymous or coextensive
with three different concepts or sets of concepts:

. The science of ecology: the study of organ-
isms, their groups, and their relation to their
environment.

. Environmentalism: a set of sociopolitical views
about the right relationship between humans
and nature.

. The ecology of an organism, population, or
community: in the case of organisms, roughly
the life history of that organism.

This essay will focus only on ecology in the first
of these senses—as a set of scientific disciplines. It
should be noted, however, that there are important
questions about how the science of ecology is
related to environmental ethics and public policy
(see Ludwig, Mangel, and Haddad 2001).

Metaphysics and Ecological Communities

One of the standard topics of ecology is succession.
Succession concerns the structural and composi-
tional changes that occur in communities and eco-
systems as populations and species replace each
other. Traditionally, succession is broken into
three stages. The first is the pioneer stage, when
the first colonizers arrive in an area; each sub-
sequent stage is called a sere; up to the final, rela-
tively stable stage, called the climax. Succession is
either primary or secondary. Primary succession
involves the colonization of bare ground where no
ecosystem has been present. Examples of areas
where primary succession occurs are sand dunes,
volcanic flows, mud flats, and glacial tills. Second-
ary succession involves the replacement of commu-
nities after some disturbance that may involve
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abandoned fields, wind-blown gaps in forests, or
wildfires. An example of temperate terrestrial sec-
ondary succession is the sequence of annual weeds,
perennial weeds, shrubs, young pine forest, and
oak forest with a well-defined canopy.
One of the foundational controversies in commu-

nity ecology arose between Frederic Clements
(1916) and Henry Gleason (1917) concerning suc-
cession and the nature of communities. Clements
argued that communities follow a very specific
sequence of stages that can be characterized in
terms of nutrient cycling, species diversity, and
biomass. He claimed that there is a single climax
community that is self-perpetuating and tightly int-
egrated as the result of biotic interactions among
species. Clements considered communities to be
‘‘superorganisms’’:

The developmental study of vegetation necessarily rests
upon the assumption that the unit or climax formation is
an organic entity. As an organism the formation arises,
grows, matures, and dies. . . . The life-history of a forma-
tion is a complex but definite process, comparable in its
chief features with the life-history of an individual plant.
(1916, 16).

Gleason considered Clements’ views to be with-
out empirical support, and argued that succes-
sion results from individual species’ physiological
requirements and local climatic conditions:

[I]t may be said that every species of plant is a law unto
itself, the distribution of which in space depends upon
its individual peculiarities of migration and environmen-
tal requirements. (1917, 26)

Hence, Gleason’s views were oriented more to
the individual. Likewise, he did not think that there
was a final climax community, but rather com-
munities were continually changing and nonequili-
brial. These two approaches to succession and
communities continue to be of influence in ecology
(see Levins and Lewontin 1985; Simberloff 1980).
Nonetheless, one is still left wondering what

communities are. Ecologists have conceived of com-
munities in roughly three different ways (Shrader-
Frechette and McCoy 1993, 11–31):

. Communities are groups of species at particu-
lar places and times and nothing more.

. Communities are functionally interrelated
groups of species.

. Communities are groups of species that are
organism-like entities.

Biologists grant that an ecological community is
minimally a set of species. However, what else, if
anything, is required? As Kristin Shrader-Frechette

and Earl McCoy (1993, 13) ask: ‘‘Envision a
group of species occurring in the same place at
the same time. Conceptually, what attributes
might be used to link these species together, such
that they could be distinguished from other similar
groups?’’ Better sense can be made of the three
different concepts of communities by considering
some metaphysics.

All objects (except possibly the very simplest)
are composed of parts. Those parts may or may
not be related to each other. Objects can be classi-
fied by the relations that exist between their parts,
as either aggregates, wholes, or individuals. If an
object is an aggregate, its parts bear little or no
causal relations to one another. Thus, aggregates
are not causally integrated at a time or over time. If
an object is a whole, then certain causal relations
exist among its parts. Wholes exist as causally str-
uctured entities that are minimally integrated at a
time and through time. Finally, an individual is an
object whose parts bear causal relations to one
another such that the object is highly structured
and integrated. The differences between aggregates,
wholes, and individuals concern the causal relations
amongst their parts and the strength of those rela-
tions. These objects form a continuum, and the
differences between them are of degree. Commu-
nities can exist as aggregates, wholes, or individuals.

Now consider the sort of community thatGleason
(1926) had in mind:

Are we not justified in coming to the general conclusion,
far removed from the prevailing opinion, that an associ-
ation [i.e., community] is not an organism, scarcely even
a vegetation unit, but merely a coincidence? (16)

Communities, according to Gleason, are com-
posed of whatever species coexist in space and
time. This is a Gleasonian community: a group of
species in a particular area at a particular time. In
effect, this type of community consists of aggre-
gates—objects whose parts bear few if any causal
relations to one another.

Now consider those communities that exist as
wholes. Here there is a set of species that exists as
a structured entity—there are causal relations that
at least weakly integrate the species at a time and
through time. This type of community concept is
sometimes associated with George Evelyn Hutchin-
son. Hutchinson thought of communities as having
‘‘feedback loops’’ that assure their self-regulation
and persistence.

What sorts of causal relations or feedback loops
might bind species in a community? One possibi-
lity is that various interspecific interactions exist
amongst organisms and populations. Between any
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two species, these interactions can be classified as
either positive (þ), negative (�), or nonexistent
(0), depending on how they affect the growth or
abundance of the respective species. These relations
include competition [�,�], predator-prey [�,þ],
mutualisms [þ,þ], amensalisms [�,0], and com-
mensalism [0,þ]. Likewise, some interactions take
place between more than two species. These indi-
rect effects occur when a donor species’ influence is
transmitted through at least one transmitter species
to a receiver species. Finally, pairwise interactions
themselves may be nonadditive if the interaction
between the pair changes as the number of species
in the community changes. If there are interspecific
interactions between species that integrate the spe-
cies into something more than an aggregate—
a whole—then this community will be called a
Hutchinsonian community: a group of species
that at least weakly interact with one another and
no others. The community exists as a group of
species structured by various interspecific causal
relations. One can also see why some ecologists
are skeptical of the existence of plant communities
and animal communities, since they leave out caus-
ally salient parts.

Finally, a community may be a tightly integr-
ated group of species that bear various causal
relations among their component species. The com-
munity forms an individual, as if it were a multicel-
lular organism. This is a Clementsian community: a
group of species that strongly interact with one
another.

It is an empirical issue whether any of these
community concepts apply to any group of species.
Nonetheless, some progress has been made in un-
derstanding what ecological communities might be.
Next, several arguments will be considered for why
one might think ecological communities do not
exist. Here is one such argument. Communities
are real only if they have distinct boundaries. How-
ever, many purported communities do not have
distinct boundaries. Hence, many purported com-
munities are not real (see Simberloff 1980, 16–17;
Levins and Lewontin).

There are several general points to be made
about this argument. By all accounts, a community
consists of a group of species. Moreover, the com-
munity exists wherever those species exist. Thus, its
boundary consists of its outermost species. So,
though it may be difficult, a community’s bound-
ary can be determined by its species’ boundaries.
However, putatively different communities blend
continuously into one another unless there is
some ecotone—a relatively discrete zone of
transition (Figure 1). If they blend continuously,

then it is not clear where the communities begin
and end.
This may be an epistemological problem for ecol-

ogists, but from a metaphysical point of view, it
need not be. For example, if two Hutchinsonian or
Clementsian communities share a common habitat,
they still are distinct in virtue of the causal interac-
tions between their respective species. As Richard
Levins and Richard Lewontin write, ‘‘The question
of boundaries of communities is really secondary
to the issues of interaction among species’’
(1985, 138). Hence, the problem of continuous
overlap need not be a particular problem for the
Hutchinsonian and Clementsian approaches.
There does seem to be reason for denying the

existence of Gleasonian communities. Recall that a
Gleasonian community is a set of species in a par-
ticular area at a particular time. Suppose there is a
group of n species at a particular place at a partic-
ular time. If the group is a Gleasonian community,
then it can properly be asked why some other
(n þ 1)-th species is not a member of the communi-
ty. In one of the other approaches, the answer
would be given by the causal interactions of the n
species. The (n þ 1)-th species would be excluded
from such interactions. However, in the Gleaso-
nian approach, it appears that the membership of
the community is not secured by mind-independent

Fig. 1. (a) Ecotones generating discrete boundaries between
groups of species.
(b) No ecotones generating discrete boundaries between
species.
[From Ricklefs and Miller 2000, 524]
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causal interactions but rather by the ecologist’s
choice about spatial and temporal boundaries.
However, if Gleasonian communities objectively
exist, they must exist independently of mind. The
communities depend on ecologists’ decisions—
arbitrary or not—as to what species to consider
members of them. Hence, they do not objectively
exist. This in effect was the view of the ecologist
Robert MacArthur (1962):

Irrespective of how other ecologists use the term ‘‘com-
munity’’—and there are almost as many uses as there are
ecologists—I use it here to mean any set of organisms
currently living near each other and about which it is
interesting to talk. (189–190)

Likewise, something is natural only if it does not
depend on human activities. Hence, even if Glea-
sonian communities exist, they would be non-
natural in this sense. Hence, they either do not
objectively exist or are nonnatural.
This discussion has considered the nature of eco-

logical communities and has only skimmed some
of the issues. There are, however, many conceptual
and metaphysical problems concerning ecological
entities. Token ecological communities may exist—
however, what about types of communities, or
biomes, such as temperate grassland, chaparral,
savanna, deserts, taiga, and tropical rain forests?
Much of early community ecology consisted of
classifying communities, and traditional accounts
of succession seem to depend on such classifica-
tions. Do other ecological entities like ecosys-
tems or guilds exist? If ecosystems exist, do they
possess fashionable properties like health and
integrity?

A Balance of Nature?

One might consider it ‘‘folk wisdom’’ that flora and
fauna exhibit a ‘‘balance of nature’’ (Egerton 1973;
Pimm 1993). Ecologists have often thought that the
more diverse or complex a community or ecosy-
stem is, the more stable it would be. This section
will consider the diversity/complexity/stability
hypothesis conceptually.
As was mentioned in the introductory section,

ecologists have debated the meanings of ‘commu-
nity’ for some time. Similarly, stability has been
construed as the return of species abundances to
pre-perturbation equilibrium values, the resistance
of invasion by exotics, and the persistence of spe-
cies composition of the community after a distur-
bance. At first glance, one might conclude that
ecology is in conceptual disarray, since ecologists

cannot even agree on what they are theorizing
about (Shrader-Frechette and McCoy 1993).

To formulate diversity/stability hypotheses care-
fully, ecologists have provided precise notions of
ecological stability. This hypothesis can be under-
stood as the following claim:

. As the diversity or complexity of a comm-
unity increases, so does the stability of the
community.

However, this is really a schema for a variety of
hypotheses depending on how one characterizes
stability, diversity, and complexity. In order to
understand the concept(s) of stability, it is useful
to begin with an examination of the work of Stuart
Pimm (1984a, 1984b, and 1993).

Pimm distinguishes among complexity, stability,
and variables of interest. The complexity of a com-
munity can be defined in terms of species richness,
connectance, interaction strength, or evenness. Sp-
ecies richness is the number of species in a commu-
nity. Connectance is the number of interspecific
interactions divided by those possible. Interaction
strength is the mean magnitude of interspecific
interaction, i.e., the size of the effect of one species’
density on the growth rate of another species. Spe-
cies evenness is the variance of the species ab-
undance distribution. The variables of interest are
individual species abundances, species taxonomic
composition, and trophic level abundance. One
important issue to note is that diversity (species
richness and evenness) forms a proper part of the
complexity concept. Hence, as ecologists have mov-
ed from evaluating diversity/stability to evaluating
complexity/stability, they have broadened the very
nature of their hypotheses.

The stability of a community is characterized in
one of the following ways (Pimm 1984b, 322):

. Stability: just in case all the variables in a sys-
tem return to their initial equilibrium values
following a perturbation

. Resilience: how fast the variables return to
their equilibrium following a perturbation

. Persistence: how long the value of a variable
lasts before it changes to a new value

. Resistance: the degree to which a variable is
changed following a perturbation

. Variability: the degree to which a variable var-
ies over time

Thus, there are four definitions of complexity,
five of stability, and three variables of interest. Con-
sequently, there are an extremely large number of
contenders for the complexity/stability hypothesis.
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Robert May (1973) was one of the first to ex-
plore precisely the connections between complexity
and stability with what are called local stability
analyses. May assumes that there is a community
of species described by a set of nonlinear first-order
differential equations. Let Ni(t) be the density of
the species i at time t. To determine the joint equi-
librium density Ni* of the species, their growth
rates, dNiðtÞ=dt, are set equal to zero and the equa-
tions are solved. One must then determine whether
the joint equilibrium density is stable or not. That
is, if the species were perturbed in a relatively small
way from that joint density, would it return in
the limit? If the community would return, then it
is asymptotically locally stable and is not locally
stable otherwise.

May constructed his model communities with S
species by choosing the interaction coefficients aij, a
parameter measuring the effect of species j on spe-
cies i, at random. Thus, some species interaction
coefficients were greater than, less than, or equal to
zero, and hence some species pairs interacted as
competitors, predator and prey, and mutualists.
He defined the connectance C of the community
as the proportion of interspecific interactions aij
not equal to zero. The intensity I of the interspecific
interaction aij was a random variable with a mean
of 0 and a variance of I2. May infamously demon-
strated that a community is qualitatively stable if
and only if

IðSCÞ1=2 < 1:

Hence, increases in the number of species, con-
nectance, or interaction strength all lead to a de-
crease in the stability of a community. May’s result
has not gone uncriticized. Nonetheless, more real-
istic models lead to the same general result, that
stability decreases with increasing complexity.

Pimm (1984b) investigated larger perturbations
of a different kind than the arbitrarily small de-
mographic ones of May’s analysis. Pimm’s larger
perturbation was the deletion of single species
from the community. Informally, a community is
species-deletion stable if and only if following the
removal of a species from the community, all of
the remaining species are maintained at a new lo-
cally stable equilibrium. Pimm found with quali-
fications that the number of interactions decreases
the community’s species-deletion stability.

Empirically oriented ecologists have not al-
ways looked favorably on the work of May and
his mathematical cohorts. For example, J. S.
McNaughton (1977) argued that the truth of the
diversity/stability hypothesis depends on empirical

tests and that all else are ‘‘acts of faith, not science’’
(516). One study he and his colleagues conducted
was on the grasslands in the Serengeti-Mara eco-
system in Tanzania and Kenya. McNaughton ex-
amined the effect of the grazing African buffalo
Syncerus caffer on the grasslands. He found that
species diversity in the more diverse stands de-
creased more than in the less diverse stands because
of grazing. Amazingly, though, the more diverse
community suffered less of a reduction in primary
production (biomass) than the less diverse com-
munity. McNaughton concluded from his study
that ‘‘[t]he weight of evidence resulting from ex-
plicit tests of the diversity-stability hypothesis . . .
suggests, not that the hypothesis is invalid, but
that it is correct’’ (1977, 522). It thus seemed that
species diversity stabilizes ecosystem properties
like primary production, and so the diversity/
stability hypothesis is true and the recent models
incorrect.
In 1983, Anthony King and Stuart Pimm replied

to McNaughton’s work, attempting to ‘‘resolve this
apparent contradiction between theory and empi-
ricism’’ (King and Pimm 1983). King and Pimm
devised grazing food web models with n plant spe-
cies and one herbivore. They examined the models
with respect to three types of complexity—species
richness, connectance, and species diversity. They
found that each type of complexity increased re-
lative to biomass stability, which is the ratio of
the total plant biomass without the herbivore
to the total plant biomass with the herbivore. They
also found that if stability is determined by spe-
cies composition of the community, then sta-
bility decreases with increasing complexity. So
King and Pimm’s and McNaughton’s results ge-
nerally coincide. King and Pimm (1983) argue that
McNaughton was incorrect in supposing that either
the field ecologists or the mathematical modelers
were right. There are different types of stability,
which increasing complexity can increase or de-
crease independently of each other. The conflict
between the work of McNaughton and that of the
modelers was only apparent.
Since 1982, David Tilman has continued the

work of May, Pimm, and McNaughton by con-
ducting large-scale experiments at Cedar Creek
Natural History Area in Minnesota. These ex-
periments have shown that species richness is posi-
tively correlated with plant community stability—
there is a decreased coefficient of variability of
plant community biomass with increasing numbers
of species. However, diversity does not seem to
have much effect on the variability of the compo-
nent populations. There is still much controversy
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over whether increasing diversity causes decreasing
plant biomass variability.
Lastly, Shrader-Frechette and McCoy (1993)

argue that the terms ‘‘stability’’ (and ‘‘communi-
ty’’) are ‘‘ambiguous, imprecise, and inconsistent.’’
They claim that if community ecology is to produce
predictive, general theories that are adequate
for environmental applications, the foundational
concepts of ecology must be clear and precise.
Otherwise, there will be conceptual confusion,
and different interpretations of those concepts will
lead to different conservation strategies (54, 57–8).
They conclude that the theories of community
ecology are not well equipped for conservation
purposes (for a response, see Odenbaugh 2001).

Ecological Theories: Contingency, Predictive
Accuracy, and Explanation

This section will consider various methodological
problems that have haunted ecological theory.
Ecology has not suffered from a lack of theories.
However, these models and the practice from
which they arise have been heavily criticized (Peters
1991; Shrader-Frechette and McCoy 1993). As
Simberloff (1981) writes,

Ecology is awash in all manner of untested (and often
untestable) models, most claiming to be heuristic, many
simple elaborations of earlier untested models. Entire
journals are devoted to such work, and are as remote
from biological reality as are faith-healers. (3)

Critics have been skeptical of the construction of
theory for these and other reasons. Whatever its
merits, this skepticism does force one to wonder
how the success of model building, if it is success-
ful, could arise. Put dramatically, how is it distinct
from a sort of numerology? This section will
consider three questions:

. Can ecologists build successful theories and
models?

. How should ecologists evaluate their theories
and models?

. Can ecological theories or models be explana-
tory?

For want of space, the treatment here will con-
sider some characteristic answers and is not
intended to be exhaustive.

Can Ecologists Build Successful Models and
Theories?
Ecologists have long desired general theories

that account for the behavior of populations, com-
munities, and ecosystems. More than any other

ecologist, MacArthur has been associated with the
building of such theories, often in mathematical
form. He argues that ecologists are in the business
of finding and explaining general patterns in the
distribution and abundance of organisms. They
should seek theories that minimize history and
emphasize the equilibria so dear to their hearts.

However, if a research program like MacArthur’s
is to succeed, the biological world must cooperate.
Philosophers and ecologists have suggested two
problems with such theorizing. First, there is the
problem of contingency (Sterelny 2001). One can
argue that there simply are no general patterns
about which ecologists can theorize. For exam-
ple, historical accidents of distribution involving
geographic barriers can play important causal
roles in determining which species occur where.
Australia, for instance, has bats and marsupials
but very few other mammals. As Kim Sterelny
(2001) writes:

The worry posed by extreme versions of the contingency
hypothesis is that there are no patterns at all. The
thought here is that membership and abundance within
a community is sensitive to so many causal factors that
we cannot project from one community to another.
(158–9)

More generally, ecological systems can be sensi-
tively dependent on their prior states. This means
that if the system’s state at time t had been other-
wise, then the system at t þ Dt would be signifi-
cantly different. However, if ecological systems
exhibit this ‘‘sensitive dependence’’ or if history
matters, then ecologists should provide narratives,
not mathematical models. At least in part, ecology
would consist in labor-intensive case studies
(Shrader-Frechette and McCoy 1993).

The second problem is that of complexity. Eco-
logical systems can be exceedingly complex. They
have large numbers of parts that usually interact in
nonlinear ways. Moreover, ecologists themselves
are limited cognitively. First, there are limitations
that arise from the inability to manipulate experi-
mentally the systems as directly as is desirable. In
the field, there are multifarious factors at work and
only some of them are recognized at any given
time. Second, there are limitations in the ability to
use mathematical representations of the systems of
interest. Present capacities for storing and retriev-
ing information, carrying out various inferences,
and abstracting from details make it difficult to
use certain types of mathematical formalisms.
Hence, ecological modeling may be too labor inten-
sive and mathematically intractable to be of any
use for prediction (Levins 1966). There may be
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general ecological patterns that cannot be discerned
or explained.

In light of the problems of contingency and
complexity, many ecologists have accepted theoret-
ical pluralism (McIntosh 1987). First, metaphysi-
cally, ecologists must grant that there is no single
biotic or abiotic process that is responsible for
ecological patterns. Second, models must be built
with differing degrees of realism, generality, and
precision. Some models should be more mechanis-
tic and some more phenomenological. Moreover,
one may have to trade these desiderata off, as
Levins (1966) has long suggested. Finally, method-
ologically there must be a dynamic division of labor
amongst modelers, laboratory experimentalists, and
field workers.

How Should Ecologists Evaluate Their Theories and
Models?

There are two issues to consider here concerning
the role of prediction in modeling:

1. Should ecological models be evaluated on the
basis of their predictive accuracy and that
alone?

2. Provided that some models make predictions
that can be tested, how should those predic-
tions be evaluated?

Critics of ecological modeling offer the following
argument. If models are going to be epistemically
successful, then these theoretical hypotheses must
be empirically testable. However, models are not
straightforwardly testable. Theymake either no pre-
dictions, no testable predictions, or testable false
predictions. Ecologist R. H. Peters (1991) writes,

Ecology seeks to predict the abundances, distributions
and other characteristics of organisms in nature. . . . This
book contends that much of contemporary ecology pre-
dicts neither the characteristics of organisms nor much
of anything else. Therefore it represents neither ecologi-
cal nor more general scientific knowledge. (17)

Therefore, theoretical models are not a success-
ful part of ecology.

Different critics recommend different ways of
coping with the predictive failure of models. Even
without delving into those proposals, serious pro-
blems can be seen with the preceding argument.
First, some ecological models can accurately repre-
sent some empirical systems. Second, the argument
assumes that predictive accuracy is the most impor-
tant function of models. However, models, even
empirically inaccurate ones, can be used for a vari-
ety of purposes. For example, they allow ecologists
to explore possibilities, clarify ecological concepts,

and provide conceptual frameworks for experimen-
tation and fieldwork. As theoretical ecologist Hal
Caswell (1988) argues, it is false to think that the
only important thing to do with theories is to test
them, that refuted theories must be abandoned,
and that idealizations are a ‘‘methodological evil.’’
Models must be evaluated for performing the

tasks for which they are designed. Theoretical ecol-
ogists like Caswell have argued that theories are
tools: theoretical instruments that allow biologists
to further their cognitive goals, which include pre-
dictive accuracy, but not exclusively so. As William
Wimsatt (1987) has suggested, ‘‘False models can
lead to truer theories.’’ However, ecologists and
philosophers have been slow to explain how the
heuristics of model building work and what the
standards are.
These pragmatists have also suggested that model

building is inescapable for ecologists. For example,
Charles Elton, without mathematics, suggested
that communities that are more complex are more
stable. Through the work of May and Pimm, it can
be seen that there are many different ways of char-
acterizing stability, complexity, and variables of
interest. As Caswell writes:

None of these distinctions were, or could have been,
drawn by Elton. Their importance became apparent only
as the original verbal theory was studied using mathe-
matical models. (1988, 35)

The same is true in more applied matters. One
trend in applied ecology is population viability
analysis (Boyce 1992). Ecologists utilize simple lo-
gistic equations, Leslie projection matrices, and
probabilistic models of demographic and environ-
mental stochasticity to simulate the expected time
to extinction of various species. These tools are
needed because the relevant autoecological data
are lacking and, if conservation is at stake, it is
impossible to perturb experimentally these demo-
graphically depressed populations. There is no
choice but to predict the fates of endangered spe-
cies with mathematical models even if they are
not especially accurate. Thus, model building is
an essential part of theoretical and applied ecology.
Turning to the question of how the predictions of

models should be tested, one of the most cantanker-
ous debates in ecology concerns the null hypotheses
(Gotelli and Graves 1996). In essence, the debate
arose over the importance of interspecific competi-
tion in structuring properties of organisms such as
body size and resource use. This debate also led to
more general issues surrounding how ecological the-
ories should be tested and evaluated. In 1975, Jared
Diamond published a study on the distribution of
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bird species among fifty islands in the Bismarck
Archipelago near New Guinea (Diamond 1975).
Diamond recognized that certain combinations of
species were never found together in the archipela-
go. For example, two species of cuckoo dove,
Macropygia nigriostris andM.mackinlayi, occurred
on six and fourteen islands, respectively (Figure 2).
However, they never co-occurred on any island.
This ‘‘checkerboard pattern,’’ or complementary

distribution, suggested that interspecific competi-
tion was at work through niche differentiation.
In the late 1970s, Edward Connor and Daniel

Simberloff (1979) argued that Diamond’s work was
seriously flawed. They suggested that the checker-
board distribution could have resulted from ran-
dom colonization rather than competition. They
devised neutral or null models of communities that
retained certain features, such as the number of
species per island, the relative abundances of spe-
cies, and their incidence functions (the probability
of a species occurring on an island given the total
number of species on that island), but they reas-
sembled the rest at random excluding the effects of
competition. If the actual data differ in statistically
significant ways from the null hypothesis, then the
null is rejected and the interaction is strongly sug-
gested. Connor and Simberloff claimed that null
hypotheses were more parsimonious and ‘‘logically
prior’’ to competitionist hypotheses. Contrary to
the Popperian philosophy adopted by Connor and
Simberloff, Diamond looked for confirming evi-
dence as opposed to first trying to refute a null
hypothesis.
The work of Simberloff and his colleagues

has been heavily criticized. First, in traditional
Neyman-Pearson statistical testing, one formulates
two mutually exclusive and exhaustive hypotheses,

the null and the alternative. However, the null
hypotheses articulated by the Florida group were
not always logically inconsistent with competition-
ist hypotheses according to Michael Gilpin and
Diamond. Key features of the null models—the
species pools, dispersal abilities of species, and ‘‘in-
cidence functions’’ of species—could be affected by
competition (Gilpin and Diamond 1983). Hence,
the ‘‘ghost of competition past’’ might be built into
the null model itself, and thus it might have a
‘‘hidden structure.’’ Second, Connor and Simberloff
(1979) performed their analyses using sets of species
that were not restricted to guilds (groups of species
that utilize similar resources in similar ways). Com-
petition is to be expected between two species only if
they occupy the same guild. One would thus bury
the effects of competition in a morass of irrelevant
data (Gilpin and Diamond 1983).

It should be noted that Connor and Simberloff
argued that even if one could delineate guild assign-
ments with good evidence and had the checkerboard
pattern of Figure 2, one still could not conclude that
interspecific competition had been in operation.
Likewise, they argued (Strong et al. 1984) that
Gilpin and Diamond had not provided independent
evidence for their hidden-structure claims.

The null model controversy continued in paper
after paper and forced ecologists to address subtle
issues concerning how predictions of ecological
theory should be evaluated. It has invigorated
hypothesis testing in ecology and led to more
refined statistical tools for judging theory.

Can Ecological Theories or Models Be Explanatory?
Theories and models in ecology presumably pro-

vide scientific understanding of the systems they

Fig. 2. The distribution of
Macropygia species in the Bismarck
Archipelago.
[From Ricklefs and Miller 2000, 613]
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represent. A common philosophical supposition
is that a theory or model explains some event or
regularity only if it is true. Generally, though, eco-
logical models are highly idealized—whatever their
virtues, truth is not one of them. Hence, they can-
not be explanatory. However, it does appear that
ecological models do explain some events and reg-
ularities. Thus, models in ecology are not explana-
tory, or truth is not a necessity for successful
scientific explanation.

As an example, consider the following why-
question: Why is omnivory [feeding on more than
one trophic level] rare in vertebrate food webs
rather than common? Pimm and Lawton (1978),
using Lotka-Volterra community models, gave
one possible explanation for this. They demon-
strated by computer simulations that food webs
with omnivores were generally dynamically unsta-
ble. Either they were locally unstable or, if locally
stable, their return time was excessively long.
Hence, vertebrate food webs with omnivores
would be unlikely to persist. A possible answer to
this why-question is that vertebrate food webs with
omnivores are dynamically fragile and hence do not
persist.

The Lotka-Volterra community model is a cari-
cature of empirical food webs. Some of the ideali-
zations of the model include assuming that there
is no migration and no age or genetic structure in
the populations and that the density dependence is
linear. Nonetheless, Pimm and Lawton argued that
dynamical models explain various patterns of food
webs, including the infrequency of omnivory. The
fact that the model is severely idealized does not
render it unexplanatory.

There are several ways to deal with this problem,
one of which will be discussed here (see Cartwright
1983;Wimsatt 1987).PhilosopherGregory J.Cooper
(2003) has offered a position that countenances the
possibility that false ecological theories and models
are explanatory. He argues, following Nancy Cart-
wright, that ecological models represent the capa-
cities or tendencies of objects, which is how they
would behave if there were no interfering forces.
The dynamical equations of the models are true
only of these dispositions or propensities. So, for
example, the Lotka-Volterra model is false of
most, if not all, actual food webs, though true of
‘‘interference-free’’ food webs. Cooper’s proposal
requires that capacities and tendencies exist that
may sound implausible to empiricists. However,
like Cartwright, he believes that much of science
cannot be accounted for without them. Nonethe-
less, even if the existence of capacities and tenden-
cies is accepted, how idealized models explain

ecological dynamics when there are interfering
forces still needs to be understood.

Conclusion

Ecology presents philosophy with several concep-
tual and methodological problems. These issues are
not just of an abstract bent, but speak to how one
should understand the role of science in society (see
Conservation Biology). Many issues of importance
are connected to the empirical studies and theor-
etical analyses that ecologists perform. These in-
clude determining the status of invasive species,
considering whether a population is threatened or
endangered, and estimating the risks in losing
many of the communities of plants and animals
across the globe. To make sense of the roles these
ecologists play in policy formation, their scientific
activities must also be considered. These issues are
enveloped in political and ethical issues of some
complexity—all the more reason to exercise philo-
sophical care. After all, how the science of ecology
is understood affects both human lives and the
environment.

JAY ODENBAUGH
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PHILOSOPHY OF ECONOMICS

The philosophy of economics concerns itself with
conceptual, methodological, and ethical issues that
arise within the scientific discipline of economics.
The philosophy of economics is now a well-
established subdiscipline within philosophy. Signif-
icant contributions to the discipline include Allen
Buchanan (1985), Daniel Hausman (1984 and
1992), Hausman and Michael McPherson (1996),
Daniel Little (1995), Amartya Sen (1987), and
Alexander Rosenberg (1992). The primary focus is
on issues of methodology and epistemology—the
methods, concepts, and theories through which
economists attempt to arrive at knowledge about
economic processes. Philosophy of economics is
also concerned with the ways in which ethical
values are involved in economic reasoning—the
values of human welfare, social justice, and the
trade-offs among priorities that economic choices

require. Economic reasoning has implications for
justice and human welfare; more importantly, eco-
nomic reasoning often makes inexplicit but signi-
ficant ethical assumptions that philosophers of
economics have found it worthwhile to scrutinize.
Finally, the philosophy of economics is concerned
with the concrete social assumptions that are made
by economists. Philosophers have given attention
to the institutions and structures through which
economic activity and change take place. What is
a ‘‘market’’? Are there alternative institutions
through which modern economic activity can pro-
ceed? What are some of the institutional variants
that exist within the general framework of a market
economy? What are some of the roles that the state
can play within economic development so as to
promote efficiency, equity, human well-being,
productivity, or growth?

ECOLOGY

224



The dimension of the philosophy of economics
that falls within the philosophy of science has to do
with the status of economic analysis as a body of
empirical knowledge. Primary questions include:
What is economic knowledge about? What kind of
knowledge is provided by the discipline of econom-
ics? How does it relate to other social sciences and
the bodies of knowledge contained in those disci-
plines? How is economic knowledge justified or
evaluated? Does economic theory purport to offer
abstract theories of real social processes—their
mechanisms, dynamics, and institutions? What is
the nature of economic explanation? What is the
relationship between abstract mathematical models
and theorems, on the one hand, and the empirical
reality of economic behavior and institutions,
on the other? What is the nature of the concepts
and theories in terms of which economic beliefs
are formulated? Are there lawlike regularities
among economic phenomena? What is the status
of predictions in economics?

The Intellectual Role of the Philosophy
of Economics

Philosophers are not empirical researchers, and on
the whole they are not formal theory builders. So
what constructive role does philosophy have to
play in economics? There are several. First, philo-
sophers are well prepared to examine the logical
and rational features of an empirical discipline.
How do theoretical claims in the discipline relate
to empirical evidence? How do pragmatic features
of theories such as simplicity, ease of computation,
and the like play a role in the rational appraisal of
a theory? How do presuppositions and traditions
of research serve to structure the forward develop-
ment of the theories and hypotheses of the disci-
pline? Second, philosophers are well equipped to
consider topics having to do with the concepts and
theories that economists employ—for example,
economic rationality, Nash equilibrium, perfect
competition, transaction costs, or asymmetric in-
formation. Philosophers can offer useful analysis
of the strengths and weaknesses of such concepts
and theories—thereby helping practicing econo-
mists to further refine the theoretical foundations
of their discipline. In this role the philosopher
serves as a conceptual clarifier for the discipline,
working in partnership with the practitioners to
bring about more successful economic theories
and explanations.

This account describes the position of the philos-
opher as the ‘‘underlaborer’’ of the economist.
But in fact, the line between criticism and theory

formation is not a sharp one. Economists such as
Sen (1999, 1973, and 1987) and philosophers such
as Hausman (1992; Hausman and McPherson
1996) have demonstrated that there is a very con-
structive crossing of the frontier that is possible
between philosophy and economics; philosophical
expertise can result in significant substantive prog-
ress with regard to important theoretical or empiri-
cal problems within the discipline of economics.
The cumulative contents of the journal Economics
and Philosophy provide clear evidence of the pro-
ductive engagements that are possible when philos-
ophy meets economics.

Important Questions in the Philosophy of
Economics

Are There Laws in Economics?
The concept of a ‘‘law of nature’’ has been cen-

tral to the modern understanding of the natural
sciences. The intellectual power of classical physics
derived from the fact that it was capable of advanc-
ing statements of physical laws that were simple
and universal—laws of gravitation and planetary
motion, optics, electricity and magnetism, and so
on. Is this an essential feature of a successful em-
pirical science? And does economics possess such
laws? Several authors are affirmative on both
points (Kincaid 1996). However, several points
have emerged in recent discussions of the social
sciences—including economics—that lead to
doubt about the centrality of laws to them. First,
there are significant differences between natural
and social phenomena that should raise doubts
about the availability of strong ‘‘laws of nature’’
describing social phenomena. Second, it is clear
that there are regularities within the discipline of
empirical economics—consumption usually rises
when prices fall, trade increases when transport
costs fall, and infant mortality usually falls when
states devote more resources to public health. But
these are fairly humdrum empirical regularities,
exception laden and obvious. Are there strong
‘‘economic laws’’ that have the force of Maxwell’s
laws of electromagnetic propagation? Nothing
in current economic theory provides reason to
think that there are such laws. The foundational
assumptions of economic theory plainly do not
fall in the category of laws of nature. And as will
be shown below, the assumption of economic ra-
tionality does not constitute a universal gener-
alization about individual behavior. Here, as is
the case in other areas of social science, it is more
justifiable to seek out causal mechanisms rather
than social laws (see Laws of Nature; Explanation).
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How Do Economic Laws Relate to Individual
Behavior?
Economists generally assume some form of

the doctrine of methodological individualism (see
Methodological Individualism). This principle main-
tains that social facts, social entities, and social
laws are constituted by facts about indivi-
duals and their behavior—defined prior to the so-
cial properties that individuals possess (Kincaid
1986; Miller 1978; Watkins 1968). The doctrine of
methodological individualism is an expression
of the perspective of reductionism, that is, the
view within scientific metaphysics that insists that
higher-level structures must be explained by refer-
ence to the properties of the lower-level entities
that make them up. According to the reductionist,
there are no ‘‘emergent’’ properties of complex
entities or structures. A more satisfactory pers-
pective on this issue has been developed on the
basis of the theory of supervenience—the view
that differences in higher-level properties depend
upon differences in lower-level properties (Kim
1984). Extreme versions of methodological in-
dividualism and reductionism make the task
of social or economic explanation very difficult,
since explaining or describing individual behavior
seems to require referring to social entities (rules,
structures, institutions).

Are the Assumptions of Economics ‘‘Realistic?’’
Do economic theories and hypotheses serve to

describe unobservable economic mechanisms and
structures? Milton Friedman (1953) set the stage
for one answer to this question by arguing for an
instrumentalist interpretation of economic assump-
tions. In Friedman’s view, the value of a theory is
entirely expressed in its ability to predict observ-
able phenomena; the theory is an instrument of
prediction (see Instrumentalism). Instrumentalism,
however, has generally faced strong criticism from
philosophers of science (Leplin 1984). This doctrine
makes the empirical success of a theory a source
of mystery. The best explanation of a theory’s hav-
ing generally reliable predictions about a range of
phenomena is that the mechanisms that it postu-
lates are in fact true. So it is a deficiency in a theory
that the mechanisms it postulates are implausible
or false. And economic theory would be substan-
tially undermined if its premises were judged to be
profoundly inconsistent with the real underlying
causal processes that constitute a working economy.
Against this instrumentalist framework, Hausman
puts forward a realist approach to economic the-
ory (Hausman 1992) (see Realism). Within this

approach, the goal for the economist is to arrive
at assumptions that are approximately true. (This
methodological principle suggests that economists
ought to pay greater attention to economic institu-
tions, comparative economic analysis, and eco-
nomic history; see below.)

Are Economic Theories Testable or Falsifiable?
Before asking whether a theory is testable, it is

necessary to have a clear specification of its empir-
ical content. This requires asking the question,
What is the theory intended to describe, predict,
or explain? A theory has empirical content if it
makes assertions about causal processes underlying
a domain of phenomena and those assertions have
consequences for observable states of the world.
Under these circumstances it is possible to engage
in a variety of forms of empirical test of the
hypothesis. The investigator can

. perform experiments (arrange the world in a
certain way, observe the outcome, and com-
pare this with the theory’s predicted outcome);

. undertake a protocol of controlled observa-
tion (collect ‘‘before/after’’ cases and compare
the outcomes with the theory’s predictions);

. perform process-tracing observation (examine
elements of a process in order to assess wheth-
er the postulated causal processes did in fact
occur); and so on.

Through these efforts it is possible to bring em-
pirical evidence to bear on the task of assessing the
truth of the hypothesis. So the question is this: Does
economic theory contain substantive assumptions
about the causal workings of the economic world
that are intended to have implications for future
observable states of the economic world? And is it
possible to perform observations of states of the
world that confirm or falsify the theory (Hands
1992)? In principle, it is clear that the answer to
this question is affirmative. Consider a range of
theories of specific economic processes—economic
growth, trade, unemployment, wages, or discrimi-
nation. Such theories have predictive consequences,
and it is not especially difficult to describe the obser-
vations that would test these theories. The epistemic
difficulty comes later: Most theories of complex
phenomena are in fact falsified—without necessari-
ly being far from the mark in their description of the
underlying processes. So, how is it possible to dis-
tinguish among ‘‘falsified’’ theories to single out the
more likely from the less likely (Lakatos 1974)? Are
economic theories simply formal mathematical
systems, without empirical relevance?
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Rosenberg makes a case for the formalist view of
economic theory, having concluded that econo-
mists have not succeeded in producing empirical
theories or explanations of real empirical phenom-
ena (Rosenberg 1992, Ch. 8). Rosenberg likens
microeconomics to Euclidean geometry rather
than classical physics or evolutionary biology; the
‘‘theory’’ is a set of abstract and nonempirical
axioms, and the exercise of ‘‘doing economics’’ is
one of deriving theorems from these axioms. How-
ever, this is not a satisfactory way of understanding
the intellectual program of economics. The intellec-
tual charge for the discipline of economics—not
always or successfully achieved—is to provide a
social-scientific basis for understanding, explain-
ing, and, perhaps, predicting economic phenome-
na. Why do interest rates affect investment levels?
Why are inflation and unemployment related? Why
is economic growth more rapid in the context of
one set of institutions than another? What are the
causal links that secure connections among eco-
nomic variables? These are the sorts of questions
that economists are charged to answer. And the
approach to economic theorizing that stipulates
that the discipline is purely formal will not aid in
shedding light on these real, though unobservable,
economic mechanisms. In this line of thought, the
persistent mathematization of economics ought to
be construed as a means to an end rather than the
end itself. The formal or mathematical machinery
of economics is intellectually valuable only insofar
as it contributes to a better understanding of real,
empirically given economic processes, causes, and
systems.

What Is the Status of the Concept of
Economic Rationality?

The concept of economic rationality is founda-
tional within economic theory, and especially so
within neoclassical economics. Economists are
concerned with analyzing individual rational
choice in the context of reward, risk, and uncer-
tainty, where the individual’s outcome depends on
the probabilities and rewards associated with the
various options available for choice (see Decision
Theory). And they are concerned with rationality
in the context of strategic interactions among two
or more agents, where the individual’s reward
depends on the rational choices made by other
agents (see Game Theory). What is the nature of
the ‘‘decisions rules’’ that constitute rational be-
havior in these two stylized contexts? A special
concern for philosophers of economics has been
to provide critical examination of the theory of

economic rationality. Taken together, these criti-
cisms have led to a substantial enhancement in our
understanding of the concept of rationality. First,
philosophers have devoted a great deal of attention
to the gap between a theory of utility and a theory
of individual preference. Second, they have taken
issue with the assumption of egoism or rational
self-interest that is presupposed in the pure theory
(Sen 1987; Anderson 2000). Third, philosophers
and others have pointed out that real psychological
actors reason in ways that are at odds with the pure
theory of economic rationality (Kahneman, Slovic,
and Tversky 1982; Simon 1983). Fourth, philoso-
phers and others have devoted significant attention
to the assumptions underlying game theory. Final-
ly, some philosophers have undertaken to study the
characteristics of ‘‘economic rationality’’ in real
human persons through experiment (Schmidtz
1991). For example, Axelrod (1984) has used ex-
perimental settings to examine how real human
reasoners deal with Prisoners’ Dilemmas; he finds
that experimental subjects are frequently able to
achieve cooperation rather than defection, con-
trary to the prediction of two-person game theory.
The results of this research suggest that real reason-
ers behave intelligently—but differently from the
axioms of the theory of pure economic rationality.

What Is the Role of Ethical Values in
Economics?

Economists often portray their science as ‘‘value
free’’—as a technical analysis of the demands of
rationality in the allocation of resources rather
than a specific set of value or policy commitments.
In this interpretation, the economist wishes to be
understood in an analogy with the civil engineer
rather than the transportation policymaker: The
engineer can prescribe how to build a stable bridge,
but not where, when, or why to do so. It is for
citizens and policymakers to make the judgments
about the public goods that are needed in order to
decide whether a given road or bridge is socially
desirable; it is for the technical specialist to provide
design and estimate of costs. This description of the
discipline of economics fails in several important
respects, however. Economic theory contains a fam-
ily of substantive presuppositions about the nature
of the good—individual and social—that directly
influence the policy recommendations to which eco-
nomic theory gives rise. For example, the assump-
tion of rational egoism is inconsistent with several
of the values of communitarianism; the assumption
that equity is subordinate to efficiency is inconsis-
tent with an egalitarian political philosophy; and
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the assumption that a bundle of commodities con-
stitutes individual ‘‘well-being’’ is inconsistent with
a more Aristotelian conception of the good human
life (Nussbaum 2000). So the premises and assump-
tions of economics are substantially intertwined
with normative assumptions about the good
human life and the good society. This is not a defi-
ciency, but it needs to be recognized in order to
observe the workings of the unstated value as-
sumptions. And it certainly invalidates the assump-
tion of value-free social science. In general, it seems
fair to say that the ethical assumptions that neoclas-
sical economics presupposes fall together into a
family of normative ideals that privilege individual-
ism, inequality, and the minimal exercise of public
policy.

Is Distributive Justice a Topic for Economists?
Once it is recognized that economics has ethical

content, it becomes apparent that it is necessary to
examine the content of these ethical premises in
detail and offer a critique when these assumptions
are found wanting. In particular, economics is
obliged to confront issues of distributive justice
much more explicitly than it has to date. A market
economy implies some degree of inequality, in
terms of outcomes (wealth and income), opportuni-
ty, power and influence, and levels of well-being
(health, longevity, education). What sorts of inequ-
alities are morally acceptable in a just society? How
extensive can inequalities be before they create dif-
ferences among citizens that interfere with their
human dignity and the preconditions of democracy?
Throughout the past 30 years philosophers have
made substantial contributions to current under-
standing of these issues of distributive justice and
the moral status of inequality (Nozick 1974; Elster
1992; Rawls 2001). There is more to be done.

Is There a Basis for Rational Debate
About Economic Institutions?

What sort of social world does economic theory
presuppose? In considering this type of question,
philosophers begin to move into substantive
debates about the nature of the empirical phenome-
na under study. The discussion falls under the rubric
of ‘‘criticism,’’ in that it focuses on blind spots that
can be discerned within the visual field of economic
theorizing. Economists make assumptions about
the institutions that constitute the framework of
economic transactions, and these assumptions are
sometimes inflexible and unrealistic. It is therefore
worthwhile for philosophers to devote attention

to the shortcomings of the social-institutional as-
sumptions that economists often make. The new
institutionalism in the social sciences has focused
substantial interest on the specifics of the institu-
tions within which social activity takes place
(Powell and DiMaggio 1991; Brinton and Nee
1998). Institutions matter; so a more refined ac-
count of the economic institutions of a particular
market economy may lead to better understanding
of the phenomena. For example, incorporation of
transaction costs and asymmetric information be-
tween buyer and seller has significantly changed the
current understanding of market institutions. One
strand of philosophical criticism comes from the
level of abstractness of typical economic theories.
Greater empirical detail may well change the infer-
ences that can be drawn about the workings of the
institution. Market ‘‘imperfections’’ may be the rule
rather than the exception—so it is important to
incorporate some of these empirical characteristics
into accepted theories of economic institutions.

Are There Alternative Economic Institutions
That Can Work in a Modern Economy?

Economic activity within a modern society
requires institutions that define the use, manage-
ment, and enjoyment of resources; the deployment
and management of labor; and the management of
enterprises. Neoclassical economics presupposes
private ownership of capital, ‘‘free’’ workers who
do not own property, and states that have minimal
economic influence. Are there other institutions
through which economic activity might be con-
ducted within a modern and productive society
(Elster and Moene 1989)? For example, what is
the economic logic of workers’ cooperatives? How
could worker-controlled pension funds be used to
enhance democratic equality? Is there more to be
learned from the experience of market socialism,
state ownership, or workers’ control of industrial
processes? Are alternative institutions feasible? Are
they efficient? Are they equitable?

What Can Be Learned from Comparative
Economic Analysis?

Economic development has proceeded in very
different ways in different nations and regions
since the emergence of modern technologies and
economic institutions. Market institutions devel-
oped very differently in Britain, France, and the
United States during the nineteenth and twentieth
centuries. Collectivized economies followed differ-
ent institutional trajectories in Yugoslavia, the
Soviet Union, and China. What can be learned
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about economic processes and dynamics by study-
ing and comparing national economies in signifi-
cant detail? For example, what do the parallel yet
different experiences of China and India since 1945
teach about alternative pathways of economic de-
velopment (Drèze and Sen 1989)? Does this sort of
comparative economic research provide a ‘‘post–
Cold War’’ basis for analyzing the political eco-
nomy of development? As economists come to
confront the intellectual challenge of providing re-
alistic causal accounts of economic systems, they
will be able to arrive at significant new insights
through comparative economic analysis.

What Is the Intellectual Relevance of the
History of Western Industrial Capitalism
for Economic Theory?

Reexamination of the history of European capi-
talism suggests that there were feasible alternative
paths of economic development besides mass man-
ufacture and specialized production (Sabel and
Zeitlin 1997). Mass manufacture and mass un-
skilled labor represented one important alternative,
but there were others that were historically feasible.
As Sabel and Zeitlin demonstrate, another feasible
system of industrial production involves highly
skilled workers, flexible production, and flexible
tools and production processes (Sabel and Zeitlin
1985). Once again, the moral for the discipline of
economics is an important one: It is possible to
arrive at more empirically satisfactory economic
theories in the context of considering the range of
institutions through which economic activity and
growth have taken place.

Conclusions

The philosophy of economics serves as a source of
sympathetic yet rigorous critique of the science of
economics, broadly construed. It raises familiar
questions about the epistemology of this branch
of the social sciences—questions about theory
structure, theory confirmation, explanatory ade-
quacy, and the like. It questions the implicit nor-
mative assumptions that economics contains. It
raises some of the ethical questions that economics
is almost forced to confront, but rarely does. And it
suggests the value of a broader and more eclectic
approach to economic theorizing: making more
extensive use of alternative theoretical approaches,
incorporating more study of economic institutions,
paying more attention to comparative economic
trajectories, and giving more rigorous attention
to economic history. Economics will be a more

successful social science when it embraces more of
the role it often played in the nineteenth century as
a seminal social science—an area of social inquiry
that was equally interested in the concrete social
and economic institutions that constituted a ‘‘mod-
ern’’ economy, interested in the ethical implications
of the social phenomena with which it was
concerned and willing to consider a variety of the-
oretical models in aspiring to the goal of achieving
a scientific understanding of economic processes,
institutions, and outcomes.

DANIEL LITTLE
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EMERGENCE

The concept of emergence stems from a family of
related doctrines known collectively as emergent-
ism. Regardless of variation in its formulation,
emergentists generally hold an ontological premise
and an epistemological one. The ontological prem-
ise is that (i) there are properties (or laws) that
obtain of certain complex physical entities that do
not obtain of any of the individual parts or lower-
level constituents of those entities. The epistemolog-
ical premise is that (ii) the instantiation of those
properties cannot be derived from an exhaustive
knowledge of the nonrelational properties of the
parts, in addition to any laws of composition that
obtain among lower-level entities (e.g., additivity,
fundamental forces) and statements of definition.
(In the following, it will generally be assumed that
fundamentally, properties are emergent and that
laws are emergent in a derivative sense; thus ‘‘prop-
erties’’ will be used instead of ‘‘properties and
laws.’’) If one allows a broad reading to include
nonmaterial parts (e.g., élan vital, mind substance),
then it follows from (i) and (ii) that emergentism
rejects the use of any sort of substance dualism
for the purpose of explaining the appearance
of a higher-level property. Furthermore, if a

‘‘reductionist’’ explanation is understood as one
that explains a property of an entity in terms of
the nonrelational properties of its parts, in addition
to the lower-level laws that obtain over these prop-
erties, then it also follows from (i) and (ii) that
the instantiation of some properties cannot be
given a reductionist explanation (see Reduction-
ism). Hence emergentism takes its place in contem-
porary philosophical parlance as a variety of
nonreductionist physicalism (see Physicalism).

Paradigmatic examples of emergence often tou-
ted by early emergentists were taken from chemical
bonding—for instance, the production of common
salt from sodium and chloride. At the time, little
was known about the microstructure of atoms, and
consequently it seemed plausible that the phenom-
enon in question could be conceptualized only in
terms of a de novo or fundamental physical law
relating atomic interactions to macro-level phe-
nomena, rather than one derivable on the basis of
the atomic structure of sodium and chloride and
generic laws of chemical bonding. (In fact, the
success of quantum chemistry in providing re-
ductions of this type remains disputed; see final
section.) Although, given such a fundamental law,
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the instantiation of a macro-level property would
be determined by the instantiation of a set of micro-
level properties, this property would not be reduc-
tively explainable on the basis of the latter.

A stronger form of emergentism includes a third
premise, that (iii) these properties that hold of
certain complex physical entities are not deter-
mined by the nonrelational properties that hold of
their individual parts and the relation of these parts
to one another. This view is sometimes character-
ized as involving a failure of ‘‘microdeterminism’’
(following Klee 1984). Karl Popper (see Popper
and Eccles 1977) argues for such a view on the
basis of the probabilistic character of quantum
mechanical laws. Finally, some emergentists hold
a fourth premise, that (iv) the emergent properties
of a whole system can affect the behavior of that
system’s own parts. This view, referred to as
‘‘downward causation’’ (Campbell 1974), ‘‘hierar-
chical downward control’’ (Sperry 1969), or
‘‘macrodeterminacy’’ (Weiss 1968), has played a
significant role in the emergentist literature since
the 1960s, although an intimation of this idea can
be found in C. Lloyd Morgan’s notion of the ‘‘de-
pendence’’ of lower-level properties on those of the
higher level (Lloyd Morgan 1923, 16).

Moreover, there are regional variants of these
views. In Anglo-American philosophy of science
and philosophy of mind, most references to the
history of emergentism implicitly or explicitly
refer to the British emergentist tradition, which
traces its intellectual roots back to John Stuart
Mill in the mid-nineteenth century and the doc-
trines of ‘‘emergent evolution’’ that were promi-
nent among philosophers such as Scott Alexander
and biologists such as Lloyd Morgan and W. M.
Wheeler in the early twentieth century. However,
some writers on emergentism also refer to the
German organicist tradition, which traces its intel-
lectual roots back to Immanuel Kant in the late
eighteenth century and was prominent among
German biologists and psychologists in the early
twentieth century.

History of the Concept of Emergence

Mill’s Heteropathic Effects
What is now referred to as British emergentism

(McLaughlin 1992) begins with Mill’s A System
of Logic of 1843, in which he describes two classes
of phenomena. The first is that class of effects
produced by the mechanical mode of causation,
or according to the ‘‘composition of causes’’
(1874, 267), that is, the principle that the effect

produced by the joint action of several causes can
be inferred by summating the effects that would
have been produced by each of the agents acting
separately. The paradigmatic example of the me-
chanical mode of causation is the composition of
forces, in which the velocity and direction of a
given particle at time t can be derived by summat-
ing over the velocities and directions of each of the
particles that strike it at a prior time t0 by vector
addition.
This is contrasted with that class of effects

produced by the chemical mode of causation. The
laws governing this mode are referred to as hetero-
pathic laws (269). By this expression Mill refers
to the new uniformities that arise in those cases
in which the combination of different substances
produces a substance with new properties not
possessed by any of the parts. For Mill, the pro-
duction of heteropathic laws is a sufficient con-
dition for the origination of higher levels of the
scientific hierarchy. (Lewes [1875] is credited with
coining the term ‘‘emergents’’—to be distinguished
from ‘‘resultants’’—to refer to Mill’s heteropathic
effects.)
Mill is often ambiguous concerning whether the

notion of a heteropathic effect should be under-
stood primarily ontologically or epistemologically.
His paradigmatic example of a heteropathic effect
is chemical bonding, in which some of the proper-
ties of a compound are qualitatively different from
those of its constituents and hence cannot be
derived by mere summation of some known prop-
erty of those constituents. It would appear from
this example that, for Mill, the failure of additivity
for the higher-level property is a consequence of the
qualitative novelty of the property in question, and
hence his form of emergentism would amount to an
ontological doctrine that presupposes some ac-
count of the individuation of properties indepen-
dent of their extension. This ontological doctrine
would then presumably explain the failure of deri-
vability by summation. However, Mill’s view can
also be interpreted epistemologically, in that what
is to be considered a heteropathic effect is relative
to a given state of knowledge at a particular time:

There most of the uniformities to which the causes con-
formed when separate, cease altogether when they are
conjoined; and we are not, at least in the present state of
our knowledge, able to foresee what result will follow
from any new combination, until we have tried the
specific experiment. (1874, 267)

The notion of ‘novelty’ might then be under-
stood in terms of the unexpectedness of the result
of a specific experiment.
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Some contemporary philosophers have ques-
tioned Mill’s apparent restriction of emergence to
nonadditive properties (Wimsatt 2001; McLaughlin
1992; Kim 1999). For example, in the case of prob-
abilities, multiplication rather than addition is the
appropriate operator for deriving the probability
of the joint occurrence of independent events.
Some philosophers have suggested that virtually no
constraints be imposed upon the sort of mathemati-
cal function by which the value of a system-level
property is derived from those of its constituents;
so long as it is so derivable, it is not an emergent
property (e.g., Kim 1999, 7). But this is too strong a
criterion for an emergent property, since a nonline-
ar function mapping a system’s input to its output
suggests that the relation between the two is highly
dependent upon the specific nature of the interac-
tions that take place between the system compo-
nents. Hence, if the nature of such interactions
cannot be discerned, then the applicability of the
function remains completely mysterious. These
considerations suggest that the peculiarity that
Mill attempted to conceptualize as the failure of
‘‘additivity’’ may be more accurately conceptu-
alized in terms of an essential interaction between
the parts of a system, or an interaction that is
not discernible given the best available theoretical
account of the parts and their relations.

Emergent Evolution
Mill’s notion of heteropathic effects gave rise to

the doctrine of emergent evolution, which gained
some currency in the early twentieth century
amongst philosophers and biologists such as
Lloyd Morgan (Lloyd Morgan 1923), Scott
Alexander (1920), and C. D. Broad (1925). Accord-
ing to these emergentists, over a cosmological time
scale, certain forms of complexity are successively
brought into existence that are novel, in the sense
that they represent qualitatively new properties
that are not the resultants of the properties that
existed previously and are unpredictable in the
sense that an exhaustive knowledge of the proper-
ties of the previous existents would not allow a
prediction or derivation of the new properties be-
fore the fact of their appearance. In short, the
emergent evolutionists took the two basic charac-
teristics of Mill’s heteropathic effects—novelty
and unpredictability—and transposed them more
explicitly into a cosmological time frame.
However, the emergentists of this period typical-

ly did not reject the idea that the appearance of
emergent properties is causally determined by the
lower-level properties (see Alexander 1920, 330;

Broad 1925, 67), in the sense that anytime certain
constituents Pi are arranged in relation R under
the same conditions C, a higher-level property
Q will be instantiated by the whole. Consequently,
according to this classical viewpoint, an emergent
property is one that can also be said to supervene
upon the properties of its constituents (see
Supervenience). However, the idea that emergence
embodies a supervenience assumption has in more
recent times been placed into question (see final
section).

German Organicism

German organicism was an independent philoso-
phical and scientific tradition with distinct roots,
which slowly merged with the emergentist tradi-
tion during the mid-twentieth century. The organi-
cist tradition often traces its roots to Immanuel
Kant’s Critique of the Power of Judgment. Accord-
ing to Kant, biological forms appear to the mind as
inherently purposive rather than as the products of
blind mechanism; the reciprocity of part and whole
in the organism appeals to the faculty of judgment
and provides transcendental justification for the
use of teleological reasoning in biology (see espe-
cially §65). For Kant, such forms cannot be under-
stood by analyzing the operation of each of its
parts in isolation and then inferring the activity of
the whole; rather, the existence and operation of
each part can be understood only in terms of its
contribution to the functioning of the whole. Like
emergentism, organicism traces a middle path
between mechanism and vitalism.

Within biology, organicism was adopted by
such figures as Paul Weiss, Joseph Needham, and
Ludwig von Bertalanffy. It found expression, for
instance, in Weiss’s (1968) concept of the morpho-
genetic field, as it did in psychology in the notion
of the gestalt. The concept of the morphogenetic
field was introduced to explain cell differentia-
tion and specialization on the basis of the relative
location of whole groups of cells within the organ-
ism, rather than on the basis of the intrinsic pro-
perties of individual cells and their relations to
immediately adjacent cells. Gestalt psychologists
such as Köhler held that, for instance, the per-
ceptual patterns that organize the visual field are
explainable on the basis of the patterns of electrical
activity within the visual cortex but that the for-
mation of these electrical patterns is governed
by fundamental physical laws that do not involve
reference to the individual neurons and their
relations. Hence both of these examples satisfy
premises (i) and (ii) of emergentism (see the
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introductory paragraph). (For a brief conceptual
overview of the organicist tradition, see Gilbert
and Sarkar 2000.) From this perspective it should
not be surprising that the partial revival of interest
in emergentism in Anglo-American philosophy
of science was initiated less by philosophers
than by philosophically oriented scientists en-
trenched in the organicist tradition, such as
Michael Polanyi (1968), Weiss (1968), and Roger
Sperry (e.g., 1969).

Criticism of Emergence

Criticism of the concept of emergence typically falls
under three categories. The first type of criticism
holds that ‘‘emergent properties’’ exist, but in some
trivial or uninteresting sense, and that whatever
philosophical interest it seems to possess is largely
a product of conceptual confusion that can be
resolved by proper explication of the concept. The
second type of criticism (espoused most recently
by Kim [1999]) holds that the concept of emergence
is conceptually clear but that emergent properties
cannot exist for a priori reasons. A third line of
criticism, proposed by McLaughlin (1992), holds
that emergence is both conceptually interesting
and a priori possible but that emergent properties
do not in fact exist, and their nonexistence is
attested to by the overwhelming historical success
of reductionist explanation.

The most important of the critiques that belong
to the first category are those of Hempel ([1948]
1965) and Nagel (1961), both of whom argued on
the basis of the deductive-nomological model of
explanation that the failure of predictability
(Hempel) or the failure of reducibility (Nagel) is
logically trivial and hence does not warrant any
important ontological conclusions. According to
Nagel (1961, 369), emergence, like reduction,
should be seen as a relation between theories, rather
than properties. Specifically, it involves a relation
between a (suitably axiomatized) ‘‘higher-level’’
theory, TA (e.g., biology), and a ‘‘lower-level’’ the-
ory, TB (e.g., chemistry). To say, ‘‘P is an emergent
property’’ is to say that the law statements of TA

that contain the predicate P cannot be derived from
the law statements of TB. But clearly, if the predi-
cate P does not appear in TB—as is often the case in
theories at different levels—then nonderivability is
a point of logic and is therefore trivial. In order for
the derivation to go through, one must specify
‘‘bridge laws’’ or ‘‘translation rules’’ that connect
the predicates of TA with those of TB via a series of
conditionals, where such bridge laws are either law-
like generalizations or definitional stipulations. But

once emergence claims are relativized to a given
pair of theories and a given set of bridge laws, the
very notion of in principle irreducibility or un-
predictability appears to be incoherent. The most
that such nonderivability allows one to infer is the
(relatively uninteresting) claim that a given scientif-
ic theory is currently unable to explain a certain
phenomenon.
However, this criticism is misguided to the extent

that it centers upon formal rather than substantive
facets of explanation. Nothing in Mill’s account,
or in that of the later emergentists, prohibits the
postulation of bridge laws. Mill’s view is that if P is
an emergent property, then such bridge laws will
find only a purely inductive justification; they will
not be derivable in turn from a more fundamental
theory, along with the relevant statements of defi-
nition. As such, these laws would appear to repre-
sent ultimate, inexplicable synthetic facts about
the world, and this inexplicability would vitiate
the purpose of the putative reduction (Broad
1925, 55). In other words, the emergentist would
question the ontological status of the bridge laws
themselves, rather than the success or failure of the
formal derivation, in evaluating whether P is an
emergent property.
Kim’s (1999, 32) argument against the possibility

of emergence falls under the second type of criti-
cism, in that it seeks to expose an inherent tension
between the novelty of emergent properties and
their supervenient status. According to Kim, in
order for a whole system to possess a ‘‘novel’’
property, that property must possess novel causal
powers, or powers to bring about changes that
cannot be attributed to the emergence base of that
system, which consists of the nonrelational pro-
perties of the parts and the relations of those
parts to one another. He also holds that the emer-
gent properties of a system would supervene upon
this emergence base, in the sense that the instan-
tiation of the emergence base would determine
the instantiation of the emergent property. But,
because of this supervenience, it would appear
that any putative scientific law L that refers to an
emergent property can be replaced by a law L* that
refers not to the emergent property itself but to
the emergence base upon which it supervenes. As
a consequence, L* would not lack any explanatory
power possessed by L, and hence the reference to
the emergent property would be superfluous in a
scientific law. One way of countering Kim’s argu-
ment, then, would be to reject the claim that emer-
gent properties are supervenient, which is what
some contemporary advocates of emergentism do,
as will be discussed in the next section.
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Contemporary Emergentism in the Philosophy
of Science

Emergentist approaches in the philosophy of sci-
ence today are oriented toward the evaluation of
reductionist claims that appear within specific
scientific contexts (see Primas 1998 for an overview
of several problematic claims). Philosophers of sci-
ence have also drawn upon examples from phys-
ics, chemistry, and biology in order to provide
new explications of emergence. Three fairly recent
explications of emergence are described below.
In the philosophy of physics, one significant area

of attention involves nonseparable systems. In
quantum mechanics, a nonseparable state is one
the state vector of which cannot be represented as
a tensor product of component state vectors (see
Shimony 1987, which relates nonseparability in
quantum mechanics to holism). Hence the behavior
of a nonseparable system cannot be explained in
terms of the behavior of its components, in addi-
tion to a fundamental compositional principle. Ad-
ditionally, nonseparability in quantum mechanics
leads to limitations in the reduction of chemistry
to physics, insofar as it entails the use of approx-
imations in the derivation of molecular structure
on the basis of quantum mechanics (Woolley 1991;
Jaeger and Sarkar 2003).
Some philosophers have taken quantum non-

separability as a model for constructing novel
conceptions of emergence. According to one emer-
gentist interpretation (Humphreys 1997), one
should not speak of the ‘‘components,’’ or ‘‘com-
ponent properties,’’ of a nonseparable system at all;
rather one should say that the properties of the
constituents have undergone a ‘‘fusion’’ such that
they can no longer be meaningfully individuated.
Generalizing this example, Humphreys (1997) pro-
poses an abstract fusion operator as a way of expli-
cating the concept of emergence; this, he argues,
can also be used to explicate the slippery notion of
downward causation. This explication of emer-
gence can also be used to counter Kim (1999),
since, in the case of nonseparability, there is no
way of independently characterizing the emergence
base in terms of the nonrelational properties of
the parts of the system and their relations to one
another.
A second interpretation (Teller 1986) holds that

the components of a nonseparable system can be
meaningfully individuated but that they stand in
‘‘inherent relations’’ to one another, that is, rela-
tions that do not supervene on the nonrelational
properties of each part. In contrast to the first inter-
pretation, this conception accepts the independent

ontological status of relations; hence Teller (1986)
refers to this view as ‘‘relational holism.’’

A third recent approach to elaborating the
concept of emergence focuses upon the relation
between theories and phenomena, rather than be-
tween parts and wholes of systems. Hence it is not,
strictly speaking, necessary that an emergentist ac-
cept the ontological and epistemological premises
([i] and [ii]) outlined above. Batterman (2002)
argues at length that emergence is best understood
as involving the failure of a ‘‘smooth’’ or regular
asymptotic limiting relation between two theories.
As Nickles (1973) shows, in some exemplary
cases of theory reduction, one theory or formula
is shown to be a special case of another theory
or formula when some parameter of the latter
approaches a limiting value. An example is classical
mechanics, which is a limiting case of the special
theory of relativity when velocities approach
zero. In some cases, this limiting relation between
theories is ‘‘singular’’ rather than smooth or regu-
lar; that is, the behavior of the formula becomes
highly irregular as the value of a parameter
approaches a limit, or the limit itself is undefined.
Berry (1994) and Batterman (2002) describe
how certain natural phenomena, such as the state
of a fluid at its critical point, or the appearance of
supernumerary bows of a rainbow, are best de-
scribed by the irregular behavior of formulae as
they approach some limiting value. Supernumerary
bows, for example, appear (or ‘‘emerge’’) only
when the wavelength of light becomes very small;
theoretically, this can be described as a singularity
of certain wave-optical formulae as the wave-
length parameter approaches zero (that is, as
wave optics approximates ray optics). Such phe-
nomena may be called emergent, although they
do not appear to involve a special part/whole re-
lation. Additionally, they call into question the
putative reduction of ray optics to wave optics
(Berry 1994).
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EMPIRICISM

Empiricism is the position according to which ex-
perience is the only source of warrant for one’s
claims about the world. Having assigned experi-
ence this exclusive role in justification, empiricists
then have a range of views concerning the character
of experience, the semantics of claims about unob-
servable entities, the nature of empirical confirma-
tion, and the possibility of nonempirical warrant
for some further class of claims, such as those
accepted on the basis of linguistic or logical rules.
Given the definitive principle of their position,
empiricists can allow that one can have knowledge
independent of experience only where what is
known is not some objective fact about the world,
but something about the way it is conceptualized or

described. Some empiricists say that one can have
knowledge of verbal equivalences or trivialities;
some argue that any nonempirical tenets are not
even properly called ‘knowledge,’ but should be
seen as notions accepted on pragmatic rather
than properly epistemic grounds. What no empiri-
cist will allow is substantive a priori knowledge:
According to empiricism, one can have no pure
rational insight into real necessities or the inner
structure of nature, but must rely on the deliver-
ances of the senses for all information about exter-
nal reality. Some versions of empiricism argue
against the very notion of real necessities or meta-
physical structure behind the phenomena; other
versions take a more agnostic approach, arguing
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that if there is a metaphysical structure behind the
phenomena, it is either out of epistemic reach or
known only to the extent that it can be grasped
through experience, rather than through rational
reflection.

Early Modern Background

First published in 1689, John Locke’s Essay Con-
cerning Human Understanding sets out a version
of empiricism whose basic framework remains an
inspiration to contemporary advocates of the posi-
tion. Expressing admiration for the accomplish-
ments of Sir Isaac Newton and Boyle, Locke aims
to show a similar respect for observation and theo-
retical simplicity in his investigation of the powers
of the human mind. In contrast to the rationalist
project of searching for the essence of the mind or
the metaphysical principles behind the way it ought
to work, Locke promises to pursue the ‘‘historical,
plain method’’ of describing the type of process
that would result in the ordinary formation of
human knowledge (Locke [1689] 1975, 44). Locke
contends that in this sequence of events one begins
with a blank slate, a mind empty of ideas. The
contrary postulation of innate ideas or principles
is incompatible with what is observed in children
and the dull-witted, Locke maintains, and in any
event superfluous. Human cognition can be ex-
plained without helping oneself to the rationalist
notion that some truths are built into the mind
from the start; the positive task of providing such
an explanation becomes the main project of Locke’s
Essay.
Locke maintains that all thought can be ana-

lyzed into ideas whose ultimate origin is in experi-
ence, broadly conceived to include both sensation
(the passive reception of ideas from external objects
through the senses) and reflection (the passive re-
ception of ideas from the mind’s introspective ac-
cess to its own workings). Experience provides
simple ideas (like those of ‘blue,’ ‘sweet,’ or ‘pain’);
the mind then manipulates and conjoins these sim-
ple ideas to form complex ideas (like the ideas of
particular individual objects, modes, and relations).
Because the mind is able to combine its ideas,
the acquisition of knowledge is not restricted
to the passive ingestion of ideas in experience; in
fact the highest grade of certainty comes from asses-
sing the internal structure of, and the relations
among, complex ideas that are one’s own con-
struction. A lower degree of certainty accrues to
knowledge of the external world, made possible in
part by noting that certain ideas reliably come in

clusters, which is presumed to indicate the presence
of external substances, and also by one’s consciou-
sness of one’s passivity in receiving ideas of sen-
sation. While it may be the case that certain
perceivable qualities necessarily coexist in certain
substances (e.g., ductility and weight in gold) in
virtue of the microscopic constitution of that sub-
stance, one’s powers of perception are such that it is
impossible to have the same kind of direct knowl-
edge of this necessary coexistence as one has of the
perceivable qualities themselves.

In Locke’s theory, ideas received from experi-
ence are the only ingredients of thought, but
many entities other than ideas get postulated dur-
ing the course of the theory: the external objects
causing ideas, powers inherent in those objects and
causal relations among them, and the mind itself.
Advanced some 50 years later, David Hume’s ver-
sion of empiricism exposes some of the difficulties
of attempting to maintain this kind of mixed
ontology within the empiricist framework (Hume
[1739–1740] 1978). Hume is more careful than
Locke to extract evidence for his theory of human
cognition only from perceivable phenomena and to
refrain from positing the kind of physical and
metaphysical entities access to which would be un-
accountable from an empiricist perspective. In the
first wave of reaction to Locke, George Berkeley
had already shown that even the apparently
straightforward claim that one’s ideas of sensation
are caused by external objects could prove difficult
for an empiricist to defend: If one were directly
conscious only of one’s ideas, with what right
could one claim that these ideas resemble, and
have their origin in, things of an entirely different
kind that are not themselves directly present to the
mind? Berkeley argues for a phenomenalist under-
standing of objects: The objects of which one
is conscious are not independent matter but in
fact collections of perceptions. Hume agrees with
Berkeley that given the empiricist premise that one
is only aware of one’s perceptions, the postulation
of independent matter is unjustifiable, but Hume
also notes that people have a tendency to conceive
of objects as having an independence and con-
tinuity that is not ascribed to perceptions. From
the perspective of a consistent empiricist, Hume
suggests that this tendency can be seen only as
a blind instinct toward fabrication: Experience
never delivers anything other than fleeting per-
ceptions, so the sense of permanence is nothing
more than an illusion, which Hume explains by
pointing to the near resemblance of successive
perceptions and the ease with which people can
confuse resembling particulars for the same thing.
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Causation receives a similar treatment: Where
Locke had helped himself to a realist understand-
ing of causation, Hume points out that causation is
not itself perceived and cannot be construed as a
pure relation of ideas. That no purely conceptual
connection links a cause to an effect can be seen by
reflecting on the ability one has to imagine a
change in the course of nature. Like the stability
of external objects, objective necessary connections
among objects are an illusion, generated in this case
by one’s consciousness of one’s instinctive (as op-
posed to rational) habit of expecting past patterns
to continue. Where one has seen many events of
type A followed by events of type B, one develops a
mental custom of associating these ideas, and with
this custom in place, the sight of type A compels
the mind to think of B. The subjective sense of
being pushed in this way gives rise to the idea of
necessary connection, which then mistakenly pro-
jects onto nature and imagines it to be an objective
relation among events.

If Hume’s analysis is aimed at showing that such
fundamental components of the commonsense
worldview as enduring external objects and causa-
tion are illusory, he does not suggest that this phil-
osophical result will overthrow that worldview;
indeed, he argues that observation of the natural
tendencies of the human mind shows that people
will naturally continue in their instinctive pat-
terns of thinking in terms of objective things and
causes, however unjustified these instincts may
seem from a philosophical standpoint. It is a diffi-
cult interpretive question to what extent this skep-
tical outcome should be read as a philosophical
condemnation of ordinary claims to knowledge or
as a demonstration of the shortcomings of either
philosophical analysis in general or empiricism in
particular.

One influential response to Hume was to see his
skepticism as pointing to the inadequacy of the
empiricist starting point. Immanuel Kant argued
that one’s thought about matters such as causa-
tion could not be understood without the pos-
tulation of something more than mere sensory
perceptions as available to the mind; he maintained
that one can make sense of empirical knowledge
only if one sees sensory perceptions as entering a
mind already possessed of a priori knowledge of the
underlying causal structure of nature and the geo-
metrical form of time and space. The exact nature
and status of the metaphysical and geometrical
commitments Kant envisaged is a matter of some
controversy. For later advocates of the broadly
Kantian style of response to empiricism (e.g.,
Reichenbach 1965), the complexity of the task of

articulating a reasonable such set of a priori con-
straints was made particularly evident by such
developments as the emergence of the theory of
relativity (see Causality).

Early-Twentieth-Century Background

Until the twentieth century, geometry, or the
study of the pure structure of space, had typically
been seen as the paradigmatic example of an a
priori discipline, and as an obstacle for empiricist
accounts of knowledge. Einstein’s use of non-
Euclidean geometry in the theory of relativity
made it hard to resist the conclusion that if geome-
try was a priori at all, it had this status only when
considered as an uninterpreted deductive enter-
prise: The study of the structure of space itself
could now be taken as either an empirical matter
or a matter of the postulation of conventions rather
than the discovery of objective facts. The reexami-
nation of the status of questions once considered
intuitive or rational was a significant source of
inspiration for logical positivism, originating in
Germany and Austria in the 1920s. Positivism
drew inspiration from the development of Frege
and Russell’s symbolic logic and the new clarity it
brought to the problem of the foundations of
mathematics; at the same time, the legacy of Ernest
Mach’s eliminative empiricism was also a powerful
if short-lived force behind the movement.
The relation between positivism and empiricism

is a complex matter. It is clear that the positivists
thought that all substantive questions about the
world were to be answered by empirical science,
but it is less clear that their conception of empirical
science was straightforwardly empiricist. Some
examination of the details of positivism is in order
here.
The positivists conceived of philosophy as an

enterprise of clarifying and making explicit the
conceptual, linguistic, and logical structures of
science, rather than as a means of discovering fur-
ther characteristics of reality at a deeper meta-
physical level than the empirical phenomena. The
positivists hoped for a clean divide between the
material questions about nature to be answered
by the empirical sciences and the formal questions
about science to be answered by philosophy. Given
this formal approach, it is not surprising that the
positivists cast the central problems of episte-
mology in linguistic terms. Locke’s causal picture
of sensation saddled him with a metaphysics not
easily defended from within empiricism; the posi-
tivists aimed to avoid metaphysics altogether
and take the question of the relation between
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experience and theory as a question about the
proper form of observation reports and their for-
mal relations to other sentences in the language of
science. So Moritz Schlick writes in ‘‘The Founda-
tion of Knowledge’’: ‘‘I think it a great improve-
ment in method to try to aim at the basis of
knowledge by looking not for the primary facts
but for the primary sentences’’ (Schlick 1959,
212). These primary or protocol sentences are
seen as idealized records of basic experience, cast
in a vocabulary of observational terms and sepa-
rated sharply from the higher-level theoretical
claims whose confirmation they supply. Positivists
divided into several factions over the question
of the form of these statements. On Schlick’s
‘‘foundationalist’’ side of the debate, a protocol
statement aims to capture the content of what
Schlick called a ‘‘confirmation,’’ or decisive mo-
ment, of experience, whose certainty is beyond
doubt; other parts of the system of science are
ultimately justified by their relations to these con-
firmations, but the confirmations themselves are
justified by the character of experience itself, and
not by anything further within the system of
science (see Schlick, Moritz). In opposition to
Schlick, Otto Neurath proposed a fallibilist ap-
proach to protocol statements: A protocol state-
ment is, like any other statement in the system
of science, subject to rejection in light of consi-
derations of overall coherence (see Neurath,
Otto). Schlick has difficulty explaining the relation
between basic confirmations and their linguistic
expressions in protocol statements without re-
course to metaphysics. Neurath has difficulty
explaining how his solution maintains a special
role for experience, or how he maintains empiri-
cism without leaving himself open to the charge
that science and fantasy could be equally well
grounded given just sufficient internal consistency.
While Rudolf Carnap’s original position was

closer to Schlick’s, he soon moved to adopt what
he took to be a neutral stance, declaring that the
question of the form of protocol sentences is
‘‘not answered by assertions but rather by postula-
tions. . . . [T]he task consists in investigating the
consequences of these various possible postula-
tions and in testing their practical utility’’ (Carnap
[1932] 1987, 458). Rather than supposing that
something in the nature of reality determines the
correct syntactical form and role of observation
statements in science, Carnap now maintained
that this is not a question of fact with a single
correct answer, but a question about which postu-
lation will be found most convenient for one’s pur-
poses. Carnap’s work went on to exhibit an

increasing emphasis on conventions adopted for
pragmatic reasons.

The exact extent of Carnap’s allegiance to em-
piricism is subject to debate (see Friedman 1999;
Sarkar 2001). Carnap does not start from the posi-
tion that the justification of empirical science is in
doubt until science can be shown to be derived
from the contents of experience, nor does he think
that the immediately given has a specially certain or
unproblematic epistemic status. In The Logical
Structure of the World, Carnap tries to show how
scientific concepts could be reduced to relations
among moments of experience, but he claims that
he could have taken other basic elements, like
space-time points or even physical entities such as
subatomic particles, as his starting point: His aim
is strictly to analyze the internal logical structure
of science rather than to justify science by appeal
to something better grounded. By his own admis-
sion, Carnap’s analysis of the internal logical struc-
ture of science was incomplete, most crucially in its
failure to exhibit the dispensability of the basic
relation of recollected similarity. Carnap’s work
in the decade after Logical Structure shows fur-
ther departures from the verificationist empiricism
of early positivism. While early positivists had
claimed that every scientific term could be expli-
citly defined in terms of observable properties, in
his ‘‘Testability and Meaning’’ (1936 and 1937)
Carnap argues that some theoretical terms have a
less direct relation with observation. Because dis-
positional concepts such as ‘solubility,’ for exam-
ple, need to be understood in terms of relationships
among various possible test conditions and observ-
able outcomes, sentences involving terms of this
sort cannot just be translated into sentences using
the original observational vocabulary (see Carnap,
Rudolf).

A form of positivism that lies squarely in the
empiricist tradition is presented in A. J. Ayer’s
(1936) Language, Truth and Logic. Ayer insists on
a phenomenalist account of external objects and a
verificationist theory of meaning. According to
Ayer, only two kinds of statements have literal
significance and the possibility of truth or falsity:
synthetic statements, identified as those statements
that can be rendered more or less probable by
some specifiable course of experience, and analytic
statements, whose acceptability is wholly deter-
mined by the syntactic rules for the symbols they
contain. All other statements, and in particular
the statements of traditional metaphysics, are not
even false, but meaningless. Philosophy itself is
seen as falling on the analytic side of the line:
Epistemology is concerned with the rules governing
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the use of symbols, and aims to identify the formal
relations between the various strings of symbols
that constitute observational and theoretical state-
ments in the language of science (see Ayer, Alfred
Jules).

Ayer’s version of empiricism was one of the first
targets of a wave of arguments that led to the
decline of positivism by the middle of the twentieth
century. Phenomenalism was attacked as inco-
herent (see Chisholm 1948); Nelson Goodman
([1954] 1979) argued that confirmation could not
be explained in syntactic terms; Wilfred Sellars
(1956) urged that empiricism’s view of what is
given in experience made experience an inade-
quate basis for knowledge of the world; and
Willard Van Quine (1953) argued that the positi-
vists had no acceptable way of drawing their dis-
tinction between analytic and synthetic statements.
Quine’s criticism proved particularly influential
in the subsequent development of empiricism.

Empiricism after Positivism

Quine’s ‘‘Two Dogmas of Empiricism’’ attacked
both the positivist notion of a sharp distinction
between analytic and synthetic sentences and
what Quine calls the doctrine of reductionism,
according to which each synthetic sentence is asso-
ciated with a fixed set of actual or possible experi-
ences tending to confirm or discredit that sentence.
On the first front, Quine argues that various posi-
tivist efforts to identify the distinctive features
of analytic sentences have either been inadequate
to distinguish the set of sentences the positivists
needed to take as analytic or slipped into an
empty circularity, in which, for example, analyti-
city is understood with the help of the notion of
cognitive synonymy, and cognitive synonymy is
either left unexplained or itself defined in terms
of what is analytically true. On the question of
reductionism, Quine finds a lesson in Carnap’s
failure to reduce individual statements about the
physical world to statements about immediate ex-
perience, and recalls Duhem’s claim that one is
always free to maintain a theory in the face of
apparently contrary evidence by amending an
auxiliary hypothesis. According to the slogan that
has become known as the Quine-Duhem thesis,
‘‘Our statements about the external world face
the tribunal of sense experience not individually
but only as a corporate body’’ (Quine 1953, 41)
(see Duhem Thesis; Quine, Willard Van; Under-
determination of Theories).

Quine intended his essay strictly as an attack on
the positivist version of empiricism, and not on

empiricism itself. In the final section, ‘‘Empiricism
Without the Dogmas,’’ experience is clearly identi-
fied as the only source of information for theories
about the world, but the relation between experi-
ence and theory is not as the positivists had
thought. Beliefs about everything from general
physical laws to mundane claims about particular
objects form a single system, the parts of which are
amended in response to recalcitrant experience and
kept in line with each other in accordance with
rules of logic that are themselves part of the web.
Nothing is immune to revision, and everything is
revised on the same basis of accommodating expe-
rience, so that there is no difference in principle
between changing a logical law to simplify quan-
tum mechanics and changing from a geocentric to
a heliocentric cosmology, or revising any other
empirical claim. In place of the formal positivist
approach to confirmation, Quine introduces a rela-
tion of ‘germaneness’ in his account of the relation
between sensory evidence and the theory it sup-
ports. A body of sensory experience is more ger-
mane to one claim than to others when this
experience will leave one more likely in practice
to revise this particular claim. Rather than en-
gaging in the study of how an ideal scientific lan-
guage would be formulated, or how one ought
to reform one’s thinking, the epistemologist is di-
rected to engage in an empirical study of the re-
lationship between the actual input of sensory
stimulation and the output of theoretical utter-
ances. Following through with this program
would require epistemology ultimately to become
a chapter of psychology.
Quine insisted throughout his career that this

naturalist position counted as a form of empiri-
cism, but this classification is controversial. Indeed,
Donald Davidson (1973–1974) argues that a natu-
ral extension of Quine’s argument will do away
with the contrast between form and content and
leave nothing recognizable as empiricism. Also,
while Quine contends that there is a normative
element in his position, insofar as it leaves room
for people to be criticized for having beliefs that
accommodate their sensory experience poorly, it is
clear that Quine’s naturalism does not have the
same normative ambition of traditional empiri-
cism. Traditional empiricism was concerned with
the question of what one ought to believe, or how
common ways of thinking might be reformed to
respect the limits of warrant; Quine’s naturalism
aims to take cognition as a given object of empiri-
cal inquiry, and does away with the traditional
conception of warrant (see Hookway 1994). For
Quine, the question is always about what sentences
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people do revise in practice, and not about what
sentences would be right to revise, whether people
actually do so or not. Whether Quine is an ‘‘empiri-
cist’’ will depend in part on how onewants to use the
term. If one emphasizes Quine’s advocacy of empir-
ical methods for the study of knowledge itself, then
it may seem appropriate to classify his epistemolo-
gical naturalism as a development continuous with
the main thrust of empiricism; indeed, Quine is
sometimes faulted for not having gone far enough
in using the empirical data he recommends as useful
in epistemology. On the other hand, if one sees
epistemology as an enterprise that is aimed at figur-
ing out what justifies beliefs, then it is hard not
to see Quine’s naturalism as constituting a change
of topic rather than a development of earlier
empiricism.
The version of empiricism that constitutes the

most influential contribution to traditional episte-
mology since the collapse of positivism has been
put forward by Bas van Fraassen, in support of the
view of science he calls ‘‘constructive empiricism.’’
According to van Fraassen, the positivists were
mistaken in assuming that once empiricists take
experience as the sole source of warrant, they are
required to reduce everything to experience or to
reinterpret statements about unobservable entities
as abbreviations for more complex statements
about observable phenomena. Empiricism does
set limits on what one can see oneself as rationally
obliged to believe, but by invoking a distinction
between acceptance and belief, van Fraassen is
able to defend an empiricist approach to science
without requiring a positivist reformulation of the
language of theories. When one accepts a theory,
and commits oneself to a certain research program,
one must believe what the theory says about obser-
vables, that is, one must believe that the theory is
empirically adequate; but one does not have to
believe the whole theory, including what it says
about unobservables. Allowing this agnosticism
about the unobservable makes accepting less com-
mittal than believing, but van Fraassen argues that
science can be understood without the stronger
realist stance; nothing that matters is lost by seeing
science as aiming just at empirical adequacy, rather
than full-blown truth. Equally, nothing is gained
by the stronger realist position if van Fraassen is
right, other than the need to contend with, and
explain epistemic access to, various items of meta-
physical baggage like causes and laws, realistically
construed.
Van Fraassen allows that theories may have vir-

tues that go beyond empirical adequacy (perhaps

simplicity or explanatory power), but such
informative virtues do not make the theory more
likely to be true. Indeed, the more informative a
theory is, the more risk it runs of being false; if one
chooses informative theories over their less com-
mittal counterparts, it can only be for pragmatic
reasons and not because these theories are more
likely to be true. In van Fraassen’s empiricism,
scientists need never accept ampliative rules of in-
ference (like inference to the best explanation
[IBE]) as forcing them to go beyond the limits of
observation: If positing the real existence of elec-
trons would explain some observable phenomenon,
this is not in itself a reason to take the step of
believing that the unobservable electrons exist. Re-
specting the limits of his warrant, scientists may
rationally stick to the more modest position that
all observable phenomena are as they would be if
the electron theory were true.

Van Fraassen shares with the positivists a sense
of the epistemic significance of the line between
what is observable and what is not, but instead of
aiming to find a syntactical way of drawing the
line, say, by developing a purely observational vo-
cabulary, he argues that the problem can be natur-
alized: Scientific theories themselves can show how
the realm of the observable is delimited. According
to constructive empiricism, a scientific theory
shows a picture of how the world could be, giving
a set of models corresponding to various initial
conditions. The theory itself can then specify
parts of these models (the ‘‘empirical substruc-
tures’’) as potentially representing observable phe-
nomena. A theory is empirically adequate if it has a
model in which the observable phenomena can be
embedded.

Van Fraassen himself notes that while belief in a
theory’s empirical adequacy is weaker and there-
fore safer than belief in its truth, it is not without
risk: In claiming that a theory is empirically
adequate, one is still going out on a limb and
committing oneself to the truth of claims about
states of affairs that are not observed by oneself,
or have not yet been observed, or will never actual-
ly be observed, and so on. If one’s motivation were
just to maintain the weakest possible beliefs com-
patible with the evidence, one should shrink in the
direction of a solipsism of the present moment
rather than adopting the scientific rationality of
constructive empiricism. So van Fraassen’s posi-
tion does not enable one to be maximally certain
of one’s beliefs. He has argued that his aim is
rather to develop a characterization of the aim of
science, or the standards for what counts as success
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or failure in that enterprise; if scientists do not
restrict admissible evidence to what is observed by
themselves alone, then no adequate account of sci-
ence can give supreme epistemic significance to that
special class of evidence.

This is not to suggest that van Fraassen sees his
constructive empiricism as a sociological summary
of the attitudes of working scientists. In particular,
van Fraassen is ready to acknowledge that scien-
tists may often believe that their theories are not
merely empirically adequate but true, even with
respect to unobservables. Because of the way van
Fraassen defines rationality, he does not have to
classify such thinking as irrational: His conception
of rationality is permissive, rather than prescrip-
tive. In this view, the scientist does not need to
be rationally compelled to believe something in
order for the scientist’s belief to count as rational;
rather, she may believe anything as long as she
is not rationally compelled to believe otherwise.
Rationality requires one to maintain logical consis-
tency and accept the testimony of the senses, but
if such minimal limits are respected, it neither re-
quires nor forbids one from making conjectures
about what lies beyond sensory evidence. In this
view, then, the main upshot of an empiricist con-
ception of rationality is negative: If warrant comes
only from experience, rationality can never require
belief in entities and characteristics of reality to
which one lacks empirical access.

Criticisms of Constructive Empiricism

The most direct way to attack van Fraassen’s em-
piricist view of science would be to identify a prop-
erly epistemic (as opposed to merely pragmatic)
reason to believe in the claims that science makes
about entities that lie below the threshold of ob-
servation. Many critics of van Fraassen have at-
tempted to defend the rationality (as opposed to
the mere practical convenience) of abduction or
IBE. The best-known move here is Hilary Putnam
and Richard Boyd’s ‘‘no miracle argument’’
(NMA), according to which it is only by taking
scientific theories to be true or approximately true
that the success of science will be anything other
than miraculous. It would be a tremendously
strange coincidence, they argue, if all observable
phenomena were just as though quarks existed
and yet in fact they did not exist. This argument
would have more force against an eliminative em-
piricist who would actually forbid belief in the
unobservable. Against van Fraassen, the realists
need to establish not just that belief in quarks is

rationally permissible (he already grants this)
but that it is rationally required. The main difficul-
ty the NMA faces in establishing that conclusion
is that it appears to be an argument with the very
same abductive form as is in question (see Fine
1991). The argument urges that the truth of scien-
tific theories is the best explanation for the phe-
nomenon of their success; but even if that is so,
unless one is already convinced that one is entitled
to infer that whatever is the best explanation of a
phenomenon is for that reason likely to be
true, then one has no reason to accept the realist
conclusion (see Putnam, Hilary).
A number of empiricist positions are intended to

suggest that sound arguments in support of IBE are
unlikely to be forthcoming. According to the ‘‘pes-
simistic induction,’’ it is a mistake to infer the truth
of a scientific theory from its acceptability as an
explanation of the known phenomena, because of
the many historical examples of theories that were
explanatory successes in their day but have since
been shown to be false. From the past course of
events, there is no reason to believe that the the-
ories now found persuasive as explanations of the
phenomena are in fact true descriptions of things
seen and unseen. In response to this argument,
realists have noted that doubts about whether a
current theory is exactly right may not provide a
reason to withhold belief in the entities posited by
that theory. Many theories that are shown to be
false are superseded by theories that continue to
use the same basic framework of entities, although
there is some question about whether the realist can
present a historical argument about the reasons for
past predictive successes without presupposing the
legitimacy of abduction (for a detailed historical
discussion, see Psillos 2000). In addition, there is a
more abstract and general form of the pessimistic
induction available to the empiricist. According to
the argument from the bad lot, the label ‘‘inference
to the best explanation’’ is misleading, because
there is no guarantee that one is in a position to
choose the best explanation: One’s choice is from
among the explanations scientists have in fact
been able to concoct so far, a range of alternatives
that might in fact fail to include the true story.
One can at most think of oneself as choosing the
best available story, rationally weighing various
rival theories only on the basis of evidence about
observable phenomena.
The ‘‘conjunction objection’’ to constructive em-

piricism constitutes a quite independent move
(Boyd 1973; Putnam 1978; Friedman 1983). It
may be correct that in terms of vulnerability to
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recalcitrant evidence, a single theory’s truth is
never more credible than its empirical adequacy,
but by taking theories to be true, one logically
has the right to conjoin them, and the conjoined
theory (T1 þ T2) can have richer empirical
consequences, which can give additional confirma-
tion to its each of its conjuncts T1 and T2 taken
separately. In addition, the larger unified theory
can give the kind of integrated explanation of phe-
nomena at which science (arguably) must aim.
Meanwhile, accepting that two theories are empiri-
cally adequate does not automatically give one the
right to conjoin them (they may, for example, in-
clude contradictory statements about unobserva-
bles), and even where they can be conjoined, the
claim that ‘‘T1 is empirically adequate and T2 is
empirically adequate’’ will have fewer observation-
al consequences than (T1 þ T2). It is open to the
empiricist to challenge the realist idea that science
aims at such unified explanations rather than uni-
fying, where it does, as a pure consequence of the
search for empirical adequacy; it is also possible to
challenge the extent to which science does in fact
engage in this kind of unification, or whether in
fact later theories are used to correct earlier ones,
rather than being straightforwardly conjoined with
them (see van Fraassen 1980, Ch. 4).
Other points in the empiricist program that have

attracted critical attention include the issue of
modal concepts of possibility and necessity, even
as they figure in van Fraassen’s own statement of
his position (Rosen 1994; Ladyman 2000), and
the question of whether empiricism can give an
adequate characterization of experience (Nagel
2000).
In raising doubts about whether the truth might

always lie outside of the range of theories available,
van Fraassen is sometimes seen as risking a col-
lapse into skepticism. If warrant is so restricted that
one can never have rational grounds to believe in
any unobservable entity, no matter how well it
would explain observations, then it may seem that
by similar reasoning one will never be rationally
compelled to believe anything as strong as the
empirical adequacy of a theory, or even anything
at all beyond the present testimony of the senses.
Conversely, if van Fraassen wants to support the
rationality of believing that certain theories are
empirically adequate (true in all they say about
the observable, and not just about what is presently
observed), or even that perceived objects continue
to exist after one leaves the room, then perhaps
he is already committed to the admissibility of
ampliative rational rules. Against the idea that

continuously existing tables and trees are posited
as the best explanation of given sense data, van
Fraassen (1989) argues that philosophers have
given ample arguments to show that one’s aware-
ness of the world cannot be a matter of making
inferences from a body of raw sense data. What are
perceived are not sense data but the observable
parts of an objective world: ‘‘[W]e can and do see
the truth about many things: ourselves, trees and
animals, clouds and rivers—in the immediacy of
experience’’(178). Experience itself can be under-
stood only ‘‘in the framework of observable phe-
nomena ordinarily recognized’’ (1980, 72). This
marks a reversal from the earlier empiricist strategy
of attempting to show how the framework of ob-
servable phenomena could be constructed out of
the ideas of experience.

In this version, empiricism is insulated from
skepticism by setting its focus on the manner in
which beliefs are updated, and not on their initial
formation. According to van Fraassen (1989), ‘‘It is
possible to remain an empiricist without sliding
into skepticism, exactly by rejecting the skeptics’
pious demands for justification where none is to be
had’’ (178). Once one is committed to the general
framework of observable phenomena, one will be
in a position to examine critically the ways in which
beliefs are changed, but there is no useful prospect
of a critical examination of one’s initial commit-
ments. Critics of empiricism can wonder whether
this pessimism about the scope of epistemology is
justified and whether van Fraassen is right to char-
acterize people’s initial position as involving no
commitments other than those to observables. It
has also been suggested that what is in dispute
between empiricism and realism may not be decid-
able on the basis of considerations acceptable to
both sides, and this has generated some skepticism
about the legitimacy of this conflict.

Skepticism About Empiricism

Both the empiricist and the realist are committed
to the project of giving a philosophical analysis of
the aim of science. But Arthur Fine argues that
there is something wrong with that project.
According to Fine (1986), realists and empiricists
are mistaken in supposing that science has a single
essence amenable to philosophical examination.
There is nothing in scientific practice itself, Fine
argues, that requires the possession of a philosoph-
ical theory of the point of science, and nothing in
the deliverances of scientific inquiry yields an
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answer to whether empiricism or realism is cor-
rect. As an alternative, Fine advocates what he
calls the natural ontological attitude, according
to which one allows science to ‘‘speak for itself ’’
and refrains from attempting to construct a notion
of truth that goes beyond that ‘‘already in use
in science.’’ Of course, both realists and empiricists
take themselves to be articulating exactly that con-
ception of truth that is already in use in science. But
Fine’s contention is that they do not have any
neutral or unprejudiced perspective from which to
pass judgment on what science involves.

One of Fine’s central criticisms of empiricism is
that the empiricist’s effort to create a special epis-
temic status for claims about observables could
be based only on a priori commitments that do
not square well with the basic orientation of
empiricism. Observations alone do not force upon
one any particular epistemic attitude to obser-
vation. If Fine is right about that, then the em-
piricist has some reason to resist the naturalist’s
suggestion that the claims advanced in episte-
mology are, like the claims of empirical science,
themselves warranted only by experience (see van
Fraassen 1995 for an argument along these lines).
Empiricism is then a theory about what claims
are warranted within science; the separate ques-
tion of what claims are warranted within episte-
mology would lie beyond the scope of empiricism
itself.

JENNIFER NAGEL
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EPISTEMOLOGY

Epistemology is often identified as the theory of
knowledge, and epistemologists have often taken
this to mean the giving of an analysis of the concept
of knowledge. This is motivated, in large part, by
skeptical worries about the possibility of knowl-
edge. The project of answering the skeptic has
once again emerged as an important theme in epis-
temology, largely due to the impact of contextualist
analyses of knowledge (Cohen 1988; DeRose 1995;
Lewis 1996).
While analyses of knowledge are certainly a

major theme of much of contemporary epistemol-
ogy, they by no means exhaust its central concerns.
Of particular relevance for the philosophy of
science are high-level theories about the general
structure of epistemic justification and theories of
epistemic change (belief revision or theory change).

The Gettier Problem

Conventional wisdom, pre-1963, had it that the
concept of knowledge admitted of a straightforward
analysis: A subject S knows that p iff (‘‘if and only
if ’’) S believes that p, S is justified in so believing,
and p is true. This justified true belief (JTB) analysis,
however, is far from adequate. Gettier (1963) of-
fered alarmingly simple counterexamples to the
JTB analysis, establishing that justified true belief
cannot be sufficient for knowledge. Consider the
case of Jones. Jones has impeccable evidence that
Smith owns a Ford—he sees Smith driving a Ford,
Smith is always talking about his great Ford, and so
on. So Jones justifiedly believes that Smith owns a
Ford. Jones has also recently taken a logic class and
has done very well. He realizes that ‘‘Smith owns a
Ford’’ entails that Smith owns a Ford or Brown is in
Barcelona. So he adopts this latter, disjunctive belief
on the basis of his belief about Smith and the Ford.
It seems as though Jones is justified in this disjunc-
tive belief if he is justified in believing that Smith
owns a Ford. Now, unbeknownst to Jones, Smith
actually does not own a Ford, but by sheer coincid-
ence Brown is in Barcelona. Hence, Jones has a jus-
tified true belief—namely, that Smith owns a Ford
or Brown is in Barcelona—that does not seem to
count as knowledge. His justification for the belief
is not aligned in the ‘‘right way’’ with the facts that

make the content of the belief true. The Gettier
problem is that of giving an analysis of knowledge
(or an analysis of the locution ‘‘Sknows that p’’) that
makes clear what the right way is.

An immediate thought is that what has gone
wrong in the case of Jones is that he is reasoning
from a false belief. The natural suggestion, then, is
to add to the JTB account a fourth condition to the
effect that S knows that p only if S’s justification for
p does not rely on any false beliefs. This simple fix,
however, is not adequate, and this fact was ap-
parently known to Bertrand Russell much earlier
(see Russell, Bertrand). Adapting an example from
Russell (1912), suppose that Jones walks through
the town square every morning on his way to work.
Every morning Jones looks at the clock tower,
forms the relevant belief about the current time,
and adjusts his pace to make sure he stays on
schedule. The clock is a remarkably reliable time-
piece, as everyone in town knows. Now, on a par-
ticular morning, Jones walks through the square,
sees that the clock reads 8:15, and forms the belief
that it is 8:15 a.m. In fact, it is 8:15 a.m., but unbe-
knownst to Jones, the clock has stopped! There was
an electrical storm the night before, and lightning
struck the clock precisely at 8:15 p.m. Jones seems
to be justified in his belief that it is 8:15 a.m. and his
belief is true, yet it does not seem that Jones knows
that it is 8:15 a.m. His belief that it is 8:15 a.m. is not
(or not obviously) inferred from any false belief,
nevertheless this does not count as knowledge,
since his justification for the belief does not connect
up with its truth in the so-called right way.

The Gettier problem is seductive for its simplici-
ty, but devilishly hard to solve. Gettier-type coun-
terexamples tend to proliferate, so that given a
particular candidate theory constructed with an
eye to avoiding the original cases, it succumbs to
a close variant. And patched to handle the variant,
the theory typically falls prey to a variant of the
variant. (See Plantinga 1993 for a detailed survey of
attempts at providing a fourth condition to the
JTB analysis.) A related project attempts to solve
the Gettier problem (and also skeptical worries)
by analyses of the locution ‘‘S knows that p’’ in
which justification plays no essential role. So-called
tracking accounts of knowledge (Nozick 1981),
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certain forms of contextualism (Lewis 1996), and
what might be called ‘‘neighborhood reliabilism’’
(Williamson 2000) fit more or less uncontroversially
into this broad category.

Theories of Justification

Theories of epistemic justification have traditional-
ly been at the center of work in epistemology. This
is largely because of the double duty that justifica-
tion is asked to play. On the one hand, it is thought
by many to be a necessary condition of knowledge,
and many theories of justification aim at answering
the Gettier problem. But ‘‘justification’’ is also a
term of epistemic appraisal, signifying the positive
epistemic status of a belief, and so the contours of
this concept are of independent epistemological
interest. Pretheoretically and from an epistemic
point of view, justified beliefs are those that it is
permissible to hold. Theories of epistemic justifica-
tion aim at codifying and systematizing this rough-
and-ready intuitive gloss by specifying the structure
and nature of justification—delivering predictions
about how exactly a belief is justified. The class of
theories of justification can be neatly categorized in
a number of ways. One way is by a series of dis-
tinctions (Pollock 1979; Pollock and Cruz 1999).
The first distinction is between doxastic and non-
doxastic theories. Justification of a particular belief
is at least in part a function of what else an agent
believes. Doxastic theories insist that in addition,
justification is only a function of the agent’s beliefs.
Nondoxastic theories deny this. The second distinc-
tion is the internalist–externalist divide. This is a
difference over the sorts of things that can be jus-
tifiers of beliefs. Internalist theories insist that jus-
tifiers must be ‘‘internal states,’’ in some sense
internally accessible to the cognitive agent in ques-
tion. Externalist theories deny this. All doxastic
theories are internalist, but not all internal states
are doxastic, since it is possible for such states to be
nevertheless relevant to the justification of a belief.
Alternatively, one can describe the space of the-
ories of justification as being carved according to
the sources of the justifiers and the structure that
those justifiers must have when related to other
beliefs (Alston 1986). That is, the space can be
carved along the dimensions of the internalist–
externalist divide (the source of justifiers) and the
structure of the justification relationship.

Foundationalism

Doxastic theories start from the assumption that
whether an agent S’s belief is justified is a function

of, and only a function of, what else S believes—S’s
doxastic state at the time. After all, an agent’s
information about the world (at least the informa-
tion about the world that is relevant to the con-
cerns of epistemic justification) is codified by the
beliefs that the agent has about it. Now, the project
of a theory of justification is to say what beliefs
one ought to hold. But then what information
could be relevant, aside from an agent’s beliefs, in
deciding what one should believe? The assumption
that nothing else could be relevant is just the as-
sumption that epistemic justification is a function
exclusively of one’s doxastic state.
Foundationalist theories start from the intuition

that some beliefs serve as reasons for others and
that justification is a function of this ‘‘reason-for’’
relation. Now, belief in candidate belief p is justi-
fied only if the beliefs upon which p depends (in S’s
doxastic state) are also justified. But, the founda-
tionalist argues, this tracing of reasons must either
come to an end or continue ad infinitum (perhaps
by running in a circle). Such infinite chains would
be of no help in developing a theory of justification
for finite beings (or else would be viciously circu-
lar), so the tracing of reasons must come to an end
with beliefs that are self-justifying, or basic. The
foundationalist maintains that there is a proper
subset of an agent’s beliefs that are basic in this
way, epistemologically privileged and standing in
no need of (exogenous) justification. There is a
recursive structure to the nature of epistemic justi-
fication, with the basic beliefs laying the founda-
tion: S’s belief that p is justified iff p is a basic
belief, or else it is properly based on or legitimately
inferred from other justified beliefs. This schema
can be turned into a full-blown theory once the
foundationalist gives an account of what beliefs
are basic (Are there enough of them? In what
sense are they self-justifying?) and what sorts of
relations count as ‘‘proper’’ inference relations
between beliefs.
The foundationalist theories of the early twenti-

eth century foundered on the nature of the reason-
for relation. It was thought that the only good
reasons were either deductive or inductive. But if
that is right, then it seems impossible to give a
foundationalist account of justified perceptual
beliefs. Suppose S enters a room, sees an object
that appears red, and forms the belief that there is
a red object. This belief is intuitively justified but
does not seem to be entailed by her perceptual
information, the agent’s other beliefs, or any com-
bination of the two. Attempts at analyzing percep-
tual content in such a way as to guarantee such
an entailment while staying within the doxastic

EPISTEMOLOGY

245



framework (the phenomenalist project of [the early]
Rudolf Carnap, [the early] Willard Van Quine,
Goodman, and others) met with insuperable diffi-
culties and were abandoned (see Carnap, Rudolf;
Quine, Willard Van Orman). Similarly, S’s belief
cannot, in general, be justified by appeal to induc-
tive reasons. The suggestion would be that S’s
belief that there is a red object is justified because
S believes that she is in circumstances relevantly
similar to other circumstances in which S has had
similar perceptual evidence that turned out to be
justified-belief-about-red-object circumstances. But
this will not in general do, since in those cases S’s
justified belief could not have been inductively jus-
tified. But clearly S’s belief is justified, and argu-
ably this is a function of some reasons S has for it.
So there must be epistemically good, noninductive,
defeasible reasons. Establishing the existence of
general defeasible reasons and their role in a theo-
ry of justification is one of the most important
contributions to epistemology, independently dis-
covered by Chisholm (1966) and Pollock (1967,
1974).
There are, in addition to doxastic foundational-

ist theories, nondoxastic relatives. Pollock and
Cruz (1999) propose such a theory, which they
call ‘‘direct realism.’’ Their theory is largely foun-
dationalist in structure, with defeasible reasoning
at its core. While the details of the theory of
defeasible reasoning have evolved significantly,
the general framework is closely related to the
foundationalist theory developed, for example, in
Pollock (1974). However, they reject the doxastic
assumption. They argue that any belief (even ap-
pearance beliefs) can be held for bad reasons with-
out the agent in question realizing that the relevant
belief is being held for a bad reason. A theory of
justification ought to predict that in such cases
those beliefs are unjustified. If this is right, then
it follows that there can be no epistemically pri-
vileged class of beliefs. Their solution to this prob-
lem is to allow subdoxastic states to enter (as
antecedents) into the reason-for relation—for in-
stance, the having of a perceptual image is a defea-
sible reason for an agent to believe. And, of course,
the reason can be defeated. Justifiers, according to
this view, are still internal states, but they are not
all beliefs.

Coherence Theories

While foundationalist theories assert that some
nonempty proper subset of an agent’s beliefs are
basic, coherence theories deny this. (Thus a dox-
astic theory is a coherence theory iff it is not a

foundationalist theory.) Coherence theories deny
the existence of an epistemologically privileged
class of beliefs, insisting instead that all of an
agent’s beliefs have the same fundamental status.
Justification is then a function of how well a given
belief fits in, or ‘‘coheres,’’ with the rest of an
agent’s doxastic state. The main task for a coher-
ence theorist is to give an account of the coherence
relation.

One can taxonomize the class of coherence the-
ories according to distinctions along two dimen-
sions. Along one dimension, an analysis of the
coherence relation will specify the structure of the
relation and how it relates to other beliefs: For a
candidate belief p, is it a linear relationship between
p and some other belief(s) that matters (much like
the foundationalist’s tracing of reasons), or is it a
holistic relationship between p and all of the agent’s
other beliefs? Along a second dimension, analyses
of the coherence relation must specify its role,
which may be positive (in which case a belief co-
hering with an agent’s doxastic state constitutes
positive grounds for the belief to be justified) or
relevant only in a negative way (in which case the
absence of coherence is a reason to get rid of some
beliefs). This yields four types of coherence theory
in logical space: positive linear, positive holistic,
negative linear, and negative holistic.

Positive linear theories insist that coherence is a
linear relationship between a candidate belief p and
another belief q (or perhaps a smallish subset of an
agent’s beliefs). This linear relationship is just a
version of the reason-for relation. Note that since
such theories deny that linear appeals between
beliefs must always come to an end (else they
would be foundationalist theories), positive linear
coherence theories must admit either that such an
application of reasons can go on infinitely or else
that the reason-for relation may be nontrivially
cyclic. On the face of it, this seems an unpalat-
able dilemma: Either some legitimate justificatory
chains go on infinitely or some legitimate justifica-
tory chains run in a circle. The first horn connects
with the intuition that reasons seem to be only a
conduit through which justification flows—reasons
cannot, in other words, generate justification, but
only allow beliefs to be justified conditional on
good starting points. The second horn connects
with the intuition that circular reasoning can
never lead to a justified belief. Sequences like the
following seem clearly bad from an epistemic point
of view: Suppose one’s only reason for thinking
that p is that q1 is a reason for it, and one’s only
reason for thinking that q1 is that q2 is a reason for
it, . . . , and one’s only reason for thinking that qn is
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that p is a reason for it. In such cases, how could S’s
belief that p be justified? These considerations are
often taken together and labeled as the ‘‘regress
problem’’ for coherence theories of justification
(Sosa 1980). It is important to note that they prop-
erly apply only to (some) positive linear coherence
theories, and not to the class of coherence theories
in general.

Lehrer (2000) proposes a positive linear coher-
ence theory of justification. In his theory, a belief
p coheres with a background doxastic system just
in case it is more reasonable to accept p than any of
its ‘‘competitors’’ (roughly, propositions negatively
relevant to p). One can conclude that accepting p is
reasonable in this way by appeal to what he calls
the ‘‘trustworthiness argument’’: Suppose S is
trustworthy in what she accepts (for purely episte-
mic goals). Call this belief (T). Then S is trustwor-
thy in accepting the candidate acceptance p (for
purely epistemic goals). But then it must be reason-
able to accept that p (otherwise S would not be
trustworthy in S’s acceptance of it). But how does
one accept (T), the first premise of this argument?
Lehrer says it is a ‘‘keystone belief,’’ made reason-
able by applying the trustworthiness argument to
(T). So the picture is that coherence reduces to
reasonableness, which is a linear relation. All justi-
fied beliefs end up appealing to (T). But (T) is not
a basic belief, and itself is linearly supported by
appeal to the trustworthiness argument and itself.
This is what Lehrer calls the ‘‘virtuous loop.’’

There are a number of positive holistic coherence
theories, notably those advocated by Lehrer (1974)
and BonJour (1985). Positive holistic coherence
theories still insist that coherence is positively rele-
vant to justification but claim that the coherence
relation is not linear. The picture is that an agent’s
doxastic system is a ‘‘web’’ of interrelated beliefs
with coherence between p and a doxastic system
being a function of the entire system (without p, of
course). This function might be a measure of how
well p would be explained by the truth of the other
beliefs or how well the other beliefs ‘‘mutually
support’’ p or some function of the agent’s subjec-
tive probability assignment with respect to p. The
most general sort of difficulty for this class of
theories is making sense of the difference between
a belief being justified and a belief being (merely)
justifiable. For instance, S’s doxastic state may
exhibit the proper coherence between p and the
rest of S’s beliefs without S being able to tell,
perhaps due to complexity considerations, that
this is so. Is S’s belief justified? More worrisome
are cases in which S’s belief in p is spontaneous
or ungrounded (due, say, to an epistemically

serendipitous brain lesion) but nevertheless fits in
well with S’s other beliefs. Such a belief could be
justified, since it ex hypothesi exhibits the right
properties to fit in well with S’s other beliefs, but
it is far from clear whether S believes p in an
epistemically permissible way.
Negative linear and holistic coherence theories

insist that coherence plays only a negative role in
assessing whether an agent is justified in believing
some candidate belief p. Such theories are moti-
vated by the Neurath metaphor: Doxastic states
are raftlike and free-floating without an anchor,
each plank held in place by its relationship to all
the others, with repairs and maintenance taking
place at sea (Sosa 1980) (see Neurath, Otto). The
picture is that doxastic agents find themselves with
a plethora of existing beliefs, and any such belief is
automatically prima facie justified. The role of co-
herence is a maintenance tool to shape and refine
one’s doxastic state by weeding out beliefs that
have lost this prima facie status. Though a concep-
tual possibility, there are in fact no extant negative
linear coherence theories. Harman (1986) offers the
clearest example of a negative holistic coherence
theory. According to this view, coherence is overall
explanatory coherence. So suppose an agent S
believes that p. This makes S automatically prima
facie justified in believing that p. S should stop
believing that p if and when p no longer coheres
with the rest of S’s doxastic state—that is, if and
when S’s other beliefs make it hard to explain how
p could be true.
A difficulty facing negative coherence theories,

and so negative holistic coherence theories, is that
they insist that coherence (and, more broadly,
reasoning in general) plays exclusively a negative,
undermining role with respect to epistemic justi-
fication. As Pollock and Cruz (1999) point out,
this is equivalent to the thesis that all of an agent’s
beliefs are prima facie justified, no matter how the
agent acquired them. But that seems counter-
intuitive in cases in which an agent holds a belief,
say p, on the basis of wishful thinking. S may
have no specific reason for thinking that belief in
p is no good, and so may have no negative, under-
mining lack of coherence that forces S to with-
draw the belief. Nevertheless, such a belief seems
unjustified, in which case it cannot be an unde-
feated prima facie justified belief, as the negative
holistic coherence theory appears to predict. In
principle, just as there are nondoxastic found-
ationalist theories, there is room in logical space
for nondoxastic coherence theories of justifica-
tion. However, this presently remains unexplored
territory.
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Externalist Theories of Justification

Foundationalist theories, both doxastic and non-
doxastic, and their coherence counterparts take
justification to be a function exclusively of the
internal states of the epistemic agent in question.
Externalist theories of justification deny this. Some
external states—states of the world or modal facts
about such states—are relevant to justification. Put
another way: Internalists claim that justification
supervenes on internal states of the cognizer in
question (and so justification is invariant across
manipulations in which the internal states are
fixed but the facts about the outside world vary),
and externalists deny this claimed supervenience.
A common motivation for externalism is the

pretheoretic connection between epistemic justifi-
cation and knowledge. Why would S want justified
beliefs, as opposed to unjustified beliefs? The im-
mediate thought is that, qua epistemic agent, S
wants to believe what is true and avoid believing
what is false. The point of having justified beliefs,
then, is instrumental to attaining truth while avoid-
ing error. And so an analysis of justification should
have as a consequence that if a belief is justified, it
is in some sense likely to be true (where this likeli-
hood is a measure of actual success, not subjective
probability). Justification is not merely a matter of
a belief ’s chance of being true, understood as a
result of a stochastic process. Rather, the view is
that beliefs are formed and generated by cognitive
processes, and (external, perhaps modal) properties
of these processes determine the justificatory status
of the beliefs they output.
The externalist position picks out a large region

of logical space, but most of the extant externalist
theories of justification, as a matter of fact, are
versions of reliabilism. Broadly, reliabilist theories
take belief to be justified just in case they (or their
producers) are reliable indicators that the belief in
question is true. The most straightforward reliabi-
list theory is process reliabilism (Goldman 1979).
The analysis (schema) is simple: S’s belief that p,
produced by belief-forming process M, is justified
iff M is a reliable process. To turn this into a full
account, the process reliabilist must offer a criterion
for reliable belief-forming processes. Different pro-
cess reliabilist accounts then differ (in complexity
and scope) depending on the complexity and scope
of the analyses of reliable belief-forming processes.
The basic analysis is simply that a belief-forming
process M is reliable iff the actual ratio of true
beliefs to false beliefs produced by M is sufficiently
high. In such an account of reliability, S’s perceptu-
al belief that she sees a red apple is justified iff the

module forming S’s perceptual beliefs tends to pro-
duce true beliefs significantly more often than
false ones.

As appealing as this simple form of process reli-
abilism is, it facesmajor difficulties, which (from the
reliabilist’s point of view) point toward more so-
phisticated accounts of reliability. First, tying justi-
fication to actual truth ratios does not rule out what
might be called ‘‘accidental’’ reliability. For exam-
ple, suppose S has the following belief-forming pro-
cess: On a certain occasion t, S decides to believe
that it is sunny in a distant location at t þ S, say
Amsterdam, if the toss of a certain coin at t turns up
heads. S flips the coin and it turns up heads, where-
upon S believes that it is sunny in Amsterdam. In
fact, suppose it is sunny in Amsterdam. Then S’s
belief-formation process has maximal reliability,
but clearly it is not a justified belief. BonJour
(1985) raises similar worries by applying the basic
process reliabilist account to the case of a reliable
clairvoyant. Accidental reliability, in other words,
seems just as bad as accidental truth. Some more
subtle account of reliability seems to be in order,
one in which modal stability of the truth ratio plays
an important role. The ‘‘normal-worlds reliabilism’’
in Goldman (1986) aims, at least in part, at
providing such an account. In this more sophisticat-
ed version, actual truth ratios are replaced by truth
ratios across so-called normal worlds, defined as
compatible with the agent’s general beliefs about
the general presumed structure of the actual world.

Another difficulty for reliabilist accounts as a
class, which has proved to be the impetus for
much further research, is the generality problem.
Take the case of process reliabilism. For any belief,
there are a multitude of ways of circumscribing
which belief-forming process generated it. For inst-
ance, a perceptual belief about the color of an object
(say, a red apple) can be described as the output of
a color-vision module, color-vision-normally-situa-
ted-on-Earth module, color-vision-any-way-sit-
uated-on-Earth module, and so on indefinitely,
with ever more general descriptions of the process.
But it can equally be described as S’s-color-vision
module, S’s-color-vision-since-1983 module, and
so on, down to S’s-color-vision-module-used-on-
this-occasion-to-view-this-apple. Which of these
processes is the right one by which to judge the
justificatory status of S’s belief? Since reliability is
being treated as an objective conditional probabi-
lity (i.e., the probability that a belief is true given
it is produced by process M ), the answer matters
a great deal.

A total evidence requirement seems to compel
the description to be as specific as possible, but
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then this conditional probability goes to 1 (if the
apple is the color S believes it to be) or to 0 (if not),
trivializing the account, since it would render a
belief justified iff true. Determining the appropriate
reference class of worlds raises essentially the same
issue for normal-worlds reliabilism. Indeed any ac-
count that relativizes justificatory status of a belief
to circumstances in the local environment must
face this problem.

A final puzzle for reliabilism, and for extern-
alist theories of justification more generally, is the
problem posed by good epistemic agents who find
themselves in epistemically unfortunate circum-
stances (Cohen 1984). Consider two epistemic
agents S1 and S2. S1 is a very careful reasoner,
always forming beliefs on the basis of excellent
evidential support and in short is as epistemically
responsible as any normal cognizer. S2, on the
other hand, is a very sloppy epistemic agent, always
forming beliefs on the basis of wishful thinking,
fancy, and faulty reasoning. As a happenstance,
S1 and S2 have a lot of beliefs in common—that
is, there are many beliefs about the physical world
that they share, which form the set C. Now, as
it happens, S1 and S2 inhabit (unbeknownst to
them) an Evil Demon world—their beliefs about
the world are systematically and radically false, and
in particular all beliefs in C are false. The facts are
being manipulated by the whimsy of an Evil
Demon whose aim is to deceive them. For any
belief in C, can there be any difference in justifica-
tory status between the two agents? Reliabilist the-
ories, insofar as the two cognizers ex hypothesi
have identical actual and counterfactual truth ra-
tios (namely, 0), treat any two beliefs of the res-
pective agents as unjustified. But this seems
implausible, since there is an important epistemo-
logical difference between S1’s belief that, say, most
swans are white (formed on the basis of a standard
induction with a large inductive base) and S2’s
belief that most swans are white (a randomly oc-
curring thought to S2). The difference seems to be
a difference in justification.

The extent to which such worries upset the
externalist project is an open question. Some exter-
nalists just deny the purported intuitive difference
above. It is also unclear to what extent this example
depends on particular incarnations of exter-
nalist theories like process reliabilism. Goldman
(1986), in fact, seems to advocate exploring both
of these themes, remarking that many do not
find the process reliabilist prediction obviously
counterintuitive (113, n. 32), but that perhaps the
best way to understand reliability is in terms of
normal worlds (113).

Epistemic Change

While theories of justification aim at a characteri-
zation construed as a property of beliefs in a given
epistemic state, there is a related project that has
received much attention, that of characterizing jus-
tification construed as a property of transitions
between sets of beliefs, or, more generally, as a
property of transitions between epistemic states.
The main desideratum for such theories is to say
in a precise way how an epistemic state ought to
change under the impact of some new informa-
tion—that is, to provide a characterization of ra-
tional or justified belief change. From a structural
point of view, this is just the problem of theory
change in science: How ought a theory to be
changed in light of new, perhaps connecting, infor-
mation? (See Gärdenfors 1988 and Hansson 1999
for introductions, surveys, and references to belief
dynamics research.)
From a logical point of view, a main task in

belief dynamics research is to specify a model of
the revision process. In general terms, a model
specifies four things: a set of epistemic states, a
language L suitable for expressing epistemic com-
mitments, a canonical relation of epistemic commit-
ment (relating states to formulas of L), a language
L0 (possibly different from L) of possible epistemic
inputs (these represent the impetus for change), and
a revision function over the set of states. Given a set
of beliefs, say, the deductive closure of { p, p ! q },
logic alone will not in general tell one how to revise
it. If one in such a state learns, to one’s surprise, that
not-q, then one has to either stop believing p or stop
believing p ! q. The task, then, is to attempt to codify
in very general terms what one should do in all such
cases—what the rational mandates are on the tran-
sitions between possible epistemic states.
The most well known model of belief revision is

the AGM model, named after its trio of developers
Alchourrón, Gärdenfors, and Makinson (1985).
The AGM model takes epistemic states to be de-
ductively closed subsets of a language of classical
propositional logic. They then place constraints on
rational revision functions by listing postulates that
such functions ought to obey. The postulates are
largely driven by codifying the intuition that ratio-
nal changes of belief should be minimal changes of
belief. It turns out that the functions that meet
the AGM postulates are exactly those that can be
described in the following way. Fix a space W of
possible worlds. Think of an epistemic state as a
subset of that space—intuitively, just those worlds
consistent with what an agent believes. Suppose that
the agent can assign a system of spheres around such
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a subset. The idea is that given a state X, an agent
assigns relative implausibility of the worlds in W;
the farther out the sphere containing a world, the
more implausible the agent finds that world relative
to X. If one has to revise X to reflect the new infor-
mation that �, then one should adopt as candidates
for the actual world the set of least implausible
�-worlds. So one adopts as one’s new epistemic
state the closest �-worlds in terms of the system of
spheres centered around X. In order to be prepared
to repeat the process, one would now also need to
adopt a new system of spheres, one that is centered
around the new epistemic state.
Theories of belief revision differ in at least four

important ways from theories that lie within the
Bayesian tradition (see Bayesianism). First, revi-
sion models tend to treat ‘belief ’ as flat footed
and full, whereas in the Bayesian tradition, degrees
of belief are of primary interest. Second, the repre-
sentation here is entirely ‘‘qualitative’’ in the sense
that an epistemic state is represented by a set of
possible worlds (or, what amounts to the same
thing, a logically closed set of sentences) plus a com-
parative ranking. Epistemic states in the Bayesian
tradition, on the other hand, assume a much richer
representation of states, full probability distribu-
tions over the language. In this sense the revision
models discussed here are more general than their
Bayesian counterparts, since they require less struc-
ture to be assumed on the agents’ states. Third, sets
of beliefs are deductively closed in belief revision
models, whereas this is true in the Bayesian tradi-
tion only for special (and one assumes rare) subsets
of beliefs in which all members have probability 1.
In this sense, Bayesian models are the more general
of the two. And, fourth, in belief revision models,
there is no special problem of revising by some fact
that an agent previously had ruled out, whereas this
is a notoriously difficult problem in the Bayesian
tradition.
From a philosophical point of view, there are

many unsettled debates surrounding theories of
belief revision. One such debate is borrowed and
adapted from the literature on justification taken
as a property of beliefs: Is rational belief change
constrained by coherence principles or foundation-
alist principles? Foundationalist belief change takes
seriously, in one way or another, the foundational-
ist intuition: Agents hold some beliefs just because
they hold others, and this difference makes a dif-
ference to the landscape of belief revision. For, if S
believes q just because she believes p, then if she is
forced to give up her belief in p, she should also
give up her belief in q. Coherence theories of belief
revision deny that such asymmetrical relations play

an interesting role in belief change (they typically
try to explain away the problematic examples);
instead they insist that the guiding aim in rational
belief change is information conservation.

The AGM model is a coherence theory of belief
dynamics in this sense. Unlike the case for classical
theories of justification, there is at present no clear
consensus on just what counts as a foundationalist
model (this seems to be a much wider class than
that of coherence models), or on the characteriza-
tion of theories that take the foundationalist intui-
tion seriously, or on whether coherence theories or
their foundationalist counterparts are to be pre-
ferred (Harman 1984; Hansson 1999; Pollock and
Gillies 2000; Gillies 2004). Other open questions in
belief dynamics include the status of conditionals
and epistemic modalities in belief revision models,
how revision relates to questions in qualitative de-
cision theory, the relationship between revising
an epistemic state (to reflect an agent learning it
was mistaken about some fact) and updating it
(to reflect that the world has changed), and gener-
ally how the rational dynamics of epistemic states
relates to dynamics in other cognitive domains.

ANTHONY S. GILLIES

References

Alchourrón, C. E., P. Gärdenfors, and D. Makinson (1985),
‘‘On the Logic of Theory Change: Partial Meet Func-
tions for Contraction and Revision,’’ Journal of Symbol-
ic Logic 50: 510–530.

Alston, W. (1986), ‘‘Internalism and Externalism in Episte-
mology,’’ Philosophical Topics 14: 179–221.

BonJour, L. (1985), The Structure of Empirical Knowledge.
Cambridge, MA: Harvard University Press.

Chisholm, R. (1966), Theory of Knowledge. Englewood
Cliffs, NJ: Prentice-Hall.

Cohen, S. (1984), ‘‘Justification and Truth,’’ Philosophical
Studies 46: 279–296.

——— (1988), ‘‘How to Be a Fallibilist,’’ Philosophical
Perspectives 2: 91–123.

DeRose, K. (1995), ‘‘Solving the Skeptical Problem,’’ Phil-
osophical Review 104: 1–52.

Gärdenfors, P. (1988). Knowledge in Flux: Modeling the
Dynamics of Epistemic States. Cambridge, MA: MIT
Press.

Gettier, E. (1963), ‘‘Is Justified True Belief Knowledge?’’
Analysis 23: 121–123.

Gillies, A. S. (2004), ‘‘New Foundations for Epistemic
Change,’’ Synthese 138: 1–48.

Goldman, A. (1979), ‘‘What Is Justified Belief ?’’ in G.
Pappas (ed.), Justification and Knowledge. Dordrecht,
Netherlands: D. Reidel.

——— (1986), Epistemology and Cognition. Cambridge,
MA: Harvard University Press.

Hansson, S. O. (1999), A Textbook of Belief Dynamics.
Boston: Kluwer Academic Publishers.

Harman, G. (1984), ‘‘Positive versus Negative Undermining
in Belief Revision,’’ Noûs 18: 39–49.
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EVOLUTION

The term ‘‘evolution’’ is used to describe both the
fact of common descent—that all organisms living
today have descended from common ancestry—
and the process of descent, or the ways in which
species have diversified over time. The question of
whether evolution is fact or theory trades on this
dual use of the term; it is both a fact that evolution
has gone forward, and there is a theory—evolution-
ary theory—that describes the process of change
over time. Those who raise the fact-or-theory
question may have in mind another question,
however: Is the evidence sufficient to support
the claim of common descent? Over 150 years of
natural history, paleontology, biogeography, de-
velopmental biology, and molecular genetics have

provided ample evidence for evolution in this sense
(for a review, see Ridley 1996). Biologists do not
argue about the fact of common descent; they do,
however, argue about which mechanisms have
operated in specific cases and which patterns and
processes occur most frequently. Some of these
debates will be discussed below. The structure of
this article will be as follows. First, there will be
a very brief overview of the history of evolutionary
theory since Darwin; then a discussion of evolu-
tionary theory today; and finally a review of
debates among philosophers of biology, many
of which originated in historical debates among
biologists about evolutionary theory and its
interpretation.
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History of Evolutionary Theory

The term ‘‘evolution,’’ from the Latin evolutio
(evolvere, to unroll or unfold), was first used in
the scientific context to describe the process of
embryological development in an individual organ-
ism. The term was chosen in light of some early
embryologists’ views that development was simply
the unfolding of preexisting parts. Lyell first ap-
plied the English word ‘‘evolution’’ as early as 1832
to theories of species change. Only by the late
nineteenth century did Herbert Spencer use the
term to characterize Darwin’s theory of the origin
of species (Bowler 1975).
The idea of evolution, that diversity of life may

have arisen by a natural process, is much older than
the 1830s. The germ of this idea was arguably
nascent in Lucretius, Descartes, and Hume. For
example, in Hume’s Dialogues Concerning Natural
Religion ([1779] 1947, 185), Cleanthes attributes to
Philo the view that

No form, [of plant or animal] . . . can subsist, unless it
possess those powers and organs requisite for its subsis-
tence: some new order or economy must be tried, and so
on, without intermission; till at last some order, which
can support and maintain itself, is fallen upon.

This characterization of origins of new varieties
is arguably a predecessor to the idea of natural
selection: Options are tried until something works.
The novelty in Darwin’s contribution to evolution-
ary biology was not the suggestion that natural,
rather than supernatural, causes explained the di-
versity and adaptation of species. Rather, it con-
sisted in the discovery of a very simple mechanism
by which this process moved forward: natural
selection.
Natural selection is the differential success in sur-

vival and reproduction of some entity (gene, organ-
ism, population) due to differences in adaptation to
environmental conditions (see Natural Selection).
Darwin ([1859] 1964) introduced this idea in On
theOrigin of Species. There, he summarizes evidence
for the following empirical generalizations:

1. There exists variation among members of a
species.

2. There are more organisms born than survive
and reproduce.

3. Certain traits are correlated with an indivi-
dual’s propensity to survive and reproduce.

4. Many such traits are heritable.

From this set of generalizations, Darwin con-
cludes the following: ‘‘Every slight modification,
which in any way favored the individuals of any

species, by better adapting them, would tend to be
preserved.’’ Darwin ([1859] 1964) called this his
‘‘hypothesis of natural selection’’ (61). In Darwin’s
work, the individual is the primary unit of selec-
tion. However, he does appeal to competition
among groups in attempting to explain the evolu-
tion of altruism in human populations. Darwin
argued that this simple process could yield not
only novel adaptations within species but, over
time, the diversity of species seen today. All species,
thus, share common ancestry. The idea of common
descent was not original to Darwin, nor was it (at
least in the scientific community) altogether contro-
versial when proposed by him. Lamarck, St. Hilaire,
and many others, including Darwin’s grandfather,
Erasmus Darwin, had speculated on what was
then called the ‘‘transmutation’’ of species. What
was novel to Darwin was the view that natural
selection was the main mechanism of descent. In
later editions of theOrigin, however, Darwin placed
greater emphasis on other mechanisms, through
which changes were somehow induced by ‘‘effects
of the environment,’’ taken up, and passed on to
offspring.

Darwin spent five years traveling and collecting
specimens of living and fossil animals and plants in
South America as a companion to the captain
on the Beagle. The Origin was an attempt to ad-
dress the following questions, in part inspired by
Darwin’s travels: Why do animals and plants vary
as they do relative to different geographies and
climates? Why do species on islands, such as the
Galápagos, seem so closely related to species on the
mainland, and yet vary in certain ways? And final-
ly, what explains the fact that fossil species share so
many characteristics with living species at the same
locations? Darwin deliberated on these questions
for several years after returning to London. There,
he was surrounded by other scientists (several of
whom he put to work in cataloguing and identify-
ing his specimens), such as Lyell, Grant, Owen, and
Hooker, who were interested in similar questions
about the history of the Earth and the diversity of
animal life and its causes. Darwin spent a number
of years publishing scientific work as well as popu-
lar work on his travels; however, he was reluctant
to publish his work on the origin of species. Many
of his colleagues were extremely skeptical of evolu-
tionary hypotheses, some of which were published
in popular presses and motivated by political, and
not always scientific, purposes.However, after read-
ing a manuscript on the topic by Wallace (1858),
‘‘On the Tendency of Varieties to Depart Indefinite-
ly from the Original Type,’’ Darwin was prompted
to put forward the theory of evolution by natural
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selection. Wallace had independently arrived at a
very similar hypothesis to Darwin’s, that diverse
types of organisms have greater or lesser success
at survival and reproduction and that cumula-
tively, this leads to change in the constitution of
populations.

One of the main difficulties for Darwin’s theory
is that he did not have an adequate view of heredi-
ty. Darwin mistakenly thought that heredity was a
process of ‘‘blending,’’ thus opening himself to the
objection that the effects of selection would be
‘‘swamped,’’ or reversed, in every generation (see
Population Genetics). The rediscovery of Mendel
and subsequent development of genetics supplied a
mechanism for inheritance that treated traits as
discrete, rather than blending, thus resolving the
difficulties for Darwin’s theory of inheritance (see
Genetics). Further, the consequences of Mendelism
and the notion of heritability were given precise
quantitative formulations with the development of
population and quantitative genetics. Haldane,
Fisher, andWright developed mathematical models
to represent evolutionary change as occurring
in genotypic frequencies, due to mutation, migra-
tion, selection, drift, and assortative mating. The
early population geneticists demonstrated how,
even with very small selective differences, over time,
large evolutionary changes could be effected. The
mathematical models of evolutionary genetics pro-
vided evolutionary biology with a firm theoretical
foundation.

This mathematization of evolution, along with
the collective efforts of paleontologists, systema-
tists, and geneticists, was the basis of a new ‘‘syn-
thetic’’ theory of evolution (for an overview, see
Mayr and Provine 1980). Beginning in the 1930s
and 1940s, biologists developed a consensus on the
main mechanisms of evolution. Essentially, the evo-
lutionary synthesis was an agreement that indepen-
dent evidence from diverse fields showed that the
pattern of diversity today and in the fossil record
could be explained as a result of gradual change, due
primarily to selection in response to environmental
changes over the course of geological history. This
view has been called ‘‘neo-Darwinian,’’ insofar as it
can be traced back to Darwin’s view that the gradual
changes seen accumulating in species, such as in do-
mestic races, would gradually lead to new varieties
and, eventually, to the diversity of life seen today.

The evolutionary synthesis was in part a reaction
to challenges from two different sectors. First, be-
cause the gaps between species seemed so signifi-
cant, some biologists (notably Goldschmidt 1940)
argued that macroevolution, or change among spe-
cies, was a fundamentally different process than

microevolution, or change within species. Gold-
schmidt claimed that macroevolution required a
change in the genetic makeup of organisms that
was different in kind from those changes result-
ing from simple mutation, selection, migration,
assortative mating, and drift. He wrote:

Microevolution by means of micromutation leads only
to diversification within the species. . . . [T]he large step
from species to species is neither demonstrated nor con-
ceivable on the basis of micromutations. (396–397)

According to Goldschmidt, there is a ‘‘bridgeless
gap’’ between species. The geographic races are
thus not incipient species, as Darwin had argued.
The road to novel species was not via simple muta-
tion and selection, but via what Goldschmidt called
‘‘systemic mutations.’’
In response to Goldschmidt and other ‘‘macro-

mutationists,’’ the authors of the synthesis held
that novel species arose by the very same mechan-
isms observed to cause change within species
(Dobzhansky 1937; Mayr 1942; Simpson 1944).
As evidence for this perspective, Dobzhansky de-
monstrated that genetic variation among species is
not different in kind than variation within species.
The very same mutations, ranging from base-pair
changes to transversions and translocations, may be
observed both within and among species lineages.
Further, Mayr (1964) documented in great detail
how species varied in ways that correlated with
features of their environment, such as soil type,
vegetation, microclimate, and topography, and how
these variations gave rise to geographic races. These
races may sometimes (though not always) give rise
to incipient species, by the very same mechanism
(selection) that yields changes within species. Geo-
graphic isolation of a group of individuals by a
feature of the environment (e.g., mountain range,
river) or a catastrophic event (e.g., a flood) will
change a population over time in such a way that it
becomes reproductively isolated, or unable to inter-
breed with its parent population. Mayr’s preferred
mechanism of speciation is called allopatry.
The founders of the evolutionary synthesis were

also reacting to the development of molecular biol-
ogy (see Dietrich 1998; Beatty 1990). Many biolo-
gists, particularly Mayr and Dobzhansky, felt that
the growth of molecular biology challenged the
work of ‘‘classical’’ evolutionists. In the late
1950s, some molecular biologists argued that the
major questions of phylogeny and taxonomy could
be solved by molecular methods; ‘‘chemical phylo-
genetics’’ and ‘‘protein taxonomy’’ would replace
classical methods of natural history, biogeography,
and classical systematics. What some have called
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the dogmatism of the synthesis was thus arguably
prompted in part by a battle for institutional power
and resources between the ‘‘young Turks’’ (molec-
ular biologists such as Watson, Zuckerkandl, Paul-
ing, Margoliash, and Fitch) and the old guard
(Mayr and Dobzhansky). Mayr argued that the
new molecular methods, while useful, could not
supersede or serve to answer the same questions
about the diversification of species that natural
history could. In order to understand the pattern
and process of speciation, one needed to investigate
not only species’ biochemical or genetic makeup,
but also how climate and biogeography could yield
different patterns of species diversity.
Critics of the synthesis argued that proponents

were too narrow in their views about the pattern
and process of evolutionary change (Gould 1983).
According to Gould (2002), the founders of the
synthesis emphasized gradual change, as opposed
to punctuation followed by stasis, and ignored the-
oretical and empirical contributions from embryol-
ogists and developmental biologists. Punctuated
equilibrium is the view that there are long periods
of very little change in the fossil record, followed
by rapid transformation of species (Gould and
Eldredge 1977). However, some have argued that
Gould’s criticism rests on a false account of the
history of the synthesis (see Charlesworth, Lande,
and Slatkin 1982). Nonetheless, there have been
perceived challenges to the ‘‘synthetic’’ view of
evolution from molecular biology, paleontology,
systematics, and developmental biology in the past
50 years. For instance, Kimura (1968) and King
and Jukes (1969) argued that many changes at
the molecular level are neutral with respect to se-
lection. Kimura’s claim was not just that most
changes are selectively neutral, but that most evo-
lutionary changes are due to the random fixation of
neutral (or nearly neutral) alleles. At first, this was
perceived as a challenge to what many felt was a
consensus that selection was the main force driv-
ing evolutionary change. However, many of these
apparent challenges have been integrated into
mainstream evolutionary theory.

Evolutionary Theory Today

There has effectively been a new synthesis between
classical evolutionary biology and molecular evolu-
tion. Molecular biologists, systematists, paleontol-
ogists, and developmental biologists work together
to understand the pattern and process of evolution-
ary change at the molecular level and above. Since
the 1960s, new technologies have enabled evo-
lutionary biologists to study evolution at the

molecular level. Molecular evolutionary biologists
may observe and quantify the amount of genetic
divergence within and among species (Nei and
Kumar 2000). Molecular methods are used by
biologists of every stripe, from ecologists to de-
velopmental biologists. Today, systematists and
paleontologists routinely sequence samples of ge-
netic materials from their specimens to determine
rates of change and time since the most recent
common ancestor. (However, most think that
such inferences cannot be based purely on sequence
data.)

The synthetic theory has been moderated by new
evidence and research. For example, it is no longer
universally agreed that speciation is primarily a
gradual process, that the origin of species requires
changes in many genes, or that speciation in sym-
patry, or within the range of the ancestral popula-
tion, is an extremely infrequent occurrence. There
are examples of species differences due to as little as
two genes (e.g., mimicry in butterflies [Sheppard et
al. 1985]). Modes of speciation other than allopatry
have been recognized and are gaining acceptance—
notably, speciation in sympatry (Coyne and Orr
2004). Some argue against what they claim is one
of the central theses of the synthesis, that rates of
macroevolutionary change are uniform rather than
punctuated by stasis followed by rapid bursts of
change (Gould and Eldredge 1977).

Finally, the investigation of evolution has come
to employ not only the tools of genetics, ecology,
systematics, and paleontology, but also develop-
mental biology. Evolutionary developmental biol-
ogy, or the study of the evolution of developmental
systems, has become an active area of investiga-
tion (see Carroll, Grenier, and Weatherbee 2001).
Goldschmidt’s challenge has thus been addressed
insofar as biologists are now more attentive to the
effects of major developmental changes, such as
heterochrony (changes in rates of development),
as playing a role in the generation of novel species.

Philosophical Issues

What is the structure of evolutionary theory? Theo-
retical population genetics uses the laws of pro-
bability and idealized mathematical models to
generalize about evolving populations. Theoretical
population genetics has thus been described as
the ‘‘dynamics’’ of the theory (Sober 1984), akin to
Newton’s dynamical theory of physics. In this view,
the mathematical models of theoretical popula-
tion genetics describe the main ‘‘forces’’ effecting
change in the genetic constitution of populations
over time, or how migration, selection, drift,
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assortative mating, and mutation effect the genetic
constitution of populations from one generation to
the next. So, themathematical theory of evolution is
constituted by a family of models describing how
different types of causal factors effect evolutionary
change.

What does it mean to speak of selection as a
force, a mechanism, or a cause? It is clear that
selection, for instance, is not a cause of genetic
changes in populations in the way that a baseball
striking a window causes it to shatter. It is a cause
of change at the level of populations rather than
individuals. But what does it mean to say that
there are ‘‘population-level causes’’? What is the
relationship between causal processes at the indi-
vidual and at the population level? These sorts of
concerns about the interpretation of causal terms
and concepts in biology have generated some
controversy in the philosophical literature. Some
have argued that given the statistical character of
evolutionary theory, the language of ‘‘forces’’ is
inappropriate.

However, deployment of the force metaphor is
not inconsistent with the recognition that evolution
is a statistical theory. On behalf of Sober’s ‘‘forces’’
view, Wright’s classic paper ([1931] 1986) is a re-
minder of how it is a useful shorthand to speak of
evolutionary theory as a theory of forces. Wright
recognized that selection and drift were statistical
processes. Yet, he argued that they act ‘‘determin-
istically,’’ in the sense that they both determi-
nistically decrease genetic heterogeneity. Yet, they
are also ‘‘statistical’’ or ‘‘indeterministic’’ process-
es, insofar as possession of this or that selectively
advantageous trait does not guarantee survival or
reproduction, but selection coefficients describe an
‘‘average’’ survivorship or fecundity relative to
one’s cohort. Nonetheless, Wright describes selec-
tion, drift, and linkage as forces that decrease ge-
netic variability in a population, and he describes
recombination, migration, and large population
size as forces that tend to increase genetic variabil-
ity. This is not to say that these are ‘forces’ in the
Newtonian sense, but rather that on average, selec-
tion systematically increases homozygosity, as does
decreased population size. Smaller populations are,
on average, less genetically diverse than larger
populations. Wright took it to be the case that
there needs to be an appropriate ‘‘balance’’ of forces
leading to both genetic homogeneity and heteroge-
neity in order for populations to be ‘‘plastic’’
enough to evolve: ‘‘A balance between factors of
homogeneity and heterogeneity may provide a
more favorable condition for evolution than either
factor by itself ’’ (Wright [1931] 1986, 146). Of

course, Wright was well aware that, as noted earli-
er, large population size is not a ‘force’ in the
Newtonian sense; rather, it is a condition that
makes it the case that chance events are less likely
to change the genetic constitution of a population.
And selection is not, strictly speaking, a force that
directs evolution, but a consequence of the differ-
ential survival of individual organisms due to their
differences in adaptation relative to their local
environments. However, Wright usefully deployed
the analogy with Newtonian physics to illuminate
how adaptive evolution required a combination
of factors or forces operating in combination. Spe-
cifically, Wright believed that a combination of
isolation, drift, and intra- and interdemic selection
was an optimal balance of forces for generating
adaptation.
This appeal to the notion of ‘force’ did not pro-

hibit Wright’s simultaneous conviction that evolu-
tion was a statistical process. He was particularly
sensitive to the fact that given populations of inter-
breeding organisms are finite and that chance, or
sampling error, must play a key role in changes in
gene frequency in a population from one genera-
tion to the next. In populations of small size, drift
(or sampling error) will govern changes in genetic
constitution to a greater extent than will selection.
(More precisely, the strength of the selection pres-
sure determines how small the population would
need to be for drift to be the primary factor.) In
larger populations and over the long term, even a
very small difference in fitness between organisms
possessing genotype x and genotype y may yield
dramatic changes in the constitution of the popula-
tion. These generalizations have something like the
structure of a law. However, one might argue that
this particular generalization is not a law of nature,
but at bottom a fact about probability, that is, it
is reducible to something like the claim that when
one flips a coin biased toward heads ten times, one
is not as likely to be able to determine that it is
biased as when one flips the coin a hundred times.
Any finite population will be subject to drift; or
chance or ‘‘sampling’’ error play an inevitable role
in the change in the genetic constitution of popula-
tions. This is what some people mean when they
say that evolution is subject to ‘‘chance,’’ or that
evolution is irreducibly ‘‘probabilistic’’ in charac-
ter. It is an interesting philosophical question
whether and in what sense drift is a cause of evolu-
tionary change. Yet, to concede this is not to deny
that Wright’s talk of forces is an effective, albeit
metaphorical, way of describing the balance of
factors that contribute to genetic variability in
populations. Wright’s work deserves praise as an

EVOLUTION

255



example of how one can usefully combine multiple
metaphorical ways of describing and explaining
evolution.
Finally, to return to the question that opened

this essay: What is the relationship between evolu-
tionary theory and the evidence in support of it?
The support for common descent is indirect and
depends on several lines of evidence. Nevertheless,
the fact of common descent is not a matter of
controversy, nor is the thesis that natural selection
has been a major factor at work in descent with
modification. Ultimately, the most well supported
theory is the one that, all evidence taken into con-
sideration, best explains the phenomena than any
alternative. It is uncontroversial (at least in the
scientific community) that this is true for evolution.
The evolution of life is the most likely explanation
of a wide range of data—not simply the diversity
and adaptation of life, but also the uniformity of
life from the molecular level on up. Consider the
following. Heredity is controlled byDNAandRNA
in organisms as diverse as viruses and humans. The
genetic code, or the codons that determine amino
acids that make up proteins, which themselves con-
trol all the functions in living cells, is uniform
across species (with very few exceptions). The same
genes (cytochrome C, hemoglobin) can be found
across species, and the relatedness among species
(time since most recent common ancestor) is corre-
lated with the number of substitutions of nucleo-
tides in these sequences. The embryonic stages of
development of diverse vertebrates such as chick-
ens, dogs, and chimpanzees parallel almost exactly.
All of these observations are not only well ex-
plained by the hypothesis of evolution, but evolu-
tionary theory also entails precise predictions—for
instance, about rates of change in various
sequences—that are borne out by the evidence.
Sequences of DNA and RNA with important func-
tions are strongly conserved, whereas nonfunction-
al portions of the genome have a relatively quick
rate of turnover.
Moreover, many lineages, and natural popula-

tions, have been so well studied over so many gen-
erations that biologists have been able to describe
the ecological conditions affecting change in popu-
lations, the rates of change, and the relative signifi-
cance of selection and drift. An example is Darwin’s
finches (Geospizinae) on the Galápagos Islands.
Gibbs and Grant (1987), for instance, have demon-
strated that large adult size is favored under drought
conditions and that smaller sizes tend to increase
when there is an increase in rainfall. Thus, there
should be no question whether Darwin’s theory has
been borne out by the evidence to date.

The pattern and process of evolution, and how
to study it, is more than a useful case study for
classic questions in the philosophy of science about
theory structure, confirmation, and explanation.
Evolution is also the explanation for how Homo
sapiens came to exist, and so is potentially relevant
to questions in ethics, moral psychology, philoso-
phy of mind, and epistemology (see Evolutionary
Epistemology; Evolutionary Psychology). In addi-
tion, questions that arise within the science of evo-
lutionary biology itself are not simply empirical,
but also conceptual, and so repay philosophical
examination. For instance, debates in evolutionary
biology about the possibility of the evolution of
altruism have moved forward in part via critical
philosophical examination of the models in ques-
tion (Sober and Wilson 2001) (see Altruism). In
addition, the question of how to define species,
the problem of reconstructing the history of species
lineages, determining the relative significance of
drift and selection in evolving lineages, examining
the relationship between micro- and macroevolu-
tion, as well as the relationship between molecular
and evolutionary biology, are all active areas of
investigation in biology that may be usefully served
by philosophical inquiry (see Molecular Biology;
Species). More generally, evolutionary biology and
its sister disciplines of genetics and ecology are im-
portant case studies for broader questions in the
philosophy and history of science about modeling
and idealization, determinism, reduction, explana-
tion, theoretical unification, instrumentalism and
realism, and scientific progress.
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EVOLUTIONARY EPISTEMOLOGY

Evolutionary epistemology refers to a variety of
approaches to the theory of knowledge that em-
phasize the evolutionary dynamic of knowledge
acquisition and evaluation. It therefore has its
roots in Charles Darwin’s On the Origin of Species
and The Descent of Man and Herbert Spencer’s
independently developed evolutionary theory of
just about everything. The motivating idea is that
the capacity to know and knowledge itself, human
or otherwise, is a product of evolutionary forces.
Any attempts to analyze or understand the nature
of knowledge must take this fact into account.

Almost immediately upon the publication of
Darwin’s work, others began to extend the Dar-
winian insights to the problem of knowledge. Chief
among these were the American pragmatists

Charles Peirce, William James, Chauncey Wright,
and John Dewey, the psychologist James Mark
Baldwin, and many others, including Friedrich
Nietzsche and the author Samuel Butler. Much of
the work on evolutionary epistemology in the
twentieth century derives from the work of Konrad
Lorenz, Donald Campbell, Karl Popper, and Jean
Piaget (for historical references, see Campbell 1974;
Bradie 1986).
Evolutionary insights, models, and metaphors

have been brought to bear on a bewildering array
of diverse issues, from the evolution of organisms
themselves to the development of scientific knowl-
edge. Some have urged that biological evolution in
and of itself is a knowledge process. Others have
urged that conceptual change is an evolutionary
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process that mimics the process of natural selection.
The literature is rife with analogies and metaphors.
Some are drawn from biology to characterize the
growth of knowledge. Some are drawn frommodels
of knowing to inform our understanding of bio-
logical evolution. Some see biological natural selec-
tion and the evolution of scientific understanding
as two examples of a single process. Others see
selective processes everywhere and promote a view
that has come to be labeled universal Darwinism
(Plotkin 1993; Cziko 1995; Blackmore 1999).
Evolutionary epistemologies are often seen to be

related to or a variant of so-called naturalized epis-
temologies.

Two Programs

It is useful to distinguish between two interrelated
yet arguably distinct projects. On the one hand,
there are projects that aim to explain or understand
the development of the physical and psychological
mechanisms by means of which animals and
humans come to acquire and process information
about the world. These have been labeled evolution
of epistemic (or epistemological) mechanisms
(EEM). On the other hand, there are projects that
aim to understand the nature and development of
the content, norms, and methods of information
systems, knowledge corpuses, and scientific theories
or traditions. These have been labeled evolution of
epistemic theories (EET) (Bradie 1986). Not every-
one accepts this division, but it is useful to keep the
two projects distinct. For one thing, they do not
stand or fall together. EEM programs involve the
application of evolutionary biological methods to
the study of the development of brains, sensory
organs, nervous systems, motor systems, and the
like, which are, as far as is known, the sine qua non
for sentient and sapient creatures. As such, they
share the cachet of the success and general accep-
tance of a broadly Darwinian view of the evolution
of characters and traits. EET programs, on the other
hand, trade on analogies or metaphors drawn from
evolutionary biology and may well turn out to be
false or unfruitful characterizations of the develop-
ment of knowledge. Even those, like David Hull,
who argue that the two processes are exemplars of a
single overriding model admit that the details of the
mechanisms promoting change in the two cases are
not identical (Hull 1988). Therefore, the one could
turn out to be essentially right and the other essen-
tially wrong. At the moment, it is clear that EEM
programs are probably basically right, though fill-
ing in the details is fraught with all the problems and
more that plague phylogenetic reconstructions.

Brains and their cultural products, unlike bones,
do not fossilize easily. If one includes the problem
of reconstructing the phylogeny of the evolution of
mental capacities, the difficulties become formida-
ble indeed. The verdict is not yet in with respect to
the various attempts to reconstruct the development
of human knowledge in terms of evolutionary
models (see Evolutionary Psychology).

In addition to the distinction between the EEM
and EET programs, there is the distinction between
phylogenetic evolution and ontogenetic development.
In order to understand the structure of the human
brain, for instance, two separate though related
questions can be asked, both of which can be
couched as, Why do human beings have the kind
of brains they do? Such a question, as Ernest Mayr
(1961) pointed out, can be given either proximate
or ultimate answers. The ultimate, or phylogenetic
answer, will turn on the contingencies of the evolu-
tion of the brain in the human lineage. The proxi-
mate, or ontogenetic answer, will turn on the
details of the interaction between the genetic make-
up of particular human beings and the ambient
environment in which they develop. Both questions
are part of the EEM program. EET questions can
be similarly partitioned. One can ask, for example,
about the development of human understanding of
the nature of motion from Aristotle through Des-
cartes, Newton, Einstein, to the present. This ques-
tion, in effect, is asking about the phylogeny of a
particular strand of human understanding about
the nature of the universe. On the other hand, one
may inquire into the development of a given indi-
vidual’s knowledge and understanding of the na-
ture of motion as he or she develops from child to
adult. Such questions, in effect, are asking about
the ontogeny of a particular strand of human under-
standing in particular individuals. With these dis-
tinctions in hand, it is time to turn to an examination
of some representative examples of each.

EEM Phylogenetic Projects
These include attempts to reconstruct the emer-

gence of the biological substrate that serves as the
basis for sentience, cognition, and knowledge. A
philosophical example of this is Popper’s notorious
view of three world stages (Popper 1972; Popper
and Eccles 1977). Popper correctly pointed out that
according to the best modern theories, the early
universe was composed of matter, energy, and ra-
diation. Before life could emerge, suitable planets
had to be formed. When life did finally emerge
on the planet Earth, natural selection kicked into
gear, and lineages began to proliferate and diver-
sify. At some point, organismic brains evolved
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the capacity for sentience. At some later point,
consciousness emerged. At this point, Popper
claims, there were two worlds. World 1 was purely
physical. World 2 was the world of consciousness.
How did consciousness evolve? No one knows, but
Popper’s evolutionary hypothesis is that it emerged
as an adaptation that conferred selective advan-
tages on those that possessed it. Another long peri-
od ensued until the emergence of sapient creatures
capable of knowing. At this point, a World 3, the
world of objective knowledge, came into being
(Popper 1972; Popper and Eccles 1977). The ra-
tionale remained the same: Creatures who could
command objective knowledge had a selective
advantage over those who could not. The meta-
physics of this view are extravagant but the senti-
ment is clear. Popper went on to argue that the
evolutionary process in all three independent but
mutually interacting worlds was the same. In the
view argued for here, the evolution of life and
minded creatures is a result of Darwinian evolution
broadly construed. These are EEM processes. Once
humans evolved to the point where they could
codify and develop their knowledge of the physical
world, the evolution of that understanding was
no longer a matter of biological selection but in-
volved other mechanisms that may or may not
have had relevant structural similarities to evolu-
tion by natural selection. This is EET territory. A
less extravagant picture along similar lines is drawn
by Daniel Dennett (1995).

EEM Ontogenetic Projects
EEM ontogenetic projects are concerned with

the development, in the individual organism, of
the physical structures that support cognitive and
epistemic activities. For much of the twentieth cen-
tury, developmental biology took a back seat to
evolutionary biology. The developmental pathways
were too complicated to sustain fruitful investiga-
tion. In any case, the processes underlying develop-
ment seemed quite different from those underlying
phylogenetic evolution. This thinking has chan-
ged in recent years with the emergence of neural
Darwinism as developed by G. M. Edelman, Jean-
Pierre Changeaux, and their colleagues (Changeaux
1985; Edelman 1987). The basic idea involves mod-
eling ontogenetic development using the variational
and population models characteristic of evolu-
tionary biology. In particular, the neuronal struc-
ture of the brain is no longer construed as a lockstep
unfolding of instructions hardwired in the genes.
Rather, a variety of neural pathways are con-
structed and then some are selected and others

atrophy. The result is that the brain structures
of different individuals, even those with identical
genetic endowments, turn out to be unique.
The signature of research on EEM projects is

a focus on the development of the physical and
psychological mechanisms that enable organisms
to gain information and knowledge about the
world they live in. What they do with this informa-
tion, at least in the case of human beings, is to
construct bodies of knowledge that are then ac-
quired by individuals as they mature, are commu-
nicated among individuals, and are transmitted
from one generation to another. There have been
a number of proposals on how to construct evolu-
tionary models of what may be called the dynamics
and kinematics of conceptual change. This leads to
the arena of EET. These projects can also be
divided into phylogenetic investigations into the
transmission of information from one generation
to another and ontogenetic investigations into the
means by which individuals come to acquire and
process information.

EET Phylogenetic Projects
The phylogenetic models of the growth of knowl-

edge have tended to focus on the growth of scientific
knowledge. More recently, ‘‘universal Darwinism’’
and the so-called science of memetics have been
postulated as models of conceptual development
in general (Cziko 1995). Evolutionary models of
scientific change run up against a formidable objec-
tion at the onset. The growth of scientific knowl-
edge appears to be progressive, directed, and
converging on truth. Biological evolution appears
to be nonprogressive, nondirected, and focused on
survival and reproductive fitness. Some evolution-
ary models of science, notably Thomas Kuhn’s and
Stephen Toulmin’s, bite the bullet and opt for a
nonconvergent theory of the growth of science
(Kuhn 1973; Toulmin 1972). Other models, notably
those proposed by Popper, Campbell, and David
Hull, seek to finesse these worries in various ways.
Kuhn’s model portrays science as a series of

periods of ‘‘normal science’’ punctuated by periods
of scientific ‘‘revolutions.’’ In the revolutionary
stages, many of the specific methods, theories,
and norms associated with the previous stage of
normal science are called into question. What hap-
pens during these revolutions is something Kuhn
likened to a ‘‘gestalt shift,’’ as sometimes radically
new perspectives are tried out and adopted. Near
the end of The Structure of Scientific Revolutions,
Kuhn notes the similarity to the competition
among varieties that characterizes the selective
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processes of biological evolution (Kuhn 1973,
172f). The winning scientific perspectives are anal-
ogous to the survivors of selection. He draws the
obvious conclusion: Just as biological evolution is
not seen as progressing toward some global goal,
so perhaps the view of scientific progress as a series
of stages leading to a ‘‘permanent fixed scientific
truth’’ should be reexamined. This was basically a
throwaway line at the end of his book, but it raised
a firestorm of criticism from those who saw Kuhn
as a defender of an invidious relativism. Kuhn com-
plained that he had been misunderstood. Despite
the turmoil created by revolutionary stages that
threatened to upend the standards and practices of
normal-science traditions, there still were general
scientific values such as predictive accuracy and
problem-solving capacity that served as transcen-
dent guidelines for evaluating research programs
separated by a revolutionary chasm. Kuhn denied
he was a relativist but did not renege on his rejection
of a global sense of progress for science.
Toulmin’s evolutionary model of science also

rejects the unidirectionality of scientific change
and the notion of global progress. Toulmin’s
(1972) book Human Understanding, the first of a
projected trilogy, lays out an ambitious project for
interpreting the history of ideas in terms of a form
of epistemological Darwinism. The general Dar-
winian model of variation within populations as
the material on which selection acts is, for Toul-
min, just ‘‘one illustration of a more general form
of historical explanation; and . . . this same pattern
is applicable also, on appropriate conditions, to
historical entities and populations of other kinds’’
(Toulmin 1972, 135). Science, in this view, develops
in a two-step process, with the same structure as
evolution by natural selection. At each stage in the
historical development of science, a pool of intel-
lectual variants—theories, laws, techniques/proce-
dures, and norms—exist along with a selection
process that determines which variants survive
and which die out (Toulmin 1967, 465). The con-
straints on theory development imposed by nature
are only one selective factor among many in the
evolution of scientific knowledge. The net result is
a picture of the evolution of scientific knowledge
that provides no promise of ‘progress.’ The details
concerning the nature of the selective forces and
an explanation of how they worked were left for
further volumes, which never appeared.
The roots of Popper’s version of evolutionary

epistemology can be found in his 1935 classic, The
Logic of Scientific Discovery, which first appeared
in English in 1959. There one finds the first glim-
merings of what came to be codified as the method

of ‘‘conjectures and refutations,’’ explicitly
couched in Darwinian terms. In laying out the
demarcation criterion based on the falsifiability of
scientific conjectures, Popper (1961) writes:

What characterizes the empirical method is its manner
of exposing to falsification, in every conceivable way,
the system to be tested. Its aim is not to save the lives of
untenable systems but, on the contrary, to select the one
which is by comparison the fittest, by exposing them all
to the fiercest struggle for survival. (42)

Later, he argues that our choice of one theory
over another is a reflection of our choice of that
‘‘theory which best holds its own in competition
with other theories; the one which by natural selec-
tion, proves itself the fittest to survive’’ (Popper
1961, 108). In 1974, he still took Darwinism to be a
‘‘metaphysical research program’’ (Schilpp 1974,
133–43). He later recanted biological Darwinism
and cemented his Darwinian approach to episte-
mology (Popper 1984), arguing that ‘‘the evolution
of scientific knowledge is, in the main, . . . a Darwin-
ian process. The theories become better adapted
through natural selection: they give us better and
better information about reality (they get nearer and
nearer to the truth)’’ (Popper 1984, 239). It is not
clear whether he was now construing the evolution-
ary model of scientific change to be itself a testable
and potentially falsifiable hypothesis. If so, he
would be proposing a ‘science’ of science in the
sense advocated by Hull (1988). But this reading
would make Popper more of an epistemological
naturalist than the textual evidence warrants.

Campbell (1974) coined the term evolutionary
epistemology in his influential review of the litera-
ture. Campbell developed a model he called blind
variation and selective retention (BVSR), which was
designed to cover both biological evolution and
conceptual change. Popper was very sympathetic
to Campbell’s view and held it to be in almost
complete agreement with his own. Both views inter-
twine elements of the evolution of cognitive capa-
cities (an EEM project) and the evolution of science
(an EET project). The heart of Campbell’s view,
developed in a series of papers that began before
he was aware of Popper’s views, is the construal of
the evolution of organisms as the result of a nested
hierarchy of levels of biological and conceptual de-
velopment. The key to this process is the subsump-
tion of organismic evolution and conceptual change
under the rubric of problem solving. So, the earliest
forms of life and most basic organisms first must
develop techniques for finding nourishment and
sustenance. The organisms move about randomly
in search of food. At the next stage, various
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‘‘vicarious’’ sensory modalities evolve that allow for
exploration of the environment without the organ-
isms having to move into potential danger. The
more advanced modalities, overlapping to an ex-
tent, include the development of habits, instincts,
visually supported thought, mnemonically sup-
ported thought, ‘‘socially vicarious exploration’’ (in-
cluding the development of observational learning
and imitation), and the development of language
(Munz 1993). This in turn allows for the emergence
and accumulation of culture, of which the develop-
ment of science is one aspect. There are several
aspects of Campbell’s picture that have appeared
problematic to his critics. For one thing, empirical
confirmation of his nested hierarchy view is yet forth-
coming, as Campbell himself admitted. For another,
Campbell insists that conjectures or tentative solu-
tions to the problems faced by organisms be ‘‘blind.’’
Some have seen this as inconsistentwith the apparent
intentionality of scientific research.

Hull (1988) takes a Darwinian approach to sci-
entific change very seriously. He proposes, in ef-
fect, to develop an empirical hypothesis about
the development of knowledge along selectionist
lines. Rather than interpreting scientific change as
merely analogous to biological evolution, he argues
that both biological evolution and conceptual de-
velopment are examples of a common selectionist
structure. For his analysis, Hull borrowed a useful
distinction, first introduced by Richard Dawkins
(1976), between ‘‘replicators’’ and ‘‘vehicles.’’ Repli-
cators are what get handed down from one genera-
tion to the next, and vehicles are what serve as the
packages containing the replicators in any given
generation. Hull replaced the term ‘‘vehicle’’ with
‘‘interactor’’ to emphasize the fact that the selection
forces that pick out the fittest variants work in
virtue of the interaction between vehicles and their
environments. For Hull, the interactors in science
are the scientists themselves, who compete with one
another for success. Success ismeasured by inclusive
conceptual fitness or the measure of how wide-
spread one’s views become. What get replicated
are their ideas, theories, conjectures, and methods.
In contemporary science, most workers are mem-
bers of a research group, or deme, and these groups
compete with one another as well.

Hull’s model, unlike Popper’s, is clearly con-
structed along naturalistic lines. In addition, Pop-
per’s three-world view and his rejection of the
justified-true-belief picture of knowledge leads
him, unlike Hull, to downplay the role of scientific
agents (the scientists) in the growth of objec-
tive knowledge. The process of conjectures and
refutations that Popper sees as the core of the

scientific method involves competition among hyp-
otheses or conjectures, not among scientists. Anoth-
er virtue, then, of Hull’s approach over Popper’s is
the emphasis Hull places on the social dimension
of science.
The Darwinian models of science proposed by

Campbell, Popper, Toulmin, and Hull all share a
commitment to a selectionist model of scientific
theory change. Not all those who invoke Darwin,
however, see a corresponding commitment to such
a model. Nicholas Rescher argues for what he
calls ‘‘methodological Darwinism,’’ as opposed to
‘‘thesis Darwinism’’ (Rescher 1977 and 1990). In
his view, it is methods that compete with one an-
other for acceptance, not theses or theories. When
Michael Ruse, an early skeptic about the virtues
of evolutionary epistemology, changed his mind,
he too rejected the idea that embracing epistemo-
logical Darwinism entails embracing a natural
selection model of theory change (Ruse 1996).

EET Ontogenetic Projects

Evolutionary models of the ontogenesis of knowl-
edge in individual organisms have also been con-
structed. Briefly, as Campbell (1974) has noted,
these views have their roots in nineteenth-century
philosophers and psychologists. B. F. Skinner’s
theory of operant conditioning has obvious affi-
nities to the theory of natural selection, as he him-
self has noted (Skinner 1981).
Jean Piaget’s extensive writings on ‘‘genetic epis-

temology’’ develop themes with clear connections
to the concerns and interests of evolutionary epis-
temologists. His 1971 book Biology and Knowledge:
An Essay on the Relations Between Organic Regula-
tions and Cognitive Processes provides a useful in-
troduction to his ideas. As the title suggests, Piaget
argues that cognitive processes are rooted in and
are extensions of the fundamental organic ‘‘auto-
regulatory’’ feedback processes that are the basis of
organismic existence. Living organisms, he argues,
are basically interactive systems that adapt to their
environments by means of the ‘‘assimilation’’ and
‘‘accommodation’’ of new elements into their struc-
tural organization. These autoregulatory systems
operate at all organic and psychological levels—
evolutionary, ontogenetic, physiological, cognitive,
and psychological. Piaget suggests that the central
problem about knowledge is the relationship be-
tween subjects and objects. This relationship, in
his view, corresponds directly with the relationship
between organism and environment (Piaget 1971,
99). The relationship of organism to environment is
an interactive one. Transposed to the realm of
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knowledge, this undercuts, in Piaget’s view, any
‘‘copy theory’’ of knowledge, whereby whole bod-
ies of knowledge are acquired, communicated, and
transmitted intergenerationally (see ‘‘EEM Onto-
genetic Projects’’ above). Knowledge, for Piaget, is
active and regulatory. He thus urges the develop-
ment of appropriate cybernetic models that incor-
porate both Darwinian and Lamarckian elements.
Piaget’s work in evolutionary epistemology has not
received the attention it deserves.
More recently, Henry Plotkin, Susan Blackmore,

and others have begun to argue for a ‘‘science of
memetics,’’ based on the idea that conceptual
change can be modeled as the differential replica-
tion of cultural units, or ‘‘memes’’ (Plotkin 1993;
Blackmore 1999). Blackmore, in particular, argues
that memetic evolution has become decoupled
from genetic evolution. Memes were created to
enhance the fitness of these vehicles, but once gen-
erated they take on a life of their own and become
replicators in their own right. Blackmore sees
implications for both the evolution of culture and
the development of the big brains necessary to
create culture in the first place. These programs
cut across all the distinctions drawn here and
have implications for the ontogeny and phylogeny
of both epistemic mechanisms and the conceptual
systems that they produce. It is too early to pass
judgment on this project, but should it prove fruit-
ful, it has implications for a general analysis of the
evolution of culture.

Evolutionary Epistemology and the Tradition

The evolutionary approach to epistemology is
most closely allied with naturalistic approaches to
epistemology. The focus is on the biological condi-
tions of knowing and the dynamics of conceptual
change. Therefore, it has seemed to some critics
to be ‘‘epistemology’’ in name only. Critics have
charged that evolutionary epistemology fails to ad-
dress the traditional normative issues, such as the
nature of justification and the reliability of evi-
dence. Thus, it is beside the point or involves
changing the question. There is no doubt that evo-
lutionary approaches to epistemology entail a radi-
cal reevaluation of what it means to do ‘‘proper
epistemology.’’ It is appropriate to note here that
John Dewey argued that one of the consequences
of taking Darwin seriously would be to restructure
the kinds of questions that philosophers ask and
the kinds of answers they deem appropriate
(Dewey 1910). Not all are prepared to be so ac-
commodating. In Jaegwon Kim’s (1988) view, if
epistemologists abandon the task of providing

justifications, they have abandoned epistemology.
Campbell’s approach was to argue that evolution-
ary epistemology was ‘‘descriptive’’ and hence
complementary to the traditional normative ap-
proach. Others stand ready to abandon the tradi-
tion and the search for justifications altogether
(Radnitsky 1987). Hull concurs in part, although
he allows a role for contextually articulated episte-
mic norms that arise from the practice of science
itself. If, on the other hand, norms are construed
as instrumental procedural and methodological
rules, then a selectionist account can be given of
them. In the marketplace of ideas, those rules that
promote the development of successful strategies
for coping with the environment, including the
development of successful scientific theories and
inferential practices, will be at a selective advantage
over those that do not. The norms that emerge
are justified by the fact that their deployment
does lead to successful practices. From a naturalis-
tic and evolutionary standpoint, one can ask for
nothing more.

Students of the human epistemic condition stand
at a fork in the road. In one direction lies the
tradition that denies the relevance to ‘‘real’’ episte-
mology of any or most of the considerations dis-
cussed above. In the other lie research projects that
seek to integrate the latest work on evolutionary
biology, psychology, and computer modeling into a
philosophically sophisticated understanding of the
nature of knowledge, how it is acquired, and how it
is transmitted. (Those wishing to pursue these latter
issues should see the extensive bibliography in
Cziko and Campbell 1997.)

MICHAEL BRADIE
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EVOLUTIONARY PSYCHOLOGY

The evolutionary study of the mind in the twentieth
century has been marked by three self-conscious
movements: classical ethology, sociobiology, and
Evolutionary Psychology (capitalized to indicate
that it functions here as a proper name). Classical
ethology was established in the years immedia-
tely before the Second World War, primarily by
Konrad Lorenz and Niko Tinbergen (Burckhardt
1983). Interrupted by the war, the movement blos-
somed in the early 1950s, when ethologists estab-
lished major research institutes in most developed
countries and had a major impact on the broader
culture through popular science writing. From the
outset, ethology sought to apply its methods for the
comparative study of animal behavior to human
beings, something that was especially prominent in
popular works written by ethologists. Lorenz’s On
Aggression (1966a) is perhaps the best known of

these, but several other ethologists wrote books
advocating the application of the new evolutionary
science of the mind to problems of international
conflict and social unrest. The ethologist who fo-
cused most on human beings in his empirical rese-
arch was Lorenz’s student Irenaus Eibl-Eibesfeldt,
who throughout the 1960s and 1970s sought
to document innate, universal behavior patterns
in Homo sapiens through photography and film
(Eibl-Eibesfeldt 1989).
Classical ethology was largely displaced in the

1970s by sociobiology, a movement that sought to
apply to humans a set of new mathematical tech-
niques for the study of animal behavior (Wilson
1975). During the 1960s behavioral ecologists had
come to view animal behaviors primarily as strate-
gies adopted in competitions among and within
species. Models of these competitive interactions
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could be constructed using evolutionary game the-
ory, and the predictions of these models could be
tested against actual behavior. Animal behaviors
were expected to correspond to ‘‘evolutionarily sta-
ble strategies,’’ that is, to equilibria in the relevant
game-theoretic models. The game-theoretic ap-
proach had the advantage that it did not require
knowledge of the neural mechanisms underlying
behavior (or the genetic mechanisms underlying its
transmission). The early ethologists’ ‘‘hydraulic
model’’ of neural mechanisms had collapsed during
the 1950s as it became clear that the prewar neuro-
science on which the model was based had not been
borne out by further investigation. The hydraulic
model also failed to accommodate many of the new
behavioral phenomena uncovered as ethology ma-
tured (Hinde 1956). No new model of similar
generality was available to replace the hydraulic
model and its relatives, making a method that
dealt directly with behavior highly desirable.
Sociobiologists also argued that their approach

was intrinsically more scientific than classical
ethology because it made predictions about behav-
ior and tested them, rather than merely describing
behavior and explaining it. This led to the hope
that evolutionary models could guide psychological
research and point it toward important phenomena
that would otherwise be misunderstood or over-
looked, an idea that remains central to today’s
Evolutionary Psychology, which includes advo-
cates of sociobiology among its leading figures.
Among them is Jerome Barkow (1979), who expres-
sed this viewpoint succinctly in his title ‘‘Classical
Ethology: Empirical Wealth, Theoretical Dearth.’’
But despite such oppositional rhetoric, there was
considerable continuity of practice and personnel
between ethology and sociobiology. Richard
Dawkins and Desmond Morris, for example, key
figures in the popularization of sociobiology, were
students of Niko Tinbergen and regarded socio-
biology as a continuation of the tradition he had
established (see the introduction to Dawkins,
Halliday, and Dawkins 1991).
At the end of the 1980s sociobiology itself came

under attack from a new movement calling itself
Evolutionary Psychology (Barkow, Cosmides, and
Tooby 1992; Crawford, Smith, and Krebs 1987).
The Evolutionary Psychologists argued that the
whole project of explaining contemporary human
behaviors as a direct result of adaptive evolution
was misguided (Symons 1992). The contemporary
environment is so different from that in which
human beings evolved that their behavior proba-
bly bears no resemblance to the behavior that was
important in evolution. This problem had been

identified by many of the best-known critics of
sociobiology (e.g., Kitcher 1985), but Evolutionary
Psychology followed it up with a positive proposal.
Evolutionary theory should be used to predict
which behaviors would have been selected in postu-
lated ancestral environments. Human behavior
today can be explained as the output of mechan-
isms that evolved to produce those ancestral beha-
viors when these mechanisms operate in their very
different, modern environment. Furthermore, the
diverse behaviors seen in different cultures may all
be manifestations of a single, evolved psychological
mechanism operating under a range of local condi-
tions, an idea that originated in an offshoot of
sociobiology known as Darwinian anthropology
(Alexander 1979). Refocusing research on the Dar-
winian algorithms that underlie observed behavior,
rather than on the behavior itself, lets the Evolu-
tionary Psychologist ‘‘see through’’ the interfer-
ing effects of environmental change and cultural
difference to an underlying human nature (see
Natural Selection).

Adherents of today’s Evolutionary Psychology
normally present their approach as something
very novel, typically describing it as ‘‘the new sci-
ence of the mind’’ (Cosmides and Tooby 2001).
They allege that the social and behavioral sciences
have until recently been dominated by the ‘‘stan-
dard social science model’’ (SSSM), which denies
the existence of any evolved features of the mind.
The SSSM grew out of the liberal political agendas
of the 1960s, which aimed to change traditional
social behavior: ‘’’Not so long ago jealousy was
considered a pointless, archaic institution in need
of reform. But like other denials of human nature
from the 1960s, this bromide has not aged well,’’ as
Stephen Pinker puts it on the dustjacket of a work
of Evolutionary Psychology (Buss 2000). But the
claim that Evolutionary Psychology is a rebellion
against an antibiological consensus in the social
and behavioral sciences is at best a considerable
exaggeration. Instead, Evolutionary Psychology
represents the latest stage of a tradition of evolu-
tionary psychology dating back at least to Lorenz.
Nor is the public prominence of Evolutionary Psy-
chology entirely new. Lorenz was as successful a
popular author in the 1950s and 60s as Richard
Dawkins was in the 1970s and 80s. Furthermore, in
some important respects, Evolutionary Psychology
actually represents a return to the positions of
classical ethology. Classical ethologists thought
that modern human behavior was the (often mal-
adaptive) result of ancient, evolved mechanisms
operating in radically new environments. They
also shared the ‘‘modular’’ conception of the
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mind, described below. Most importantly, classical
ethology and Evolutionary Psychology offer very
similar critiques of conventional psychology. Lor-
enz’s complaints were directed against those he
liked to call ‘‘American behaviorists.’’ The labora-
tory-based search for general laws of learning
seemed to him as misguided as dropping automo-
biles from buildings under controlled conditions
and writing down the results. Without an evolu-
tionary perspective, he argued, psychology does
not know what it is looking for, and when it finds
something, it does not know what it is looking at
(e.g., Lorenz 1966b, 274). In the same way, advo-
cates of Evolutionary Psychology argue that empir-
ical psychology without an evolutionary perspective
has no way to determine whether it is studying
meaningful units of behavior or mental functioning:

Cognitive scientists will make far more rapid progress in
mapping this evolved architecture if they begin to seri-
ously incorporate knowledge from evolutionary biology
and its related disciplines . . . into their repertoire of
theoretical tools, and use theories of adaptive function to
guide their empirical investigations. (Tooby and Cos-
mides 1998, 195)

Evolutionary Psychology and Cognitive Science

The classical ethologists based their ideas about
mental mechanisms on the neuroscience of the in-
terwar years. Similarly, Evolutionary Psychology
has turned to ‘‘classical’’ cognitive science, with its
guiding idea that the mind is computer software
implemented in neural hardware (Fodor 1983;
Marr 1982). Evolutionary Psychology argues that
the representational, information-processing lan-
guage of classical cognitive science is ideal for
describing the evolved features of the mind. Be-
havioral descriptions of what the mind does are
useless because of the problem of changing envir-
onments, described above. Neurophysiological des-
criptions are inappropriate, because behavioral
ecology does not predict anything about the specif-
ic neural structures that underlie behavior. Models
in behavioral ecology predict which behaviors
would have been selected in the ancestral environ-
ment, but they cannot distinguish between different
mechanisms that produce the same behavioral out-
put. Hence, if one accepts the conventional view in
cognitive science that indefinitely many different
neural mechanisms could potentially support the
same behavior, it follows that behavioral ecology
predicts nothing about the brain except which
information-processing functions it must be able
to perform:

When applied to behavior, natural selection the-
ory is more closely allied with the cognitive level of
explanation than with any other level of proximate
causation. This is because the cognitive level seeks
to specify a psychological mechanism’s function,
and natural selection theory is a theory of function
(Cosmides and Tooby 1987, 284). It is thus slightly
confusing that Evolutionary Psychologists talk of
discovering psychological ‘‘mechanisms,’’ a term
that suggests theories at the neurological level.
What ‘mechanism’ actually refers to in this context
is a performance profile—an account of what out-
put the mind will produce given a certain range of
inputs (see Cognitive Science).
The fact that evolutionary reasoning yields

expectations about the performance profile of the
mind fits neatly with the explanatory framework
of classical cognitive science. According to the in-
fluential account by David Marr (1982), explana-
tion in cognitive science works at three mutually
illuminating levels. The highest level concerns the
tasks that the cognitive system accomplishes—for
example, recovering the shape and position of
objects from stimulation of the retina. The lowest
level concerns the neurophysiological mechanisms
that accomplish that task—the neurobiology of
the visual system. The intermediate level concerns
the functional profile of those mechanisms, or as it
is more usually described, the computational
process that is implemented in the neurophysio-
logy. Hypotheses about the neural realization of
the computational level constrain hypotheses about
computational processes: Psychologists should pro-
pose only computational models that can be rea-
lized by neural systems. Conversely, hypotheses
about computational processes guide the interpre-
tation of neural structure: Neuroscience should
look for structures that can implement the required
computations. Similar relations of mutual con-
straint hold between the level of task description
and the level of computational processes. But there
remains something of a puzzle as to how the highest
level—the task description—is to be specified other
than by stipulation. It seems obvious that the task of
vision is to represent things around us, but what
makes this true? According to Evolutionary Psy-
chology, claims about task descriptions are really
claims about evolution. The overall task of themind
is survival and reproduction in the ancestral envi-
ronment, and the subtasks performed by parts of the
mind correspond to separate adaptive challenges
posed by the ancestral environment. For example,
it would have been useful for the ancestors of
humans to be able to see, so it is predictable that
humans will have a visual system. This kind of
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thinking becomes useful when the function of a
psychological mechanism is not as blindingly obvi-
ous as in the case of vision.What, for example, is the
task description for the emotional system, or for
individual emotions such as jealousy or grief? Evo-
lutionary Psychology argues that in such cases it
should be evolutionary thinking that sets the agenda
for cognitive science, telling it what to look for and
how to interpret what it finds.

The Massive Modularity Thesis

One of the best-known features of Evolutionary
Psychology is the massive modularity thesis, or
the ‘‘Swiss army knife’’ model, according to which
the mind contains few if any general-purpose cog-
nitive mechanisms. The mind is a collection of
separate modules, each designed to solve a specific
adaptive problem, such as mate recognition or the
enforcement of female sexual fidelity. The flagship
example of a mental module is the language acqui-
sition device, the mechanism that allows human
infants to acquire a language in a way that, it is
widely believed, would not be possible using any
general-purpose learning rules (Pinker 1994). Other
well-known examples include the perceptual input
devices for which the modularity concept was
originally introduced (Fodor 1983). The massive
modularity thesis is an example of the kind of
evolutionary guidance for cognitive science de-
scribed in the last section. Evolutionary Psychology
argues that evolution would favor multiple mod-
ules over domain-general cognitive mechanisms be-
cause each module can be fine-tuned for a specific
adaptive problem. So, cognitive scientists should
look for domain-specific effects in cognition and
conceptualize their work as the search for and
characterization of mental modules.

The Monomorphic Mind Thesis

The leading Evolutionary Psychologists John
Tooby and Leda Cosmides have argued strongly
for the monomorphic mind thesis, or ‘‘psychic unity
of humankind’’ (Cosmides, Tooby, and Barkow
1992, 72). This thesis states that any differences
that exist in the cognitive adaptations of individual
humans or human groups are not due to genetic
differences. Psychological differences are always,
or almost always, due to environmental factors
that trigger different aspects of the same develop-
mental program. If true, this would make cognitive
adaptations highly atypical, sincemost human traits
display considerable individual variation related to
differences in genotype. All human beings have

eyes, but these eyes exhibit differences in color,
size, shape, acuity, and susceptibility to various
forms of degeneration over time, all due to differ-
ences in genotype. It has been known for half a
century that wild populations of most species con-
tain substantial genetic variation, and humans are
no exception.

Tooby and Cosmides (1990) offer one main ar-
gument for the conclusion that the genes involved
in producing cognitive adaptations will be the same
in all human individuals:

Complex adaptations necessarily require many genes to
regulate their development, and sexual recombination
makes it combinatorially improbable that all the neces-
sary genes for a complex adaptation would be together
at once in the same individual, if genes coding for
complex adaptations varied substantially between indi-
viduals. Selection, interacting with sexual recombina-
tion, enforces a powerful tendency towards unity in the
genetic architecture underlying complex functional
design at the population level and usually the species
level as well. (393)

The authors apply this argument to only psycho-
logical adaptations, but its logic extends to all traits
with many genes involved in their etiology. The
argument fails because it assumes that development
is a mechanical consequence of the exact sequence
of genes on each chromosome. What Cosmides and
Tooby seem to have overlooked is the phenomenon
described by C. H. Waddington in the 1940s as
‘‘developmental canalization’’: Development is buf-
fered against genetic variation, as well as against
environmental variation (Waddington 1959). This
is why surprisingly many gene knock-out experi-
ments produce negative results. Disabling a gene
known to be involved in a developmental pathway
frequently produces no effect (a null phenotype),
because development contains positive and nega-
tive feedback mechanisms that increase transcrip-
tion of the required gene product from the other
allele, initiate transcription from another gene copy,
or initiate transcription of a different gene product
that can produce the same outcome (Freeman
2000). On a larger scale, it has become a com-
monplace amongst evolutionary developmental
biologists that complex phenotypic features of
organisms can be conserved over evolutionary
time despite changes in the specific genes used
to construct them and even in the general form
of the developmental pathway by which they
are constructed (Raff 1996; Wagner 1994) (see
Developmental Biology).

One reason for the popularity of the doctrine of
the monomorphic mind is probably as a bulwark
against racism. If all humanbeings have substantially
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the same genes, then racial differences are superfi-
cial and modifiable. But no such bulwark is neces-
sary. If it is assumed that variation in evolved
human phenotypes roughly mirrors the known var-
iation in human genotypes, then it follows that the
vast majority of traits are pancultural and that the
differences among human groups are dwarfed by
the differences among individuals within those
groups (Cavalli-Sforza, Menozzi, and Piazza 1994).

Alternatives to Evolutionary Psychology

The Evolutionary Psychology movement has been
as controversial as it has been successful. Jerry
Fodor, one of the originators of Evolutionary Psy-
chology’s preferred framework for cognitive sci-
ence, rejects the massive modularity thesis and has
expressed considerable skepticism about the value
of evolutionary thinking as a heuristic for cognitive
science (Fodor 2000). Many researchers accept that
evolutionary thinking can and should transform
psychology and cognitive science but disagree,
often radically, with Evolutionary Psychology’s
specific program for accomplishing this transfor-
mation. Several recent collections of papers pre-
sent the views of such evolutionary psychologists
(Heyes and Huber 2000; Holcomb 2001; Scher and
Rauscher 2002). Finally, a ‘‘developmentalist’’ tra-
dition in animal behavior research with its roots in
classical ethology and comparative psychology has
criticized both sociobiology and Evolutionary Psy-
chology for failing to integrate the Darwinian
study of behavior with the study of how behavior
develops (Gottlieb 1997; Bjorklund and Pellegrini
2002). Accessible introductions to this tradition are
provided by Patrick Bateson and Paul Martin
(1999) and David Moore (2001).

PAUL E. GRIFFITHS
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EXPERIMENT

Over the past two decades the historical develop-
ment of experimental science has been studied in
detail. One focus has been on the nature and role of
experiment during the rise of the natural sciences in
the sixteenth and seventeenth centuries. Earlier
accounts of this so-called Scientific Revolution
emphasized the universalization of the mathemati-
cal method or the mechanization of the worldview
as the decisive achievement. In contrast, the more
recent studies of sixteenth- and seventeenth-centu-
ry science stress the great significance of a new
experimental practice and a new experimental
knowledge. Major figures were Bacon, Galileo,
and Boyle. The story of the controversy of the
latter with Hobbes has been made a paradigm of
the recent history of scientific experimentation by
Shapin and Schaffer (1985). In this controversy, the
legitimacy of experiment as a way to knowledge
was at issue. While Hobbes defended the ‘‘old’’
axiomatic-deductive style of the geometric tradi-
tion, Boyle advocated the more modest acquisition
of probable knowledge of experimental ‘‘matters of
fact.’’ According to Shapin and Schaffer, what
was at stake were simultaneously the technical
details of Boyle’s air-pump experiments, the episte-
mological justification of experimental knowledge,
and the social legitimacy of the new experimental
style of doing science. While Shapin and Schaffer
emphasize the novelty of sixteenth- and seven-
teenth-century experimentation, some others have
questioned this claim by arguing that Hellenistic
antiquity, the Arab world, and the Middle Ages

all have significant experimental traditions—for
instance, in the areas of optics and alchemy.

A more wide-ranging account of the role of ex-
perimentation in the emerging natural sciences
has been proposed by Thomas Kuhn (see Kuhn,
Thomas). He argues that the rise of modern phys-
ical science resulted from two simultaneous devel-
opments (Kuhn 1977). On the one hand, a radical
conceptual and worldview change occurred in what
he calls the classical, ormathematical, sciences, such
as astronomy, statics, and optics. On the other, the
novel type of Baconian, or experimental, sciences
emerged, dealing with the study of light, heat, mag-
netism, and electricity, among other things (see
Scientific Change). An important additional claim
put forward by Kuhn is that it was not before the
second half of the nineteenth century that a system-
atic interaction and merging of the experimental
and mathematical traditions took place. An exam-
ple is the transformation of the Baconian science
of heat into an experimental-mathematical thermo-
dynamics during the first half of the nineteenth
century. At about the same time, the interactions
between (at first, mainly experimental) science
and technology increased substantially. Important
results of this scientification of technology were
chemical dye stuffs and artificial fertilizers.

Starting in the second half of the nineteenth cen-
tury, systematic experimentation also took root
in various other sciences. This happened in medi-
cine, in particular in physiology, somewhat later in
psychology, and still later in the social sciences. A

EVOLUTIONARY PSYCHOLOGY

268



characteristic feature of many experiments in those
sciences is a strong reliance on statistical methods.
Thus far, most philosophers of science have focused
on experimentation in physics, chemistry, and bio-
chemistry, while many analyses of statistical experi-
ments can be found in the methodological literature
of the medical, psychological, and social sciences
(see e.g., Campbell and Stanley 1963). In this arti-
cle, the focus will be on the philosophical approach
to experimentation.

The Philosophy of Scientific Experimentation

A central feature of experimentation is the manipu-
lation of, and the interference with, material things.
Historians and philosophers, however, have fo-
cused on science as mostly a theoretical activity, a
matter of thinking and reasoning. Thus, although
the logical empiricists acknowledged the impor-
tance of observation and experiment, they took
these activities mostly for granted and concen-
trated their studies on the philosophical problems
of theories and theoretical knowledge (see Logical
Empiricism).

Yet, historically some authors—including scien-
tists and philosophers—did write about the nature
and function of scientific experimentation. Among
the better known examples are Bacon’s and Gali-
leo’s advocacy of the experimental method. Mill
(around the middle of the nineteenth century) and
Mach (late nineteenth and early twentieth centuries)
provided some methodological and epistemological
analyses of experimentation. Bernard promoted
and analyzed the use of the experimental method
in medicine. His Introduction to the Study of Exper-
imental Medicine (Bernard [1865] 1957) influenced
a number of twentieth-century French writers, in-
cluding Duhem, Bachelard, and Canguilhem.While
those authors addressed some aspects of experimen-
tation in their accounts of science, a substantial and
coherent tradition in the philosophy of scientific
experimentation did not yet arise.

Such a tradition did spring up in Germany, in
the second half of the twentieth century. Within
this German tradition, two approaches may be
distinguished. One developed the pioneering work
of Dingler (1928), who emphasized the action
and production character of experimentation, and
hence its kinship to technology. One of the aims of
his operationalist approach (see Bridgman, Percy)
was to show how the basic theoretical concepts of
physics, such as length and mass, could be ground-
ed in concrete experimental actions. This part of
Dingler’s philosophy was taken up and systemati-
cally developed by a number of other German

philosophers, including Lorenzen, Holzkamp, and
Janich. More recently, the emphasis on the me-
thodical construction of theoretical concepts in
terms of experimental actions has given way to
more self-contained accounts of scientific experi-
mentation and a more culturalistic interpretation
of its results (see Janich 1996).
A second approach within the German tradition

took its departure even more directly from the kin-
ship between experiment and technology. The
major figure here is the early Habermas. In his
work from the 1960s, Habermas ([1968] 1978)
conceived of (empirical-analytical) science as
‘‘anticipated technology,’’ the crucial link being ex-
perimental action. In the spirit of Marx, Heidegger,
and Marcuse, Habermas’s aim was to develop not
merely a theory of (scientific) knowledge but rather
a critique of technocratic reason. More recently,
attempts have been made to connect this German
tradition to Anglo-Saxon philosophy of experiment
(Radder 1996, Ch. 2) and to contemporary social
studies of science and technology (Feenberg 1999).
Recent work on science as technology by Lelas
(2000) can be characterized as broadly inspired by
this second branch of the German tradition.
In theEnglish-speakingworld, a substantial num-

ber of studies of scientific experimentation have
been written since the mid-1970s. They resulted
from the Kuhnian ‘‘programs in history and phi-
losophy of science’’ (see Kuhn, Thomas). In their
studies of (historical or contemporary) scientific
controversies, sociologists of scientific knowledge
often focused on experimental work (e.g., Collins
1985), while so-called laboratory studies addressed
the ordinary practices of experimental scientists
(e.g., Latour and Woolgar 1979). An approach
that remained more faithful to the history and phi-
losophy of science started with Hacking’s argument
for the relative autonomy of experimentation and
his plea for a philosophical study of experiment
as a topic in its own right (Hacking 1983). It
includes work by Franklin, Galison, Gooding, and
Rheinberger, among many others (see the volumes
edited by Gooding, Pinch, and Schaffer 1989;
Buchwald 1995; Heidelberger and Steinle 1998).
More recently, some philosophers argue that

a further step should be taken by combining the
results of the empirical and historical study
of experiment with more developed theoretical-
philosophical analyses (see Radder 2003). A ma-
ture philosophy of experiment, they claim, should
not be limited to summing up its empirical features
but should attempt to provide a systematic analy-
sis of experimental practice and experimental
knowledge. The latter is often lacking in the
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sociological and historical literature on scientific
experimentation.

Action and Production and Their
Philosophical Implications

Looking at the role of experiments within the over-
all practice of science, there is one feature that
stands out. In order to perform experiments,
whether they are large-scale or small-scale, experi-
menters have to intervene actively in the material
world; moreover, in doing so they produce all kinds
of new objects, substances, phenomena, and pro-
cesses. More precisely, experimentation involves
the material realization of the experimental system
(that is to say, the object[s] of study, the apparatus,
and their interaction) as well as an active interven-
tion in the environment of this system. In this
respect, experiment contrasts with theory even if
theoretical work is always attended with material
acts (such as the typing or writing down of a math-
ematical formula). Hence, a central issue for a phil-
osophy of experiment is the question of the nature
of experimental action and production, and their
ontological, epistemological, and methodological
implications.
Clearly, not just any kind of intervention in the

material world counts as a scientific experiment.
Quite generally, one may say that successful experi-
ments require, at least, a certain stability and
reproducibility, and meeting this requirement pre-
supposes a measure of control of the experimental
system and its environment as well as a measure of
discipline of the experimenters and the other people
involved in realizing the experiment.
Experimenters employ a variety of strategies for

producing stable and reproducible experiments (see
e.g., Bhaskar 1978; Franklin 1986; Janich 1996;
Radder 1996). One such strategy is to attempt to
realize ‘‘pure cases’’ of experimental effects. For
example, in some early electromagnetic experi-
ments carried out in the 1820s, Ampère investi-
gated the interaction between an electric current
and a freely suspended magnetic needle. He system-
atically varied a number of factors of his experi-
mental system and examined whether or not they
were relevant, that is to say, whether they had a
destabilizing impact on the experimental process.
Furthermore, realizing a stable object/apparatus

system requires knowledge and control of the (ac-
tual and potential) interactions between this system
and its environment. Depending on the aim and
design of the experiment, these interactions may
be necessary (and hence required), permitted (but
irrelevant), or undesirable (because disturbing).

Thus, in his experiments on electromagnetism, Am-
père anticipated a potential disturbance exerted by
the magnetism of the Earth. In response, he
designed his experiment in such a way that terres-
trial magnetism constituted a permitted rather than
a disturbing interaction.

A further aspect of experimental stability is im-
plied by the notion of reproducibility. Investigating
the questions of what should be reproducible and
by whom leads to different types of experimental
reproducibility, which can be observed to play dif-
ferent roles in experimental practice. A successful
application of the strategy of reproducing an ex-
periment is an achievement that may depend on
certain idiosyncratic aspects of a local situation.
Yet, a purely local experiment that cannot be car-
ried out by other experimenters and in other exper-
imental contexts will, in the end, be unproductive
for science.

Laboratory experiments in physics, chemistry,
and biochemistry often allow one to control the
objects under investigation to such an extent that
the relevant objects in successive experiments may
be assumed to be in identical states. Hence, when
statistical methods are employed, it is primarily to
further analyze or process the data (see e.g., the
error-statistical approach in Mayo 1996) (see Sta-
tistics, Philosophy of). In contrast, in field biology,
medicine, psychology, and social science such a
strict experimental control is often not feasible.
To compensate for this, statistical methods in
these areas are used directly to construct groups
of experimental subjects that are presumed to pos-
sess identical average characteristics. It is only after
such groups have been constructed that one can
start the investigation of hypotheses about the re-
search subjects. One can phrase this contrast in a
different way by saying that in the former sciences,
statistical considerations bear mostly upon linking
experimental data and theoretical hypotheses,
while in the latter, it is often the case that statistics
play a role already at the stage of producing the
actual individual data (see Psychology, Philosophy
of; Social Sciences, Philosophy of the).

The action and production aspect of scientific
experimentation carries implications for ontologi-
cal and epistemological questions. A general onto-
logical lesson, already drawn by Bachelard,
appears to be this: The action and production
character of experimentation entails that the actual
objects and phenomena themselves are, at least in
part, materially realized through human interven-
tion. Hence, it is not just the knowledge of ex-
perimental objects and phenomena but also their
actual existence and occurrence that prove to be
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dependent on specific, productive interventions by
the experimenters. This fact gives rise to a number
of important philosophical issues. If experimental
objects and phenomena have to be realized through
active human intervention, does it still make sense
to speak of a ‘‘natural’’ nature, or does one merely
deal with artificially produced laboratory worlds?
If one does not want to endorse a full-fledged
constructivism, according to which the experimen-
tal objects and phenomena are nothing but artifi-
cial, human creations (see Social Constructionism),
one needs to go beyond an actualist ontology
and introduce more differentiated ontological cate-
gorizations (see Realism). In this spirit, various
authors (e.g., Bhaskar 1978) have argued that an
adequate ontological interpretation of experimental
science needs some kind of dispositional concepts,
such as powers, potentialities, or tendencies. These
human-independent dispositions would then enable
the human construction of particular experimental
processes.

Next to such ontological problems, the interven-
tionist character of experimentation engenders a
number of epistemological questions. At least for
those who assume the ontological independence
of nature, a further important question is whether
scientists, on the basis of artificial experimental
intervention, can acquire knowledge of a human-
independent nature (see also Epistemology; Real-
ism). Some philosophers claim that at least in a
number of philosophically significant cases, such
‘‘back inferences’’ from the artificial laboratory
experiments to their natural counterparts can be
justified. Another approach accepts the constructed
nature of much experimental science but stresses
the fact that its results acquire a certain endurance
and autonomy with respect to both the context in
which they have been realized in the first place
and later developments. In this vein, Baird (2004)
offers a neo-Popperian account of ‘‘objective thing
knowledge,’’ the knowledge encapsulated in ma-
terial things, such as Watson and Crick’s material
double-helix model or the indicator of Watt and
Southern’s steam engine (see Popper, Karl
Raimund).

Another epistemologically relevant feature of ex-
perimental science is the distinction between the
working of an apparatus and its theoretical
accounts. In actual practice it is often the case
that experimental devices work well, even if scien-
tists disagree on how they do so. This fact supports
the claim that variety and variability at the theoret-
ical and ontological levels may well go together
with a considerable stability at the level of the
material realization of experiments. This claim

can then be exploited for philosophical purposes—
for example, to vindicate entity realism (Hacking
1983) or referential realism (Radder 1996).
At times, scientists devise and discuss so-called

thought experiments (see Brown 1991). Such
experiments—in which the crucial aspect of action
and production is missing—are better conceived as
not being experiments at all but rather as particular
types of theoretical argument, which may or may
not be materially realizable in experimental prac-
tice. Furthermore, recent scientific practice shows
an ever-increasing use of ‘‘computer experiments.’’
These involve various sorts of hybrids of material
intervention, computer simulation, and theoretical
and mathematical modeling techniques. Often,
more traditional experimental approaches are chal-
lenged and replaced by approaches based fully or
primarily on computer simulations (sometimes this
replacement is based on budgetary considerations
only). This development raises important questions
for the philosophy of scientific experimentation.
Prominently, there is the epistemological question
of the justifiability of the results of the new ap-
proaches. Should experiments that involve a sub-
stantial material component remain the standard,
or are simulated experiments equally reliable and
useful?
A further issue prompted by these computer

experiments concerns the nature of philosophy of
science itself. Apparently, practicing scientists do
not mind calling such computational procedures
‘‘experiments.’’ This raises the question of how
philosophers’ notions of ‘experiment’ should relate
to scientists’ usages? Of course, this is just one
example of a quite general hermeneutical issue: To
what extent should philosophers take into account
the concepts and interpretations of the people who
are being studied (in this case, scientists)? Answers
to this question will depend on the conception
of philosophy one adheres to. Those philosophers
who advocate a more descriptive approach will
tend to follow the scientists’ usages, while those
who favor a more theoretical or normative ap-
proach will emphasize the legitimacy of employing
their own terminology.

The Relationship Between (Experimental)
Science and Technology

Traditionally, philosophers of science have defined
the aim of science as, roughly, the generation of
reliable knowledge of the world. Moreover, as a
consequence of explicit or implicit empiricist influ-
ences, there has been a strong tendency to take the
production of experimental knowledge for granted
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and to focus on theoretical knowledge. However, if
one takes a more empirical look at the sciences, at
both their historical development and their current
condition, this approach must be qualified as one-
sided. After all, from Archimedes’ lever-and-pulley
systems to the cloned sheep Dolly, the development
of (experimental) science has been intricately inter-
woven with the development of technology (see
Tiles and Oberdiek 1995). Experiments make essen-
tial use of (often specifically designed) technologi-
cal devices, and conversely, experimental research
often contributes to technological innovations.
Moreover, there are substantial conceptual simila-
rities between the realization of experimental and
of technological processes, most significantly the
implied possibility and necessity of the manipula-
tion and control of nature. Taken together, these
facts justify the claim that the science/technology
relationship ought to be a central topic for the
philosophy of (experimental) science.
One obvious way to study the role of technology

in science is to focus on the instruments and equip-
ment employed in experimental practice. Many
studies have shown that the investigation of scien-
tific instruments is a rich source of insights for a
philosophy of scientific experimentation (Gooding,
Pinch, and Schaffer 1989; Heidelberger and Steinle
1998; Radder 2003). One may, for example, focus
on the role of visual images in experimental design
and explore the wider problem of the relationship
between thought and vision (see Visual Repre-
sentation). Or one may investigate the problem of
how the cognitive function of an intended experi-
ment can be materially realized, and what this
implies for the relationship between technological
functions and material structures. Or one may
study the modes of representation of instrumental-
ly mediated experimental outcomes and discuss the
question of the epistemic or social appraisal of
qualitative versus quantitative results.
In addition to such studies, several authors have

proposed classifications of scientific instruments or
apparatus. One suggested distinction is between
instruments that represent a property by measuring
its value (e.g., a device that registers blood pres-
sure), instruments that create phenomena that
do not exist in nature (e.g., a laser), and instru-
ments that closely imitate natural processes in the
laboratory (e.g., an Atwood machine).
Such classifications form an excellent starting

point for investigating further philosophical ques-
tions on the nature and function of scientific in-
strumentation. They demonstrate, for example, the
inadequacy of the empiricist view of instruments as
mere enhancers of human sensory capacities. Yet,

an exclusive focus on the instruments as such may
tend to ignore two things. First, an experimental
setup often includes various ‘‘devices,’’ such as a
concrete wall to shield off dangerous radiation,
a support to hold a thermometer, a spoon to stir
a liquid, curtains to darken a room, and so on.
Such devices are usually not called instruments,
but they are equally crucial to a successful perfor-
mance and interpretation of the experiment and
hence should be taken into account. Second, a
strong emphasis on instruments may lead to a ne-
glect of the environment of the experimental sys-
tem, especially of the requirement to control the
interactions between the experimental system and
its environment. Thus, a comprehensive view of
scientific experimentation needs to go beyond an
analysis of the instrument as such by taking full
account of the specific setting in which the instru-
ment needs to function.

Finally, there is the issue of the general philo-
sophical significance of the experiment/technology
relationship. Some of the philosophers who empha-
size the importance of technology for science en-
dorse a ‘‘science-as-technology’’ account. That is to
say, they advocate an overall interpretation in
which the nature of science—not just experimental
but also theoretical science—is seen as basically or
primarily technological (see e.g., Dingler 1928;
Habermas [1968] 1978; Lelas 2000). Other authors,
however, take a less radical view by criticizing
the implied reduction of science to technology
and by arguing for the sui generis character of
theoretical-conceptual and formal-mathematical
work. Thus, while stressing the significance of the
technological (or perhaps more precisely, the ac-
tion and production dimension of science), these
views nevertheless see this dimension as comple-
mentary to a theoretical dimension.

The Role of Theory in Experimentation

This brings us to a further central theme in the
philosophy of scientific experimentation: the re-
lationship between experiment and theory (see
Theories). The theme can be approached in two
ways. One approach addresses the question of
how theories or theoretical knowledge may arise
from experimental practices. Thus, Franklin (1986)
has developed an epistemology of experiment by
arguing that following established strategies for
producing stable and reproducible experiments
provides a good reason for believing in the validity
of the experimental results. Hon (2003) has put
forward a classification of experimental error and
argued that the notion of error may be exploited
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to elucidate the transition from the material, ex-
perimental processes to propositional, theoretical
knowledge.

A second approach to the experiment/theory re-
lationship examines the question of the role of
existing theories, or theoretical knowledge, within
experimental practices. Over the last two decades,
this question has been debated in detail. Are experi-
ments, factually or logically, dependent on prior
theories, and if so, in which respects and to what
extent? The remainder of this section reviews some
of the debates on this question.

The strongest version of the claim that experi-
mentation is theory dependent says that all ex-
periments are planned, designed, performed, and
used from the perspective of one or more theories
about the objects under investigation. In this spirit,
von Liebig and Popper, among others, claimed that
all experiments are explicit tests of existing the-
ories. This view completely subordinates experi-
mental research to theoretical inquiry. However,
on the basis of many studies of experimentation
published during the last two decades, it can be
safely concluded that this claim is most certainly
false. For one thing, quite frequently the aim of
experiments is just to realize a stable phenomenon
or a working device. Yet, the fact that experimen-
tation involves much more than theory testing does
not, of course, mean that testing a theory may
not be an important goal in particular scientific
settings.

At the other extreme, there is the claim that
experimentation is basically theory free. The older
German school of ‘‘methodical constructivism’’
(see Janich 1996) came close to this position. A
somewhat more moderate view is that in important
cases, theory-free experiments are possible and do
occur in scientific practice. This view admits that
performing such ‘‘exploratory’’ experiments does
require some ideas about nature and apparatus,
but not a well-developed theory about the phe-
nomena under scrutiny. Hacking (1983) and Steinle
(1998) make this claim primarily on the basis of
case studies from the history of experimental sci-
ence. Heidelberger (2003) aims at a more systemat-
ic underpinning of this view. He distinguishes
between theory-laden and causally based instru-
ments and claims that experiments employing the
latter type of instruments are basically theory free.

Another view admits that not all concrete activ-
ities that can be observed in scientific practice are
guided by theories. Yet, according to this view, if
certain activities are to count as constituting a
genuine experiment, they require a theoretical
interpretation (Morrison 1990; Radder 1996; Hon

2003). More specifically, performing and under-
standing an experiment depends on a theoretical
interpretation of what happens in materially realiz-
ing the experimental process. In general, quite
different kinds of theory may be involved, such as
general background theories, theories of the
(material, mathematical, or computational) in-
struments, and theories of the phenomena under
investigation.
One argument for such claims derives from the

fact that an experiment aims to realize a reproduc-
ible correlation between an observable feature of
the apparatus and a feature of the object under
investigation. The point is that materially realizing
this correlation and knowing what can be learned
about the object from inspecting the apparatus
depends on theoretical insights about the experi-
mental system and its environment. Thus, these
insights pertain to those aspects of the experiment
that are relevant to obtaining a reproducible corre-
lation. It is not necessary, and in practice it will
usually not be the case, that the theoretical inter-
pretation offers a full understanding of any detail
of the experimental process.
A further argument for the significance of theory

in experimentation notes that a single experimental
run is not enough to establish a stable result. A set
of different runs, however, will almost always pro-
duce values that are, more or less, variable. The
questions then are: What does this fact tell us about
the nature of the property that has been measured?
Does the property vary within the fixed interval? Is
it a probabilistic property? Is its real value con-
stant, and are the variations due to random fluc-
tuations? In experimental practice, answers to such
questions are based on an antecedent theoretical
interpretation of the nature of the property that
has been measured.
Regarding these claims, it is important to note

that in actual practice, the theoretical interpreta-
tion of an experiment will not always be explicit
and the experimenters will not always be aware of
its use and significance. Once the performance of a
particular experiment or experimental procedure
becomes routine, the theoretical assumptions drop
out of sight: They become like an (invisible) win-
dow to the world. Yet, in a context of learning to
perform and understand the experiment or in a
situation where its result is very consequential or
controversial, the implicit interpretation will be
made explicit and subjected to empirical and theo-
retical scrutiny. This means that the primary locus
of the theoretical interpretation is the relevant
epistemic community and not the individual
experimenter.
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Further Issues for the Philosophy of
Scientific Experimentation

As was explained before, the systematic philosophi-
cal study of scientific experimentation is a relatively
recent phenomenon. Hence, there are a number of
further issues that have received some attention but
merit a much more detailed account. In concluding
this article, three such issues will be briefly discussed.
The first bears upon the notion of (scientific)

experience. If one takes into account the fact that
in many cases scientific experience is experimentally
realized experience, the empiricist view that reduces
scientific experience to sense perception or even to
visual sensation needs to be revised. Of course, this
view has already been challenged by the claim that
all observation is theory laden (see Empiricism;
Observation; Perception). Yet, a systematic study
of the action and production aspects of experi-
mentation will lead to a more radical criticism.
The studies that have been done so far suggest
that gaining scientific experience depends not just
on intersubjectively communicable language but
also on human agency and that it requires particu-
lar skills that cannot be supposed to be simply
universally available.
A second subject that merits more attention from

philosophers of science is the nature and role of
experimentation in the social and human sciences,
such as economics, sociology, medicine, and psy-
chology. Practitioners of those sciences often label
substantial, or even large, parts of their activities
‘‘experimental.’’ So far, this fact is not reflected in
the philosophical literature on experimentation,
which has focused primarily on the natural scien-
ces. Thus, a challenge for future research is to
connect the primarily methodological literature on
experimentation in economics, sociology, medicine,
and psychology with the philosophy of science
literature on experimentation in natural science.
One subject that will naturally arise in philo-

sophical reflection upon the similarities and dissim-
ilarities of natural and social or human sciences is
the problem of the double hermeneutic. Although
it is true that the nature of this problem has been
transformed by the more recent philosophical
accounts of the practices of the natural sciences,
the problem has by no means been resolved. The
point is this: In experiments on human beings, the
experimental subjects, in addition to the scientists,
will often have their own interpretation of what is
going on in these trials, and this interpretation
may influence their responses over and above
the behavior intended by the experimenters. As a
methodological problem (of how to avoid ‘‘biased’’

responses), this is of course well known to prac-
titioners of the human and social sciences. How-
ever, from a broader philosophical or sociocultural
perspective, the problem is not necessarily one
of bias. It may also reflect a clash between a scien-
tific and a commonsense interpretation of human
beings. In the case of such a clash, social and
ethical issues are at stake, since the basic question
is, Who is entitled to define the nature of human
beings: the scientists or the people themselves?
In this form, the methodological, ethical, and so-
cial problems of the double hermeneutic will con-
tinue to be a significant theme for the study of
experimentation in the human and social sciences.

This brings us to a last issue. The older German
tradition explicitly addressed wider normative
questions surrounding experimental science and
technology. The views of Habermas, for example,
have had a big impact on broader conceptualiza-
tions of the position of science and technology in
society. Thus far, the more recent Anglophone
approaches within the philosophy of scientific ex-
perimentation have dealt primarily with more
narrowly circumscribed scholarly topics. Insofar
as normative questions have been taken into ac-
count, they have been mostly limited to epistemic
normativity—for instance, to questions of the
proper functioning of instruments or the justifica-
tion of experimental evidence. Questions regarding
the connections between epistemic and social or
ethical normativity are hardly addressed.

Yet, posing such questions is not far-fetched, and
they often relate to ontological, epistemological,
or methodological concerns quite directly. For in-
stance, those experiments that use animals or
humans as experimental subjects are confronted
with a variety of normative issues, often in the
form of a tension between methodological and
ethical requirements. Also normatively relevant
are (1) the ontological issue of the artificial and
the natural in experimental science and (2) sci-
ence-based technology. Consider, for example, the
question of whether experimentally isolated genes
are natural or artificial entities. This question is
often discussed in environmental philosophy, and
different answers to it entail different environmen-
tal ethics and politics. More specifically, the issue
of the contrast between the artificial and the natu-
ral is crucial to debates about patenting, in partic-
ular the patenting of genes and other parts of
organisms. The reason is that discoveries of natural
phenomena are not patentable, while inventions of
artificial phenomena are (see Sterckx 2000).

Although philosophers of experiment cannot be
expected to solve all of those broader social and
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normative problems, they may be legitimately
asked to contribute to the debate on possible
approaches and solutions. In this respect, the phi-
losophy of scientific experimentation could profit
from its kinship to the philosophy of technol-
ogy, which has always shown a keen sensitivity to
the interconnectedness between technological and
social or normative issues.

HANS RADDER
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EXPLANATION

One of the most important aims of science is to
provide explanations of natural phenomena. Con-
sequently, philosophers have devoted much

attention to the nature of scientific explanation.
The twentieth century’s most influential model of
scientific explanation is known as the covering-law

EXPLANATION

275



model, which has been articulated most fully in the
work of Carl Hempel (1965). According to this
model, an explanation is an argument whose con-
clusion is a statement of some fact to be explained
(the explanandum) and whose premises (the expla-
nans) comprise a set of statements that include at
least one natural law and collectively provide either
inductive or deductive support for the explanan-
dum. The covering-law model suggests that the
explanandum is explained by rendering it nomically
expectable. The covering-law model is part of the
legacy of logical empiricism. While this model is
rejected by most contemporary philosophers of sci-
ence, the majority of the literature in the last 50
years has been concerned with either defending or
correcting problems with the covering-law model.
Both exponents and critics of the covering-law

model have emphasized explanation in the physical
sciences. Philosophers concerned with explanation
in the biological and social sciences have sometimes
argued that within these domains different kinds of
explanations—notably functional explanations and
reductive explanations—play some special role. An-
other major issue in the contemporary literature
concerns the nature of these kinds of explanation
and their relation to the covering-law model.

The Covering-Law Model of Explanation

A covering-law explanation is any explanation in
which the explanandum is the conclusion of an
argument whose premises contain at least one
natural law. Hempel recognizes three varieties of
covering-law explanation:

1. Deductive-nomological (D-N): These are de-
ductive arguments whose premises include
universal (deterministic) laws along with
statements of particular conditions.

2. Inductive-statistical (I-S): These are inductive
arguments whose premises include statistical
laws.

3. Deductive-statistical (D-S): These are deductive
arguments in which statistical laws are entailed
by more comprehensive statistical laws.

Explanations may be further subdivided accord-
ing to the logical character of the explanandum
statement. The explanandum statement may be
either a singular statement, a universal statement,
or a statistical generalization.

The Deductive-Nomological Model
As an example of a D-N explanation, consider

why a partially submerged oar appears to bend at

the point where it enters the water. The phenome-
non is a consequence of refraction, and a derivation
of the observed angle can be given using Snell’s law
together with the indices of refraction of air and
water. Note that the derivation will rely both upon
general law statements (Snell’s law together with
statements of the indices of refraction for air and
water) and particular statements (in particular, the
angle of incidence of the oar with the water). Sche-
matically, one can represent the D-N explanation
as an argument:

where L1, L2 . . . Lk are laws, C1, C2 . . . Cn are
statements of antecedent particular conditions,
and E is a statement of the explanandum. In their
original statement of the D-N model, Hempel and
Oppenheim (1948) stipulated that for an argument
to be a D-N explanation, it must meet three logical
conditions of adequacy:

1. The explanandum must be a logical conse-
quence of the explanans.

2. The explanans must include at least one law.
3. The explanans must have empirical content,

in the sense that (at least some of) its com-
ponent statements must be susceptible to
empirical test.

Hempel and Oppenheim take the second require-
ment to be a logical condition, because they hold
that the distinction between laws and nonlaws is
essentially syntactic (see Hempel, Carl). Following
a Humean analysis, they take laws simply to be
universal generalizations of unrestricted scope,
with no designations of particular objects and con-
taining only purely qualitative predicates. They do
not require that the explanation contain any singu-
lar statements, because they wish to allow D-N
explanations of laws, in which case no singular
statements should be required. A fourth condition,
not mentioned, but clearly in the spirit of their
model, is that the laws are essential to the explana-
tion in the sense that omitting them from the expla-
nans will make the argument invalid.

To the three logical conditions, Hempel and
Oppenheim add an empirical condition of adequa-
cy, which is that the statements in the explanans
be true. It is useful to distinguish between a poten-
tial explanation, which meets the logical criteria,
and an actual explanation, which meets both the
logical and empirical criteria. Thus, for instance,
Descartes offered a potential explanation of Snell’s
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law, but it is not an actual explanation because
certain laws of the corpuscular theory of light on
which his derivation was based are in fact false.

An important consequence of the D-N model,
and more generally of the thesis that explanations
are arguments, is that explanations are logically
indistinguishable from predictions. This conse-
quence, often called the structural identity thesis,
suggests that every explanation is a potential predic-
tion and every prediction a potential explanation.
According to Hempel, the distinction between ex-
planation and prediction is essentially pragmatic.
An explanatory argument can serve as a prediction
when an explanandum statement is not antecedently
known but the explanans statements are.

While many scientific explanations seem to fit
the D-N model, critics have presented a number
of counterexamples showing that the D-N model is
either too restrictive, in the sense that its require-
ments rule out genuine explanations, or too permis-
sive, in the sense that there are pseudo-explanations
that meet the logical and empirical requirements of
the model.

The claim that the D-N requirements are too
restrictive has chiefly been made on the grounds
that some genuine explanations do not involve any
laws. Scriven (1962) considers the example of how
to explain an ink stain on his carpet. If asked for
such an explanation, Scriven might truthfully claim
that the carpet was stained when he hit his writing
table with his knee, overturning an ink bottle on
the table, causing the ink to drip onto the carpet.
According to Scriven, the assertion of these (singu-
lar) facts constitutes a complete explanation of the
explanandum event. He does not know, and it is
impossible to supply, universal laws that together
with particular conditions entail the explanandum
statement.

Hempel (1965) responds that such an explana-
tion is not complete but is rather an enthymeme.
One can have confidence that the (partial) explana-
tion is a good one only if one believes that there
exists some as yet unknown law or laws that to-
gether with the particulars cited in the explanans
would entail the explanandum. Scriven points out
that people quite often, as in this case, have causal
knowledge without having knowledge of laws, but
Hempel argues that this practical ability is not
inconsistent with the claim that the existence of a
causal connection implies the existence of a law.
Scriven’s putative counterexamples highlight the
fact that scientific explanations typically cite causes
of the explanandum event. Whether the D-N model
is too restrictive depends, then, on whether all caus-
ally related events are instances of lawful regularities.

The D-N model is also subject to several well-
known counterexamples that apparently show that
the D-N requirements are too permissive. Four
important ones are as follows:

1. It is possible to predict the length of a shadow
cast by a flagpole using some elementary trig-
onometry plus measurements of the height of
the flagpole and the angle of the sun. This
calculation provides a D-N explanation of
the length of the flagpole’s shadow. However,
it is equally possible to use the length of the
shadow and the angle of sun to calculate the
height of the flagpole. Such a calculation
satisfies the requirements of the D-N model,
but clearly the length of the shadow cannot be
used to explain the height of the flagpole. This
example, due to Bromberger (1966), calls into
question the structural identity thesis, because
the length of the shadow can be used to pre-
dict the height of the flagpole, but it cannot
explain it.

2. Consider the following argument:

Whenever the barometer drops, a storm occurs.
The barometer drops.
A storm occurs.

Supposing that the first premise is a law, this

argument meets the requirement for a D-N ex-

planation, and yet, while the falling barometer

may serve to predict the storm, it cannot explain

it.

3. Suppose Smith ingests a lethal dose of a slow-
acting poison that kills everyone who takes it
within 24 hours. Suppose that immediately
after ingesting the poison, Smith steps into
the street and is run over by a bus. Given
that Smith has ingested the poison, one can
predict Smith’s death, but the fact that Smith
died is not explained by that fact.

4. Joe Jones (a male), though sexually active,
regularly takes birth control pills. If the pill
is 100% effective, then the following is a D-N
explanation:

Whenever a person takes birth control pills, that
person avoids pregnancy.

Joe Jones regularly takes birth control pills.
Joe Jones avoids pregnancy.

While the argument is sound, Jones’s failure to
get pregnant is not explained by his use of birth
control pills, but by his gender.
Each of these counterexamples offers an argu-

ment that purportedly meets the logical stipulations
on D-N explanations but is not genuinely expl-
anatory. In each case, however, the argument is
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predictive. Thus the counterexamples raise doubts
both for the adequacy of the D-Nmodel and for the
correctness of the structural identity thesis. In each
of these cases, the account of why the explanation is
spurious has to do with the failure of the putative
explanation to cite the causes of the explanandum.
The explanatory asymmetry in the flagpole case
arises from the asymmetry of cause and effect. It is
possible both to explain and to predict effects from
causes, but one can predict but not explain causes
from effects. In the second case, the law connecting
storms to falling barometers does not display a di-
rect causal relationship but is explained by the oper-
ation of a common cause. Both the barometer’s
drop and the storm’s occurrence are caused by fall-
ing atmospheric pressure. One effect of a common
cause may be used to predict the other, but it cannot
explain it. The third counterexample is a case of
causal preemption. The ingestion of the poison initi-
ates a causal process that will lead to Smith’s death,
but the process is preempted by the bus, which has
the same effect. Again, the moral is that the D-N
argument allows for prediction but not explanation.
The fourth is a kind of overdetermination. The law
cited is predictive, not explanatorily relevant.
The last major difficulty with the D-N model is

that it is not possible to assess the correctness of a
D-N explanation without an adequate understand-
ing of what constitutes a natural law (see Laws of
Nature). Hempel understood laws to be universal
generalizations of unrestricted scope. For instance,
it is a law that no object travels faster than the
speed of light. Such laws can be represented in
first-order predicate logic by a universal generali-
zation. The problem with such a characterization is
that not all universal generalizations express laws.
Many universal generalizations are only accidental-
ly true. For instance, it may be the case that all of
the students in my classroom are under 20 years of
age, but this universal generalization would be only
accidentally true. It does not support counterfac-
tuals, in the sense that it does not imply the claim
that if a student were in my class, she would be
under 20 years of age. The idea that a law is a
universal generalization that supports counterfac-
tuals is one that has considerable plausibility,
but it is difficult to explicate the semantics of coun-
terfactuals within a framework acceptable to
empiricists.
Various philosophers, including Hempel (1965)

and Nagel (1961), have tried instead to stipulate
extra syntactic and semantic conditions that would
distinguish lawful from accidental generalizations.
In particular they have suggested that laws are
exceptionless universal generalizations that include

no reference to particulars and involve purely qual-
itative predicates. One consequence of this defini-
tion is that many general claims that scientists call
laws would not be considered such. For instance,
Kepler’s and Mendel’s laws would not be genuine
laws, since they refer implicitly or explicitly to par-
ticulars of Earth’s solar system and life on Earth.
In fact, it may well be the case that no science
except physics has any laws in the required sense.
Hempel may not have been concerned with this,
since he assumed that in principle, laws of the
special sciences could be derived from more general
physical laws in combination with statements
about particulars. This assumption has been widely
challenged by critics of reduction. Perhaps more
telling is Goodman’s critique of the concept of a
purely qualitative predicate. Goodman’s (1956)
new riddle of induction seems to imply that there
is no empirically respectable way to characterize
purely qualitative predicates.

Another way to approach this problem, advo-
cated by Woodward (2000), is to replace the appeal
to laws in D-N explanations with appeals to invari-
ant generalizations. In Woodward’s view, explana-
tions can be made by subsuming explananda under
generalizations of varying degrees of invariance.
True laws, which are strictly invariant, are a rare
but limiting case. While Woodward’s approach is
broadly in the spirit of Hempel’s covering-law mod-
els, Woodward’s analysis of invariance requires
appeals to counterfactuals of a kind inconsistent
with stricter versions of empiricism.

Deductive-Nomological and Deductive-Statistical
Explanations of General Laws

In the examples considered so far, the expla-
nanda have been singular events or states of affairs.
Hempel and Oppenheim (1948) also envisioned
using the D-N model to analyze explanations of
laws and regularities. A D-N explanation of a law
is simply a derivation of that law according to the
D-N model. If the explanandum is a statistical law,
Hempel called the explanatory argument a D-S
explanation, but D-S explanations are essentially
a species of D-N explanation.

The idea that less fundamental laws can be
explained by more fundamental ones is appealing.
The case of Newton’s explanation of Kepler’s laws
in terms of his laws of motion and gravitation
seems to fit this mold. There are, however, pro-
blems with Hempel and Oppenheim’s explication.
Perhaps the most important difficulty is illustrated
by the following example: Consider an argument
whose single premise is the conjunction of the law
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of universal gravitation (UG) with Snell’s law and
whose conclusion is UG alone. This apparently
meets the formal requirements for a D-N explana-
tion of UG, and the conjunctive law is ‘‘more
general’’ than UG in the sense that both UG
and Snell’s law are derivable from it. Nonetheless,
this is clearly not a genuine explanation of UG.
The example shows that it is unclear how to use
derivability relations to distinguish more and less
fundamental laws.

The Inductive-Statistical Model
In ‘‘Aspects of Scientific Explanation,’’ Hempel

(1965) extends the covering-law model to statistical
explanations with his I-S model. As an example of
an I-S explanation, Hempel considers the treatment
of streptococcus with penicillin. Suppose that a
patient Jones is suffering from streptococcus,
takes penicillin, and subsequently recovers from
the infection. The following inductive argument
serves as an I-S explanation of Jones’s recovery:

A patient with streptococcus who takes penicillin has a
high probability of recovery.

Jones has streptococcus and takes penicillin (with high
probability)

Jones recovers.

The formal requirements for an I-S explanation are
identical to those of a D-N explanation, except
that (1) the explanans must contain a statistical
law and (2) the relationship between the premises
and the conclusion of the explanatory argument is
one of inductive strength rather than deductive
validity. The simplest I-S explanations will have
the following form:

PðG jHÞ ¼ r

Hj ½r�
Gj

Hempel understood the probability used in the
statistical law as a relative frequency, while the
bracketed probability was understood as an induc-
tive (logical) probability. The use of these probabil-
ities raises questions about I-S explanation. First,
the concept of inductive probability is very difficult
to explicate, and it has so far proved impossible to
establish a definitive measure of inductive proba-
bility (see Probability). Second, it is unlikely that
the statistical probability concept Hempel uses in
his characterization of statistical laws is adequate
for distinguishing statistical laws from accidental
statistical associations. The problems are in many
respects analogous to those of distinguishing lawful
from accidental universal generalizations, but it is

in other respects worse (cf. Dupré and Cartwright
1988).
A more immediate difficulty is what Hempel

calls the problem of the ambiguity of I-S explana-
tion. The problem is that it may be possible to
formulate two inductively strong arguments with
true premises that support opposite conclusions.
Suppose, for instance, that the strain of streptococcus
with which Jones is infected is known to be penicillin
resistant. One then has the I-S explanation:

A patient with penicillin-resistant streptococcus who
takes penicillin has a low probability of recovery.

Jones has penicillin-resistant streptococcus and takes
penicillin (with high probability)

Jones does not recover.

The premises of both this and the previous argu-
ment are true, and yet the arguments support op-
posite conclusions. This situation does not arise
with D-N explanations because of an important
difference between inductive and deductive argu-
ments. While deductively valid arguments can
never be made invalid by addition of further
premises, inductively strong arguments can be
weakened by additional premises. Here, the origi-
nal argument explaining Jones’s recovery is weak-
ened by the additional information that the strain
with which Jones was infected is penicillin resistant.
This general problem with inductive inference

motivated Rudolf Carnap (1950, 211) to stipulate
that correct measures of inductive support of a
hypothesis can be made only in light of total evi-
dence. Applying this requirement naively to the I-S
model would suggest that the appropriate expla-
nans for any I-S explanation is the entire knowl-
edge base K. Hempel (1965, 399–400) suggested a
refined version of Carnap’s principle, which he
called the principle of maximal specificity.
In the simple version of Hempel’s model, the

explanandum statement is an assertion that a par-
ticular individual j is a member of a class G. The
statistical law in the explanans is an assertion that
the relative frequency of individuals in H who are
in G is r. The ambiguity of I-S explanation arises
because different choices of H lead to different
values of r. Hempel’s solution is to demand that
the choice of H be maximally specific. If j is a
member of a class H and of a class H 0 that is a
proper subclass of H, the explanans should contain
the probabilistic law P(G jH 0) = r 0, rather than P
(G jH) = r. For instance, since the class of persons
with penicillin-resistant streptococcus infections is
a subclass of the class of persons with streptococ-
cus infections, the explanatory argument should
be based on the former class. So if Jones has a
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penicillin-resistant infection, his recovery is not
explained by his having taken penicillin.
A major problem with Hempel’s proposal con-

cerns what classes may legitimately be taken as
reference classes. If one is allowed to take any
class as a reference class, one may simply take the
reference classH0 to be the intersection ofH and G.
This generates a trivial and nonexplanatory I-S
explanation. Hempel does not have a satisfactory
formal way out of this difficulty, but clearly his
intention is that reference classes are the extensions
of observable or theoretical predicates used in char-
acterizing total scientific knowledge K. A given
body of knowledge will entail a particular set of
reference classes with respect to which statistical
probabilities should be measured. For instance, in
a given knowledge situation, when one wishes to
explain the cause of lung cancer, it is recognized
that reference classes should be partitioned by such
properties as age, gender, weight, smoking habits,
presence of environmental pollutants, etc. The con-
sequence of this proposal, as Hempel recognized, is
that the concept of statistical explanation is essen-
tially relativized to a knowledge situation. This
means that, in Hempel’s account, there is an essen-
tial pragmatic element of statistical explanation
that is not present in D-N explanation.
While it is possible to construct statistical ana-

logs of the problems facing D-N explanation, the
I-S model has certain difficulties that are peculiar
to it. The most widely discussed of these concerns
Hempel’s high-probability requirement. Hempel
believed that all I-S explanations must show that
the explanandum is to be expected. Recognizing
that what counts as high probability is a pragmatic
issue, Hempel’s requirement rules out the proba-
bilistic explanation of unlikely events. This is in
keeping with his defense of the structural identity
thesis.
The difficulty with this requirement is illustrated

by Scriven’s example of syphilis and paresis. Paresis
is a form of tertiary syphilis that can be contracted
only by persons who have originally contracted
syphilis. However, paresis is relatively rare even
among syphilitics, so the probability of contracting
paresis given that one has syphilis is low. Nonethe-
less, Scriven argues, it is reasonable to cite a person’s
syphilis as an explanation for his paresis. About this
case, Hempel insists that paresis is not explained by
syphilis, arguing that necessary conditions are not
generally explanatory and that, given the fact that
most syphilitics do not contract paresis, other
factors must be cited in the explanation.
The high-probability requirement is also open to

the objection that it is sometimes too lax. Suppose,

for instance, one seeks to explain teenagers’ interest
in sex by reference to the TV programs they watch.
It is clearly spurious to argue that teenagers’ inter-
est in sex is explained by their TV-viewing habits,
just because most teenagers who watch TV are
interested in sex. Most teenagers appear to be in-
terested in sex quite independently of TV.

What both of these examples suggest is that the
central issue in statistical explanation is not wheth-
er the probability of the explanandum given the
explanans is high, but whether the factors cited in
the explanans make a difference to the probability
of the explanandum. This is the intuition behind
the statistical relevance approach discussed below.

Alternatives to Covering-Law Models

The problems for Hempel’s D-N and I-S models
described above have led to a number of alternative
theories of explanation. Four alternative approa-
ches will be considered: the statistical relevance
model (Salmon, Greeno, Jeffrey), the causal/
mechanical approach (Railton, Salmon), the prag-
matic approach (Bromberger, van Fraassen), and
explanatory unification (Friedman, Kitcher).

The Statistical Relevance Model
The fundamental intuition behind Hempel’s I-S

model is that a statistical explanation explains its
explanandum by providing an argument that ren-
ders the explanandum probable. Scriven’s example
of the syphilitic man calls this intuition into ques-
tion. The man’s paresis is explained by the fact that
he has syphilis, even though paresis is unusual
among syphilitics. The statistical relevance (SR)
approach, developed chiefly by Wesley Salmon
(Salmon, Greeno, and Jeffrey 1971; Salmon 1984),
provides a model of explanation that shows how
such factors can be explanatory. In general, a fac-
tor C is statistically relevant to a factor B just in
case P(B jC) 6¼ P(B). The intuition behind the SR
model is that the presence of B is explained in a
particular case by finding factors C that are posi-
tively relevant to B. The factors may be explanatory
even if the probability of B given C is small.

Suppose that one is interested in explaining why
an adolescent female Jenny became pregnant. The
explanatory query can be phrased in this way: Why
is it that Jenny, who is an adolescent female, is also
pregnant? The reference class A, the class of ado-
lescent females, serves as a baseline from which
one calculates probabilities (construed as relative
frequencies). One then partitions this class by a
mutually exclusive and exhaustive set of factors Bi.
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In this case, there are only two—B1 refers to the
class of those who have become pregnant and B2

refers to the class of those who have not. This
partition is called the explanandum partition. One
then partitions the reference class by a set of ex-
planatory factors into classes Ci that are mutual-
ly exclusive and exhaustive. In this case, factors
might include the parents’ education level, fami-
ly income, ethnic group, religious affiliation, etc.
Values for Ci represent various conjunctions of
these factors. An SR explanation would show that
a set of factors are explanatory by finding the parti-
tion Ca to which Jenny belongs and showing that
PðB1jA&CaÞ > PðB1jAÞ: For instance, one might
find that Jenny is a Polish Catholic woman of high
school educated parents with a family income of less
than $30,000 and that women within this group are
more likely to become pregnant than teenage
women as a whole. The SRmodel is a formalization
of an approach to statistical explanation familiar
from the social sciences. Social scientists interested
in explaining the occurrence of a property within a
population will partition that population according
to some set of potentially relevant factors and col-
lect data to discover in which partitions the property
is most frequent.

This procedure is open to a number of objec-
tions. One of the most familiar is connected with
a statistical phenomenon called Simpson’s paradox
(Cartwright 1979). The problem raised by Simp-
son’s paradox is that a partition C that is positively
relevant to B may sometimes be partitioned into
subpartitions D, in which each D is negatively rele-
vant to B:

P ðB j A ∧ CÞ > P ðB j AÞ;
but for all i,

P ðB j A ∧ DiÞ < P ðB j AÞ:
Cartwright discusses a famous example of this

case concerning admissions to graduate school at
the University of California, Berkeley. Questions
had been raised about whether Berkeley was dis-
criminating against women in admissions, because
it turned out that women had a lower admission
rate than men. A closer look dispelled this concern.
It turned out that on a department-by-department
basis, women were admitted at rates equal to or
higher than men’s. The lower admission rate for
women was caused by the fact that women ap-
plied disproportionately to departments with
lower overall admission rates.

The trick to avoiding spurious inferences is to
create reference-class partitions that are so fine-
grained that their members are homogeneous with

respect to all causally relevant properties. If one
can be sure that members of a reference-class par-
tition are objectively homogeneous with respect to
causally relevant factors, then one can justifiably
say that the set of factors defining the partition is
positively or negatively relevant to the expla-
nandum. Unfortunately, the concept of an objec-
tively homogeneous reference class is fraught with
conceptual and epistemic difficulties (cf. Salmon
1984, Ch. 3).
A second problem with the SR approach is that it

admits explanatory factors that are correlated with
the explanandum but that are not causally relevant.
This problem can arise when the explanatory factor
is correlated with the explanandum due to a com-
mon cause. In the earlier counterexample given,
the correlation of the barometer and the storm to
the D-N model is a case in point, as the barometer’s
falling is statistically relevant to the occurrence of
the storm. To meet this objection, one can amend
the SR account by stipulating that a statistically
relevant factor is not explanatory if it can be
screened off by another factor. A factor D screens
off a factor C from B if

P ðB j C & D & AÞ ¼ PðB j D & AÞ
but

PðB j C & D & AÞ ¼ PðB j C & AÞ
.
Applying this to the barometer case, actual

change in atmospheric pressure screens off barom-
eter readings, because once the atmospheric pres-
sure is fixed, variations in barometer readings (say,
due to barometer malfunctions) become irrelevant.
While this is intuitively plausible, there are again
conceptual and empirical problems with applying
screening-off criteria in such a way as to completely
eliminate spurious causes.
Salmon himself ultimately became convinced

that it was not possible to solve all of the problems
associated with the SR approach. Statistical rele-
vance relations provide an evidential basis for
making judgments of causal relevance, but causal
(and hence explanatory) relevance must be un-
derstood independently of statistical relations.
Salmon’s mechanistic account of causation, de-
scribed below, was meant to provide this missing
ingredient.

The Causal Mechanical Approach
Peter Railton (1978) first introduced the concept

of mechanism into the contemporary literature
on explanation. His deductive-nomothetic model
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of probabilistic explanation (the D-NP model) was
meant as an alternative to Hempel’s I-S model.
Railton was concerned with Hempel’s requirement
that the explanans of an I-S explanation rendered
the explanandum probable or nomically expectable.
Railton argued that explanations describe causes,
and sometimes the causal sequence of events lead-
ing up to the event to be explained may be improb-
able. According to Railton, while an explanation of
some event may include a reference to a law that
renders the event nomically expectable, the account
must be supplemented by ‘‘an account of the mech-
anism(s) at work’’ (1978, 208). Railton is vague
on just what a mechanism is, indicating only that
an ‘‘account of the mechanism(s)’’ is ‘‘a more or
less complete filling-in of the links in the causal
chains’’ (ibid).
Salmon’s work on causal-mechanical expla-

nation, beginning with his seminal Scientific Ex-
planation and the Causal Structure of the World
(1984), elaborates Railton’s earlier account of
mechanistic explanation. Though he dubs his
theory ‘‘mechanistic,’’ his actual analysis is not
of the concept of mechanism. Rather, he argues
that explanations must refer to what he calls the
‘‘causal nexus,’’ which he takes to be a vast net-
work of interacting causal processes. Salmon
defines a process to be an entity that maintains a
persistent structure through space-time, a causal
process to be a process capable of transmitting
changes in its structure, and a causal interaction to
be an intersection between causal processes in
which an alteration of the persistent properties
of those processes occurs. In Salmon’s original
formulation, interactions were defined in terms of
a counterfactual criterion of mark transmission.
In response to criticisms of this criterion, he has
eliminated the reference to counterfactuals (Salmon
1994), relying instead on a definition in which caus-
al interactions involve exchanges of conserved
quantities.
Both versions of Salmon’s theory seem vulnera-

ble to a criticism raised by Hitchcock (1995), whose
concern is that there can be events causally con-
nected to but irrelevant to the explanation of an
explanandum event. Salmon’s example of Jones
and the birth control pills illustrates the point.
Jones’s ingestion of birth control pills counts as a
causal interaction under either the counterfactual
or the conserved quantity account. It is part of the
causal nexus preceding Jones’s failure to get preg-
nant. How is this interaction to be excluded as ex-
planatorily irrelevant? The obvious answer is that
the counterfactual claim that Jones would have
gotten pregnant if he had not taken birth control

pills is false; but nothing in Salmon’s theory
appears to require that this claim be true.

Glennan (2002) has argued that this and other
difficulties with the mechanistic approach to expla-
nation arise from an incorrect analysis of the con-
cept of mechanism. Salmon and Railton both
conceive of mechanisms as constituting a nexus of
intersecting causal processes. An alternative view of
mechanisms, advocated by Glennan and byMacha-
mer, Darden, and Carver (2000), among others,
suggests that mechanisms are complex systems—
ensembles of interacting parts. While a causal pro-
cess in Salmon’s sense may involve the operation of
a mechanism, the mechanism is not identified with
the single instance of this process but is rather the
system that reliably underlies processes of a certain
type. The spurious explanation of Jones’s failure to
get pregnant is rejected both because the only reli-
able mechanism for preventing pregnancy by birth
control pills involves the female reproductive sys-
tem and because there is no reliable mechanism for
the production of male pregnancy, so there is no
need to explain the failure of the mechanism.

Pragmatic Accounts of Explanation
From a linguistic point of view, an explanation

can be viewed as an answer to a why-question.
Aristotle, in his theory of the four causes, already
recognizes that the same why-question can be cor-
rectly answered in a number of ways, depending
upon the beliefs and interests of the questioner.
Pragmatic theories of explanation seek to explicate
the relationship between the context in which a
why-question is asked and the kinds of answers
that can be appropriately given.

Hempel was certainly aware that explanation
had a pragmatic dimension, but at least in the
case of D-N explanation, the essential part is se-
mantic. A D-N explanation is a valid argument,
and the validity of an argument is independent of
pragmatic factors. Pragmatic factors will explain
which questions are asked as well as how the argu-
ment is presented (e.g., which premises are treated
as implied), and not much more.

The pragmatic response to Hempel’s account
begins with Scriven but has been more fully devel-
oped in the work of Bromberger (1966) and, espe-
cially, van Fraassen (1980, Ch. 5). Van Fraassen
claims that his pragmatic theory of explanation has
the resources to resolve the problems of asymmetry
and irrelevance that plague the D-N model.

An explanation is an answer to a why-question,
‘‘Why P?,’’ where P is some true proposition. P is,
in Hempel’s terminology, the explanandum. Van
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Fraassen argues, however, that there is more to the
question than P itself. First, when one asks ‘‘Why
P?,’’ one is implicitly contrasting the state of affairs
expressed by P to an alternative set of states of
affairs, called the contrast class. To take one of
van Fraassen’s examples, the question ‘‘Why did
Adam eat the apple?’’ can be understood variously
as asking (1) why he ate the apple (as opposed to
the serpent or other creatures in the garden), (2)
why he ate the apple (as opposed to refusing it, or
perhaps throwing it at Eve), or (3) why he ate the
apple (as opposed to some other fruit in the gar-
den). Besides the contrast class, van Fraassen sug-
gests that the context of the question includes
a relevance relation, which specifies the kinds of
answers that are considered relevant to the ques-
tion. For instance, if one were to ask why primates
have opposable thumbs (in contrast to the pattern
of fingers in other mammals), one could either be
interested in an evolutionary explanation, in which
case the relevance relation would relate selectively
relevant features of environments of ancestral spe-
cies to various morphological traits. Or one could
be interested in a developmental explanation, in
which case the relevance relation would relate com-
binations of genetic and environmental factors to
traits that these combinations cause to develop.

Van Fraassen’s (1980) formal account incorpo-
rates the following definitions:

1. A question Q is a triple <PK, X, R>, where
PK is the topic (or explanandum), X is the
contrast class, which is a set of propositions
that includes the topic, and R is a relevance
relation of propositions to ordered pairs of
topic propositions and contrast classes.

2. The presupposition of Q is the conjunction of
the claims
a. that the topic PK is true,
b. that every other proposition in the contrast

class X is false, and
c. that there is at least one proposition that

bears the relation R to <PK, X> that is
true.

3. A direct answer to Q is the conjunction of the
presupposition and a proposition A that bears
relation R to <PK, X>.

4. A is called the core of the answer to Q. (143)

Most commentators agree that van Fraassen’s
account goes a long way toward elucidating expla-
natory practices. It shows, for instance, why certain
why-questions can be rejected (e.g., if the topic
is false or if the other elements of the contrast
class are not all false) and why a verbally identical
why-question can admit of different answers (e.g.,

because of different implied but unstated relevance
relations). Van Fraassen, however, claims that his
theory is sufficient to solve the explanatory asym-
metry problems that plague the D-N model. He
supports his claim by means of an amusing parable
regarding a tower and its shadow (van Fraassen
1980, 132–134). As with Bromberger’s flagpole,
one would expect that the length of the shadow can
be explained in terms of the height of the tower and
the altitude of the sun, but not vice versa. In van
Fraassen’s parable, however, a wealthy chevalier
has constructed a tower of a certain height in
order that it should cast a shadow over the spot
where he proclaimed his love to a woman he subse-
quently killed. Thus, in this case, it really would be
appropriate to explain the tower’s height in terms
of the length of the shadow it cast. Van Fraassen’s
point is that a particular context will fix a particu-
lar relevance relation, and this relevance relation
will specify the direction of explanation.
While van Fraassen shows that a change in con-

text is sufficient to reverse the direction of explana-
tion, this fact does not by itself show that pragmatic
constraints can eliminate spurious explanations
generated by the symmetries. What makes the re-
versal of direction legitimate in the case of the
chevalier’s tower is that there is an objective rele-
vance relation connecting the chevalier’s mental
states to his actions (including building the tower).
But, as Kitcher and Salmon (1987) point out, van
Fraassen’s theory places no substantive constraints
on the choice of relevance relations. They show
how to construct gerrymandered relevance relati-
ons meeting van Fraassen’s formal criteria but giv-
ing rise to spurious explanations like Bromberger’s
flagpole. One can grant van Fraassen’s point that
there can be other legitimate relevance relations
that give rise to different answers while still main-
taining that a central task of a theory of explana-
tion is to describe the kinds of relevance relations
that are objectively legitimate. The various explan-
atory accounts, including Hempel’s D-N and I-S
models, the statistical relevance model, and
Salmon’s causal theory, can be seen as attempts to
accomplish this task.

Explanatory Unification
The explanatory unification approach, intro-

duced by Friedman (1974) and developed by
Kitcher (1981 and 1989), represents another at-
tempt to remedy the inadequacies in the covering-
law approach to explanation. While distinctly dif-
ferent from Hempel’s version of the covering-law
model, explanatory unification is probably more in
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its spirit than are any of the other models discussed
in this essay. Explanations are arguments. What
the explanatory unification model adds is the re-
quirement that the arguments used to explain ex-
plananda be instances of unifying explanatory
patterns. The counterexamples to covering laws
(and the D-N model in particular) are thought
to be ruled out on the grounds that the spurious
explanatory arguments are not unifying.
To understand what is meant by a unifying ex-

planatory pattern, it is useful to consider some
examples of unification. Perhaps the greatest of
Newton’s achievements was to unify celestial and
terrestrial mechanics. In practice, what this
achievement amounted to was the discovery that
the motion of celestial and terrestrial bodies could
be explained by deriving the trajectory of that mo-
tion from a common set of laws. For instance, the
same explanatory pattern can be used both to de-
rive the trajectory of a satellite around the Earth
and to derive the trajectory of a projectile like a
ballistic missile. As a second example, consider
Mendelian explanations of the distribution of traits
in successive generations of populations. Mende-
lian genetics is unifying because it allows for a
diverse set of facts about distributions of traits in
populations of different species to be explained in
terms of common patterns like dominance and
recessiveness.
Explanation, according to Kitcher, begins with a

set of accepted beliefs K. Given this set, the prob-
lem is to identify a set of argument patterns, called
the ‘‘explanatory store,’’ E(K ), from which expla-
nanda are derived. The explanatory unification
model suggests that E(K ) is the set of argument
patterns that maximally unify K. Most of Kitcher’s
work is devoted to spelling out what counts as an
argument pattern. For Kitcher, an argument pat-
tern consists of three parts: (1) a set of schematic
sentences containing dummy letters for some non-
logical vocabulary; (2) a set of filling instructions
regarding the sorts of terms that can be substituted
for the dummy letters, and (3) a classification of
instructions regarding which sentences are to be
regarded as premises and of the rules of inference
that may be used to derive conclusions from those
premises. Kitcher’s argument patterns are similar
in some respects to metalinguistic argument sche-
mata familiar from formal logic. The essential dif-
ference is that the filling instructions are semantic
rather than syntactic. The terms that replace a
particular dummy letter need not have precisely
the same logical form, but they must belong to a
similar semantic category. For instance, a filling
instruction for a Newtonian pattern of explanation

might specify that the term to replace a dummy
variable refer to a body or to a position within a
Cartesian coordinate system.

It might seem that the unification approach is
open to counterexamples of spurious explanation
very similar to those that confront the D-N model.
For instance, the explanatory store for all of sci-
ence could contain just one argument pattern P

P

because every statement in K is derivable from
itself. Kitcher’s answer to this objection is that the
unifying power of the explanatory store is judged
not just on the numbers of argument patterns in it,
but on the stringency of those patterns. A stringent
argument pattern is one whose schematic sentences
and filling instructions limit the number of possible
ways in which the pattern can be instantiated. The
argument pattern above is clearly not stringent.
While stringency requirements are a plausible solu-
tion to the problem of spurious unification, a major
problem for the explanatory unification approach
is to find an adequate account of stringency, as well
as of the way in which to assess the trade-off be-
tween the size of the explanatory store and the
stringency of its argument patterns.

Critics of the unification approach have also
raised more general concerns. For one thing, it
should be noted that what counts as a good expla-
nation is relativized to the current set of accepted
beliefs K. As those beliefs change, so will the expla-
nations. While it is certainly the case that the argu-
ments accepted as explanatory will change with
changes in K, many philosophers will argue that
the true explanation of some fact should remain
constant over time and that as beliefs change, for-
merly accepted explanations are regarded as spuri-
ous. A second puzzling feature of the unification
approach is what can be called the nonlocality of
explanation. According to the unification approach,
whether something counts as a correct explanation
depends upon whether the argument pattern used
to explain it is also useful elsewhere. This means
that one cannot judge the adequacy of an explana-
tion of a particular event simply by reference to
claims about other local events. Such a requirement
is at odds with causal approaches to explanation,
which suggest that explanations consist in des-
cribing events and processes causally relevant to
the explanandum event. Whether similar causal
patterns actually occur elsewhere is immaterial.
Kitcher’s (1989) reply to this sort of objection is
that the processes identified as causal are just those
that can serve in maximally unifying explanatory
patterns. Advocates of the causal approach re-
spond that Kitcher has confused ontological and
epistemological issues. While considerations like
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simplicity and scope enter into epistemological
judgments about the correctness of theories, what
makes an explanation correct is that it describes an
actual causal process.

Reductive Explanation

Reduction can be understood as a kind of explana-
tion and can be analyzed using the general models
of explanation so far discussed (see Reductionism).
Historically, most discussion of reduction has fo-
cused on three general areas. The first concerns the
attempts of logical empiricists to provide a reduc-
tion of theoretical terms to observational terms.
The second, generally called successional reduc-
tion, involves the study of the relationship between
succeeding theories of the same domain, such as the
relationship between Newtonian mechanics and the
general theory of relativity. The third, generally
called interlevel reduction, involves the study of
the relationship between theories of different levels
of organization, such as the relationship between
neurobiological and psychological theories. The
focus here will be on the third, which is most clearly
a kind of scientific explanation.

The classical model of theoretical reduction is
due to Nagel (1961). According to this model, a
theory is understood as a collection of laws and
other statements. Reduction is accomplished by
discovering a set of bridge principles, which are uni-
versal biconditional statements that identify terms
of the reduced theory with terms of the reducing
theory. For instance, if one were to attempt a re-
duction of classical to molecular genetics, the
bridge principle would say ‘‘For all x, x is a gene
if, and only if, f(x),’’ where f(x) is some (presum-
ably complicated) formula of molecular biology. In
a successful reduction, the laws of the reduced
theory should be derivable from the laws (and
perhaps other statements) of the reducing theory.
A reduction of this sort would satisfy the condi-
tions for a D-N explanation of a general law.

Nagel’s account has been criticized by Fodor,
Putnam, Wimsatt, and Kitcher, among others (see
Sarkar 1992 for a review). Perhaps the most influ-
ential of these criticisms is Fodor’s (1974) multiple
realizability argument. Suppose one attempts to
give a reduction of a higher-level science like eco-
nomics to physics. Economic laws (if there are any)
will describe relations between theoretical terms
like money, debt, interest, etc. What Fodor points
out is that the property of, for instance, being
money is in fact a functional property. What
makes something money is that it plays a certain
causal role in an economic system. Many things,

from gold to dollar bills to digitized numbers on
magnetic media, can perform this causal role, and
these things—the realizations of money—have very
little in common in terms of their physical proper-
ties. It would, consequently, be difficult or impos-
sible to formulate bridge principles. At best one
would identify economic predicates with a large
disjunction of physical predicates. Even if this
were possible, the disjunction would not form a
physical kind and the bridge principle would not
be lawlike.
The purport of arguments like Fodor’s is to

establish the explanatory autonomy of special
sciences. For instance, it would seem to justify the
view that psychological theory can be used to ex-
plain psychological events without reference to the
physical substrate of psychological agents. How-
ever, critics of Fodor and the ‘‘antireductionist
consensus’’ point to the various ways in which
lower-level theories can increase understanding of
a higher level of phenomena. They argue that the
explanatory significance of interlevel relations sug-
gests that the problem is not with reductionism per
se, but with Nagel’s model of reduction. An exam-
ple of this approach can be found in the work of
Kim (2000), who suggests that the properties in
higher-level sciences are functional. In Kim’s ac-
count, a reductive explanation consists in the spec-
ification of the mechanism that realizes this
function. It is true that a given function may have
different realizers in different contexts, but it is
nonetheless explanatory to consider how a function
is realized in a particular case. Moreover, it is often
the case that many or all actual instances of a func-
tion may be realized in the same general way. So
even if, for instance, having a pain is a functional
property, that property is realized by similar mech-
anisms among all human beings, and to some degree
among many other species. If Kim’s account is cor-
rect, then reductive explanation is possible, but it is
closely connected both to functional explanation
and to mechanical explanation.

Functional and Teleological Explanation

The ideas of functional and teleological explana-
tion originated with Aristotle’s concept of the final
cause, the reason or purpose of the existence of a
thing. Although the metaphysical assumption that
everything in nature has a final cause has generally
been rejected since the seventeenth century, teleo-
logical explanation is still considered legitimate in
areas like biology, where systems are products of
design or selection processes. Thus, for instance, if
one explains the structure of the human hand in
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terms of its adaptive function, one is providing a
legitimate teleological explanation (see Function).
Hempel (1959) considered how explanations of

this kind could be integrated into the framework of
the D-N model. He saw the task of functional
explanation as that of explaining the presence of a
certain part within a complex system by showing
that it contributed to that system’s functioning.
For instance, one could explain the presence of
the heart in the human body by showing that its
pumping of blood contributes to the proper func-
tioning of the body. If, however, one attempts to
frame this explanation as a D-N argument for a
particular human body (say Joe’s), one gets some-
thing like this:

Joe’s body functions properly.
Pumping blood is an essential activity in the proper
functioning of a body, and a heart is a body component
that functions as a blood pump.
Thus, Joe’s body has a heart.

Hempel, however, points out that the fact that a
component plays an indispensable role in the func-
tioning of a system does not allow one to infer that
that component must be present. Because functions
are multiply realizable, the same role could be
played by something different than a heart (e.g.,
an artificial heart). The point is even clearer in the
case of opposable thumbs. Although opposable
thumbs play a certain role in human bodies that is
clearly adaptive, one could not predict the develop-
ment of opposable thumbs, because other morpho-
logically distinct traits could perform the same
function. Hempel concluded that functional argu-
ments are, at best, very weak explanations, because
all that can legitimately be inferred from premises
like those in the argument above is that one of an
indefinitely large range of realizers will be present
in the system.
Hempel’s conviction that functional explana-

tions are weak is a consequence of his attempt to
fit them within the D-N model, and in particular of
his belief in the structural identity of explanation
and prediction. Other philosophers, especially
Cummins (1975), have argued that these assump-
tions mistake the distinctive character of functional
explanation. According to Cummins, the point of
functional explanation is to show not that the
presence of a certain component in a system was
predictable, but rather how that component con-
tributes to the functioning of the system in which it
is contained. Functional analysis involves identify-
ing a certain capacity of a system and showing how
more basic capacities of the system or its compo-
nents give the system that capacity. For instance,

functional analysis shows how the heart, arteries,
veins, lungs, etc., give the human body its capacity
to transport oxygen and other products to its vari-
ous areas. As Craver (2001) has pointed out, when
these more basic capacities are associated with
components of a system and when the organization
of these components is specified, functional analy-
sis leads to a pattern of explanation very similar to
mechanistic explanation in the complex-systems
sense. Whatever the success of functional analysis
as an explanatory strategy, many philosophers of
science still believe that there is a kind of functional
explanation in which the adaptive value of a trait
explains the presence of a trait.

STUART GLENNAN
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EXPLICATION

Explication is a form of conceptual clarification
developed by the philosopher Rudolf Carnap. The
purpose of explication is to diminish scientific and
philosophical vagueness and confusion. Although
the development and advocacy of Carnap’s notion
of explication was largely due to Carnap himself,
many of the ideas and methods presented in his
explication project have been incorporated into
contemporary analytic philosophy and linguistics
(see Carnap, Rudolf).

Carnap on Explication

Carnap’s most detailed exposition of his notion of
explication appeared in the first chapter of his Log-
ical Foundations of Probability (Carnap 1950).
There he described explication as the following
procedure:

[E]xplication consists in transforming a given more or
less inexact concept into an exact one or, rather, in
replacing the first by the second. We call the given
concept (or the term used for it) the explicandum, and
the exact concept proposed to take the place of the first
(or the term proposed for it) the explicatum. The expli-
candum may belong to everyday language or to a pre-
vious stage in the development of scientific language.
The explicatum must be given by explicit rules for its
use, for example, by a definition which incorporates

it into a well-constructed system of scientific either
logicomathematical or empirical concepts. (Carnap
1950, 3)

(A similar description appears in Carnap 1947,
7–9). Explication thus involves the replacement of
an inexact concept by another, more exact one.
Since the explicandum in an explication is replaced
rather than elucidated or elaborated upon, explica-
tion is distinct from lexical definition, and more
closely related to stipulative definition.
Explication is also distinct from the analysis of a

concept, where ‘analysis’ is understood either as the
breaking down of a concept into its constituent
parts (as in Kant 1965, 48) or as the substitution
of an ordinary concept with a formally more pre-
cise one for the purposes of clarifying the ordinary
concept’s ontological commitments (as in Russell
1956). Both of these notions of analysis appear to
require that the analysans preserve the meaning of
the analysandum in such a way that the former can
be viewed as the definiens for the latter (cf. Orilia
and Varzi 1998, 107). Carnap imposed no such
constraint on explication. While he thought that
the explicatum should be similar to the explican-
dum, he did not require that it function as a defini-
ens for it, and in fact explicitly allowed for the
possibility that some loss of the meaning of the
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explicandum could occur in explication (Carnap
1950, 7). Furthermore, in analysis the existence of
distinct and nonequivalent analysanda for the same
concept would almost certainly signal an ambiguity
in that concept. But in explicating a concept, Car-
nap thought it possible and at times even desirable
to have distinct and nonequivalent explicata for
it, even if the concept were unambiguous. This is
discussed further below.
Carnap (1950) identifies a simple example of

explication in the replacement of the ‘‘prescientific’’
concept ‘fish’ by the concept piscis within a system-
atic zoology (5–6). The concept ‘fish’ is vague and
broad. It arguably includes, for instance, tadpoles,
seals, whales (‘‘Walfische’’ in German) and possi-
bly other aquatic animals that are not cold-blooded
or that do not have gills throughout life. The con-
cept piscis, on the other hand, was stipulated to
denote just those aquatic animals having the char-
acteristics of being cold-blooded and having gills
throughout life. This stipulation was introduced,
Carnap thinks, because it was more fruitful, within
zoology, to classify these animals together. For ex-
ample, the concept has proved more fruitful with
respect to its appearance in laws or useful general-
izations: More true and informative generalizations
involve piscis than fish (in the older sense of ‘fish’).
Within a systematic zoology, piscis would function
as the explicatum of fish, the explicandum.
Carnap suggested (1950, 3) that his notion of

explication was informed by Immanuel Kant’s no-
tion of an explicative judgment, in which the con-
cept of the predicate is analyzed within the subject
(see Kant 1965, 48), and by Edmund Husserl’s
notion of an Explikat, or the distinct, articulated
outcome of an analysis (cf. Husserl 1973, 112ff).
These connections are superficial, however, for
Carnap’s notion of an explication was embedded
within the project of a systematic axiomatization of
knowledge and discourse that has no correlate in
Kant or Husserl. From the perspective of axio-
matics and language construction, Carnap’s expli-
cation project has a rather greater affinity with
Leibniz’s notion of a ‘‘universal language,’’ which
was a proposal for a constructed language that
would precisely specify and define key philosophi-
cal and scientific terms. Unlike Leibniz, however,
Carnap would have rejected the existence of a sin-
gle ‘‘correct’’ language. A more contemporary and
direct influence on Carnap’s explication project
was David Hilbert’s pioneering work in formal
axiom systems, which Carnap made extensive use
of in his later work (see Hilbert, David).
While the explicatum is a new concept that

replaces the explicandum, the explicandum

nonetheless guides the choice of its replacement,
in that Carnap (1950) makes it a requirement on
explication that the explicatum be ‘‘similar’’ to the
explicandum in the sense that the former can be
used in most cases in which the latter is used,
although he emphasizes that a ‘‘close similarity’’
is not required (7). Similarity is the first of four
conditions that Carnap places on an explicatum
(7–8), viz.:

1. The explicatum should be similar to the expli-
candum.

2. The explicatum should be given an exact spec-
ification within a rule-governed system of sci-
entific concepts.

3. The explicatum should be a fruitful concept,
and in particular allow for the formulation of
many universal statements.

4. The explicatum should be as simple as possi-
ble. (This condition Carnap makes subsidiary
to the first three [8]).

Carnap attempted explications of a variety of
concepts throughout his later works. Examples of
explicanda/explicata pairs proposed by him inclu-
de: denotation/extension, meaning/intension, logi-
cal truth/L-truth, logical implication/L-implication,
empirical truth/semantic truth (all given in Carnap
1947), verification/confirmation, inductive infer-
ence/logical probability, and estimation/degree of
confirmation (Carnap 1950). As these examples
illustrate, Carnap thought that explications could
be performed not just on the concepts of empirical
science, but on concepts from philosophy or from
formal sciences such as set theory.

Consistent with the constraints guiding the pro-
cess of explication, Carnap sometimes proposed
different explicata for the same explicandum. For
example, Carnap (1950) offered two distinct
explicata for the explicandum ‘‘probability’’ (23f.).
For instance, probability is explicated as the degree
of confirmation of a hypothesis H with respect to
an evidence statement. According to another expli-
cation, probability is the relative frequency (in the
long run) of one property of events or things with
respect to another. Carnap recognized that both
conceptions of probability were important (25),
and he did not regard the existence of different
and even incompatible explicata for the same expli-
candum as an inconsistency or defect by itself. He
did, however, regard it as essential that distinct
probability concepts be recognized as such, and
saw his explication of probability as removing var-
ious confusions that had been generated by a fail-
ure to clearly identify distinct probability concepts
(Carnap 1950, 35).
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The exactness condition on explication in partic-
ular calls for further discussion, since it leads to
Carnap’s philosophical framework for the activity
of explication. This framework in turn helps to
illuminate the remaining conditions and gives
some indication of why there are not more than
these four.

Exactness in an explication is, for Carnap, ideal-
ly accomplished through the axiomatization of an
area of knowledge. It was Carnap’s lifelong convic-
tion that progress within philosophy and science
was hampered by the vagueness and imprecision
of concepts and theories, which he believed was
often manifested in the form of ‘‘sterile and use-
less’’ metaphysical disputes (Carnap 1963a, 44–5).
The construction of axiomatic systems with pre-
cisely specified rules was his proposed solution. If
a set of basic axioms can be stipulated for some
domain of knowledge, and if such axioms can be
conjoined with clear definitions of key concepts
and with rules governing inferential relations and
relations of justification or confirmation, disputes
arising from vagueness or imprecision could,
Carnap thought, be eliminated.

Consider a simple example axiom system for a
theory of the thermal expansion of iron rods
(Carnap 1938, 199f). One might lay down a series
of syntactical rules that specify sets of typed signs
and permissible concatenations of those signs, and
then ‘‘translate’’ certain fundamental empirical
laws into that language by including unary predi-
cates such as Sol and Fe and function symbols
like te(x,t), lg(x, t), and th(x). A pair of axioms
in such a (quantified) logical language might
appear as:

A1: ð8xÞð8tÞð8lÞð8TÞ½IF ðððððSolx and

lgðx; t1Þ ¼ l1Þ and lgðx; t2Þ ¼ l2ÞÞ and
teðx; t1Þ ¼ T1ÞÞ and teðx; t2Þ ¼ T2Þ and

thðxÞ ¼ bÞ THEN ðl2 ¼ l1 � ð1þ bðT2 � T1ÞÞ�:

A2: ð8xÞðIF ðSolx and FexÞ THEN

thðxÞ ¼ 0:000012Þ:
Here x, b, and subscripted formulae are real

number variables. From this basis semantical
rules may be introduced. These rules assign to
signs of the primitive, or ‘‘ground,’’ type a class
of material objects. Such rules would further as-
sign to the predicates Sol and Fe the properties of
being solid and ferrous, respectively, and assign to
the functions te, lg, and th the values of tempera-
ture in degrees centigrade (T), length in centi-
meters, and coefficient of thermal expansion,
respectively, for bodies x at times t. Under this

interpretation, axiom 1 (A1) is the quantitative
law of thermal expansion, and axiom 2 (A2) gives
the coefficient of thermal expansion (in the appro-
priate units) for iron.
Carnap (1938) illustrates how even simple inter-

preted axiom systems like this can, when conjoined
with a mathematical calculus, be used to derive
predictions about the changes in length that an
iron body will undergo when heated (201–2).
Hence, unlike a set of axioms for a formal science
such as logic, an interpreted set of axioms for an
area of empirical science contains statements that
have empirical content, and so allows the deriva-
tion of ‘‘factual’’ statements whose truth can be
empirically determined, as well as of theorems.
This raises questions concerning how the truth of
such axioms is to be understood. For instance, is
A2 akin to a stipulative definition? If so, what
explains the fact that it has merely contingent em-
pirical applicability and seems to have been discov-
ered rather than stipulated? If on the other hand
A2 is just a formal expression of an experimentally
determined result, what does it mean to regard it as
an axiom, as opposed to a true inductive generali-
zation? To the extent that axioms for Carnap are to
be treated as akin to stipulative definitions, one can
see how philosophers such as Willard Van Quine
found it natural to question Carnap’s distinction
between axioms and other truths of an empirical
theory (cf. Quine 1953 and 1966) (seeQuine,Willard
Van). Yet, Carnap was not oblivious to such
concerns as these, as a look at his research into
axiomatics reveals.

Explication and Axiomatics

The nature of the relationship of axiom systems to
empirical reality was something that Carnap
worked throughout his career to clarify. His posi-
tion changed over time in response to developments
in axiomatics in the first half of the twentieth centu-
ry. One of his major concerns was the status of the
concepts implicitly defined by an axiom system.
Like his teacher Frege, Carnap regarded implicitly
defined concepts, such as ‘point’ or ‘line’ in axiom-
atic geometry, as problematic on the grounds that
the law of the excluded middle does not typically
hold for them (Carnap 1927, 364–366). It is now
evident from his unpublished work on axiomatics
that in the late 1920s Carnap (1927) thought that
the specification of a consistent set of axioms for a
complete and decidable theory T would guarantee
the categoricity of T, and conversely (364–365). He
(wrongly) believed himself to have a proof of this
result, which he called the Gabelbarkeitssatz (the
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results of this unpublished work are presented in
Awodey and Carus 2001). Carnap believed that the
Gabelbarkeitssatz allowed him to ‘‘ground’’ an
axiom system A in empirical reality in the following
sense: Given a demonstration of the categoricity of
the theory generated by A, it would follow by
Carnap’s proof that A was decidable. This in turn
means that the concepts implicitly defined by A
would be such that the law of the excluded middle
held for them. On the basis of this result, Carnap
set to work on a general theory of axiomatics.
In 1930, however, this project was abandoned

after Carnap became persuaded by Alfred Tarski
and Kurt Gödel that the Gabelbarkeitssatz was
incorrect. Tarski persuaded Carnap to distinguish
more clearly between statements framed in the for-
mal language used in the axiom system and state-
ments framed in the language used to talk about the
axiom system (cf. Carnap 1963a, 53–54). A confu-
sion of this distinction arguably lies at the basis of
the defective Gabelbarkeitssatz proof (Awodey and
Carus 2001, 159). And Gödel’s incompleteness the-
orems showed Carnap that there exist categorical
axiom systems (such as the Peano axioms formu-
lated in second-order logic) that are not decidable.
Carnap’s response to these developments seems

to have been to abandon his earlier concerns about
implicit definitions and liberalize the constraints on
philosophically suitable axiom systems. No longer
able to specify a formal feature internal to a system
of axioms that would guarantee an application for
concepts defined by those axioms, Carnap in
1934 introduced his principle of tolerance, accord-
ing to which there are no ‘‘morals’’ for logic to
obey beyond the constraints of fruitfulness and
exactness in specifying a language and axioms for-
mulated in it (Carnap 1937, 51–52) (see Conven-
tionalism). The principle of tolerance was to guide
Carnap throughout the remainder of his career,
and it illustrates his considered attitude toward
the formal systems in terms of which explications
are to be performed.
After 1934, the principle of tolerance informed

Carnap’s treatment of the truth of axioms with
empirical content (such as A2). When such axioms
were interpreted in such a way that their nonlogical
descriptive signs had empirical designata, Carnap
came to simply regard them as true only insofar as
their truth had been established inductively by ob-
servation and experiment (Carnap 1930, 203; see
also 1963a, 60). What then renders such statements
axioms? His answer relied upon the flexibility en-
abled by the principle of tolerance. If, as Carnap
thought, there are no ‘‘facts of the matter’’ in logic,
that is, if there is no single true or correct logic (or

language system) that must be accepted, but rather
a plurality of logics and language systems, each of
which may be engineered to suit particular pur-
poses, then nothing prevents the construction of
systems in which certain statements are stipulated
to have a privileged role. If making something like
A2 an axiom leads to greater simplicity and fruit-
fulness in the application of mechanics, then it may
be made into an axiom, despite the fact that it is
regarded as true in virtue of empirical data (and
not, say, a priori intuitions). The conceptual frame-
work that one operates with—the language and
formalizations of knowledge that are constructed
in it—is under human control.

Thus understood as a kind of linguistic engineer-
ing, explication was justified in part by the very
flexibility and plurality of languages and logics
that Carnap—having failed to uphold a doctrine
of a single ‘‘correct’’ logic—now believed to exist.
Nothing prohibits a philosophically minded scien-
tist from modifying a part of language by axioma-
tizing and precisely defining certain concepts
within those axiomatizations to serve as explicata
for less clearly defined ordinary concepts, provided
that it is useful to do so. Over time, some explicatum
might completely displace its explicandum, even in
ordinary, nonsystematic linguistic usage. The re-
placement in everyday parlance of the vague con-
cept germ by more precise and scientifically
delimited concepts such as bacterium and virus
might provide an example of this tendency.

Although few philosophers, and still fewer scien-
tists, make explicit mention or use of Carnap’s
explication project, the general idea of providing a
formal systematization of a body of knowledge and
explicating concepts within it has formed a signifi-
cant component of research in contemporary lin-
guistics, mathematics, and the philosophy of
language. As suggested above, Carnap’s own expli-
cation projects focused largely on probability and
induction (Carnap 1950) and the philosophy of
language (Carnap 1947). Both the nature of expli-
cation itself and the results of these individual pro-
jects have raised philosophical questions, some of
which are examined below.

Strawson’s Objections

Carnap’s treatment of explication as a form of
philosophical clarification was criticized by P. F.
Strawson in an exchange with Carnap (Schilpp
1963). Strawson’s critiques, and Carnap’s reply
to them, help to illuminate aspects of Carna-
pian explication, as well as to suggest potential
weaknesses.
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Strawson and Carnap seem to agree that Car-
nap’s method of explication is intended as a way of
clarifying philosophical concepts. Strawson thinks
of Carnap’s method as the construction of a formal
system employing concepts that are precisely de-
fined and then comparing the concepts within the
constructed system with those that were to be
explicated or clarified. Strawson objects that this
method is neither the only nor the best way to clear
up philosophical perplexities and confusions con-
cerning concepts of ordinary language. He thinks
that most philosophical perplexities arise within
ordinary discourse, to which certain basic concepts
are essential. Carnap’s approach of constructing a
formal system to clarify problems arising within
ordinary discourse is ‘‘utterly irrelevant’’ for what
is needed:

It seems prima facie evident that to offer formal explana-
tions of key terms of scientific theories to one who seeks
philosophical illumination of essential concepts of non-
scientific discourse, is to do something utterly irrelevant—
is a sheer misunderstanding, like offering a textbook on
physiology to someone who says (with a sigh) that he
wished he understood the workings of the human heart.
(Strawson 1963, 505)

Strawson’s charge here thus appears to be that
Carnap’s explications will miss analyzing those con-
cepts that he thinks are essential for ordinary dis-
course, and thereby fail to resolve the philosophical
problems that they may give rise to. If our ordinary
concepts lead to puzzles, then it would seem to be
these concepts that one ought to investigate and
clarify, and not some other, more or less homolo-
gous ones. Carnap responds to this by drawing on
his considerably more ‘‘tolerant’’ conception of lan-
guage, according to which all ordinary concepts are
‘‘dispensable’’ and hence can be replaced when the
need (e.g., philosophical perplexity) arises. Carnap
thus provides a different analogy:

A natural language is like a crude, primitive pocketknife,
very useful for a hundred different purposes. But for
certain specific purposes, special tools are more effi-
cient, e.g., chisels, cutting-machines, and finally the
microtome. If we find that the pocketknife is too crude
for a given purpose and creates defective products, we
shall try to discover the cause of the failure, and then
either use the knife more skillfully, or replace it for this
special purpose by a more suitable tool, or even invent a
new one. The naturalist’s thesis is like saying that by
using a special tool we evade the problem of the correct
use of the crude tool. But would anyone criticize the
bacteriologist for using a microtome, and assert that he is
evading the problem of correctly using a pocketknife?
(Carnap 1963b, 939)

The ‘‘linguistic naturalist’’—Carnap’s term for
advocates of Strawson’s position—could presum-
ably agree with Carnap that no one is to be criti-
cized for employing concepts or tools as needed.
But Carnap’s analogy allows for the obvious
rejoinders that (1) pocketknives are not replaceable
by microtomes for most ordinary uses and (2)
someone who was having trouble using a pocket-
knife in an ordinary circumstance would not be
helped in the least by being shown the workings
of a microtome. So it is not obvious that Carnap’s
analogy adequately answers Strawson’s charge
of the irrelevance of explication for unraveling per-
plexity involving ordinary notions.
In addition, it may be misleading to treat an

entire language as analogous to a tool, as Carnap
does here. Just as tools can be used in tandem with
each other, so can concepts. Just as it would be a
terrible impediment to restrict oneself to a single
tool for everything, so too would it be disastrous to
get by with a single concept. However, if one thinks
of individual concepts as akin to tools rather than
whole languages, Strawson’s worries about the ir-
relevance of some tools to the workings of other
tools return to salience.
Carnap provides another example, involving the

concepts of warmth and temperature, to help clarify
the role of explication. Two different people, or one
person in different circumstances, might describe
the same thing as warm and as not warm. This
might lead to questions such as whether warmth
is a feature that things can have independently of
perceivers. Carnap writes:

In order to solve this puzzle, we have first to distin-
guish between the following two concepts: (1) ‘‘the
thing x feels warm to the person y’’ and (2) ‘‘the
thing x is warm’’, and then to clarify the relation
between them. The method and terminology used for
this clarification depends upon the specific purpose
we may have in mind. First it is indeed possible to
clarify the distinction in a simple way in ordinary
language. But if we require a more thorough clarifica-
tion, we must search for explications of the two con-
cepts. The explication of concept (1) may be given in
an improved version of the ordinary language con-
cerning perceptions and the like. If a still more exact
explication is desired, we may go to the scientific
language of psychology. The explication of concept
(2) must use an objective language, which may be a
carefully selected qualitative part of the ordinary lan-
guage. If we wish the explicatum to be more precise,
then we use the quantitative term ‘‘temperature’’ ei-
ther as a term of the developed ordinary language, or
as a scientific term of the language of physics. (Carnap
1963b, 934)
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Although he does not say so explicitly, it seems
that Carnap may here be identifying ever greater
precision with ever ‘‘more thorough clarification.’’
If he is, then Strawson’s worries persist. Sub-
stituting more and more precise concepts need not
yield any clarification of issues pertaining to other
(even if less precise) concepts, any more than un-
derstanding the workings of a microtome will
tell us how to skillfully use a pocketknife. At the
very least, Carnap needs to show how clarity is
supposed to emerge in such cases. In particular,
recall the question of whether warmth is an objec-
tive feature of objects, independent of perceivers.
Why should we assume as a matter of course that
this question becomes uninteresting or obviously
answered by pointing out that temperature is a
reasonably precisely defined feature of things?
Later in his reply to Strawson, Carnap (1963b)
adds:

The process of the acquisition of knowledge begins with
common sense knowledge; gradually the methods be-
come more refined and systematic, and thus more sci-
entific. . . . Suppose the statement ‘‘it will probably be
very hot tomorrow at noon’’ is made for the purpose of
communicating a future state to be expected, perhaps
with regard to practical consequences. The use of the
explicatum ‘‘temperature’’ instead of ‘‘very hot’’ in the
above statement makes it possible to fulfill the same
purpose in a more efficient way: ‘‘the temperature to-
morrow at noon will probably be about so and so
much’’. (934, 936)

Carnap thus thinks of improvements in preci-
sion as signs of scientific progress and clarification.
But just how invoking temperature has made any-
thing ‘‘more efficient’’ in this context, he does not
explain.
Perhaps a better example for Carnap (1963b) is

one that he mentions later on in his response to
Strawson (939): the solution of Zeno’s paradoxes.
Zeno, the ancient Eleatic philosopher, raised some
well-known perplexities about how motion is pos-
sible. For example, the traversal of any finite dis-
tance or spatial interval involves crossing infinitely
many subintervals and thereby completing an
incompletable (infinite) process. But since complet-
ing the incompletable is impossible, motion is im-
possible. Carnap takes it that Zeno’s paradoxes of
motion are definitively resolved by appeal to tech-
nical advances in mathematics involving limits, the
real numbers, and other notions. To the extent that
this is correct (an interesting issue that cannot be
addressed here), it would appear that the construc-
tion of a new relatively formal system of concepts
has provided a solution or ‘‘conceptual clarifica-
tion’’ of paradoxes involving ordinary concepts

such as motion from one location to another.
Strawson does not discuss this example in his
paper, but a possible response that he might give
leads to another strand of his argument.

Strawson grants that the construction of formal
systems of precisely defined concepts, when
coupled with the comparison of such constructed
concepts to ordinary ones that lead to perplexi-
ties, can yield illuminating results. In order to illu-
minate the ordinary landscape, one might
introduce an artificial one with which to compare
it, and this sort of comparison and contrast is
arguably what helps to resolve Zeno’s paradoxes.
However, Strawson argues, such applications pre-
suppose the sort of analysis of the relations between
ordinary concepts of the sort that he takes to be
primary and essential. A sketch of the ‘‘ordinary’’
landscape is required before it can be compared
with another.

To the extent that commonsense concepts, trou-
bling as they are, are essential to ordinary language
and action, then it may be that Carnap’s ‘‘explica-
tion’’ does not help with certain problems involving
such concepts that will necessarily arise. To the
extent that one thinks that commonsense concepts
are dispensable in favor of ‘‘more precise’’ recon-
structed concepts, then Strawson’s concerns will
seem uninteresting. One will naturally focus instead
on the construction of new and improved schemes,
rather than muddle about with confused ones.

In his concluding remarks in response to Straw-
son, Carnap (1963b) writes as though there were a
well-defined notion of success that could be used to
evaluate his program as well as Strawson’s, so that
one can, as it were, inductively decide which one is
better according to the standard:

We all agree that it is important that good analytic work
on philosophical problems be performed. Everyone may
do this according to the method which seems the most
promising to him. The future will show which of the two
methods, or which of the many varieties of each, or
which combinations of both, furnishes the best results.
(940)

But however laudatory Carnap’s tolerance might
be in other settings, it is not so clearly appropriate
here. Either the philosophical goal is conceptual
clarification of ordinary concepts, in which case
Strawson’s argument (that the examination of
those concepts is the most essential component)
seems sound; or the goal is the construction of con-
ceptual systems that optimize our capacity to predict
and control ‘‘experience,’’ in which case Carnap’s
‘‘constructive’’ process of ‘‘precisification’’ seems
appropriate.
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Quine’s Objections

Carnap’s explication project received criticism
from another philosopher, Willard Van Quine.
Quine argued at length that there could be no
philosophically useful definition of ‘‘analyticity’’
and that the definitions that had been provided
for this notion, including Carnap’s, suffered from
defects such as circularity and an empty extension
(see Analyticity). Yet Carnap’s explication project
seems to require that some statements, such as the
axioms and ‘‘meaning postulates’’ of a formalized
system in which explications are conducted, have a
privileged role, and this role seems to make such
statements functionally very similar to the analytic
statements that Quine rejected. Indeed, Carnap
himself emphasized that the difference between
the logical and mathematical formulae of an (inter-
preted) axiomatized theory, on the one hand, and
the physical propositions of that theory, on the
other hand, was essential both to the theory and
to the clarification that the theory might provide
(see e.g., Carnap 1938, 202). Quine found this dis-
tinction unintelligible or at best unhelpful.

Quine’s criticism of analyticity can be seen to
pose a challenge to Carnap’s explication project
on two fronts. One front concerns the question of
whether Carnap was correct in invoking and
assigning philosophical importance to a distinction
between statements that are true by stipulation
and those that are true in virtue of matters of
fact. Here the difference between Quine and Car-
nap needs to be carefully identified. Quine did not
deny the possibility that certain statements, such
as meaning postulates, could be stipulated to be
true (cf. Quine 1953, 34). And as has been noted,
Carnap did not deny that a statement that is func-
tioning as an axiom, such as A2 above, could not
also be regarded as an empirical generalization.
What appeared to separate the two positions was
rather each philosopher’s appraisal of the signifi-
cance of elevating empirical generalizations to the
status of axioms within the systematization of an
area of discourse. Carnap regarded this elevation
as an essential component of explication, and
thereby of philosophical clarification, while Quine
regarded it as a useless and singularly unhelpful bit
of stipulation.

Resolving this dispute is difficult, as it was for
the original disputants themselves (see, for in-
stance, the correspondence that Quine and Carnap
exchanged over the issue in Creath 1990). It is
noteworthy that even if Quine’s attack on analyti-
city is judged a failure, its very presence exposes a
second front on which Carnap’s explication project

may be criticized. For Carnap’s attempts to defend
his use of the term ‘‘analytic’’ against Quine’s
objections itself involved recourse to explication.
Thus in replying to Quine, Carnap wrote that ‘‘it
is not clear whether [Quine] is asking about the
elucidation explicandum, ‘analytic,’ or about an
explicatum. If he means the latter, then it is given
in the rules of a semantical system’’ (Carnap, in
Creath 1990, 430).
The problem here is that an appeal to ‘‘rules of a

semantical system’’ to clarify ‘‘analytic’’ was exactly
the kind of thing that Quine found objectionable. As
Quine put it, ‘‘the explanation ‘true according to the
semantical rules of L’ is unavailing; for the relative
term ‘semantical rule of ’ is as much in need of
clarification, at least, as ‘analytic for’’’ (Quine 1953,
34). It is thus understandable that Carnap’s claim
that philosophical disputes about ‘‘analytic’’ would
be resolved by explication failed to placate Quine.
Indeed, it appears that Carnap’s desire to resolve
Quine’s concerns about the analytic/synthetic by
means of explications risked begging the question
in Carnap’s favor. On the other hand, there is an
argument to be made that Quine’s own position at
this point is problematic (see Analyticity).
There is some irony in the fact that the very

project that Carnap had hoped would lead to the
resolution of apparently intractable and seemingly
interminable philosophical disputes appeared to be
constitutionally incapable of being applied (in a
non-question-begging way) to the very dispute with
Quine in which Carnap found himself increasingly
enmeshed. So at the very least, Quine’s objections
may expose the presence of philosophical problems
that arguably fall outside the purview of explica-
tion. In a further irony, Quine and Strawson, who
were at loggerheads over the analyticity issue,
found themselves allied in their rejection of Car-
nap’s explication project, for both regarded this
project as inadequate to the task of philosophical
and conceptual clarification, although they did so
for very different reasons.

ERIC LOOMIS

CORY JUHL
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F
FALSIFICATION

See Cognitive Significance; Demarcation, Problem
of; Popper, Karl Raimund

FEMINIST PHILOSOPHY OF SCIENCE

This articlewill encompass philosophical analyses of
science undertaken from feminist perspectives. The
tradition is part of the larger field of feminist science
studies, which includes feminist internal science cri-
tique, feminist work in the history of science, and
feminist engagements in social studies of science.

Feminist philosophy of science is a dynamic re-
search tradition, loosely delineated by its origins,
research questions, and history. Its origins include
the emergence in the 1970s of feminist scholarship,
in which academics, including scientists, brought
the analytic category of gender to bear on research
questions, methods, and theories in their fields. In
philosophy, feminists analyzed relationships be-
tween gender, on the one hand, and theories of

ethics, social and political theory, metaphysics,
and epistemology, on the other. Although the
details varied by area, historical period, and specific
theory, feminists found that assumptions about
gender informed many philosophical theories, in-
cluding those about knowledge and science. Some
associated men and women with what were argu-
ed to be opposing characteristics or categories—
respectively, for example, mind and body, reason
and emotion, objectivity and subjectivity, culture
and nature, and activity and passivity—and took
the first characteristic of each pair to be rightfully
dominant in relation to or superior to the second.
Many incorporated symbolic gender associations in
whichvalued traits or characteristics (e.g., rationality)
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were closely aligned with traits associated with (ste-
reotypical) masculinity. And many took men, or
more accurately some subset of men, as their only
or primary subject.
During this period, feminists in a number of

sciences found that androcentrism, or ‘‘male cen-
teredness,’’ as well as sexism, informed research
questions, methods, and hypotheses in their fields.
They identified and criticized the emphasis on male
behavior and activities in psychology, the social
sciences, biobehavioral science, animal sociology,
and various fields in the biological sciences. They
criticized biological explanations for what were
alleged to be differences in behavior, cognitive abil-
ities, and temperament between the sexes. They
also explored symbolic gender associations in
general views about science, including how traits
closely aligned with it, such as detachment and
objectivity, were also strongly aligned with (stereo-
typical) masculinity. Finally, they detailed informal
barriers women continued to confront in entering
the sciences or succeeding in them. Both bodies
of research would contribute to the emergence of
feminist philosophy of science in the 1980s.
Developments in the philosophy of science in

the 1970s have also influenced the emphases and
methods of this tradition. Challenges in the preced-
ing decades to what Suppe (1972) called ‘‘the
received view’’ led not only to the abandonment
of specific traditional positions, but also to changes
in how those in the discipline viewed it. The chal-
lenges included arguments against the plausibility
of an extrascientific ‘‘foundation’’ for science, and
for the theory-ladenness of observation, underde-
termination, and versions of holism (see Theories).
Together with increased interest in the history of
science and the details of scientific practice, both in
part a response to the work of Kuhn, these argu-
ments contributed to the emergence of more con-
textualist approaches in mainstream philosophy of
science (see Kuhn, Thomas), to finely focused stud-
ies of the special sciences, of the role of community-
specific standards in research, and of the role of
other contingent and contextual (or external) fac-
tors in scientific practice. Like their colleagues,
feminist philosophers have explored the implica-
tions of these developments, including how they
might provide insights into the relationships be-
tween gender and science, and their implications
for interpretive notions such as social constructiv-
ism and realism (see Scientific Realism; Social
Constructionism).
Research in feminist philosophy of science has

also developed apace with work in other traditions
in science studies, including anthropology and

sociology of science. Some feminists have found
resources in one or more of these traditions (e.g.,
Barad 1996). Others maintain that there are impor-
tant differences between their own methods and
goals and those characterizing one or more of them
(e.g., Harding 1986). In particular, although fe-
minists are interested in understanding the role of
social factors in scientific theorizing, many reject
the epistemic relativism espoused in early work in
the sociology and anthropology of science. In-
creasingly, however, work in these traditions recog-
nizes the role of the material world in scientific
practice, and further engagements between them
and feminist philosophy of science are likely.

The traditions and developments noted do not
receive equal treatment in this article, but each has
influenced the trajectories of feminist philosophy of
science.

Research Questions

Feminist philosophy of science encompasses a va-
riety of methods and emphases, and these continue
to evolve. But several questions, albeit differently
formulated and pursued in the last two decades,
inform much of the work undertaken in it. There is
the general question:

What are the relationships between social rela-
tions (e.g., gender, race, class, culture) and methods
(directions and/or content) of the sciences?

Feminist philosophers of science have explored
several kinds of relationship between the sciences
and their social contexts. As noted earlier, they
study the ways in which assumptions concerning
gender contribute to scientific questions, methods,
hypotheses, and other aspects of scientific practice.
In addition, there is increasing (though some would
argue still insufficient) attention to the ways in
which race, class, and other social relations impact
the directions or content of science (e.g., Harding
1991; Schiebinger 2004; Weasel 2004). Conversely,
feminists analyze the impact of scientific hypoth-
eses and technologies on cultures as a whole and/or
on specific groups, including the recurrent interest
in establishing differences in abilities or behavior
along the politically salient axes of gender and
race (e.g., Schiebinger 2004; Weasel 2004). They
also explore the nature and consequences of divi-
sions in cognitive authority between women and
men, scientists and laypersons, specialties within
science, White persons and persons of color, and
Western science and knowledge of other cultures
(e.g., Addelson 1983 and 2003; Harding 1991).

These investigations differ in several respects
from those that characterizedmid-twentieth-century
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philosophy of science. For one thing, many femin-
ists do not assume that the social or cultural iden-
tities of scientists, or divisions in cognitive authority
and labor along the lines of gender or other social
relations, are of no epistemological consequence.
For another, many do not assume that all relation-
ships between social interests and research compro-
mise the science in question. These, they argue, are
empirical issues to be investigated on a case-by-case
basis (e.g., Anderson 2004; Harding 1986; Keller
1985; Longino 1990 and 1996; Nelson 1990 and
1996; Wylie 2004). Finally, many feminist analyses
are empirically based, focusing on specific episodes
in the history of science or contemporary research.
The emphasis on case studies, also common in nat-
uralized philosophy of science and philosophy of
the special sciences, is in part a function of the
developments in the philosophy of science noted
above. But these methodological approaches and
the empirical hypotheses underlying them also
trace their roots to the internal science critiques
leveled by feminist scientists in the 1970s and
1980s, which are summarized in the next section.

The role of epistemic values in scientific practice,
such as simplicity, generality of scope, and conser-
vatism, are of long-standing interest to philosophers
of science, including feminists. Among feminists
and others, there is now substantial interest in the
question, What role(s) do nonepistemic values have
in scientific practice and what role(s) should such
values have?

Again reflecting a break with traditional app-
roaches in the philosophy of science, feminists are
among those who explore how nonepistemic values
might have a positive role in science and how,
whether positively or negatively, they can influence
the directions or content of well-regarded research
yet remain unrecognized (e.g., Longino 1990; Potter
1989). These two lines of empirical investigation
yield another question: If relationships are found
between social relations and science, and/or bet-
ween science and so-called nonepistemic values,
what are the normative implications for scientific
practice and for the philosophy of science?

In the 1970s and 1980s, many feminist scientists
took it to be an obvious implication of the research
they analyzed that science was a more human and
culturally bound activity than previously acknowl-
edged in much mainstream philosophy of science,
although recognized by previous work in other
traditions (e.g., neo-Marxism). So stated, the em-
pirical content of this view is quite vague and its
normative implications are unclear. In the interven-
ing years, feminist philosophers of science and
scientists have worked to understand both.

The questions just outlined are not unique to
feminist philosophy of science, so one might well
ask, What work is done by feminist in ‘‘feminist
philosophy of science’’? In this article, ‘feminist’ lo-
cates a dynamic research tradition in relation to its
history and a now extensive tradition of feminist
science studies (cf. Alcoff and Potter 1993). This
essay also follows Longino in understanding
feminist philosophy of science as a way of doing
the philosophy of science, not as a specific theory
about science. As Longino puts this point, it is a
way of engaging in the philosophy of science that
reflects a commitment to not let gender ‘‘be disap-
peared,’’ of studying its relationships to science
and, as needed, working to change them (Longino
1994). Again, reflecting developments in a range of
disciplines and approaches, many feminists have
come to recognize that gender is an insufficient
variable for understanding women’s experiences,
including those of women scientists, or for under-
standing the impact that the sciences have on
women. Accordingly, recent work in feminist phi-
losophy of science analyzes the role of other social
relations, such as race and culture, in addressing
the questions earlier outlined (e.g., the essays in
Nelson and Wylie 2004) and makes increasing use
of the work done in postcolonial science studies
(e.g., Harding 1996 and Schiebinger 2004).
Its origins, core questions, and internal history

delineate feminist philosophy of science as a recog-
nizably distinct tradition. But the following discuss-
ion also reveals its strong relationships to the
broader tradition of the philosophy of science. Fem-
inists have appealed to and built on a number of
contextualist approaches and positions, particularly
neo-empiricism and naturalism, in the broader dis-
cipline. The contrasts earlier emphasized distinguish
feminist approaches from mid-twentieth-century
philosophy of science and from some still quite tra-
ditional approaches in philosophical epistemology.

Feminist Internal Science Critiques:
Critical and Constructive

As noted earlier, feminist philosophy of science
emerged in part in response to the analyses under-
taken by feminist scientists. A continuing focus of
feminist internal science critique is the relative un-
derrepresentation of women and minorities in the
sciences, and the informal barriers to full participa-
tion in the sciences that members of these groups
have faced. It first arose as an issue of fairness. But
feminist scientists would soon investigate the epis-
temic consequences of inequities in access to and
opportunities in the sciences—that is, their potential
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consequences for the directions and content of sci-
ence. It is to such consequences, and the questions
they raised for traditional understandings of science,
that this section is devoted.
In the 1970s and 1980s, feminists in the social

sciences identified several levels of androcentrism
in the research questions, methods, and theories
of their fields—perhaps of most significance, in
research not concerned to identify or explain sex
or gender differences. They criticized methodologi-
cal approaches to and accounts of social life that
emphasized men’s activities as defining the so-
called public sphere and ‘‘culture’’ and associated
women with the ‘‘private’’ sphere and reproductive
activities, in turn treated as ‘‘natural’’ and without
need of explanation. They also criticized the lack of
attention to issues of concern to women, including
gender discrimination in the workplace and violence
against women. These issues, they argued, were
of epistemic consequence. For one thing, such ac-
counts of social life were at least incomplete because
they ignored the productive and diverse nature of
women’s activities in specific cultural contexts, as
well as phenomena such as rape and domestic vio-
lence. For another, they argued, the association of
men with culture and production, and of women
with nature and reproduction, obscured basic rela-
tionships between the domains so dichotomized.
Analyses detailing these problems and proposing
constructive alternatives were offered in economics
(e.g., Hartmann 1981), sociology (e.g., Smith 1987),
history (e.g., Kelly-Gadol 1976), anthropology (e.g.,
Rosaldo and Lamphere 1974), and human evolu-
tion (e.g., Tanner and Zihlman 1976). Finally,
many argued that the fact that most scientists
were White males was somehow implicated in the
androcentrism and other biases they were identify-
ing, although few maintained that the bulk of the
problems were purposeful.
These critiques and alternatives were paralleled

in other sciences. In psychology, feminists criticized
models of psychological development and maturity
based solely on research involving boys and men,
and hypotheses that women’s trajectory was
‘‘truncated’’ when it did not fit such models. They
maintained not only that the models were likely to
be empirically inadequate, but that the alternative
trajectories that became visible when the subject
pool was enlarged to include women suggested
that social factors hadmore of a role in development
than earlier models recognized. They also developed
alternative models based on empirical research
devoted to women and girls (e.g., Gilligan 1982).
In empirical psychology and developmental

biology, feminists argued that laboratory-animal

investigations into the effects of prenatal sex hor-
mones on brain development, behavior, and tem-
perament were characterized by circular reasoning
and androcentric assumptions. For example, much
research began from assumptions linking males
with ‘‘aggressivity’’ and ‘‘spatial abilities,’’ and
females with ‘‘receptivity,’’ assumptions that femi-
nist scientists argued unduly influenced the nature
of research tests and the interpretation of results
(e.g., Bleier 1984). In animal sociology and biobe-
havioral science, feminists argued that stereotypical
gender associations, such as that of males with
aggression and dominance hierarchies and of fem-
ales with passivity and reproduction, shaped orga-
nizing principles, observations, and hypotheses.
They argued that the models generated not only
were incomplete, but distorted relevant phenome-
na, and offered alternative observations, methods,
and hypotheses (e.g., Haraway 1978).

In the 1980s, feminist biologists expanded their
critiques beyond research concerned with a biologi-
cal ‘‘origin’’ for alleged sex differences, to more
subtle ways that androcentrism and other cultural
assumptions informed the biological sciences. In
embryology, they criticized a then exclusive empha-
sis on androgens and other features of male fetal
development in models of ‘‘human’’ fetal develop-
ment (e.g., Fausto-Sterling 1985). They criticized
the imposition of gender connotations and sexual
dimorphism on objects that are not sexed, including
hormones, the nucleus and cytoplasm, and bacteria
(e.g., Biology and Gender Study Group 1988). In
evolutionary biology, they criticized the lack of at-
tention to the selection pressures on females (e.g.,
Hubbard 1982). Feminist biologists (e.g., Bleier
1984) and biophysicist Keller (e.g., Keller 1985)
also criticized linear and hierarchical models of
biological processes that posited discrete entities
and linear trajectories, including models of cellular
protein synthesis that posited DNA as the ‘‘execu-
tive’’ of the process. Such models, they argued, re-
flect unwarranted assumptions about the ubiquity
of single and dominant causes for complex process-
es and, in so doing, oversimplify the relevant pro-
cesses. Some, including Keller, argued that a
preference for linear, hierarchical models of biologi-
cal processes was linked to masculine experience
and self-identity issues in cultures fostering strong
sex differences in temperament and behavior (Keller
1985). More plausibly, many biologists argued that
such models functioned to support empirically in-
adequate and determinist explanations of alleged
psychological and behavioral sex differences (e.g.,
as offered in human sociobiology in the 1970s and
1980s). As alternatives, they proposed multifactor
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and nonlinear models of a number of processes,
including cellular protein synthesis, fetal brain de-
velopment, and the relationships between genes and
traits (e.g., Bleier 1984; Fausto-Sterling 1985; Keller
1985). These, they argued, make biological deter-
minist explanations of traits and capacities highly
implausible. Feminist scientists were not alone in
relating linear models to biological determinism.
Other scientists concerned with both the empirical
adequacy and the political import of such models
includeGould (e.g., 1981) andLewontin (e.g., 1992).

In arguments both critical and constructive, fem-
inist scientists appealed to the epistemic virtues of
empirical adequacy, explanatory power, and gener-
ality of scope. They also explored social and politi-
cal issues: how scientific theories can reinforce
cultural beliefs and values, and the ways in which
such beliefs and values can inform scientific theoriz-
ing. And they often identified epistemological ques-
tions. For instance, Were the cases involving
androcentrism ‘‘bad’’ science and/or idiosyncratic,
and thus without implication for ‘‘science as usual’’?
It seemed to many that the answer to this question
was no. Social and cultural assumptions had been
found to inform mainstream and credible research,
much of it not concerned with sex differences, and
few thought the androcentrism they were uncover-
ing was conscious. In addition, many feminists
recognized a relationship between their own femi-
nist commitments and their ability to recognize
problems that many of their colleagues had not
(e.g., Bleier 1984; Hubbard 1982; Wylie 1996).

In considering the philosophical import of these
internal science critiques, some emphasized social
constructivist notions, citing ‘‘scientific facts’’ as
human constructions, and scientific theories as
‘‘self-fulfilling prophecies’’ (e.g., Hubbard 1982,
7). But some also recognized the apparent tensions
between their dual emphasis on and concern with
the empirical and the political. Representative is
Keller’s (1985) argument that concluding that
science is ‘‘just politics’’ would undermine the em-
pirical force of feminist science critiques and that
determining ‘‘how things are’’ is crucial in choosing
effective courses of action for improving women’s
lives.

Themes in Feminist Philosophy of Science

The work of feminist philosophers of science is
continuous with that of feminist scientists in two
ways. Feminist philosophers also explore the role
of androcentrism and other contextual factors in the
sciences and, reflecting the emphasis in the broader
field of philosophy of science, often do so through

focused case studies. These include studies of the
relative ignorance about female sexuality and anat-
omy (Tuana 2004), androcentric hypotheses in ar-
chaeology and related fields (Wylie 1996), and
androcentrism in investigations into relationships
between prenatal hormones and sex differences in
behavior and/or cognitive abilities (Longino 1990;
Nelson 1990). Feminist philosophers have also
offered analyses of historical episodes, including
those not overtly concerned with gender. For ex-
ample, Potter has analyzed the role of then current
debates concerning gender and Boyle’s choice of
one formulation of the ideal gas law over another
formulation, equally compatible with available
data, the metaphysics of which was aligned with
liberal political positions concerning gender to
which Boyle was opposed (Potter 1989).
Second, feminist philosophers of science often

engage epistemological questions initially identified
by feminist scientists—for example, What are the
ways in which androcentrism can and does inform
research and is it only bad science that is so in-
formed? But they also engage the empirical ques-
tions cited at the outset of this essay, concerning (1)
how precisely social relations and beliefs, such as
androcentric and feminist perspectives, can come to
inform scientific practice and (2) the normative
implications for scientific practice and the philoso-
phy of science of the findings of such investigations.
As will become clear, the approaches of feminist

philosophers to both the empirical and normative
issues often reflect developments in the philosophy
of science in the second half of the twentieth centu-
ry.Many are also keenly aware of the dangers noted
by Keller of embracing a thoroughgoing social con-
structivism. Accordingly, they have sought to devel-
op models of scientific practice and reasoning that
encompass the role, suggested by feminist science
critiques and developments in the philosophy of
science, of both the natural/material world and con-
textual factors. Feminist models of science, many
have argued, must take seriously constructivist
insights into the historically and culturally con-
tingent aspects of science ‘‘without sacrificing the
ability to explain and justify its existence as a reli-
able, though not foolproof, process’’ (Alcoff 1989,
122). After all, these philosophers argue, feminist
scientists appealed to evidence and to cognitive
values such as empirical adequacy in both their
critical and constructive engagements with science
(e.g., Nelson 1990). Many argued that feminist
models of science must also be able to reconceptu-
alize objectivity in ways that disentangle epistemic
adequacy from unattainable ideals of value free-
dom (Harding 1986; Longino 1990; Nelson 1990;
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Wylie 2004). So understood, the challenge is to
explain ‘‘with some precision’’ how science that is
‘‘good on all traditional criteria’’ can nonetheless
be influenced by contextual values such as an-
drocentrism or ethnocentrism (Potter 1989, 132),
and how science informed by feminist values may
be even better science. Feminist engagements with
these issues are extensive, and only a representative
sample is mentioned.
Harding’s The Science Question in Feminism

(1986) had a substantial impact on feminist philoso-
phy of science in the 1980s and early 1990s. Harding
identified three epistemological frameworks emer-
ging in feminist science studies: feminist empiricism,
feminist standpoint theory, and feminist postmo-
dernism. She noted that each represented an effort
to revise an earlier, nonfeminist tradition in light of
the emergence of feminist science critiques. (The
origins of standpoint theory are inMarxism.) Hard-
ing urged ambivalence toward the frameworks, pre-
dicting their further development in light of one
another and feminist science studies. But her analy-
sis was widely understood to suggest that feminist
empiricism was the least promising. Harding (1986)
argued that unlike the other two frameworks, cen-
tral tenets of empiricism (her list included individu-
alism and the distinction between contexts of
discovery and justification) ruled out any relation-
ship between social movements and scientific prog-
ress (24). If correct—that is, if such tenets are
inseparable from empiricism, a claim other femin-
ists would dispute (e.g., Longino 1990; Nelson
1990)—then feminist empiricists would be limited
to claiming that androcentrism represents a failure
to uphold traditional norms, would contribute no
new insights into science, and would be unable to
cite feminism as enabling feminist science critiques.
In contrast, Harding argued, feminist standpoint

theory provides a framework for understanding the
emergence of feminist science critiques precisely
because it insists on relationships between power
and knowledge. As Harding would later formulate
this argument, those in dominant positions in po-
litical hierarchies (in this case, men) are at an epi-
stemic disadvantage because their specific locations
‘‘organize and set limits on what [they] can under-
stand about themselves and the world around
them.’’ From such perspectives, ‘‘the real relations
of humans with each other and with the natural
world are not visible’’ (Harding 1991, 54). Con-
versely, the activities and experiences of those dis-
advantaged (in this case, women) can provide a
standpoint from which contradictions between re-
ality and the dominant ideology could come to be
recognized. This is not to say that such standpoints

are inevitable. Given divisions in experiences and
labor by gender, feminist standpoints are possible
but are achieved through social movements. Hard-
ing argued that standpoint theory’s hypothesis that
some locations allowed for ‘‘better’’ knowledge than
others could more reasonably explain both an-
drocentrism in the sciences and feminist scientists’
ability to recognize it, and avoid relativism.

In her 1986 analysis, Harding also argued that
feminist postmodernist critiques of epistemology
indicated that aspects of both feminist empiricism
and feminist standpoint theory were problematic.
She cited the work of Haraway, Flax, and others as
constituting important challenges to ‘‘universalizing
claims’’ about the power of reason, science, and the
‘‘subject/self ’’ (Harding 1986, 28), which she and
they saw as implicit in the other two frameworks.

In the intervening years, feminist philosophers of
science have devoted considerable attention to un-
derstanding the ways in which scientists and other
knowers are ‘‘situated’’ in socially and historically
specific contexts, and the epistemic and normative
implications of this hypothesis. Most have worked
to develop understandings of science that recognize
both the epistemic limits of any given location (po-
litical, disciplinary, historical, and so forth) and the
constraints the world imposes. Most work in the
tradition has also been committed to a symmetry
thesis: that gender analysis is relevant to under-
standing not just bad science, but good science—
indeed, even the best. In this respect, their work
parallels the methodological relativism advocated in
the Strong Programme in the Sociology of Knowl-
edge (see Social Constructivism). But, for reasons
cited above, many strongly reject the epistemic rela-
tivism earlier espoused by its advocates. In what
follows, feminists’ analyses are grouped according
to Harding’s three categories in cases in which their
authors use them. It will be clear, however, that
divisions between feminist empiricism and stand-
point theory are increasingly less definitive and
that although few feminist philosophers of science
have wholeheartedly embraced postmodernism, the
latter’s arguments against universalizing claims
have been influential.

Feminist standpoint theory has developed in re-
sponse to criticism that early versions presupposed
gender essentialism and did not adequately address
the differences in women’s lives along the axes of
race, class, ethnicity, and culture, problems that
Harding herself identified in her initial analysis.
Some have incorporated divisions by race (e.g.,
Collins 1990) and class (e.g., Harstock 1983) into
their analyses of women’s standpoints. Harding and
others have also worked to develop the implications
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of the deep divisions in perspectives and knowledge
it suggests and whether, in this and other ways, it
entails relativism. Two developments are signifi-
cant. Harding has developed an argument for how
individuals can ‘‘reinvent themselves as others,’’
that is, learn and understand the standpoints of
those differently situated. And she and others
have developed the notion of strong objectivity,
which calls not for ‘‘nonsituated’’ perspectives (un-
attainable according to standpoint theory) but for
‘‘reflexivity,’’ for seeking to understand the limits
of one’s own perspective through active efforts to
understand alternatives. Such reflexivity, stand-
point theorists argue, can lead to theories that are
‘‘less false’’ (Harding 1991).

Feminist philosophers interested in developing
empiricist models challenged Harding’s account of
empiricism, particularly her arguments that tenets
such as those earlier noted are inseparable from
empiricism and her account of the limitations of
feminist empiricism (see Empiricism). Feminist
empiricists have worked to understand and accom-
modate the evidence for situatedness and for contin-
gent and discipline-specific features of scientific
practice suggested by both recent research in the
philosophy of science and feminist internal science
critiques (e.g., Longino 1990; Nelson 1990). They
too reject relativism, and many have adopted or
developed holistic models of evidential relations.
These assume the general thesis, advanced by
Duhem, Hesse, Kuhn, and Quine, that individual
hypotheses are constrained by data and convey evi-
dential status on data only as part of larger bodies of
theories (see Duhem Thesis; Kuhn, Thomas; Quine,
Willard Van Orman). Feminist empiricists have
used such models, together with Quine’s thesis of
underdetermination (see Theories, Underdetermi-
nation of ), to engage the empirical questions earlier
outlined: how androcentric and feminist assump-
tions can mediate the inferences drawn between
data and hypotheses, the interpretation of research
results, the hypotheses entertained, and the cate-
gories and methods of well-respected research
(e.g., Alcoff 1989; Campbell 1998; Longino 1990;
Nelson 1990; Potter 1989). In these efforts, they
have argued that the bodies of theories within
which hypotheses emerge and are accepted are
not limited to those of science proper but include
social and cultural beliefs, which can operate (often
unrecognized) as background assumptions in
specific research programs. Feminist empiricists
have also explored how underdetermination can
enable a role for nonepistemic values in scientific
practice (Alcoff 1989; Longino 1990; Nelson 1990).
At a more abstract level, some have explored how,

in specific cases, nonepistemic values can contrib-
ute to the weight scientists attribute to epistemic
values that, as Kuhn (1977) argued, cannot be
realized simultaneously—for example, simplicity
and empirical adequacy (e.g., Anderson 2004;
Longino 1996; Ruetsche 2004).
As earlier noted, feminist standpoint theory em-

phasizes the role of social movements in enabling
less distorted ‘‘angles of vision’’ (Wylie 1996). An
emphasis on the social nature of science and the
normative implications of this feature also charac-
terize work in feminist empiricism. Some use ho-
lism, arguments against foundationalism, and the
emergence of feminist science critiques to argue
against reconstructions and explanations of scien-
tific practice that focus on the reasoning capacities
and methods of scientists qua individuals. As alter-
natives, they have developed models that take
shared theories, standards, and practices of science
communities as their primary focus and that un-
derstand the weighting of evidential warrant as a
social (and contingent) rather than an individual
achievement solely driven by logic and data (e.g.,
Longino 1990 and 1996; Nelson 1990 and 1996).
Such approaches parallel those in so-called main-
stream philosophy of science taken by ‘‘social
empiricists’’ (e.g., Solomon 2001). Although few
advocate scientific realism (Campbell 1998 is an
exception), feminist empiricists contend that re-
search assumptions and methods, hypotheses, and
the interpretation of data can and should be
assessed on the basis of empirical adequacy and
other cognitive values.
At the same time, because they recognize that

different background assumptions, theories, and
interests are at work in contemporary science (of
which androcentric and feminist perspectives are
but two examples), recent models in feminist em-
piricism, like others in the philosophy of science,
understand the sciences to be more ‘‘disunified’’
than early versions of holism recognized (see Unity
and Disunity of Science). Indeed, proposals for
ways to enable reflexivity on the part of scientists
draw on the perception of such disunities. Some
propose more diverse science communities and the
development of norms that encourage conceptual
discussion and debate, on the grounds that they
would lead to more empirically adequate theories
(e.g., Longino 1990; Nelson 1990), while others
study how disunities have led to advances in spe-
cific research programs (e.g., Nelson 1996; Wylie
2004).
Important work in feminist philosophy of science

is neither self-identified nor easily categorized in
terms of the three frameworks Harding identified.
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Barad’s and Wylie’s work are representative. Barad
has developed ‘‘agential realism’’ as a model of the
epistemology of science that is both realist and so-
cial constructivist (see Scientific Realism; Social
Constructionism). She builds from the epistemo-
logy she attributes to Bohr to argue that the ‘‘phe-
nomena’’ that are the actual objects of scientific
study are simultaneously the products of human
construction and of nature. Wylie’s work incorpo-
rates features of feminist empiricism as well as of
feminist standpoint theory (e.g., Wylie 2004). Her
model of evidential warrant is like that advocated by
feminist empiricists in assuming underdetermina-
tion, taking ‘‘data’’ to be the least defeasible aspect,
and in seeing the relationship between data and
hypotheses as mediated by background assump-
tions. But Wylie also builds on Hacking’s work to
argue that the more evidence supporting a hypoth-
esis enjoys a degree of horizontal and/or vertical
independence from it, the stronger the hypothesis.
In these arguments, Wylie makes use of the stand-
point hypothesis that different angles of vision
yield different and, in some cases, better hypothe-
ses, and supports her account with case studies
from archaeology (Wylie 1996).
Recent work in feminist empiricism is character-

ized by an understanding that situatedness, holism,
and underdetermination entail the contingency of
all knowledge claims, including those of science.
This view, common also to feminist standpoint
theory, is generally taken to call for an understand-
ing of objectivity different from the traditional ‘‘the
view from nowhere’’ as well as from ‘‘the view from
everywhere’’ associated with relativism. Not unlike
the strong objectivity advocated by standpoint
theorists, feminist empiricists and some feminist
postmodernists have argued that reflexivity is a nec-
essary condition for objectivity in doing science and
in the philosophy of science. Representative is
Haraway’s notion of ‘‘partial vision,’’ a metaphor
for situatednessandcontingency, inwhich shemakes
use of both standpoint and postmodern insights:

Not so perversely, objectivity turns out to be about
particular and specific embodiment, and definitely not
about the false vision promising transcendence of all
limits and responsibility . . . . Feminist objectivity is about
limited location and situated knowledge, not about
transcendence and splitting of subject and object.
(Haraway 1988, 190)

Directions

A special issue of Hypatia, a journal of feminist
philosophy, was published in 2004 devoted to

feminist science studies (Nelson and Wylie 2004).
It reflected many of the themes that have character-
ized feminist engagements with science and the phi-
losophy of science. A number of its authors were
scientists, and the collection as a whole contained
numerous cross-disciplinary engagements. The sym-
metry thesis prominent in the mid- and late 1980s
and the interest in carving out a middle ground
between oppositional interpretive positions such
as scientific realism and social constructivism
remained prominent. Notably, however, few con-
tributors felt the need to ‘‘defend’’ feminist science
studies from charges of relativism or irrationality,
something that feminists did feel the need to do in
the 1980s and early 1990s, or to offer full-blown
arguments for situatedness, contingency, and con-
straint. Developments in science studies disciplines,
including the philosophy of science, are seen to have
made such arguments unnecessary. There were also
analyses that advanced the study of relationships
among race, gender, culture, and science (Schiebinger
2004; Weasel 2004).

The collection suggested new directions. Some
authors extended and revised earlier feminist argu-
ments. For example, some offered more substantive
analyses of the nature of noncognitive values and of
ways in which they could inform scientific practice
than had earlier analyses (Anderson 2004; Ruetsche
2004), and some provided more substance to earlier
feminist arguments that science was inherently ‘‘so-
cial’’ (Sobstyl 2004). One author (Okruhlik 2004)
called on feminist philosophers of science to reas-
sess the Vienna Circle and the usefulness to feminist
science studies of the arguments and positions de-
veloped by some of its members, such as Neurath
(see Neurath, Otto; Vienna Circle). Perhaps also
predictive, few contributors identified their meth-
ods or approaches as ‘‘empiricist,’’ ‘‘standpoint,’’ or
‘‘postmodernist,’’ although they often incorporated
one or more views earlier associated with these
approaches. Finally, reflexivity was emphasized
by many authors, who discussed what it meant to
practice science and/or to engage in the history or
philosophy of science as a feminist.

LYNN HANKINSON NELSON
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PAUL KARL FEYERABEND

(13 January 1924 –11 February 1994)

A Viennese émigré, Paul Feyerabend taught phi-
losophy of science wherever his restless nature
brought him—especially Berkeley, California;
London, Auckland, Berlin, and Zürich. His views
on methodology and the politics of science estab-
lished him as one of the most controversial, eccen-
tric, and outrageous figures in contemporary
philosophy. Allegedly an irrational thinker, Feyer-
abend was in fact a skeptical master and iconoclast
about the sciences and their philosophy. He de-
nounced the gap between abstract normative philo-
sophical accounts of science and actual, complex,
and context-dependent scientific practice. He
argued against the hegemony of any intellectual or
ideological vision to promote the advantages of
tolerance and pluralism in science as well as in soci-
ety. His anarchistic theory of knowledge and the
willingness to question the supremacy of Western
scientific rationality vis-à-vis other ‘‘forms of life’’
made him famous beyond the boundaries of the
philosophy of science.

A Philosophical Life Spent ‘‘Killing Time’’
and Scientific Idols

Paul Karl Feyerabend was born in Vienna in 1924.
As a young man he was attracted to physics, math-
ematics, and astronomy (a passionate observer
through the telescope he built with his father), as
well as to drama, cinema, singing, and opera. Four
years after the anschluss of Austria by the Third
Reich in 1938, he was drafted into the Nazi work
service and later entered the German army.
Posted to battle on the Russian front, he was

awarded the Iron Cross. The end of the war saw
him recovering from a bullet wound in his spine,
which was to leave him crippled. He was granted
state funding to study singing and stage manage-
ment, and also cultivated Italian, harmony, piano,
and diction. He then decided to study history and
sociology in Vienna, but soon changed to theoreti-
cal physics and generally adhered to a positivistic
scientism, which regarded science as an empirical
activity and the basis of all knowledge.

During the following years Feyerabend received
his Ph.D. in Philosophy with a dissertation on
‘‘basic statements’’ supervised by Viktor Kraft,
and crossed Karl Popper’s path for the first time
(see Popper, Karl Raimund). He also met Bertholt
Brecht, turning down an offer to work as his pro-
duction assistant (‘‘one of the greatest mistakes of
my life,’’ he would later say, adding, however, that
as with Marxism and the army, he would probably
not have enjoyed the gregarious group mentality
prevalent in Brecht’s circle).

In 1952, Feyerabend left forCambridge, England,
hoping to study under Wittgenstein; when the lat-
ter died, Feyerabend turned to the London School
of Economics, where he was supervised by Popper,
and genuinely embraced falsificationism. His ad-
herence to it, however, was fairly unorthodox,
combining realism and the view that all (observa-
tional) terms are theoretical with the principle of
tenacity (the idea that it is rational to keep working
on a theory despite empirical anomalies) and theo-
retical pluralism. A year later, he declined the offer
of a job as Popper’s assistant and left for Vienna.

In 1955, the University of Bristol, England,
granted him his first academic post as lecturer in
philosophy of science. During the following years
Feyerabend confirmed his decision to cut all ties
with what he later called the ‘‘Popperian Church,’’
a group of scholars who preached but did not
practice the critical attitude that plays a central
role in Popper’s philosophy. From 1958 to 1990
(the year he tendered his official resignation),
Feyerabend was lecturer and then professor at the
University of California–Berkeley, spending much
time both in the United States (Yale University and
Minnesota) and abroad (London, Berlin, Auckland,
Brighton, Kassel), wherever his restlessness and
growing fame took him. During the 1980s, Feyera-
bend accepted a chair at the Zürich Polytechnic
(‘‘ten wonderful years of half-Berkeley, half-
Switzerland’’). Struck by a brain tumor, he died
on February 11, 1994, in Grenolier, Switzerland.

Explanation, Reduction, and Empiricism (Feyera-
bend 1962) marks both Feyerabend’s departure
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froma foundationalist conception of experience and
his endorsement of some of Wittgenstein’s later
views. Feyerabend argues against the logical empiri-
cist accounts of explanation, theoretical reduction,
and meaning invariance (see Explanation; Logical
Empiricism; Reductionism). He also derives the
methodological implications of his ‘‘contextual the-
ory of meaning’’ and ‘‘incommensurability thesis’’
based on detailed historical examples. During his
frequent visits to the London School of Economics,
Feyerabend met Imre Lakatos, who encouraged
him to collect the impertinent ideas expounded in
his lectures about the nonexistence of scientific
method. Lakatos was supposed to reply and defend
rationality, but their joint project—provisionally
titled For and Against Method—was never com-
pleted. Lakatos unexpectedly died in 1974, and
Feyerabend’s part of the project, Against Method,
was ultimately published as a collection of essays
(Feyerabend 1975). The publication of the long cor-
respondence between Feyerabend and Lakatos
(Feyerabend and Lakatos 1999) partially filled this
gap and fully acknowledged the dialectical exchange
of ideas between the two friends that helped sharpen
Feyerabend’s attack on the rationalist position.

While Against Method denounces the dichoto-
mous and enigmatic relation between philosophical
theories and scientific practice and advocates the
freedom of science from the interference of philos-
ophy, Science in a Free Society (Feyerabend 1978)
argues for the freedom of all ‘‘forms of life’’ from
the interference of science. In this book, Feyera-
bend complains about the ‘‘illiteracy’’ with which
his previous book was received, but also elaborates
on the political consequences of his epistemological
anarchism, argues for the separation of science and
state and for the equal right to survival and access to
power of all traditions (including those in conflict
with accepted ‘‘scientific truths’’). Feyerabend’s
corrosive skepticism is here directed toward the un-
controlled anduncritical, yet all-powerful, authority
of ‘‘scientific expertise.’’ Feyerabend claims that in
order to defend society against science, the latter has
to be placed under the supervision of democratic
councils of laymen—with the aim of assessing and
counterbalancing experts’ judgments and decisions.

Feyerabend’s attempt to dethrone science from
its privileged position within Western culture is
also carried on in his later writings collected in
Farewell to Reason (Feyerabend 1987), a sui generis
apology for cultural relativism. Reviving John
Stuart Mill’s argument on the means of cultivating
human flourishing, Feyerabend argues that the
freedom of a society increases as the restrictions
imposed on its traditions are removed. Moreover,

societies that contain many traditions side by side
and stimulate cultural diversity have a better chance
to enhance both the quality of the traditions and the
maturity of their citizens. The citizens, in turn,
should be prepared to use the standards of the
traditions to which they belong to judge and super-
vise the institutions. In Feyerabend’s view, this con-
stitutes the best antidote to cultural and political
totalitarianism.

The Refutation of Classical and Logical
Empiricism, or How to Be a Good Empiricist

Feyerabend’s first iconoclastic enterprise is directed
against philosophical empiricism: the view that
what is to be believed is what experiences establish,
and no more. In fact, Feyerabend’s line of attack is
broad and applies to any foundationalist epistemol-
ogy (see Epistemology). A naı̈ve appeal to experi-
ence assumes that the meaning of observational
terms is unequivocally determined by the proce-
dures of observation such as looking, listening, and
the like, and that scientific theories can be grounded
in independently meaningful facts thus established.
To Feyerabend, this view is at variance with actual
scientific practice. Moreover, empiricism in the
form theorized by logical empiricist philosophers
cannot contribute to the growth of knowledge; on
the contrary, it is bound to lead to ‘‘a dogmatic
petrifaction’’ of theories and ‘‘the establishment of
a rigid metaphysics’’ (Feyerabend 1999a, 82).
Feyerabend’s argument moves from the consid-

eration that theories are all-pervading conceptuali-
zations of the world and determine the vocabulary
that is used in building up ‘‘facts.’’ This is in partic-
ular the case with the observation-language
reputed to ground scientific theories (see Observa-
tion; Theories). Feyerabend’s first main thesis is
that ‘‘the interpretation of an observation-language
is determined by the theories we use to explain
what we observe, and it changes as soon as those
theories change’’ (1981, 31).
In principle, according to Feyerabend, all obser-

vational terms are fully theoretical, and there is no
semantic difference between theoretical terms and
observational terms. Thus, observational terms are
neither certain nor stable but share the hypothetical
and changing nature of theoretical terms. The con-
sequences for the relation between theory and ex-
perience are radical. Crucially, if meanings of
observational terms depend on the universal princi-
ples of the theory in which they are used, terms that
depend on different universal principles will not
share the same meaning. Feyerabend then, antici-
pating some of Kuhn’s ideas, argues that theory
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testing cannot be a matter of confrontation of the-
ory and (theory-laden) empirical data; rather it is a
matter of competition between theories that are in
part mutually exclusive, or incommensurable (see
Incommensurability; Kuhn,Thomas).
Theories are incommensurable when the univer-

sal principles used to determine the concepts within
one theory ‘‘suspend’’ the universal principles of
the other, and thus all its facts and concepts.
Classical Newtonian mechanics, for example, is
said to be incommensurable with relativistic me-
chanics on the basis that the latter rejects a univer-
sal principle of the former ‘‘that shapes, masses,
periods are changed only by physical interactions’’
(Feyerabend 1975, 269–271). Consider, in particu-
lar, the concept of ‘length.’ In classical mechanics,
length is a relation that is independent of signal
velocity, gravitational fields, and the motion of
the observers; whereas in relativistic mechanics
the value of length depends on these very concepts.
The switch from classical mechanics to relativity
entails a change of meaning of spatio-temporal
concepts (see Classical Mechanics; Space-Time).
Classical length and relativistic length are incom-
mensurable notions, and classical mechanics is not
explained by, or ‘‘reducible to,’’ Einstein’s relativi-
ty theory (Feyerabend 1981, 76–81). In general,
according to Feyerabend, any attempt to derive
the universal principles of an old theory from
those of a new one necessarily leads to a change
of the meanings in the old theory’s terms. And this
is why the ‘‘theoretical reduction’’ fostered by the
orthodox account of explanation is not viable.
Feyerabend’s second main thesis is thus that there
is not any reduction of a theory to another in actual
science, but rather a replacement of one theory and
its ‘‘ontology’’ with another (1999a, 86–87).
The question now is raised of ‘‘how to be a good

empiricist.’’ For Feyerabend a good empiricist is a
critical metaphysician:

His first step will be the formulation of fairly general
assumptions which are not yet directly connected with
observations; this means that his first step will be the
invention of a new metaphysics. This metaphysics must
then be elaborated in sufficient detail in order to be able
to compete [with] the theory to be investigated as
regards generality, details of prediction, precision of
formulation. . . . Elimination of all metaphysics, far from
increasing the empirical content of the remaining
theories, is liable to turn these theories into dogmas.
(1999a, 102)

However, it should be noticed that contrary to
what many critics have claimed, Feyerabend’s
incommensurability thesis should not be interpreted

as maintaining that competing theories cannot be
compared. What his thesis entails is that theories
cannot be compared in the ways in which many
philosophical accounts of scientific explanation and
reduction have thought that such comparisons
should occur. To reject these accounts is to raise
problems about certain philosophical theories of
science; it is not to raise any difficulties for scientific
practice itself (1981, xi).

Against (Too Much) Method

Against Method aims at demystifying another
philosophical idol: the existence of a strictly bind-
ing system of rules for (good) scientific practice.
Feyerabend highlights the huge gap between the
‘‘real thing’’ (science) and the various images of
science. His therapy for philosophers’ schizophren-
ic detachment from scientific reality is method-
ological anarchism. The therapy is the result of
historical analyses. In particular, careful historical
investigation supports the thesis that

[t]here is not a single rule, however plausible, and how-
ever firmly grounded in epistemology, that is not vio-
lated some time or another. . . . Such violations are not
accidental events. On the contrary we see they are
necessary for progress. . . . The Copernican Revolution,
the rise of modern atomism, the gradual emergence of
[the] wave theory of life, occurred because some thin-
kers either decided not to be bound by certain ‘‘obvi-
ous’’ methodological rules, or because they unwittingly
broke them. (1993, 14)

If this is the case, then any attempt to reform
science by bringing it closer to the abstract image
philosophers have of the scientific method is bound
to damage science. On the contrary, ‘‘the only
principle that does not inhibit progress is: anything
goes’’(1993, 5). Anything goes (perhaps paradoxi-
cally) is also the only general principle to which
the coherent rationalist can be committed if look-
ing for a rule valid in all given historical situations.
But at the same time—at least in Feyerabend’s in-
tention—it is not introduced to replace one set of
general rules by another set, but rather ‘‘to convince
the reader that all methodologies, even the most
obvious ones, have their own limits’’ (1993, 23).
Consider for example the application of a clear,
well-defined, and well-regarded rule like the consis-
tency condition. According to it, the new hypoth-
eses should agree with the accepted theories. But for
Feyerabend it is not a reasonable condition at all. In
fact, instead of being of help in obtaining better
theories, it is just a factor for preservation of the
old ones. Hypotheses contradicting well-confirmed
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theories should proliferate and not be restricted,
because they help provide (theory-laden) evidence
that cannot be obtained in any other way. Consider
also the rule that a theory that contradicts experi-
ence should be excluded from science. This rule,
Feyerabend claims, is violated at every run:

[T]heories are refuted in every moment of their existence
. . . ad hoc hypotheses patch up gaps in the proofs and
cracks in the connection of facts. And internal contra-
dictions are almost never avoided. We do not have
proud cathedrals standing before us, instead we have
dilapidated ruins, architectural monstrosities whose pre-
carious existence is laboriously prolonged through ugly
patch-work by their constructors. This is scientific reality.
(1981, 156)

Scientific reality is always too rich in content, too
varied, too many-sided, too lively and subtle to be
captured by the simple-minded rules of even the
best philosophers or historians. Scientists are not
rule-followers but opportunists. In the construction
of their conceptual world, they cannot be restricted
by the adherence to any epistemological system;
rather they rely ‘‘now on one trick now on the
other’’ (1993, 1). Galileo Galilei’s cunning defense
of the heliocentric cosmology is paradigmatic in
this respect. According to Feyerabend, not only
did Galileo develop a research program in striking
contrast to the Aristotelian standards and the ac-
cepted observation of the time, he was also
prepared to defend it by substituting a ‘‘natural’’
interpretation of motion (motion can be expressed
only in terms of observable changes) with an ‘‘un-
natural’’ and highly theoretical concept, which
introduced into the phenomenon of motion some
components (such as circular inertia) that cannot
be observed. In this way Galileo was able to ‘‘de-
fuse a mine’’ placed under the Copernican system
by explaining away the objection regarding the
motion of the Earth. This move was possible be-
cause people see a phenomenon and interpret it in
what they regard as a natural way according with
their beliefs. So it is the interpretation of the phe-
nomenon and not the phenomenon itself that is in
contradiction with a given belief. Galileo then re-
solved the contradiction between empirical obser-
vation and the Copernican view by providing a new
and highly abstract observational language and
thus a newly constructed empirical basis. This, in
turn, was a new theory of interpretation (con-
taining the idea of the relativity of motion and the
law of circular inertia) fitting the Copernican
system (Feyerabend 1993, 55–85).

Galileo also changed the ‘‘sensory core’’ of ob-
servational statements that seemed to contradict

Copernicus. He claimed to have removed them
with the help of a ‘superior and better sense’ for
astronomical matters, the telescope. However,
Feyerabend points out, Galileo had no theoretical
reasons to support the conclusion that the telescop-
ic phenomena are more veridical than observa-
tions by the unaided eye. Once again, behind the
clashes of the senses, there was a clash of theoretical
assumptions, explicit or not. Galileo chose the re-
search program that promised him themost exciting
discoveries and adopted propaganda strategies in
which reason was not enough to defend it against
the widely accepted methodological canons:

We see that Galileo’s view of the origin of Copernican-
ism differs markedly from the more familiar historical
accounts. He neither points to new facts which offer
inductive support [for] the idea of a moving earth, nor
does he mention any observations that would refute the
geocentric point of view but be accounted for by Coper-
nicanism. On the contrary, he emphasizes that not only
Ptolemy, but Copernicus as well, is refuted by the facts,
and he praises Aristarchus and Copernicus for not having
given up in the face of such tremendous difficulties. He
praises them for having proceeded counterinductively.
(Feyerabend 1993, 80–81)

That is, Galileo wins the battle against the Pto-
lemiac system by subverting the most carefully
established observational results and challenging
the most plausible theoretical principles.

The Value of Theoretical Pluralism

Counterinduction can be beneficial to the advance-
ment of science. Even Feyerabend’s anarchism,
then, provides some positive prescriptions. In par-
ticular, counterinductive hypotheses are valuable
because they provide a means of criticizing
accepted theories in a manner that goes beyond
the comparison of the theories with the ‘‘facts.’’
He says that

the only way of arriving at a useful judgment of what
is supposed to be the truth, or the correct procedure, is
to become acquainted with the widest possible range
of alternatives. . . . The reasons were explained by John
Stuart Mill in his immortal essay On Liberty. It is not
possible to improve upon his arguments. (Feyerabend
1978, 86)

One of the arguments Feyerabend is referring to
is that silencing the expression of an opinion robs
the human race by reducing the opportunity to
ascertain truth. The role of tolerant controversy
in grounding knowledge is so important that,
according to Mill, ‘‘if opponents of all important
truth do not exist, it is indispensable to imagine
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them, and supply them with the strongest argu-
ments which the most skilful devil’s advocate can
conjure up’’ (Mill [1859] 1977, 229).
Accordingly, science should be organized to gen-

erate the continuous generation of alternatives, to
strengthen anomalies, and to stimulate controver-
sies. The legacy of Mill’s liberal standpoint is what
Feyerabend calls the principle of proliferation: ‘‘In-
vent, and elaborate theories which are inconsistent
with the accepted point of view, even if the latter
should happen to be highly confirmed and general-
ly accepted ’’ (Feyerabend 1981, 105). Of course,
knowledge generated by such a principle is of a
peculiar sort: It is not a series of self-consistent
theories that converges toward an ideal view; it is
not a gradual approach to the truth. Rather,

It is an ever increased ocean of mutually incompatible
alternatives. Each single theory, each fairly-tale, each
myth is part of the collection forcing others into greater
articulation and all of them contributing, via this process
of competition, to the development of our consciousness.
(1993, 21)

As a consequence, ‘‘experts and laymen, profes-
sionals and dilettanti, truth-freaks and liars—they
all are invited to participate in the contest and
to make their contribution to the enrichment of
our culture’’ (Feyerabend 1993, 21). Democratic
participation in scientific matters warrants the
advocacy of minority opinions and thus sustains
the conditions for scientific development and
human flourishing. This last consideration leads
to the question of ‘‘science versus democracy,’’
which in his later years Feyerabend (1993, 3)
regarded as most important: ‘‘My main motive is
humanitarian, not intellectual . . . . I want to sup-
port people, not ‘advance knowledge.’ ’’ In partic-
ular, provided that there is no abstract canon
ensuring success in any given field of enquiry, and
that scientific achievements can be judged only
after the event, Feyerabend claims that scientists
are no better off than anybody else in these mat-
ters. The public, therefore, not only can take part in
scientific decisions, but should do so:

[F]irst, because it is a concerned party; secondly, be-
cause such participation is the best education the public
can get—a full democratisation of science is not in
conflict with science. It is in conflict with a philosophy,
often called ‘‘Rationalism’’ that uses a frozen image of
science to terrorize people with its practice. (1993, xii)

So the humanitarian motive behind Feyera-
bend’s debunking of science is clear: Scientists
should adapt their procedures and goals to the
values of the people they are supposed to advise.

Feyerabend is not against science so understood—
‘‘Such a science is one of the most wonderful inven-
tions of the human mind’’—he is ‘‘against ideolo-
gies that use the name of science for cultural
murder’’ (1993, 4).

Relativism and Beyond

Two more consequences emerge from the thesis
that the sciences have no common structure, but
local and distinct features. First, ‘‘the success of
‘science’ cannot be used as an argument for treating
as yet unresolved problems in a standardized way’’
(Feyerabend 1993, 2); second, ‘‘ ‘non-scientific’ pro-
cedures cannot be pushed outside by arguments’’
(ibid). The political implication of this epistemolog-
ical stand is democratic relativism, the view that all
traditions have equal rights. Democratic relativism,
in turn, denies the right of traditions to impose
their ‘‘form of life’’ on others, and therefore recom-
mends the protection of traditions from interfer-
ence from outside, including the interferences of
the tradition of Western scientific rationalism. A
new question then arises: How is a citizen to judge
the suggestions issuing from the institutions that
surround him? It is assumed that the citizen will
judge ‘‘rationally,’’ that is, in accordance with some
scientific standards. However, there are no unam-
biguous scientific standards. Feyerabend’s answer
is that in a ‘‘free society,’’ a citizen will use the
standards of the tradition to which the citizen
belongs: ‘‘Hopi standards if he is Hopi; funda-
mentalist Protestant standards if he is Fundamen-
talist; ancient Jewish standards if he belongs to a
group trying to revive ancient Jewish traditions’’
(Feyerabend 1999a, 220). To those who claim the
superiority of Western achievements over other tra-
ditions, Feyerabend simply objects that such a claim
needs to be backed up by comparative studies:

The sciences, it is said, are uniformly better than all
alternatives—but where is the evidence to support this
claim? Where, for example, are the control groups
which show the uniform (and not only the occasional)
superiority of Western scientific medicine over the med-
icine of the Nei Ching? Or over Hopi medicine? Such
control groups need patients that have been treated in
the Hopi manner, or in the Chinese manner using Hopi
experts and experts in traditional Chinese medicine.
(1999a, 221)

In his later years, however, Feyerabend acknowl-
edged that relativism can run into trouble: It
reflects on traditions ‘‘from afar’’ in an abstract
and unrealistic way. Traditions are not closed
units, they are not frozen systems of thought:
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Traditions not only have no well-defined boundaries,
but contain ambiguities and methods of change
which enable their members to think and act as if no
boundaries existed: potentially every tradition is all
traditions. Relativizing existence to a single ‘‘conceptual
system’’ that is then closed off from the rest and
presented in unambiguous details mutilates real
traditions and creates a chimera. (quoted in Munévar
2000, 76)

The same, of course, applies to the tradition of
scientific rationality. If scientific rationality were
characterised as a well-defined, unambiguous, and
‘‘closed’’ system of rules, then relativism would be
correct. On the contrary, scientific theories are not
unified semantic domains with rigid borders; they
change, they borrow from others, and they adapt
to new situations. And so is the case for scientific
procedures and value judgments; they are continu-
ally adapted to circumstances in an open-ended
historical process. After all, Feyerabend clarifies,
incommensurability is a difficulty for philosophers,
not for scientists—the latter being ‘‘experts in the
art of arguing across lines which philosophers re-
gard as insuperable boundaries of the discourse’’
(Feyerabend 1987, 272).

Posthumous Works and the Legacy of
Paulus Empiricus

At the time of his death, Feyerabend was working
on The Conquest of Abundance (1999b), developing
the theme of how different traditions, or forms of
life, can learn from each other and can grow out of
each other. The target here (as elsewhere) is the
hegemony of any intellectual or ideological single
vision—in particular the entire tradition of ratio-
nalism and its heirs. The subtitle (‘‘A Tale of Ab-
straction Versus the Richness of Being’’) hints at
the poverty of the ‘‘reality’’ produced by the meth-
od of abstraction typical of Western thought, com-
pared with the abundance, richness, and boundless
variety of the world around us. In a ‘‘Letter to the
Reader’’ (quoted in Hacking 2000), Feyerabend
also makes clear how to approach this text and
possibly all his work, which he regarded as special-
ly constructed plays to be performed in the theatre
of ideas:

I want you to sense chaos where first you noticed an
orderly arrangement of well-behaved things and
processes. . . . This, my dear reader, is the warning I
want you to remember from time to time and especially
when the story seems to become so definite that it
almost turns into a clearly thought-out and precisely
structured point of view. (Hacking 2000, 28)

Feyerabend’s (1996) fascinating autobiography
shows that he often changed his mind on a variety
of subjects, but it also proves that he was neither the
worst enemy of science, as depicted by some of his
commentators, nor the irrationalist philosopher cri-
ticized by most of the profession. He was a skeptic
about the foundations of knowledge and a cunning
rhetorician who knew how to use effectively all the
ancient skeptical tropes. (Feyerabend used to enter-
tain Lakatos by signing his letters and postcards as
Paulus Empiricus.) Skepticism to himwas not only a
powerful rhetorical device but also highly regarded
for its normative implications for the practice and
the role of science in a ‘‘free society.’’ Feyerabend’s
iconoclastic enterprise is against neither reason nor
science. It is against the idea that there is some
unique set of rules (whatever it is) that ought to be
followed in order to produce good science (whatev-
er that is). Feyerabend’s favorite slogan, anything
goes, ‘‘is a jocular summary of the predicament of
the rationalists’’ (Feyerabend 1978, 188)—thus
‘‘anything goes’’ from the point of view of the ratio-
nalist who believes that only the scientific method is
admissible. On the contrary, there are lots of ways
of moving forward, including the different local and
contextual methods of various sciences or tradi-
tions. (If anything goes, reason sometimes goes as
well; thus Feyerabend is not guilty of any inconsis-
tency by employing rational arguments to attack
the rationalist positions he opposes.) In this respect,
Feyerabend can be seen not as rejecting rationality
tout court, but rather as urging a conception of
rationality wider than that embodied in some exist-
ing version of scientific rationalism (Preston 1997,
203). Feyerabend’s arguments are generally to be
intended as a reductio against certain forms of
rationalism, rather than positive arguments in
favor of irrationalism (Munévar 2000, 63–64). Far
from a self-defeating skepticism, Feyerabend pre-
sented an impressive challenge to the received view
in the philosophy of science. He argued that its
elegant but useless epistemological accounts should
be substituted by a detailed study of the primary
sources in the history of science:

This is the material to be analysed, and this is the material
from which philosophical problems should arise. And
such problems should not at once be blown up into for-
malistic tumours which grow incessantly by feeding on
their own juices but they should be kept in close contact
with the process of science even if this means lots of
uncertainty and a low level of precision. (1999a, 137)

In this respect, Feyerabend’s legacy can hardly
be overestimated.

MATTEO MOTTERLINI
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FITNESS

Darwin’s theory of evolution by natural selection is
often summarized in terms first coined by Herbert
Spencer as the claim that among competing organ-
isms the fittest survive. If there is variation among
the traits of organisms, and if some variant traits
confer advantages on the organisms that bear them,
that is, enhance their fitness, then those organisms
will have a tendency to live to have more offspring,
which in turn will bear the advantageous traits. The
success of Darwin’s theory turns on the meaning of
its central explanatory concept, ‘fitness.’
What is fitness and how can one tell when a trait

enhances fitness, or more to the point, when one
organism is fitter than another? Some opponents of
the theory of evolution by natural selection have
long claimed that by defining fitness in terms of
actual rates of reproduction, the proponents of
evolutionary theory are unknowingly condemning
the principle of the survival of the fittest to triviality:
If one defines fitness in terms of actual reproductive
rates, one is making the claim that those organisms
with higher rates of reproduction leave more off-
spring. This is obviously an empty, unfalsifiable
tautology bereft of explanatory power.

Evolutionary theory requires a definition of fit-
ness thatwill protect it fromthechargesof tautology,
triviality, unfalsifiability, and explanatory infirmity.
If no such definition is forthcoming, then what is
required from the theory’s advocates is an alterna-
tive account of the theory’s structure and content
and the theory’s role in the research program of
biology.

Ensemble Properties and Population Biology

Since the modern synthesis, evolution is usually
described in terms of ‘‘change in gene ratios’’ (see
Population Genetics). Population genetics is the
mathematical formalism used to describe the effects
of natural selection on changes in gene frequency.
The subject matter of population genetics is popula-
tions, ensembles of organisms, or genes, and not
individual biological organisms or pairs of them.
This has suggested to more than one philosopher
that the theory of natural selection is better under-
stood solely as a theory about ensembles and not
individuals. As Sterelny and Kitcher (1988, 345)
put this view, ‘‘evolutionary theory, like statistical
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mechanics, has no use for such a fine grain of des-
cription [as the biography of each organism]: the
aim is to make clear the central tendencies in the
history of evolving populations.’’

In this view, though the word ‘‘fitness’’ (or w)
figures in the theory, it is to be understood as ex-
clusively expressing probabilistic reproduction rates
for populations. This is generally operationalized in
terms of differential success of genotypes (genotypic
fitness). It has also been suggested that allelic fitness
is useful, although allelic fitnesswill not be predictive
of evolutionary change in cases such as that of dom-
inance. Although it has been argued that cases such
as heterozygote superiority could be handled at the
allelic level as a case of frequency-dependent selec-
tion, others disagree (for discussion, see Sober and
Lewontin 1982; Sterelny and Kitcher 1988). Wheth-
er one uses allelic frequencies, genotypic frequen-
cies, or some other kind of census, evolutionary
theory is then treated as a set of claims about how
the sizes of populations and subpopulations change
over time as a function of differing reproductive
rates at some initial time, holding environments
constant. According to that account, the theory
makes no claims about the local adaptation of indi-
vidual organisms to their particular environment, or
for that matter about the local adaptation of popu-
lations to their environment. Thus, it does not pro-
vide a local causal explanation of these changes in
organism or gene frequency (i.e., the account is
silent on what specific features of environment E
and the organism x lead to the changes). Explana-
tions for these changes are to be sought elsewhere.
This being said, population-level explanations do
offer clear benefits: Some traits may be explainable
only by stepping away from explanations that focus
on the benefit to the individual organism.

Some population structures in some species (e.g.,
some colonies of social insects) ‘‘encourage’’ steril-
ity of some of its members to increase the numbers
of the overall population. As Sober (1984, 135) puts
it: ‘‘According to the [Darwinian fitness notion], a
sterile organism will have 0 fitness, since its chances
of reproducing are nil.’’ If the focus is shifted from
the organism to its genes, and if these genes are
shared by other organisms, one gets a different
view of fitness. With the idea of ‘‘inclusive fitness,’’
Hamilton (1964) explained that an organism might
have a better chance of having its genes represented
at a later generation if it forgoes its own reproduc-
tive success to help other bearers of its genes in-
crease theirs. Hamilton suggested that inclusive
fitness should be understood as the sum of the
individual’s fitness and the individual’s effect on
the fitness of other related individuals. Kinship is

used as a tracker to ‘‘estimate’’ the degree to which
two organisms ‘‘share the same genes.’’ The higher
the relatedness, the higher the probability that a
significant proportion of genes is shared between
the benefactor/donor and the recipient. The net ef-
fect in terms of the donor’s genes being passed on
could be greater by helping relatives reproduce than
by reproducing itself. Kin selection provides an ex-
planation for traits such as altruism that prima facie
do not seem to fit into evolutionary theory.
However, kin selection has recently been some-

what demoted in favor of more general group-
selection explanations (Hamilton himself shifted
his views to a group-selection explanation follow-
ing his reading of Price’s [1970] argument on co-
variance). One of the advantages of group-selection
explanations is that they do not presuppose that
relatedness is necessary to establish traits such as
altruism. More complex interactions are possible,
and communities of different species can act as
units of selection. However, understanding these
interactions and identifying these communities
demands a more ecological approach.

Solution to a Design Problem

Suppose, following Dennett (1995) and others be-
fore him, one characterizes the relation ‘‘x is fitter
than y’’ as follows:

x is fitter than y if and only if x ’s traits enable it
to solve the ‘‘design problems’’ set by the
environment more fully than y’s traits do.

Call this concept ecological fitness. The ‘‘ecologi-
cal’’ definition is fraught with difficulties.
What are these design problems? How many of

them are there? Is there any way of measuring the
degree to which x exceeds y in their solution? To
beginwith, the notion of ‘‘design problems’’ is vague
and metaphorical. If treated literally, design pro-
blems will all be relative to the overarching objective
of leaving more descendants: If to be fitter means
that an organism offers a better solution—better
fills an ecological niche—how is this differential
success measured any other way than by measuring
higher offspring numbers? Thus the definition may
simply hide the original problem of distinguishing
fitness from reproductive rates, instead of solving it.
Second, the number of design problems is equal

to the number of distinct environmental features
that affect survival and reproduction, and this
number is probably uncountable. It is therefore
no wonder that many biologists have favored
defining ‘‘x is fitter than y’’ in terms of quantita-
tively measurable reproductive rates.
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The Propensity Interpretation of Fitness

Among philosophers of biology, there has been a
wide consensus that the solution to the problem of
defining fitness is to be found in treating it as a
probabilistic disposition. The most popular, or the
‘‘standard,’’ probabilistic propensity account of
fitness has been in terms of offspring contribution
(note that there are other propensity accounts that
aren’t ‘‘offspring centric’’; more on this below).
As such, the propensity causally intervenes between
the relationship of environments to organisms that
cause it and the actual rates of reproduction, which
are its effects. Thus an organism can have a proba-
bilistic disposition to have n offspring and yet un-
luckily never actually reproduce (or produce a
number of offspring different than n).
Comparative fitness differences are dispositions

supervening on the complex of relations between
the manifest properties of organisms and environ-
ments (Rosenberg, 1978) and will give rise to differ-
ential reproductive rates. Thus, definitions such as
the following were advanced (Brandon 1978; Beatty
and Mills 1979):

x is fitter than y in E iff [‘‘if and only if ’’] x has a
probabilistic propensity to leave more off-
spring in E greater than y’s probabilistic pro-
pensity to leave more offspring in E.

If fitness is a probabilistic propensity, then the
fitter among competing organisms will not always
leave more offspring. Fitness differences do not in-
variably result in reproductive differences, but only
with some probability (since the theory allows for
drift, this qualification on its claims will be a wel-
come one). However, assume, as Hume famously
argued, that causesmustbedistinct fromtheir effects
and only contingently related to them. Then if the
probability of leaving more offspring is an effect,
then it will have to be distinct from its cause—the
probabilistic propensities that constitute fitness
differences. This is a problem that all probabilistic
accounts have to face (not just propensities to leave
more offspring). One possible solution is to define
probability as long-run relative frequency. The idea
here is that chances explain long-run frequencies:
If x has a probabilistic propensity to leave more
offspring than y in every generation, then the long-
run relative frequency of x’s having more offspring
than y in any generation is greater than y’s long-
run relative frequency.
But there must be at least a theoretical difference

between the chance and the frequency if one wishes
the former to explain the latter causally. There
are philosophers of science who deny that such a

distinction between probabilistic propensities in
general (not just biological propensities) and long-
run relative frequencies is possible (Earman 1986,
149). Others have argued that, as in the case of
quantum mechanics, there are such independent
chancy probabilistic fitness propensities that gener-
ate the long-run relative frequencies. Proponents of
the standard account in biology have envisioned two
possible explanations for these propensities. One is
that probabilistic propensities at the biological
levels of phenomena are the result of quantumprob-
abilities ‘‘percolating up’’ (Sober 1984); the second
is that there are brute unexplainable probabilistic
propensities at the level of organismal fitness differ-
ences (Brandon and Carson. 1996). Few doubt that
quantum percolation of some kind could have a
biological significance. It may well be a source of
mutation (cf. Monod 1971, 111–115 for support of
this idea). But the claim that it has a significant role
in fitness differences is not supported by any inde-
pendent evidence (cf. Millstein 2000 for discussion).
Even if quantum effects could percolate up, they
probably would do it so infrequently that they
could not help but ground all biological propensi-
ties. The claim that there are brute probabilistic
propensities at the level of organismal fitness differ-
ences is controversial, depending largely on one’s
acceptance of emergent autonomous propensities
at the macro level.

Some qualifications of the standard propensity
account will need to be offered. As Gillespie (1977)
has shown, the temporal and/or spatial variance in
number of offspring may have an important selec-
tive effect. In certain scenarios, it might be more
beneficial for an organism to have a lower mean
number of offspring with a low variance than a
higher mean number of offspring with a wider vari-
ance (and with equal means, the organism with the
higher variance will always be selected against). To
take the example from Brandon (1990, 20): If or-
ganism A has 2 offspring each year, and organism B
has 1 offspring in odd-numbered years and 3 in
even-numbered ones, then, ceteris paribus, after 10
generations there will be 512 descendants of A and
243 descendants of B. The same holds if A and B
are populations and B’s offspring vary between 1
and 3 depending on location instead of period. This
is not a problem for propensity accounts that re-
flect averages over many generations, but it would
be a problem for accounts that do not in fact have
access to such long-term averages.

Accordingly, the definition needs to be changed
to accommodate the effects of variance in offspring
number per generation. One could get something
like this formulation:
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x is fitter than y iff probably x will have more
offspring than y, unless their average numbers
of offspring are equal and the temporal and/or
spatial variance in y ’s offspring numbers is
greater than the variance in x ’s, or the average
numbers of x ’s offspring are lower than y ’s
but the difference in offspring variance is large
enough to counterbalance y ’s greater number
of offspring.

It is also the case that in some biologically actual
circumstances (e.g., where mean fitnesses are low),
increased variance is sometimes selected for
(Ekbohm, Fagerstrom, and Agren 1980). As Beatty
andFinsen (1987) further showed, the definitionwill
also have to accommodate skewness along with off-
spring numbers and variance, on pain of falsity. One
simpleway to do this is to add a ceteris paribus clause
to the definition. But the question must then be
raised as to how many different exceptions to the
original definitions need to be accommodated. If the
circumstances under which greater offspring num-
bers do not make for greater fitness are indefinitely
many, then this definition will be unsatisfactory.

Some proponents of the propensity definition
recognize these difficulties and are prepared to
accept that at most a ‘‘schematic’’ definition can
be provided. Thus Brandon (1990, 20) defined the
‘‘adaptedness,’’ or expected fitness, of an organism
O in an environment E as:

A�ðO;EÞ ¼
X

PðQOE
i ÞQOE

i � f ðE; s2Þ
where QOE

i represents a range of possible offspring
numbers in generation i, PðQOE

i Þ is the probabilistic
propensity to leave QOE

i in generation i, and, most
importantly, f ðE;s2Þ is ‘‘some function of the vari-
ance in offspring numbers for a given type, s2 and of
the pattern of variation’’ (Brandon 1990, 20), or, in
other words, some function or other that is not
known in advance of examining the case.Moreover,
one will have to add to variance other factors that
determine the function, such as Beatty and Finsen’s
skewnes. Thus, the final term in the definition
will have to be expanded to f ðE; s2; . . .Þ, where the
ellipsis indicates the additional statistical factors
that sometimes combine with or cancel the variance
to determine fitness levels.

But how many such factors are there, and when
do they play a nonzero role in fitness? The number
of such factors is probably indefinitely large. The
reason for this is given by the facts about natural
selection as Darwin and his successors uncovered
them. The fact about selection that fates this defi-
nition to be forever schematic is the ‘‘arms-race’’
strategic character of evolutionary interactions.

Since every strategy for enhancing reproductive
fitness (including how many offspring to have in a
given environment) calls forth a counterstrategy
among competing organisms (which may undercut
the initial reproductive strategy), the number of
conditions covered by the ceteris paribus clause is
equal to the number of strategies and counterstra-
tegies of reproduction available in an environment.
Brandon (1990) writes, ‘‘In the above definition of
A* (O, E ), the function f ðE; s2Þ is a dummy func-
tion in the sense that the form can be specified only
after the details of the selection scenario have been
specified’’ (20). He acknowledges that the function f
will differ for different O and E and will have to be
expanded to accommodate an indefinite number of
further statistical terms beyond variance. Schemati-
cally, it will take the form f ðE; s2; . . .Þ. Again,
adapting Brandon’s notation, none of the members
of the set that express his generic definition of
adaptedness, or expected fitness, ½PðQOE

i ÞQOE
i � f1

ðE; s2; . . .Þ: PðQOE
i Þ QOE

i � f1ðE; s2; . . .Þ;PðQOE
i Þ

QOE
i � f2 ðE; s2; . . .Þ;PðQOE

i Þ QOE
i � f3ðE; s2; . . .Þ;

. . .�, is in fact a definition of either term. It is the
set of operational measurements of the property of
comparative fitness.
It is for reasons such as these that the standard

propensity account endorses a schematic view that
accommodates all the ceteris paribus clauses that
could appear (from variance, low mean fitnesses,
kin selection effects, etc.). But since the number of
these clauses may be indefinite, the standard pro-
pensity view does not truly offer a definition of
fitness. The schematic nature of this propensity in-
terpretation, along with other problems elaborated
in Sober (2002) and Beatty and Finsen (1987), will
motivate some to consider alternative approaches to
the treatment of fitness.

Conclusion: Models, Ecological Fitness, and
the Problem of Evolutionary Drift

Any attempt to turn a generic probabilistic schema
for fitness into a complete general definition that
is both applicable and adequate to the task of
vindicating the truth of the theory of natural selec-
tion is problematic. These problems suggest to some
philosophers that there is a need to rethink the
cognitive status of the theory altogether.
Some (mainly Williams 1970; Rosenberg 1985)

have argued that if one strives for an axiomatic for-
malization of evolutionary theory, one will have
to understand fitness as being a primitive notion:
A definition of fitness is not available from within
the theory itself. Only operational definitions of fit-
ness will be available, which will be only provisional
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characterizations to help guide investigations and
not definitions in the strict sense, since fitness can
be characterized only ‘‘by appeal to the phenomena
that it is employed to account for’’ (Rosenberg 1985,
141). In other words, fitness can be characterized
only through its actual causal role (analogously to
the concepts of force and charge). Among other
reasons, the very abstract nature of this axiomatic
account made it unpalatable for most philosophers
and biologists: Biologists do not use a ‘‘primitive’’
notion of fitness in their inquiry, but a more empiri-
cal notion better reflected in semantic accounts.
Trying to address these pragmatic concerns, oth-

ers have argued that the theory of natural selection
should not be viewed as a body of general laws but as
theprescription fora researchprogram(seeBrandon
1990, chap. 4). As such, its central claims need not
meet standards of testability, and fitness need not be
defined in terms that assure the nontriviality, test-
ability, anddirect explanatorypowerof the theoryof
natural selection. Evolutionary theory remains a sci-
entifically respectable, but nevertheless untestable,
organizing principle for biological science.
Thus, in each particular selective scenario, a dif-

ferent specification of the schematic propensity
definition figures in the antecedent of a different
and highly restricted principle of natural selection
that is applicable only in that scenario. The notion
that there is a very large family of principles of
natural selection, each with a restricted range of
application, may be attractive to those biologists
uncomfortable with a single principle or law of
natural selection, and to those philosophers of
science who treat the theory of natural selection
as a class of models. In the ‘‘semantic’’ approach
to the theory of natural selection (see Theories),
each of the substitution instances of the schematic
principle of natural selection generated by a
particular specification of the propensity definition
of fitness is treated as a definition of a different
Darwinian system of population change over time
(Beatty 1981). The evolutionary biologist’s task
is to identify which definition is instantiated by
various populations in various environments.
The difficulties of the probabilistic propensity

definitions of fitness (standard accounts and others)
are serious enough to make the notion of ecological
fitness worth revisiting. Recall that in this view ‘‘A is
fitter than B in E ’’ is defined as ‘‘A’s traits result in
its solving the design problems set by E more fully
than do B’s traits.’’ The terms in which this defini-
tion is couched are certainly in as much need of
clarification as is ‘‘fitness.’’ There does appear to
be important biological work that the ecological
fitness concept can do that a definition of fitness

solely in terms of differential reproductive rates
(actual, expected, or dispositional) cannot.

Suppose one measures the fitness differences be-
tween population A and population B to be in the
ratio of 7:3 (e.g., wA ¼ 1, wB ¼ 0.428), and suppose
further that in some generation the actual offspring
ratio is 5:5. There are two alternatives: (1) The
fitness measure of 7:3 is right but drift explains
the deviation or (2) the fitness measure of 7:3 is
incorrect and drift has occurred.

In the absence of information about the initial
conditions of the divergence, there is a way empiri-
cally to choose between (1) and (2), which requires
that there be ecological fitness differences that are
detectable. Suppose that fitness differences were
matters of probabilistic differential reproductive
success. Then the only access to fitness differences
would be via population censuses in previous gen-
erations (since these form the bases of the prob-
abilities). Suppose that this census did indeed show
a 7:3 ratio between A and B in the recent past. In
order to exclude the absence of fitness differences
instead of drift as the source of the current genera-
tion’s 5:5 outcome, one needs to be able to establish
that the 7:3 differences in previous populations
were not themselves solely the result of drift. But
this is the first step in a regression, since the original
problem was in discriminating drift from mismea-
sures of fitness. Of course, the problem does not
arise if one has access to fitness differences indepen-
dently of previous population censuses. And this
access is available, at least in principle, if fitness is
a matter of differences in the solution of identifiable
design problems, that is, if there is such a thing as
ecological fitness and it is (fallibly) measured by
probabilistic propensities to leave offspring.

If there is access to ecological fitness differences,
one can, at least in principle, decide whether the
divergence from predicted long-run relative fre-
quencies is a matter of drift or reflects an ignorance
either of ecological fitness differences or the unrep-
resentativeness of the initial conditions of individ-
ual births, deaths, and reproductions. But given the
epistemic problems related to ecological fitness
highlighted earlier, can one truly say that ecological
fitness differences are within reach?

The problem of defining fitness remains. Or at
any rate, it does if biology cannot live with an
imperfect definition of fitness in terms of an overall
design-problem solution or an understanding of
fitness as a research program for building models.
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FUNCTION

Current philosophical debate concerning functions
is focused around the concern that commitment to
the existence of functions in nature rests uneasily
on the assumption that scientific descriptions of the
world should be wholly naturalistic, meaning that
they must not involve any irreducible, mentalistic
elements. Talk of ‘function’ is pervasive in many
areas of the life sciences, and a cursory glance at
how it is employed suggests that functions are gen-
erally taken to be real properties of the biological
world. However, the concept of function carries
with it all sorts of teleological and mentalistic con-
notations, which are seemingly in tension with an
objective, scientific view of the world. For example,
there is the possibility that ascription of biological
function involves reference to design and agent in-
tention. Biological functions, like artifact functions,

incorporate an effect of a structure into a des-
cription of its causal capacities, thus introducing a
‘‘forward-looking’’ element. Thus, saying that ‘‘the
function of the heart is to pump the blood’’ might
be taken to imply that ‘‘the heart beats so as to pump
the blood’’ or ‘‘the heart is designed for blood
pumping.’’ The effects that a designer intended an
artifact to achieve clearly do play a role in determin-
ing its current causal properties. Hence, appealing
to an intended effect in order to account for current
properties is unproblematic. However, a conscious
designer is not the sort of thing that a naturalistic
biology wants to fall back on. As Allen and Bekoff
(1995, 611) put it, ‘‘Successful naturalization of tel-
eological notions in biology requires that one give
an account of these notions that does not involve the
goals or purposes of a psychological agent.’’
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A further problem that a naturalistic analysis of
biological function must contend with is that many
ascriptions of function are normative, meaning that
the function of a structure is not just something
that it does, but also something that it is supposed to
do. A function ofX does not accidentally contribute
to the realization of some effect but properly does so.
Similarly, when something fails to fulfil its function,
it does not just do something else but rather goes
wrong or malfunctions. Assuming naturalism, a ten-
able account of functions is required to assimilate
them into a purely descriptive framework. Hence, if
a concept of normative or proper function is to
survive naturalization, the normative must some-
how be reduced to the descriptive.
Rather than try to accommodate such concerns,

why not just dispense altogether with reference to
functions in biology? Why not condemn them to
the fate of ‘vital spirits’ and ‘pangenic gemmules’?
Given the centrality of functional characterizations
in the life sciences, this would call for dramatic revi-
sions of contemporary scientific practices. Func-
tions are not only invoked in describing and
explaining the workings of biological structures but
also play a role in the classification and individua-
tion of many such structures (Neander 1991). The
function of awing is whatmakes it a wing. Similarly,
a heart would not be a heart if it were not for its
function; an eye would not be an eye and a leg would
not be a leg. Of course, classification according to
function is not exclusive. As Amundson and Lauder
(1994, 453) note, biological organs can be classified
both anatomically and functionally. Nevertheless,
bereft of function, classifications of the biological
world would be very different and, most would
agree, severely impoverished. Hence, the central
problem addressed by most philosophical discus-
sions is how to analyze function in a way that
keeps biological science natural and at the same
time licenses continued employment of teleological
language, whose elimination would make biology
very difficult indeed.

Naturalizing Function

The parameters of current debates owe much to the
classic accounts of Nagel (1961) andHempel (1965).
They both structure their discussions around the
need to account for scientific usage of ‘function’ in
nonteleological terms, accepting (a) that irreducible
teleologies are scientifically unacceptable and (b)
that some appeals to function in the life sciences
are legitimate. Nagel takes it as given that function-
al language in the life sciences does not ultimately
appeal to irreducible teleologies:

We shall . . . assume that teleological (or functional)
statements in biology normally neither assert nor presup-
pose in the materials under discussion either manifest or
latent purposes, aims, objectives, or goals. . . . [D]espite
the prima facie distinctive character of teleological (or
functional) explanations, we shall first argue that they can
be reformulated, without loss of asserted content, to take
the form of nonteleological ones, so that in an important
sense teleological and nontelological explanations are
equivalent. (402–403)

Hempel (1965) takes a similar line, conceding a
historical connection between biological functions
and full-blooded teleology but maintaining at
the same time that any teleological explanations
involving irreducible purposes or entelechies are
‘‘pseudo-explanations’’ (304). However, like Nagel,
he assumes that certain uses of ‘function’ in science
are legitimate, having a ‘‘definitely empirical core’’
(ibid). Hence, the object of both analyses is to
account for function in nonteleological terms,
defending the assumption of a clear distinction be-
tween function and teleology through a naturalistic
analysis of the latter.

Nagel’s analysis proposes that functions are
contributions made by parts of a system to that
system’s ability to carry out characteristic processes
and behaviors. As Nagel (1961) puts it, structure A
has a function in cases where ‘‘[e]very system S with
organization C and in environment E engages in
process P; if S with organization C and in environ-
ment E does not have A, then S does not engage in
P; hence, S with organization C must have A’’
(403). He observes that although A is never logical-
ly necessary for process P, structures such as brains
and livers can be said to be ‘‘necessary’’ in a differ-
ent sense, in that there are no actual alternatives in
the biological world (404). Thus an account of the
function of a systemic constituent can contribute to
a robust explanation of a system’s ability to sustain
a certain behavior or process.

Functions, for Nagel (1961), are essentially caus-
al contributions to systemic goals. A successful
naturalization of ‘function’ therefore requires that
‘goal’ also be naturalized. Nagel analyzes goals in
terms of the properties of directively organized sys-
tems, invoking criteria such as adaptability and
plasticity (417–418), but concedes that any demar-
cation between goal-directed and non-goal-directed
systems will be somewhat vague (419). Given a
naturalistic account of functions and goals along
the lines set out, Nagel suggests that any remaining
differences between teleological and nonteleologi-
cal explanations in science should be attributed to
‘‘emphasis and perspective in formulation’’ rather
than content (422).
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Hempel’s (1965) account is similar to that of
Nagel, in maintaining that functions are roles
played by parts of a system that contribute to
‘‘keeping the given system in proper working
order or maintaining it as a going concern’’ (305).
Hempel locates proper scientific usage of ‘function’
within a procedure called functional analysis,
whose aim is to ‘‘exhibit the contribution which
the behavior pattern makes to the preservation or
the development of the individual or group within
which it occurs’’ (305). He constrains the domain of
legitimate function assignment to those constituents
of self-regulating systems that contribute to the ac-
tivity of self-regulation, thus ruling out numerous
possible systemic goals that would be admitted
by Nagel’s more permissive account. Hempel is
less optimistic than Nagel with regard to the ex-
planatory potential of functional analysis, which,
he observes, cannot deductively explain the pre-
sence of a functional item and has very little
predictive power (312–313). However, he does as-
sign it a heuristic role, in ‘‘determining the respects
and the degrees in which various systems are
self-regulating’’ (330). Hempel also departs from
Nagel in adding a historical dimension to his
analysis. Functions are not simply current contri-
butions made by parts of a system to that system’s
capacities. The objects of functional analysis are
also ‘‘standardized’’ or ‘‘repetitive’’ items (307)
that occur in a context of sustained self-regulation,
implying a historical or backward-looking aspect
to the concept of function (see McLaughlin 2001,
part II).

This historical dimension is developed substan-
tially and in a novel way by Wright’s (1973) analy-
sis, from which the majority of recent attempts to
naturalize biological functions take their lead.
Wright seeks to provide a unified account, embrac-
ing both natural and artifact functions. The two
key requirements of such an account are, according
to Wright, that it be able to distinguish a function
of X from an accidental consequence of X and be
able to capture the sense in which statements of
function are intrinsically explanatory, a statement
of X ’s function constituting an explanation of why
X exists. Wright proposes a consequence etiology,
which is intended to specify necessary and suffi-
cient conditions for an entity X to have a function
Z. The ‘function of X is Z’ means:

. X is there because it does Z.

. Z is a consequence (or result) of X ’s being
there. (161)

The analysis is devised to accommodate both
natural and artifact functions, both conscious

design and natural selection. A car (X ) has the
function of transportation (Z ) because transporta-
tion is not merely one of its effects but also what it
was designed for and hence why it exists. A kidney
(X ) has the function of cleansing the blood (Z ), as
it was selected for that role and hence exists because
of its role in cleansing the blood. Wright’s analysis
attempts to preserve the forward-looking element
of function (by appealing to history in order to
show how the effect can explain the presence of
cause), the association between function and origin
(the function of X is also the reason for X ’s exis-
tence), and the normativity of function (X is sup-
posed to do what X was designed or selected to do)
whilst also providing a naturalistic, unitary account,
covering all uses of ‘function.’
There are a number of possible exceptions to

Wright’s analysis, many of which were first pointed
out by Boorse (1976). For instance, consider a
break in a hose (X ), which releases chlorine gas
(Z ). The break causes the gas to be released, but
release of the gas keeps the break open, by gassing
anybody who gets close enough to seal it, and so
the break continues to exist because it releases the
gas (72). This maps onto both of Wright’s criteria
for Z being a function of X. However, it is intui-
tively clear that this is not the kind of scenario to
which one would want to assign a function.
More recent etiological accounts take Wright’s

basic formulation as their starting point and at-
tempt to insulate it against various counterexam-
ples in order to capture a sense of function as the
notion is employed specifically in biology. This
quest has resulted in several deviations from the
goals of Wright’s original analysis. For example,
Millikan (1989) and Neander (1991) both depart
from the project of conceptual analysis to formu-
late accounts that are, to varying degrees, stipula-
tive and not intended to reflect every instance of
everyday function assignment. Part of the motiva-
tion for this is the need to guard against far-fetched
counterexamples such as car engines and livers
materializing out of nowhere, or more plausible-
sounding scenarios such as complex biological
structures emerging through chance macromuta-
tions and thus owing nothing to the action of
natural selection. Even if commonsense intuitions
do lean toward the assignment of function in
these cases, such intuitions can simply be declared
irrelevant if conceptual analysis is not one of its
aims.
Coupled with the departure from conceptual

analysis is a renunciation of the goal of a unitary
account. Recent etiological approaches tend to
focus specifically on biological function, which
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they analyze in terms of natural selection and its
products, rather than on the basis of some more
general etiology common to both conscious design
and natural selection. Hence, they treat biological
functions as essentially distinct from artifact func-
tions, given that artifact functions are not the result
of a process of blind, nonconscious selection:

It is the/a proper function of an item (X ) of an organism
(O ) to do that which items of X’s type did to contribute
to the inclusive fitness of O ’s ancestors, and which
caused the genotype, of which X is the phenotypic ex-
pression, to be selected by natural selection. (Neander
1991, 176)

Even given this restriction in scope to biological
function and natural selection, further questions
have been raised as to whether short-term or long-
term selection history should be given priority when
assigning functions. For example, a structure might
originally have been selected for task A and have
subsequently been selected for task B,withA fading
out of the picture completely. Most accounts main-
tain that recent selection pressures aremore relevant
in determining current function (Godfrey-Smith
1994). Buller (1998) adds yet further fine-tuning to
etiological approaches by differentiating between
‘‘strong’’ and ‘‘weak’’ etiological theories. These
are distinct in that the former explicitly emphasizes
selection for a trait, whereas the latter stresses only
that the trait be a result of the reproduction of
structures that had the same effect.
Despite the often subtle differences between con-

temporary etiological theories of function, all aim
to provide an analysis that preserves a concept of
normative, teleological, and (most importantly)
natural function that can be legitimately employed
to describe the biological world.
Etiological accounts are not the whole story,

however, and causal role accounts, which, like the
early analyses of Nagel (1961) and Hempel (1965),
emphasize the current contribution of a structure
to systemic capacities, are still viewed by many as
a plausible alternative or supplement to the etio-
logical view. A causal role account proposed by
Cummins ([1975] 1984) has been particularly influ-
ential. He argues that functions are contributions to
the capacities of containing systems, playing a piv-
otal role in an explanatory strategy that he, like
Hempel, refers to as ‘‘functional analysis’’:

When a capacity of a containing system is appropriately
explained by analyzing it into a number of other capa-
cities whose programmed exercise yields a manifesta-
tion of the analyzed capacity, the analyzing capacities
emerge as functions. (407)

A function ofX is a capacity ofX that contributes
to the explanation of a more complex capacity of a
containing system Y. So functions, for Cummins,
play a role in a reductive explanatory strategy that is
popular in various areas of the biological sciences,
requires an essentially ahistorical understanding
of causal function, and, as Amundson and Lauder
(1994) point out, does not require the incorporation
of normativity.

Cummins’ account has been criticized for being
both too vague and too liberal. It is unclear pre-
cisely what is meant by ‘‘system’’ and, without any
explicit restrictions concerning acceptable systems,
just about anything can have a Cummins function
in some context. In relation to some conceivable
system (in the Cummins sense), the function of
cancer is to cause death and the function of the
nose to support spectacles (see e.g., Manning 1997,
70). Hence, the account needs to be constrained in
order to isolate a more specific sense of function
that can be applied to biological practice without
opening the floodgates to permit all manner of
bizarre functions. Certain more recent causal role
accounts insulate against excessive generality by
restricting function assignment to those roles that
enhance the fitness of biological systems (Bigelow
and Pargetter 1987; Mitchell 1995; Walsh 1996). In
contrast to etiological approaches, these theories
construe function in terms of current rather than
historical propensity to contribute to biological
fitness. Bigelow and Pargetter (1987) propose
their propensity account as an alternative to etio-
logical accounts. However, the two accounts need
not be antagonists and can be thought of as work-
ing together to accommodate distinct but equally
permissible uses of the notion of function. In re-
cent years a consensus has emerged along these
lines, which recognizes the legitimacy of etiological
functions and Cummins functions in biology, with
fitness functions composing a subfamily of Cum-
mins functions. Etiological approaches pin down a
distinctive, specific use of the term ‘‘function,’’
whilst Cummins’ account identifies a broader,
more generally applicable use (Godfrey-Smith,
1993). There are still some issues left concerning
the nature and extent of any relationships between
Cummins functions and etiological functions.
Buller (1998, 515) suggests that one has to identify
a Cummins function before going on to ask
whether that function is also an etiological func-
tion. That is, one has to know whether and how X
contributes to Z (Cummins function) before one
can determine whether X was selected for because
it contributes to Z (etiological function). Griffiths
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(1993) also regards the two senses as intimately
connected:

We can incorporate the etiological approach into the
Cumminsesque picture of function ascription. The prop-
er functions of a biological trait are the functions it is
ascribed in a functional analysis of the capacity to sur-
vive and reproduce (fitness) which has been displayed
by animals with that feature. This means that a feature
will have a proper function only if it is an adaptation for
that function. The trait must have been selected because
it performs that function. (412)

However, Godfrey-Smith (1993) places more of
an emphasis on disunity and advises philosophers
not to ‘‘join what science has put asunder’’ (207),
stressing that the two kinds of function are distinct
and symptomatic of different patterns of scientific
explanation.

In summary, despite a series of minor disagree-
ments amongst its proponents, there is a currently
popular consensus in philosophy to the effect that
biological functions can be satisfactorily natura-
lized via some combination of etiological and causal
role accounts, with only the former yielding a for-
mulation of normative, teleological, or proper func-
tion. The philosophical interest of a naturalized
proper function is not restricted to biology, how-
ever. The concept also has considerable potential
for application in psychology and the philosophy
of mind.

Function and Mind

Etiological accounts purport to provide a natural-
istic reduction of normative, teleological function,
which accounts for normative properties in purely
descriptive terms. The resultant formulation of a
proper function has proved to be a very powerful
tool, whose application is becoming increasingly
central to a number of different projects sharing
the common goal of naturalizing the mind. For
example, one possibility is in accounting for the
seemingly intractable normativity of mental states
in terms of the more tangible normativity of
biological function. This is the aim of currently
popular teleological theories of mental representa-
tion, such as that of Millikan (1993). The connec-
tion between intentional states, such as beliefs and
desires, and their objects cannot be adequately
characterized in terms of causation alone. The be-
lief that there is a bird rustling in the bushes might
well be caused by the foragings of a rat, a brief
glimpse of which gives the mistaken impression of a
bird. So what is it about the belief that specifies the
content ‘bird’ rather than ‘rat and/or bird’? This is

the so-called disjunction problem: determining how
the content of a belief is fixed as X rather than as X
and/or Y, given that it can be present in both cases.
The belief about the rustling in the bush is so not
just because it is commonly caused by birds rather
than rats, bees, or buffalo, but because it is properly
caused only by birds and thus mistaken when it is
caused by rats. Teleological theories of representa-
tion attempt to account for this normativity of
intentional states in terms of the normativity of
biological function. In its simplest form, their cen-
tral claim is that a belief X is about Y rather than Z
because its proper function is to represent Y and
not Z:

Just as the characteristic mark of intentionality is that
intentional items can be false, unsatisfied, or seemingly
‘about’ what does not exist, so the characteristic mark of
the purposive, of that which has a function, is that it may
not in fact fulfill that purpose or serve that function.
(Millikan 1993, 23)

Functional characterizations are also employed
more generally in the philosophy of mind. Many
philosophers hold that allmental processes are best
characterized in terms of their biological roles, as
opposed to a physical description of the structures
that instantiate those roles. This general position,
known as teleological functionalism (see e.g., Sober
1985), maintains that proper functions provide a
means of describing what various mental processes
essentially do, without getting sidetracked by acci-
dental/contingent effects of those processes or ex-
cessive attention to the anatomy of the biological
structures that perform them. For example, an ac-
count of the proper function(s) of consciousness will
aim to tell us what consciousness does and why it
came to be.
If one goes so far as to adopt the line that mental

processes simply are what they do, then a compre-
hensive characterization of psychological states and
processes in terms of their various etiological func-
tions will amount to a comprehensive account of
what the mind is. Some recent work in evolutionary
psychology has precisely this goal. Evolutionary
psychologists such as Cosmides and Tooby (1992)
not only employ ‘function’ to describe psychological
processes but also maintain that psychological pro-
cesses are individuated or defined by their etiological
functions. Cosmides and Tooby’s aim is to account
for the mind in terms of a set of modules, which are
innate, domain-specific programs selected to deal
with the many problems posed by the environment
in which humans evolved. Modules are not first
identified and then assigned a function. Instead,
their function is constitutive of what they are. For
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Cosmides and Tooby, etiological functions are
utterly indispensable for a scientific understanding
of the mind.
Thus, etiological functions play a major part

in several projects in naturalistic philosophy of
mind and psychology. These projects are structured
around the assumption that if we can rid biological
teleology of mind, we can then employ it to rid
the rest of the world of mind, by reducing various
psychological phenomena to their biological func-
tions and thus naturalizing them. So etiological
proper functions are increasingly indispensable,
not so much for biology but for projects in the
philosophy of mind that require a naturalistic
formulation of normative, teleological function.

Function in Mind?

Employment of functions in the service of naturaliz-
ing the mind presupposes the possibility of objec-
tive, mind-independent functions. However, not all
agree with Godfrey-Smith’s (1993) naturalistic con-
sensus. In his response to Wright (1973), Boorse
(1976) argues that all functions are ultimately con-
tributions to goals and that only the inclusion of
a goal can ultimately serve to distinguish between
cases where the term ‘‘function’’ is and is not legiti-
mate. This sort of claim has also been employed
to criticize more recent formulations of the etiologi-
cal theory. For instance, Manning (1997) examines
several cases that fit the etiologists’ criteria but clear-
ly do not have functions. Both ‘‘junk DNA’’ and
‘‘selfish DNA’’ (which enhances the chances of its
own replication but has a detrimental effect on the
organism) have the right etiology but neither
is assigned a function (74–75). Manning suggests
that functions are assigned only when goals are
incorporated into one’s description of a system or
process. Thus, if naturalism requires the elimina-
tion of goal directedness, etiological accounts can-
not meet the requirements of naturalism without an
additional account of goals (80–81).
If functions depend upon goals or other related

mentalistic notions, where do these goals come
from? Neither Nagel (1961) nor Hempel (1965),
both of whom claim that function assignment
involves reference to systemic goals, think that the
problem of goals is insurmountable for naturalism.
However, an alternative response is to concede that
goals come from us; we tacitly incorporate them
into our conceptions of the biological world, slip-
ping in values, ends, and intentions that have their
ultimate source in human agency. Functions, if they
do indeed presuppose psychological goals, turn out

to be mind-dependent and so cannot be employed
to naturalize the mind.

Some recent versions of this kind of view main-
tain that ‘biological function’ originates from amet-
aphor or analogy with human agency and artifice,
which results in one’s thinking of the biological
world in terms of end directedness, normativity,
and value. For instance, Matthen (1997) argues
that ‘‘function attributions seem to be dependent
on user, role, mode, use, and the utility that the
user realizes from the outcome.’’ Functions are
‘‘attributed to natural things by virtue of an analogy
with instruments designed for use by or actually
used by an agent for a purpose’’ (31).

Accepting that functions areultimatelydependent
on an analogy with human artifice, one might won-
der whether they can and should be eliminated from
biology. Such a move would be highly contentious,
given that function talk is widespread, entrenched,
and apparently central to many areas of biological
thinking. Matthen (1997, 37) suggests that elimina-
tion of function from biology is possible in princi-
ple, but he does not recommend such a course of
action. Ruse (2000) argues that elimination would
be undesirable, as even though functions do not
correspond to properties of the mind-independent
world, they still serve a central role in biological
explanations. Functions need not be out there in
order to be legitimate and useful tools to enhance
‘‘science’s heuristic power’’ and ‘‘its predictive fer-
tility’’ (231). Ratcliffe (2001, 45–47) argues that the
role played by teleological language in biology ren-
ders it impossible to eliminate without eliminating
most of biological practice along with it. Functions
are not just dispensable metaphors that attach to
biological descriptions, but rather constitutive con-
ditions for the possibility of biology, whose absence
would render much of that science impossible.

Others claim that certain understandings of
biological function could and even should be elimi-
nated. Davies (2001) argues that biological proper
function cannot be naturalized and ought therefore
to be abandoned, leaving only nonnormative caus-
al role functions. For different reasons, Amundson
(2000) argues that a ‘‘normal’’ function, construed
as a normative ideal of biological performance,
should be discarded. He claims that Darwinian
evolutionary processes result in a plethora of dif-
ferences rather than a few ‘‘proper’’ ways of doing
things, deviations from which constitute malfunc-
tion or abnormality. In place of the contrast be-
tween proper function and malfunction, there are a
multitude of effective modes of performance, all
of which get the job done, if a little differently
from each other (34). Amundson (2000) goes on
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to suggest that the concept of normative biological
function is symptomatic of an ideology or prejudice
that serves to disadvantage certain people, who are
classified as diseased, disabled or abnormal and ex-
cluded to varying degrees from society on the
grounds that society is not obliged to accept or
enable those who are biologically dysfunctional:
‘‘The disadvantages of people who are assessed as
‘abnormal’ derive not from biology, but from im-
plicit social judgments about the acceptability of
certain kinds of biological variation’’ (33). So,
according to Amundson, so-called normal function
is neither part of the biological world nor useful, but
an ideological distortion of biology that serves to
justify social attitudes that would otherwise appear
morally unacceptable, a contention that adds an
important social dimension to the functions debate.

Conclusion

To summarize, current debates concerning bio-
logical function center around three issues: (a) the
number of distinct senses of ‘function’ at work
inside and outside biology, (b) whether or not cer-
tain kinds of function are reducible to properties of
the objective, mind-independent world, and (c) the
extent to which talk of functions is useful or even
indispensable in biology.

The prognosis for biological naturalism may
well hinge on the outcome of these debates. Crucial
to the success of attempts to naturalize the mind
through biology is the possibility of a naturalistic
reduction of ‘normative function,’ which etiologi-
cal accounts claim to supply. But if one concedes,
contrary to these accounts, that normative func-
tions are in some sense irreducibly mind dependent,
resting on conceptions of goals, values, design, or
agency that are not part of the objective, biological
world, then employment of function as an ontolog-
ical component in naturalistic accounts of mind is
ruled out. Employing a mind-dependent concept to
rid the world of mind would constitute a viciously
circular endeavor.

However, all of this is contingent on what com-
mitments one takes to be essentially constitutive of
naturalism. For instance, Bedau (1991) argues that
although it is not possible to eliminate value from
the concept of function, this does not imply that
values are woven into the biological world by
minds or are dependent on an analogy with values
that play an integral role in human artifice. Bedau
(1991) advocates a ‘‘broader naturalism’’ that
acknowledges that ‘‘value notions apply to living
things, even those which are not human’’ (655). If

naturalism is compatible with values and goals
being an intrinsic part of the natural world, then
irreducible teleology in nature will threaten neither
a naturalistic biology nor naturalistic accounts of
psychological processes that rest upon that biology.
However, asManning (1997, 80–81) notes, any such
account will ‘‘not amount to the full-scale naturali-
zation of functional properties if such a naturaliza-
tion requires the absolute elimination of the
analysis and of all teleological, purposive or ‘goal-
directed’ notions.’’ And whatever its merits, ‘‘full-
scale’’ naturalization or reduction of teleological
properties is indeed the central aim ofmost so-called
naturalistic analyses of function.
Functions are a philosophical problem precisely

because of the specter of their incompatibility with a
naturalism that refuses to admit teleology or nor-
mativity as ground-floor properties of theworld and
grants them reality only on the condition that they
be reducible to more basic properties. Reductive
naturalism not only seeks to accommodate function
but has increasingly come to depend upon it, as an
essential tool in the project of naturalizing other
troublesome concepts, such as intentionality or rep-
resentation. Hence, an awful lot hinges on whether
normative, teleological functions can ultimately be
cashed out in descriptive, nonteleological terms.

MATTHEW RATCLIFFE
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Noûs 28: 344–362.

Griffiths, P. (1993), ‘‘Functional Analysis and Proper Func-
tions,’’ British Journal for the Philosophy of Science 44:
409–422.

Hempel, C. (1965), Aspects of Scientific Explanation and
Other Essays in the Philosophy of Science. New York:
Free Press.

Manning, R. (1997), ‘‘Biological Function, Selection and
Reduction,’’ British Journal for the Philosophy of Science
48: 69–82.

Matthen, M. (1997), ‘‘Teleology and the Product Analogy,’’
Australasian Journal of Philosophy 75: 21–37.

McLaughlin, P (2001), What Functions Explain: Functional
Explanation and Self-Reproducing Systems. Cambridge:
Cambridge University Press.

Millikan, R. (1989), ‘‘In Defense of Proper Functions,’’
Philosophy of Science 56: 288–302.

——— (1993), White Queen Psychology and Other Essays
For Alice. Cambridge, MA: MIT Press.

Mitchell, S. D. (1995), ‘‘Function, Fitness and Disposi-
tion,’’ Biology and Philosophy 10: 39–54.

Nagel, E. (1961), The Structure of Science: Problems in the
Logic of Scientific Explanation. London: Routledge.

Neander, K. (1991), ‘‘Functions as Selected Effects: The
Conceptual Analyst’s Defense,’’ Philosophy of Science
58: 168–184.

Ratcliffe, M. (2001), ‘‘A Kantian Stance on the Intentional
Stance,’’ Biology and Philosophy 16: 29–52.

Ruse, M. (2000), ‘‘Teleology: Yesterday, Today and Tomor-
row?’’ Studies in History and Philosophy of Biological and
Biomedical Sciences 31: 213–232.

Sober, E. (1985), ‘‘Panglossian Functionalism and the
Philosophy of Mind,’’ Synthese 64: 165–193.

Walsh, D. M. (1996), ‘‘Fitness and Function,’’ British Jour-
nal for the Philosophy of Science 47: 553–574.

Wright, L. (1973), ‘‘Functions,’’ Philosophical Review 82:
139–168.

See also Evolutionary Psychology; Natural Selec-
tion; Naturalism; Teleology

FUNCTION

322



G
GAME THEORY

Game theory is the branch of decision theory that
analyzes interdependent decision problems be-
tween rational, strategic agents. A rational agent
is one who has a consistent set of preferences de-
fined over some set of possible outcomes and who
makes choices consistent with these preferences. A
strategic agent is one who, given these preferences,
reasons about the best course of action to take in
order to satisfy them. Interdependent decision pro-
blems arise when the outcome for any particular
agent depends upon the actions chosen by all of
the agents; that is, when the optimal choice for
an agent A depends upon the choices made by
other agents, and the optimal choice for the other
agents depends in turn upon the choice made by A.
It is this strategic feature that distinguishes game-
theoretic problems from simpler decision problems
such as parametric choice under conditions of risk
or uncertainty.

The birth of modern game theory is usually at-
tributed to von Neumann and Morgenstern (1944).
However, precursors to game-theoretic analyses
of strategic problems can be found in Zermelo
(1913), Borel ([1921] 1953), and von Neumann
([1928] 1959), as well as in the works of Hobbes
and Hume.

A Theory of Utility

One of von Neumann and Morgenstern’s primary
contributions was their development of a mathe-
matical theory of utility, allowing one to define, for
a given agent, an interval utility measure unique up
to a strictly increasing affine transformation. The
need for such a notion of utility originates in the
fact that in game theory, agents often need to make
decisions under conditions of risk or uncertainty,
and hence one needs a measure of how strong their
preferences for a given outcome are.
If an agent’s preferences over outcomes satisfy

certain basic coherence criteria, it is possible to
define a utility function with the property that if
one makes choices consistent with one’s pre-
ferences, one acts as if one were choosing to maxi-
mize expected utility. The following axioms (from
Luce and Raiffa’s [1957] classic text Games and
Decisions) formalize the coherence criteria neces-
sary to satisfy in order to define a von Neumann–
Morgenstern utility function. Let A ¼ fa1; . . . ; ang
denote the set of outcomes, and let aj ≾ ai denote
that the agent either prefers ai over aj or is indiffer-
ent between them. A lottery L ¼ ð p1a1; . . . ; pnanÞ is
simply a randomization over outcomes, where the
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outcome ai occurs with probability pi. A compound
lottery Q ¼ ðq1L1; . . . ; qmLmÞ is a lottery over lot-
teries, where the chance that the lottery Li occurs
is qi.

Ordering of Alternatives
For any outcomes ai, aj, and ak either ai ≾ aj or aj

≾ ai (and possibly both). Moreover, the relation
‘‘≾’’ is transitive; that is, if ai ≾ aj and aj ≾ ak, then
ai ≾ ak.

Reduction of Compound Lotteries
Let Li ¼ ð pi1a1; pi2a2; . . . ; pinanÞ be a lottery, for

i ¼ 1; . . . ;m. Then the agent is indifferent between
the compound lottery ðq1L1; q2L

2; . . . ; qmL
mÞ and

the simple lottery ð p1a1; . . . ; pnanÞ, where pi ¼
q1p

1
i þ q2p

2
i þ . . . þ qmp

m
i .

Continuity
Suppose that an ≾ an�1 ≾ . . . ≾ a1. Then there

exists a number ui such that the agent is indifferent
between ai and the lottery ½uia1; 0 � a2; . . . ; 0:
�an�1; ð1� uiÞan�, which is denoted âi.

Substitutibility
In any lottery, âi is substitutable for ai.

Transitivity of Lotteries
The preference and indifference relations over

lotteries are transitive relations.

Monotonicity
A lottery ð pa1; ð1� pÞanÞ is preferred or indiffer-

ent to ð p0a1; ð1� p0ÞanÞ if and only if p � p0.
If an agent’s preferences satisfy the above

axioms, it is possible to find a number ui for
each outcome ai such that for any two lotteries
L and L0 the magnitudes of the expected
values p1u1 þ . . . þ pnun and p01u1 þ . . . þ p0nun in-
dicate the preference between the lotteries. From

this assignment of utilities to the basic alternatives,
one can construct a utility function f over the set of
risky alternatives (the lotteries). Consequently,
when an agent makes choices consistent with
her preferences, she acts as if she is choosing to
maximize personal utility as measured by f.

Representations of a Game

Games are most commonly represented in an
extensive or a strategic form. One also finds the
strategic form referred to as the normal form, fol-
lowing von Neumann and Morgenstern, who be-
lieved that normally one should reduce the
extensive form of a game to the strategic form for
the purpose of analysis.

The extensive form uses a game tree to represent
the order of play (see Figure 1). Each node in the tree
represents a choice point for a particular player; the
player whose turn it is to move at a particular choice
point is indicated by a label attached to the node. All
games have a privileged node, the root or initial node
where the game begins. The leaves of the tree, also
known as terminal nodes, represent endpoints, or
outcomes, of the game. Every node in the game tree
except for the terminal nodes has at least one edge
lying on a path between it and a terminal node; such
edges represent choices available to a player at that
choice point. In some games, the moves available to
a player depend not only on the previous moves of
other players, but on the outcome of a chance event
like the roll of a die. Such games may be represented
by including a fictitious player in the game tree,
Chance, whose available moves at a point corre-
spond to the possible outcomes of the random
event. A player’s choice at a given point is a move
in the game, and each edge has an attached label
naming the move. A path from the root node to a
terminal node is one possible play of the game.
In Figure 1, terminal nodes are labeled with W or
L, meaning that Player 1 wins or loses the game,
respectively.

Fig. 1. A simple two-player game in
extensive form. Terminal nodes
labeled ‘‘W’’ and ‘‘L’’ indicate whether
Player 1 wins or loses, respectively.
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If all players know their exact position in the
game tree at every point, the game is said to be
one of perfect information; all other games are of
imperfect information. Although players do not
always know their exact position in the game tree
in a game of imperfect information, they often
know that their position is one of a limited num-
ber of possible nodes. This subset of nodes is a
player’s information set. In an extensive form
game, a player’s strategy specifies the choices that
the player would make at each of his information
sets. A player’s information sets are indicated in the
game tree by grouping together those nodes among
which the player cannot distinguish. Thus, an al-
ternative definition of a game of perfect informa-
tion is one in which all information sets contain
only a single node. Figure 2b illustrates a game of
imperfect information in which Player 1 moves
first but keeps the move hidden from Player 2.
When it is Player 2’s turn to move, he does not
know whether the choice occurs at the left or the
right side of the game tree.

The strategic form of a game is a minimal re-
presentation that omits all information about the
game except for the relationship between strategies
and payoffs. The strategic form of a game consists
of a set of players P ¼ f1; . . . ;Ng, a set of pure
strategies Si for each player i 2 P, and, for each
player i, a payoff function ui that maps pure stra-
tegy profiles s ¼ ðs1; . . . ;sNÞ 2 S1 � . . .� SN to a
real number r. In a two-player game, the strategic
form can be represented as a matrix, where each
row corresponds to a strategy for Player 1, each
column a strategy for Player 2, and each cell the
resulting payoffs obtained by Players 1 and 2 when
they choose those respective strategies.

In many cases, it proves convenient to allow
players to adopt mixed strategies, where they
choose a pure strategy at random according to
some probability distribution defined over the set
of pure strategies Si. The payoff for a mixed stra-
tegy �si is defined to be the expected payoffP

s Pðs j �siÞuiðsÞ, where the sum is over all strategy
profiles s and Pðs j �siÞ denotes the probability that
the strategy profile s occurs when player i adopts
the mixed strategy �si .
Although it is often said that which form one

uses to represent a game is merely a practical ques-
tion, on the grounds that any game represented in
one form may be represented in the other, this is a
topic of some debate. To begin with, it is clear that
moving from the extensive form to the strategic
form results in a loss of information, for it is possi-
ble for two different extensive games to have the
same strategic form. In some cases, this lost infor-
mation may be relevant to the analysis of the game;
if so, it may not always be possible to adequately
analyze a game just given its strategic form (see
Harper 1988). For example, Figure 2 illustrates
the strategic and extensive forms for the decision
problem central to Puccini’s opera Gianni Schicchi,
in which the causal dependencies between the
players’ choices are lost in the normal form, yet
seem crucial to the game’s analysis.

Noncooperative Games

In a noncooperative game, players independently
decide what strategy to adopt in the light of their
knowledge of the other players and the payoff
matrix. Most of the classical results in game theory
have been obtained for noncooperative games, for

Fig. 2. Strategic and extensive form of the Gianni Schicchi. In Puccini’s opera Gianni Schicchi,
the wealthy Buoso Donati dies, and before his will is read, his relatives learn that he has willed
a large portion of his fortune to friars. They conspire to have a noted mimic, Gianni Schicchi,
impersonate Buoso Donati on his deathbed in order to dictate a new will. Gianni Schicchi
agrees but while impersonating Buoso Donati and dictating a new will, he declares his wish to
leave a large portion of his fortune to his devoted friend Gianni Schicchi. The relatives
contemplate notifying the authorities but decide against it, knowing that the punishment for
tampering with a will is banishment and amputation of a hand.

GAME THEORY

325



the inability of players to form coalitions and enter
into binding agreements make noncooperative
games much easier to analyze. Some game theorists
(such as Nash) also have a methodological reason
for concentrating on noncooperative games: These
theorists hold that such games are ‘‘more basic’’
than cooperative games and that the appropriate
way to solve a cooperative game is first to trans-
form it into a noncooperative game. However,
these views are not universally held (see Osborne
and Rubinstein 1994; Binmore 1992).
A solution of a game is a specification of the

outcomes that may be expected to occur when the
game is played by rational agents. Two widely used
techniques for solving noncooperative games are
dominance arguments and equilibrium analysis.
The goal of each of these approaches is to identify,
for each player, a best-response strategy to the
anticipated play of all other players. Given a strat-
egy profile s, the strategy si is a best-response for
player i if uiðs�i;siÞ � uiðs�i; sjÞ for all sj 2 Si,
where s�i denotes the set of strategies in the profile
s for the opponents of player i.
A dominance argument rules out certain strate-

gies for play on the grounds that those strategies
are inferior to other alternatives, where an inferior
strategy is one that is either weakly or strictly
dominated: A strategy s is weakly dominated if
there exists another strategy s0 such that the payoff
from s0 is never worse than the payoff from s, and
there is at least one instance in which the payoff
from s0 exceeds that of s. A strategy s is strongly
dominated if there exists another strategy s* such
that the payoff given by s* always exceeds the
payoff given by s.
Iterated elimination of strongly dominated stra-

tegies is a procedure for transforming games into a
reduced form. One eliminates the strongly domi-
nated strategies for Player 1, transforming the
game G to the game G0, and then eliminates the
strongly dominated strategies for Player 2 from G0
to obtain G00, repeating this procedure until no
strongly dominated strategies for any player re-
main. At the end, one obtains a reduced game G*
with the property that every remaining strategy for
every player is a best-response to some possible
strategy profile. In addition, the resulting game
obtained does not depend on the order or the rate
at which strongly dominated strategies are
removed. This result does not hold for iterated
elimination of weakly dominated strategies. The
resulting game G* obtained by iterated elimination
of weakly dominated strategies may depend on the
order in which strategies are eliminated, as shown in
Figure 3. It is never rational to play a strongly

dominated strategy, but there are cases where it is
not irrational to play a weakly dominated strategy.
Although some game theorists freely apply iterated
dominance arguments to reduce the complexity
of games, others caution against adopting this
as a general approach toward their solution (see
Binmore 1992).

Although dominance arguments are useful in
analyzing a game, the primary tool of analysis in
noncooperative game theory is a Nash equilibrium.
A strategy profile s is a Nash equilibrium if each
player’s strategy is a best-response to the strategies
selected by the rest of the players; alternatively, a
Nash equilibrium occurs when no player’s expected
payoff improves by adopting a different strategy
unless another player adopts a different strategy as
well. More formally, a strategy profile s ¼ (s1, . . . ,
sN) is a Nash equilibrium if, for 1 � i � N,
uiðsÞ � uiðs�i; siÞ for all si 2 Si. The wide ac-
ceptance of the Nash equilibrium for solving
games derives from the fact that it is the only
such concept compatible with the rules of the
game, the rationality of the players, and the in-
dependent selection of strategies all being com-
mon knowledge. (For a discussion of common
knowledge, see Lewis 1969.)

If players are restricted to pure strategies, not all
games have a Nash equilibrium. The game of
Matching Pennies, shown in Figure 4, has no
Nash equilibrium when the players are restricted
to playing either heads or tails. If players may
adopt mixed strategies, then it can be shown that
all finite games (that is, games in which each player
has only finitely many strategies) have at least one
Nash equilibrium (Nash 1950).

Fig. 3. A game in which order matters for the iterated
elimination of weakly dominated strategies.

Fig. 4. Matching Pennies, a game with no Nash equilibria
(in pure strategies).
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Refinements of Nash Equilibrium

Although it is generally agreed that a solution to a
game must be a strategy profile in a Nash equilib-
rium, this provides only a necessary, not a suffi-
cient, condition. In general, Nash equilibria lack
several desirable properties: They need not be
unique, they need not be optimal, and they may
allow players to make incredible threats or pro-
mises. The game Battle of the Sexes, shown in
Figure 5a, has two Nash equilibria, (Boxing, Box-
ing) and (Ballet, Ballet). The well-known Prisoner’s
Dilemma, illustrated in Figure 5b, has (Defect,
Defect) as its sole Nash equilibria, yet this outcome
yields a payoff of 2 to each player, whereas the
outcome (Cooperate, Cooperate) yields payoffs
of 3. In the game G (Binmore 1992), (rr, LLL) is a
Nash equilibrium, but note that this strategy pro-
file requires that Player 2 commit to playing L at
node N, an irrational move, as Player 2 would
thereby lose the game if that node were reached,
whereas Player 2 would win by playing R. Conse-
quently, a number of refinements and extensions
to the concept of a Nash equilibrium have been
introduced, two of which are discussed below.

Subgame Perfect Equilibrium
Each node n in an extensive game G induces a

subgame of G. A subgame is produced by keeping
the node n, along with the subtree rooted at n,
and deleting the rest of the game. If s is a Nash
equilibrium of G, it need not be true that s is a
Nash equilibrium for every subgame of G as well.
Selten (1965) introduced a refinement of the Nash
equilibrium concept known as a subgame perf-
ect equilibrium, which requires that a strategy pro-
file s be a Nash equilbrium for every subgame as

well. It has been shown that every finite extensive
game of perfect information has at least one sub-
game perfect equilibrium. Since every subgame per-
fect equilibrium is also a Nash equilibrium,
subgame perfection counts as a refinement of the
concept of a Nash equilibrium, because it often
eliminates Nash equilibria that are unlikely to be
adopted by rational players, such as the strategy
profile (rr, LLL) in the Prisoner’s Dilemma game
of Figure 5b.

Correlated Equilibrium
The definition of a Nash equilibrium assumes

that the selection of strategies by players occurs
independently. Aumann (1974 and 1987) defined
a notion of correlated equilibrium for nonco-
operative games. By correlating on shared infor-
mation about the state of the world (although the
information need not be the same for all the
players), it is possible for players to arrive at an
equilibrium that is self-enforcing in the sense
that no player would have reason to deviate from
equilibrium play. The fact that correlated equili-
bria are self-enforcing is significant because it
means that adhering to a correlated equilibrium
does not require the existence of a binding agree-
ment among the players. In many cases, adopting
a strategy profile in correlated equilibrium re-
wards each player with a higher expected payoff
than she could receive in the absence of correlation.
For example, consider the game of Battle of the
Sexes from Figure 5a and suppose that the players
have shared information about the result of a
toss of a fair coin. If both players (independently)
adopt the strategy of going to a boxing match
whenever the coin turns up heads and going to

Fig. 5. Games with multiple or suboptimal Nash
equilibria.
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the ballet whenever the coin turns up tails, each
player has an expected payoff of 3

2
; a significant

improvement upon their expected payoffs in the
absence of correlating their strategies. It has been
proven that the set of correlated equilibria always
contains the set of Nash equilibria and hence is an
extension of the concept of a Nash equilibrium.

Cooperative Games

In a cooperative game, players can enter into bind-
ing agreements in which they are committed to
playing certain strategies. Whereas strategy profiles
in noncooperative games need to be self-enforcing
(e.g., a Nash equilibrium) in order to be plausible
outcomes of play, in cooperative games the binding
agreement can be used to bring about any possible
outcome. Of the many possible outcomes, how
should one be selected?
Nash (1950 and 1953) proposed the following

approach to analyzing cooperative games: Al-
though playersmay enter into a binding agreement,
they need not. If they choose not to, then there is a
noncooperative game in which each player can,
adopting the appropriate mixed strategy, be as-
sured of a certain minimum expected payoff; call
this outcome the disagreement point. The original
cooperative game can thus be conceived as a bar-
gaining problem in which players seek to improve
their situation by moving away from the disagree-
ment point to a new, more desirable point con-
ferring greater utility. Exactly which point is
selected depends upon the particular arbitration
scheme used. An arbitration scheme can be thought
of as a function mapping the set of possible out-
comes to a single outcome—the solution offered by
the arbitrator. A cooperative game, then, can be
conceived as an extensive form of a noncooperative
game where the early stages of the game involve
the selection of the disagreement point and the
arbitration scheme. This approach, of reducing
cooperative games to noncooperative games, is
known as the Nash program.
Nash argued that a reasonable arbitration

scheme for a bargaining problem should satisfy
the following four conditions:

. Pareto optimality: It is not possible to increase
any player’s utility without decreasing another
player’s utility.

. Independence of irrelevant alternatives: The se-
lection of the outcome of the bargaining prob-
lem should not depend upon alternatives
which were not chosen. (One should be
aware that Nash’s proposed solution is not

universally accepted. This axiom is generally
viewed as the most controversial.)

. Symmetry: If the set of outcomes is symmetric,
then the solution point awards the same pay-
off to all players.

. Invariance: Since utility functions are unique
only up to a strictly increasing affine transfor-
mation, no player should be able to affect the
solution point by rescaling his or her utility
function.

The fact that there exists a unique outcome satisfy-
ing these four conditions was proved by Nash
(1950) for the two-person case.

Solution concepts differing from the one sug-
gested by Nash have been defended by Kalai and
Smorodinsky (1975), Braithwaite (1954), and
Gauthier (1986). The Kalai-Smorodinsky solution
has a natural geometric construction that illus-
trates the underlying intuitions. Define the ‘‘Uto-
pia point’’ as the outcome awarding each player
the maximum amount of utility possible for the
game under consideration. In all cases of interest,
the Utopia point lies outside the set of feasible
solutions. Draw a line l connecting the disagree-
ment point to the Utopia point. The point of inter-
section between l and the Pareto frontier is the
Kalai-Smorodinsky solution. That is, the Kalai-
Smorodinsky solution is the point arrived at
when each player makes ‘‘appropriate’’ relative
concessions from the Utopia point. The solution
point identified by the Kalai-Smorodinsky solution
is often not the same point as that identified by the
Nash axioms.

Evolutionary Game Theory

Evolutionary game theory originated as an appli-
cation of game theory to biology, arising from the
realization that frequency-dependent fitness intro-
duces a strategic aspect into evolution. Evolution-
ary game theory has since become an object of
interest to economists in part because the ratio-
nality assumptions underlying it are more appro-
priate for modeling strategic deliberation by real
humans, who are only boundedly rational, as op-
posed to the perfectly rational agents modeled by
traditional game theory. In addition, evolutionary
game theory provides a way of modeling the dy-
namics of strategic interaction in a way not possible
with the traditional theory of games. Recall that
the only way to model the temporal aspect of a
game is to use the extensive form of representation.
However, methods of analyzing extensive games
typically proceed by envisioning that players select
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a strategy at the beginning of the game that speci-
fies their course of action at each choice point,
which really does not model the dynamical aspect
of the game.

The primary equilibrium concept in evolutionary
game theory is that of an evolutionarily stable strat-
egy (see Maynard Smith 1982). A strategy is evolu-
tionarily stable if when almost every member of the
population follows it, no individual who adopts a
novel strategy can successfully invade. If s is evolu-
tionarily stable, the fitness of an individual follow-
ing s must be greater than the fitness of an
individual following m (otherwise the individual fol-
lowing m would be able to invade, and so s would
not be evolutionarily stable). Let F(s1, s2) denote the
change in fitness for an individual who plays the
strategy s1 against an opponent playing the strategy
s2. Then s is evolutionarily stable if and only if:

Fðs;sÞ > Fðm;sÞ
or

Fðs; sÞ ¼ Fðm; sÞ and Fðs; mÞ > Fðm; mÞ:
If a strategy is evolutionarily stable, it must be a

best reply against itself, for, if not, a mutant strategy
would be able to invade. This means that all evolu-
tionarily stable strategies are Nash equilbria when
played against themselves. However, not all games
have evolutionarily stable strategies, and not all
Nash equilibria are evolutionarily stable. The game
of Rock–Paper–Scissors, shown in Figure 6, has a
unique Nash equilibrium in mixed strategies where
each individual plays Rock, Paper, or Scissors with
probability 1

3
; but no evolutionarily stable strategy.

J. MCKENZIE ALEXANDER
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GENETIC INFORMATION

See Biological Information; Molecular Biology

GENETICS

Classical Genetics

Genetics was the name given in 1906 by William
Bateson (1861–1926) to the emerging branch of
biology ‘‘devoted to the elucidation of the phenom-
ena of heredity and variation’’ (Bateson 1928,
1943). The founding opus of genetics is Gregor
Mendel’s (1822–1884) Versuche über Planzenhybri-
den [Experiments on Plant Hybrids] (Mendel 1866),
read at the meetings of the Naturalist Society of
Brno (Moravia) on 8 February and 8 March 1865.
In 1900, while elaborating his theory of Intracellu-
lare Pangenesis into the Mutationstheorie on the
origin of species by discontinuous, rather than con-
tinuous variations (of Darwinian theory), Hugo de
Vries (1848–1935) modified his model along the
lines of Mendel’s hypothesis of particulate inheri-
tance of thirty-five years earlier. However, instead
of Mendel’s abstract notion of factors for charac-
ters, experimentally demonstrated by seven careful-
ly selected discrete traits, de Vries introduced the
preformationist notion of organisms composed of
‘‘unit characters,’’ for each of which pangenes
existed. Cell nuclei, including those of the gametes,
contained the full gamut of pangenes, thus
providing for continuity of intergenerational inher-
itance, whereas development was due to differential
activation of specific pangenes farmed out to the
cytoplasm of the cells of various organs. Thus,
whereas de Vries adopted Mendel’s insight of deal-
ing with inheritance in terms of factors for discrete
traits, he accorded these abstract factors properties
of material entities, introducing into genetic theory
a dialectical confrontation that has been part of it
ever since.

Mendel, who was educated in the physical
sciences, apparently believed that laws of nature
were expressible as mathematical statements. His
experiments on hybridization, mainly in garden
peas, were carefully designed to establish numerical
laws for the inheritance of selected individual traits,
irrespective of the nature of these traits. His paper
is a masterpiece of didactic presentation of experi-
mental results as support for his theory of inheri-
tance. Mendel posited discrete and independent
factors for each trait. A maternal and a paternal
factor for any given trait may combine in hybrids
without losing their identity and segregate again in
the gametes of the hybrids, to combine according
to the laws of probability in progeny of further
generations (law of segregation). Factors of differ-
ent traits segregate independently of each other
(law of independent segregation). Plants that pro-
duce only one kind of factor for a trait are homo-
zygous for that trait. Those that produce two kinds
of factors for a trait are heterozygotes for that trait.
Heterozygotes for a trait are often indistinguish-
able in appearance from one of the homozygotes;
the factors for that trait are considered dominant,
whereas those of the trait that does not show in
heterozygotes are recessive. The alternatives or
complementary appearances that a unit can obtain
(red or white flowers, A, B, or O blood type) are its
allelomorphs, or alleles.

Wilhelm Johannsen (1857–1947) studied seed
dimensions of bean plants. By repeated inbreeding,
‘‘pure lines’’ were obtained, in which selection
was ineffective, since practically all variation
among the progeny was due to environmental
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fluctuations. In 1909, he concluded that the visible
or phenotypic variation of a character in a mixed
population of individuals is composed of heri-
table, or genotypic, variance and varies due to
nonhereditary fluctuations, or environmental ef-
fects. By extending the distinction between the
genotypic and phenotypic components of variation
to the changes during individual development
and to variation inmorphological and physiological
traits of individuals, Johannsen extended the notion
of the predestined factors of unit characters, or the
preformationist link between hereditary factors and
characters. Following Mendelian theory, Johann-
sen termed the genotypic component of a distinct
character its gene. Genes are invariant entities of
inheritance and development, which are present in
the gametes and the zygotes, through which ‘‘a
property of the developing organism is or may be
conditioned or codetermined’’ (Johannsen 1911).
For Johannsen the concept of the gene was merely
an abstraction, an intervening variable that purely
‘‘summarized’’ characters, a quantity obtained by a
specified manipulation of the values of empirical
variables (see Falk 1986):

The segregation of one sort of ‘‘gene’’ may have influence
upon the whole organization. Hence the talk of ‘‘genes
for any particular character’’ ought to be omitted . . . . It
should be a principle of Mendelian workers to minimize
the number of different genes as much as possible.
(Johannsen 1911, 147)

Once the notion of unit characters became redun-
dant, biologists could conceive the Mendelian theo-
ry of heredity of distinct factors or genes as
providing necessary but not sufficient conditions
for traits of living organisms. The discriminative
trait became merely the phenotypic ‘‘marker’’ of
a gene. Evidence from cytological observations
indicated that the cell nucleus, or more precisely its
chromosomes, provided the material basis of inher-
itance. Chromosomes maintained continuity be-
tween cell generations, and the specific functional
role of each chromosome was revealed by the dys-
function of any embryo lacking a full set of them.

Sexually reproducing organisms contain a ma-
ternal and a paternal set of chromosomes in each of
their cells. Before cell division, or mitosis, the chro-
mosomes are duplicated, and a precise division of
the duplicated nuclear content to the daughter
cells is orchestrated. Before the production of the
reproductive cells, or gametes, two nuclear divisions
follow only one chromosome duplication. During
these coupled divisions, or meiosis, a complex
process of chromosome pairing and exchange of

parts takes place. As a result, corresponding seg-
ments of paternal and maternal chromosomes seg-
regate to different gametes, so that each gamete
contains a single but full set of chromosomes,
although no set is either paternal or maternal.
Edmund B. Wilson (1856–1938) and his students
showed that chromosome pairs segregate inde-
pendently at meiosis and suggested that segregation
of chromosomes at meiosis and their recombined
association at fertilization is what is expected of the
material bearers of Mendelian factors.
In 1910, Thomas H. Morgan (1866–1945) ob-

served genes that segregated according to the
pattern of the sex chromosomes of his new expe-
rimental organism, the fruit fly Drosophila mela-
nogaster: Of the pair of sex chromosomes (X
chromosomes) present in females, only one—of
maternal origin—is found in males (who have a
paternalY chromosome instead of a secondX chro-
mosome). Morgan adopted an instrumental ap-
proach to genes as entities detected by function
while accepting that, materially, these were entities
localizable to chromosomes. Thus, rather than
being abstract intervening variables, genes were
envisioned by Morgan as hypothetical constructs to
which existence properties were added that were not
explicitly defined by the empirical relations. With
this dialectical approach, Morgan maintained an
epigenetic view of many-to-many relationships be-
tween genes and characters, in which there were
‘‘manifold effects of each gene’’ and ‘‘each character
is the product of many genes’’ (Morgan 1917).
However, not all observed deviations from inde-

pendent segregation of traits were explicable in
terms of the same gene affecting several traits ( plei-
otropy). Such correlation was considered to be due
to material dependence between different genes:

If the materials that represent these factors are contained
in the chromosomes, and if those factors that ‘‘couple’’
be near together in a linear series, then when the paren-
tal pairs (in the heterozygote) conjugate, like regions will
stand opposed. There is good evidence that during
[meiosis] homologous chromosomes twist around each
other, but when the chromosomes separate (split), the
split is in a single plane . . . . In consequence, we find
coupling in certain characters and little or no evidence
at all of coupling in other characters; the difference
depending on the linear distance apart of the chromo-
somal materials that represent the factors. (Morgan
1911)

Morgan’s distinction between multiple effects of
genes and physical dependence between genes
was elaborated by him and his students into the
theory of genetic linkage, according to which genes
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are located at specific loci along the chromosomes.
Linked genes on a given chromosome may re-
combine at a rate that depends on the relative dis-
tance of the loci along the chromosome. Alfred H.
Sturtevant (1891–1971) provided in 1913 the first
linkage (or recombination) map of a chromosome
of Drosophila melanogaster. These maps, however,
were merely of abstract intervening variables of
experimental linkage data, that is, linear representa-
tionsof thedeviations from independent segregation
of gene pairs in Mendelian hybridization experi-
ments. Notwithstanding, Morgan’s students, nota-
bly Calvin B. Bridges (1889–1938) and Hermann J.
Muller (1890–1968), provided increasing evidence
for the genes being discrete material entities
arranged along the chromosomes: ‘‘[B]esides the or-
dinary proteins, carbohydrates, lipoids, and extrac-
tives, of their several types, there are present within
the cell thousandsofdistinct substances—the ‘genes’;
these genes exist as ultramicroscopic particles’’
(Muller 1922, 32).
The necessary prerequisite properties of these

atoms of heredity are:

. self-replication, or autocatalysis;

. involvement in physiological and developmen-
tal processes of organisms, or heterocatalysis;
and

. a form of catalysis that upon a change in the
structure of the gene ‘‘may become corre-
spondingly changed, in such a way as to leave
[the gene] still autocatalytic’’ (Muller 1922, 34).

The third property derives from Muller’s insis-
tence that given ‘‘inheritance of change,’’ evolution
would automatically follow (35). It was through
this ‘‘general feature of gene construction,’’ which
was indispensable for matter evolving by a Darwin-
ian process of trial and error, that Muller set out to
investigate the genes. Such a pivotal image of the
gene also led, however, to the genocentric notions
that overwhelmed future discourse far beyond the
image’s heuristic value, although Muller himself
emphasized that whatever the genes may be or do,
they make sense only in the context of the living cell
and its environment:

Each of these effects, which we call a ‘‘character’’ of the
organism, is the product of a highly complex, intricate,
and delicately balanced system of reactions, caused by
the interaction of countless genes, and every organic
structure and activity is [liable to become altered]
when the balance of the reaction system is disturbed
by an alteration in the nature or the relative quantities
of any of the component genes of the system. (Muller
1922, 33)

Muller developed quantitative methods of muta-
genesis to investigate the physical properties of the
genes, and in 1927 showed that x-rays may induce
mutations and chromosomal aberrations. These
studies also allowed correlations to be established
between genes and their location on chromosomes.
The discovery of giant ‘‘polytenic’’ (multistranded)
chromosomes in the cells of some insect larvae
finally allowed the detailed physical maps of genes
on chromosomes. This confirmed the collinearity
of the linkage maps and the cytological maps of
chromosomes (Figure 1).

However, the dialectics of the theory of the genes
did not conceive of them as necessarily particulate
atomic entities of heredity. Richard Goldschmidt
(1878–1958) conceived of whole chromosomes as
integrative functional entities. Changes, such as
breaks and rearrangements in the chromosomal
continuity, cause functional deviations that may
operationally be localizable as mutations in dis-
crete genes. Induced changes in the arrangement
of chromosomes that did affect function ( position
effects) supported this notion. L. J. Stadler (1896–
1954) emphasized as late as 1953 that the op-
erational tests to support the existence of genes
could not prove their indivisibility (Stadler 1954).
Doubts about genes as the physical entities of he-
redity grew when estimates of their size changed
under different conditions of mutagenesis. Also,
intensive experiments revealed that recombination
could occur between what were considered to be
alleles, alternative mutants of the same gene. Such
a possibility to separate by recombination what
turned out to be similar yet different adjacent
functional entities, or pseudo-alleles, was first be-
lieved to be a property of complex loci, but it
eventually allowed the experimental analysis of
the gene. By 1953, when the structural organization
of the hereditary material became clear, the in-
divisible nature of the abstract and cytological
gene entities had already been replaced by a gene
analyzable by intragenic recombination in organ-
isms from Drosophila to the mold Aspergillus nidu-
lans. Contrary to Muller’s project to study the
properties of the gene indirectly because ‘‘[a] gene
can not effectively be ground in a mortar, or dis-
tilled in a retort’’ (Muller 1922, 36), it was eventu-
ally the physicochemical analysis of molecules that
resolved the puzzle (Watson and Crick 1953a and
1953b). It did not escape the notice of Watson
(1928–) or Crick (1916–2004) that their initial
paper, ‘‘Genetical Implications of the Structure of
Deoxyribose Nucleic Acid [DNA],’’ addressed
exactly the three properties that Muller expected
of genes as the atoms of inheritance.
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Thus, genetic analysis of abstract, intervening
variables, which evolved in parallel with a phenom-
enological approach engaged with hypothetical
constructs, finally landed at the physicochemical
definition of molecular genetic matter. However,
the Watson-Crick model of the molecular structure
of DNA did not indicate any secondary organiza-
tion into discrete entities, and experimental data
showed chromosomes to be straightforward, con-
tinuous DNA sequences. Thus, the model of the
molecular structure of DNA did not resolve the
confrontation of genes as abstract entities versus
that of genes as material atoms of heredity, and
the dynamics of this dialectic still play a major role
in genetic research. Population geneticists and
breeders still may refer to genes as variables in a
frequency distribution space, although the com-
plexity of the organization of the genetic material
is acknowledged. Likewise, reference to phenome-
nological entities as ‘‘genes for’’ diseases or behav-
ioral properties are made frequently, often
irrespective of available information on their
detailed molecular structure.

Formal Genetics

In the early 1940s, the modern synthesis suggested
that evolution should be expressed in terms of
changes in gene frequencies in populations of inter-
breeding individuals (see Evolution). The basic
law of population genetics was formulated in 1908
independently by G. H. Hardy (1877–1947) and by
WilhelmWeinberg (1862–1937) (see Population
Genetics). The Hardy-Weinberg law posits that in
an infinitely large, randomly mating population,
where p is the frequency of allele A1 and q is the
frequency of allele A2 at a given locus (p þ q ¼ 1),
the frequencies of the genotypes at that locus will
be p2 A1A1, 2pq A1A2, and q2 A2A2, as long as no
other forces, like mutation, selection, or migration,
affect this population. In other words, within one
generation of random mating in an infinite popula-
tion, in which no outer forces act on the alleles of
the gene under consideration, equilibrium in geno-
type frequencies will be established. Population
genetics is essentially the study of theoretical and
empirical factors that may cause deviations from
Hardy-Weinberg equilibrium.

Fig. 1. Drosophila linkage map and polytenic chromosome map, aligned.
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An important project, especially for animal and
plant breeders, was the extension of Mendelian
inheritance to quantitative traits, or traits with con-
tinuous variation. The effect of numerous genes,
each affecting the trait only slightly and more
or less to the same extent, would give a binomial
distribution of genotypes in a population, which,
considering environmental fluctuations, would
dissolve into a normal distribution of phenotypes.
According to the instrumental reductionist ap-
proach, as many genes are allocated to the quantita-
tive trait as are necessary to explain its distribution
(Sarkar 1998). The formal analysis of quantitative
traits by R. A. Fisher (1890–1962) (Fisher 1918)
reconciled the biometricians’ interpretation of inher-
itance with Mendelism. This could be used to con-
struct efficient breeding designs. Even today,
identification of quantitative trait loci (QTLs),
which are identified as variables at the abstract
or phenomenological level, may provide anchors
for the search of the functional equivalents at the
molecular segments.
Mendelian genetics was also extended to delib-

erations on biological impacts on human societies.
As early as the end of the nineteenth century,
Francis Galton (1822–1911) introduced the notion
of eugenics, the application of the insights of the
science of inheritance and evolution to humans, in
order to prevent an anticipated ‘‘deterioration of
the species.’’ Human populations may be exposed
to the effects of mutation and selection like those of
any other organism. Social revolutions and ad-
vances in health services allegedly caused relaxa-
tion of selection, which had to be countered. In the
first decades of the twentieth century, the eugenics
movement got widespread support from geneti-
cists, who saw it as part of their moral and social
obligation to face the consequences of their scien-
tific insights. However, persons who wished to use
eugenic arguments to promote social and political
aims increasingly usurped the eugenics movement.
Eugenics became an important discriminatory tool
in the hands of social and political conservatives as
well as reformers. At the level of genetic theory,
eugenic thinking has suffered too much from over-
simplified reductionism, underestimating the extent
of environment/genotype interactions and their
flexibility, as well as the interactions of the genome,
the complete collection of genetic information.
(For details, see Paul 1995.)

Material Genetics

Although most geneticists accepted the chromo-
somal theory of heredity from early on, for many

years few efforts were made to investigate the
chemical aspects of chromosome structure or func-
tion. Following Troland, Muller believed that genes
acted like enzymes. Suggesting that the newly dis-
covered bacterial viruses might be ‘‘naked genes,’’
he hoped that geneticists would ‘‘be able to grind
genes in a mortar and cook them in a beaker after
all’’ (Muller 1922, 48). The physician Archibald
Garrod (1857–1936) recognized as early as the
1910s that gene mutations caused dysfunction or
malfunction of relevant enzymes in the normal
metabolic pathways of the organism, and accord-
ingly interpreted some diseases as ‘‘inborn errors of
metabolism.’’ This idea was elaborated by Beadle
(1903–1989) and Tatum (1909–1975) into the ‘‘one
gene–one enzyme’’ concept, according to which
each gene is responsible for one specific enzyme.
Beadle and Tatum (1941) studied the growth ca-
pacity of the bread mold Neurospora crassa on
well-defined media from which specific nutrients
could be omitted ad lib. The one gene–one enzyme
concept provided a major framework for genetics,
although it was soon overhauled when it turned
out that more than one gene may be involved in
an enzyme or that genes may code for structural,
nonenzymatic proteins.

Seymour Benzer’s (1921–) high-resolution re-
combination analysis of the rII gene of the bacterial
virus, the bacteriophage T4, indicated that the
gene as a functional unit, or cistron, might be pre-
sented as a linear recombination map of mutated
sites. When he had ‘‘run the map into the ground,’’
it was possible ‘‘to translate linkage distances, as
derived from genetic recombination experiments,
intomolecular units’’(Benzer 1955). Similar, though
less extensive, recombination experiments with bac-
terial genes proved that the information along cis-
trons was collinear with that of the sequence of
amino acids in the polypeptides corresponding to
those cistrons. The primary information for poly-
peptide structure is materially coded in the DNA
molecule, as revealed by the linear recombination
map of the functional units.

Although Friedrich Miescher (1844–1895) had
identified nucleic acids by the end of the nine-
teenth century, and increasingly overwhelming evi-
dence for their involvement in heredity had
accumulated since, the role of the carrier of the
genetic specificity was persistently ascribed to the
protein component of the chromosomal nucleo-
proteins. The structure of nucleic acids was be-
lieved to be a monotonous, repetitive polymer
inadequate for encoding complex hereditary speci-
fications. What was crucial was the recruitment
of bacteria and viruses as experimental systems
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for the elucidation of this problem. This was possi-
ble only after demonstrating that prokaryotic
microorganisms, that is, organisms lacking discern-
ible cell nuclei, obey the same rules of random
mutations and selection that were accepted for
Darwinian evolution in eukaryotes, those organ-
isms with well-defined cell nuclei (Luria and
Delbrück 1943). Still, even in the 1950s, the convinc-
ing evidence for the role of DNA was derived from
elegant experiments with bacterial viruses rather
than from the more scrupulous, straightforward
chemical work with bacteria (Avery, MacLeod,
and McCarty 1944).

The DNA model of Watson and Crick is that of
a double helix constructed of two antipolar
strands. Each strand is a string of nucelotides
composed of deoxyribose (S) phosphoric acid (P)
and a nitrogen base. There are four nucleotides in
DNA: adenine (A), guanine (G), thymine (T), and
cytosine (C). The strands are held together by weak
hydrogen bonds between complementary bases. As
a rule, A pairs with T, and G pairs with C. There
are no structural limitations on the sequence of
nucleotides along the helices (Figure 2).

The Watson-Crick model of the molecular struc-
ture of DNA was enthusiastically adopted largely
because of the elegance with which it purported to
resolve the three properties that Muller assigned to

the entities of genetic material. Self-replication was
shown to be accomplished by each strand becom-
ing a template for a complementary new strand
(semiconservative replication [Meselson and Stahl
1958]). The lack of constraints on the sequence
of nucleotides along the strands allowed for the
endless variability needed for coding genetic speci-
ficity, now conceptualized as genetic information.
Finally, the consistent structure of the backbone of
the helical strands allowed exchange of one base
pair for another or rearrangement of whole
sequences, causing changes in coding without af-
fecting the self-replication or coding capacity of
the molecule, that is, mutations. However, major
physicochemical problems, such as the unwinding
of the two strands at replication, or the directional
specificity of replication enzymes facing the oppo-
site polarity of the two strands, were resolved only
years after the model was firmly established. (This
process of connecting formal genetics with material
genetics has been often controversially interpreted
by philosophers of biology as a case of reduction)
(Sarkar 1998) (see Reductionism).

Molecular Genetics

Enzymes and many cell-structure components are
proteins. Proteins are polypeptides composed of
specific sequences of an array of (usually) twenty
amino acids. Protein function relies on the mole-
cules’ folding into three-dimensional structures
that depend on the sequence of the amino acids in
the polypeptide (and on the cellular environment).
The Watson-Crick model posits that the informa-
tion for the sequence of amino acids in polypep-
tides is encoded in the sequence of the DNA base
pairs (see Molecular Biology). In 1958, Crick for-
mulated the central dogma of molecular biology
(Crick 1958), according to which the flow of genet-
ic information is unidirectional, from the nucleic
acids to proteins but never from proteins to nuc-
leic acids, proving ‘‘beyond any doubt but in a
totally new way the complete independence of ge-
netic information from events occurring outside
or even inside the cell’’ (Judson 1979, 217). The
dogma posited further that the information in the
DNA is first transcribed into intermediary polynu-
cleotide molecules, from which it is translated into
amino acid sequences at the sites of protein synthe-
sis (see Biological Information). The basic details
of cellular-information reading have been eluci-
dated mainly in prokaryotic systems. The interme-
diaries are molecules of ribonucleic acid (RNA),
termed messenger RNAs (mRNA). RNA is, as a
rule, a single-stranded polymer of nucleotidesFig. 2. TheWatson-Crick model of double-stranded DNA.
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composed of a ribose (instead of the deoxyribose of
DNA) and phosphate in the backbone and of four
kinds of bases attached to the ribose residue: ade-
nine (A), guanine (G), uracil (U), and cytosine (C).
Transcription is mediated by RNA-polymerase
complexes that bind at sites upstream of the
sequences to be transcribed and is accomplished
by nucleotide complementarity of DNA and RNA:

. G with C

. C with G

. T with A

. A with U.

Translation occurs on special cytoplasmic orga-
nelles, the ribosomes, and is catalyzed by them. To
code for all twenty amino acids, sequences of three
bases of nucleic acids are needed. The code was
found to be redundant and comma free. Of the 64
possible triplets, or codons, 61 are sense codons, 1–6
of which code for each of the twenty amino acids;
the remaining 3 are termination signals, or non-
sense codons (Figure 3). On the ribosomes the
code is read sequentially from the mRNA, one
triplet after another, from a given starting point
(Crick et al. 1961). Each codon is translated into
its corresponding amino acid by a specific molecule
of transfer RNA (tRNA). Amino acids are enzy-
matically attached to their specific tRNA, and
when the specified tRNA anticodon sequence
pairs with its complementary codon in the mRNA
on the ribosome, the amino acid is transferred from
the tRNA to the nascent polypeptide chain.
Regulation of the genes’ activity occurs at tran-

scription as well as posttranscription levels. The
elaboration by Jacob (1920–) and Monod (1910–
1975) of the negative feedback regulation mech-
anism of transcription of an (adaptive) enzyme,
b-galactosidase, in the bacterium Escherichia coli
became paradigmatic for genetic regulation (Jacob
and Monod 1961). Transcription initiation is con-
trolled by the attachment of an RNA polymerase at

the promoter site. Numerous transcription factors
must combine with the polymerase for its proper
function. Various intracellular metabolites (or ex-
tracellular ligands that attach to cellular receptors)
affect the formation of different transcription fac-
tor complexes, which allow the polymerase to initi-
ate transcription at specific sequences, thus serving
as cues that regulate transcription. Regulation may
occur by negative-feedback as well as by positive-
feedback mechanisms. Although the details of the
transcription from DNA and the translation to
polypeptides were elaborated in prokaryotes, the
essential features were found to hold for all living
cells. Furthermore, the same genetic code (with
some minor but important exceptions) holds
throughout the living world. This strongly endorses
the Darwinian model of evolution from an early
common ancestor.

However, the expectation of the early molecular
geneticists that what was true for E. coli was also
true for the elephant was exaggerated: Major
cellular systems of eukaryotes and prokaryotes di-
verge significantly. Cells of eukaryotes usually con-
tain orders of magnitude more DNA per nucleus
than do prokaryotic cells, in spite of the fact that
their basic cell maintenance functions are not much
more numerous or complex. Britten and Kohne
(1968) found that the nuclear DNA of most
mouse cells contains highly repetitive sequences
(some of these up to a million times). Such redun-
dancy suggests that these sequences are not
involved directly in coding or regulatory functions.
In many eukaryotic genomes, not more than 10
percent of the DNA appears to be ‘‘meaningful.’’
The observation that often the evolutionarily
older taxonomic groups are those especially rich
in this repetitive, so-called junk DNA has been
described as the C-value paradox. Did birds and
mammals evolve more efficient cellular household
mechanisms for functions such as packing and
unpacking of DNA, instead of the ‘‘primitive’’

Fig. 3. The genetic code.
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mechanisms that need lots of DNA in lungfish and
amphibians?

Another unexpected experimental finding, in-
consistent with the concept of the gene as a coher-
ent entity of information, was that most eukaryotic
coding sequences are interrupted by numerous
noncoding sequences (introns). Introns vary in
length and sometimes comprise sequences many
times longer than the coding exons, the continuity
of which they interrupt. The RNA that is tran-
scribed from such DNA sequences is processed by
splicing out the introns before the sequence of con-
tinuous exons forms a translatable mRNA. Splic-
ing of the introns provides the cells with another
level of regulatory control. This includes alterna-
tive splicing, whereby numerous different alter-
native assemblies of sequential exons may be
spliced from a given transcription product. Alter-
native splicing of the same RNA stretch thus effec-
tively codes different mRNA, hence different
polypeptides.

Usually only one DNA strand, the ‘‘sense’’
strand, is transcribed into RNA from a given DNA
sequence. Sometimes, however, coding regionsover-
lap: Both RNAs could be transcribed from ( partly)
overlapping sequences of the same DNA strand
or from opposite strands, one being the sense
strand for one transcript, the other being the
sense strand for the other transcript. RNA editing
by enzymatically changing single nucleotides or
whole stretches is another device to increase the
repertoire of polypeptides translated from a given
sequence of DNA. Thousands of polypeptides were
experimentally shown to be referable to given
DNA sequences, and more than ten thousand
have been predicted for some, defying the one
gene–one enzyme notion. No reduction of the clas-
sical notion of a gene to such molecular concepts
seems possible (see Reductionism). Genes as mate-
rial entities become merely generic terms for DNA
stretches that code some information, whether
structural or regulatory (see e.g., Beurton, Falk,
and Rheinberger 2000).

Genetics in Context

Arguably, no new major concepts beyond that of
the Watson-Crick model of DNA and Crick’s cen-
tral dogma have been formulated by molecular
genetics because none are needed (see, however,
Molecular Biology). Empirical molecular biology
provided the insights that allowed phenomena of
genetics to be expressed in physicochemical and
physiological terms. Although no reduction of for-
mal genetics to molecular genetics may be possible,

biochemical and biophysical details replaced one
by one the old concepts of abstract and phenome-
nological genetics (see Reductionism).
At the beginning of the 1970s, genetic research

underwent a profound methodological turn with
the introduction of controlled in vitro splicing of
DNA sequences from any source and the use of
appropriate vectors to insert such engineered
sequences into host cells, irrespective of the donor’s
relationship to the host. The possible ethical and
social repercussions of this development are obvi-
ous, and the scientists involved were the first to
take notice (see Krimsky 1982). Genetic engineer-
ing completely revolutionized research not only in
genetics and its classic sister disciplines, develop-
mental and evolutionary biology, but also in more
remote disciplines of the life sciences, such as phys-
iology and neurobiology. With the beginning
of the twenty-first century, when sequencing of
the complete genome of organisms has become
routine, genetic research is undergoing another
major conceptual breakthrough with genomics
and proteomics, focusing on the integrated study
of whole genomes and on structural and functio-
nal interactions instead of the classical Mendelian
concentration on one factor at a time.
Genetics has extended far beyond problems of

heredity and variation of individuals. The elucida-
tion of the principles of gene regulation allowed a
molecular extension of embryological Entwick-
lungsmechanik, or as it is now called, ‘‘develop-
mental biology,’’ whose major mode is positive
regulation of initiation of transcription. Any pro-
tein that is needed for the initiation of transcrip-
tion but that is not itself part of RNA polymerase
is defined as a transcription factor. Transcription
factors are provided under tissue-specific control to
activate a promoter or a set of promoters that
contain a common target sequence upstream of
the transcription initiation points. Initiation at a
promoter involves a large number of factors.
Some recognize the specific target sequences and,
once bound to DNA, bind by protein–protein inter-
actions to other components of the transcription
apparatus. A generic promoter usually functions at
a low efficiency. Enhancer sequences that are a
major target for tissue-specific or temporal regu-
lation are located often at considerable distance
from the start point.
Genetic analysis heavily relies on deducing the

normal from the deviant, whether natural or in-
duced. A major feature of most eukaryotes is the
defined life span of the organism, a property that
extends to the individual somatic cells, whose
growth and division is highly regulated. Genetic
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instability is thought to transform normal cells into
cancerous ones. As a rule, growth of transformed
cancer cells is less restricted or dependent on exter-
nal cues than is growth of normal cells, and cancer
cells appear to be immortal. Usually, multiple ge-
netic changes are necessary to create a cancer, and
the virulence of a cancer may increase as the result
of progressive series of changes. One group of
genes in which mutations cause transformation is
the oncogenes, which have cellular counterparts:
the proto-oncogenes, which are involved in normal
regulated cell function. The generation of an onco-
gene is by a mutation that inappropriately activates
the regulated proto-oncogene. Another tumorigen-
ic factor is loss of function of suppressor genes that
usually impose constraints on cell cycle or cell
growth. Finally, tumors may result from defects
in genetic checkpoint systems that should prevent
further damage in cells that went astray by induc-
ing repair mechanisms or by initiating programmed
cell death, or apoptosis.
As noted, the near-perfect universality of the

genetic code and of the machinery of transcription
and translation strongly support the Darwinian
hypothesis of evolution of life from a common
primeval ancestor by a long process of trial and
error of random mutations and natural selection.
However, the enormous amount of genetic variabil-
ity at the level of proteins and DNA suggests that
not all of it could be driven ormaintained by natural
selection. Theoretical considerations indicate that
much of this variation is due to random fluctuations
of adaptively neutral or near-neutral mutants
(Kimura 1968). Physical association with loci that
are selected for or against may also affect genetic
variability in neighboring stretches of DNA.
In vivo and in vitro juxtaposition of DNA

sequences from different organisms and the exami-
nation of their homologies turned DNA manipula-
tion into a central tool of evolutionary analysis.
The insertion of foreign DNA sequences into
cells, with or without the knockout replacement
of the indigenous sequences, indicated the func-
tional conservation of sequences. Surprisingly
many genes were found to be orthologous, consist-
ing of homologous, highly conserved DNA
sequences in different species; the conservation is
even more impressive at the level of the cor-
responding amino acids (the greater identity of
amino acid is due to the redundancy of the genetic
code). Likewise many sequences within the same
genome were found to be homologous ( paralo-
gous), indicating intensive intragenomic duplica-
tion of sequences during evolution; the duplicates
were usually modified and mobilized for new

related or unrelated functions. A classic example
is the human gene that codes the globin component
of myoglobin, a structural protein of the muscle
fibers, which is paralogous to the respective genes
that code embryonic, fetal, and adult components
of the blood hemoglobin. Orthologous genes for
globin are found throughout the organic world,
including in some plant species. Studies have
revealed not only the evolutionary path of genes
and proteins, but also the developmental con-
straints on evolution. Pax6 is a homeotic ‘‘master
gene’’ for eye formation in mice as well as in Dro-
sophila. A mutation in it may alter a Drosophila
eye into a homologous structure. The sequence
of many master genes contains a special domain,
such as the homeobox in homeotic genes, which
codes for an amino acid domain involved in DNA
binding of transcription factors. Such homeoboxes
are highly conserved in the evolution of develop-
mental master genes, and orthologous copies are
found throughout the animal kingdom, often with
many paralogous copies in each.

Such detective work of relationships led to major
reevaluations of accepted patterns of the evolution
of species. Bacteria were split into two kingdoms.
That of the Archea, most of the present members of
which inhabit niches of high salt concentration and/
or extreme temperatures, seem to be nearer relatives
of the ancestors of eukaryotes than are the more
common Eubacteria. Concomitantly, it was sur-
mised that intensive lateral gene transfer must
have been the rule in evolution, even between cells
belonging to different kingdoms, especially in early
phases of the evolution of life. The breakthrough in
the evolution of eukaryotes was apparently facili-
tated by the incorporation of mitochondria and
chloroplasts in their cells by symbiosis with prokar-
yotes, which turned obligatory. The fact that genes
like Pax6 have similar functions in such diverse eye
structures as those of arthropods, mollusks, and
vertebrates suggests that much of what was consid-
ered to be convergent evolution should be regarded
as divergent evolution.

The upsurge of the study of the whole genome as
an entity, which depends on the development of
techniques such as simultaneous screening of
micro-arrays of many thousands of genes or their
products, shifts the attention of genetics to multiple
interactions between genes and between proteins.
A significant insight from these studies is the ex-
tent of homeostatic buffering that interactions of
integrated gene functions provide even at the most
basic functions of living cells. Changing variables,
sometimes over several orders of magnitude, may
hardly affect the stability of systems in which they
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are involved. This could provide a new challenge
to theories of evolution and development. However,
such developments signify a change not only in the
conceptions of genetic control of cellular and organ-
ismic development and function, but also at the
practical level of their application. Technologies of
transgenic, ‘‘genetically modified’’ domestic ani-
mals and plant crops have already affected various
aspects of society. The impacts of gene therapy on
humans appear to have to wait somewhat longer.

Philosophers of science tried for many years to
establish the continuity of genetic theory by formal-
ly reducing classical or Mendelian genetics to mo-
lecular genetics (see Sarkar 1998). When this failed,
it was concluded that genetic theory incorporates
essentially at least two incommensurable concepts,
best explicated in the central entity of genetics, the
gene. Representative of this is Moss’s (2003) con-
ceptual analysis of the gene, which results in ‘‘defin-
ing and distinguishing two different genes. . . . The
preformationistic gene (Gene-P) predicts pheno-
types but only on an instrumental basis where im-
mediate medical and/or economic benefits can be
had. The gene of epigenesis (Gene-D), by contrast,
is a developmental resource that provides possible
templates for RNA and protein synthesis but has in
itself no determinative relationship to organismal
phenotypes’’(xiv). Such an analysis, falling back
on developments in the analysis of whole genomes
and of ‘‘forward genetics,’’ which purports to pre-
dict the function of sequences directly from their
sequence, underestimates the fact that throughout
the billions of years of organismic evolution, no
novel structurally discrete DNA entities evolved. It
has been a dialectical, philosophically loose dis-
course, which allowed functions to instrumentally
parse DNA and refer to sequences as genes.
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H
HANS HAHN

(27 September 1879–24 July 1934)

Hahn was a mathematician whose contributions to
analysis and topology were outstanding. In addi-
tion, he had a remarkable influence on twentieth-
century philosophy—less through his writings (a
mere handful of essays) than by bringing together
and stimulating other thinkers. Hahn was instru-
mental in founding and running the Vienna Circle
(see Vienna Circle). He was the thesis adviser of
Kurt Gödel and a mentor of Karl Popper (see
Popper, Karl Raimund). In addition, he had a
hand in the chain of events that brought Ludwig
Wittgenstein back to philosophy. He was both a
front-seat witness and a catalyst of the great foun-
dational debate on mathematics and logic that
took place in the first third of the twentieth century.

Hahn was born on September 27, 1879, in
Vienna. His father, a former music critic, eventual-
ly became one of the highest-ranking officials in the
Austro-Hungarian empire. Hans Hahn grew up in
the center of the fervid Viennese fin de-siècle atmo-
sphere that produced Freud, Mahler, and
Kokoschka. The philosophical giants of his youth
were Mach and Boltzmann, who, while strongly

conflicting in most of their views, were both emi-
nent physicists with a positivistic worldview.
Both Hahn’s philosophical inclinations and his

networking style became apparent already before
the First World War. As a young mathematician,
he belonged to a group of intellectuals that includ-
ed the social scientist Otto Neurath, the applied
mathematician Richard von Mises, and the theo-
retical physicist Philipp Frank (see Neurath, Otto).
The group met in Viennese coffeehouses to discuss
philosophical topics, influenced by the work of
Bertrand Russell, Henri Poincaré, Émile Duhem,
and Heinrich Hertz. In retrospect this can be seen
as the forerunner of the Vienna Circle. Indeed, when
in 1909 Hahn got his first appointment as a profes-
sor in far-flung Czernowicz (an outpost of the
multiethnic empire of Emperor Franz Josef), he
announced to his friends that on his eventual return
to a chair in the capital, they would resume their
discussions with the participation of a university
philosopher.
In Czernowicz, Hahn intensified his philosophi-

cal studies, writing to a friend that ‘‘last year I
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almost became faithless to mathematics, seduced
by the charms of—philosophy’’ (Hahn 1906). But
it was only in 1921—after years of war service and a
professorship in Bonn—that Hahn got his coveted
appointment in Vienna and could take steps to
resume the philosophical discussions. There was
no university philosopher on hand: All three chairs
in philosophy happened to be vacant at the time. In
particular, Stöhr, successor to Boltzmann and
Mach, had died in 1920. Hahnmanaged to persuade
the appointment committee to fill the vacancy with
the German, Moritz Schlick, professor at the Uni-
versity of Kiel. Fittingly enough, Schlick was a
former physicist, a student of Planck and friend
of Einstein (see Schlick, Moritz).
The ‘‘Schlick circle,’’ which later became known

as the Vienna Circle, met on every secondThursday,
during term time, in a small lecture room of the
mathematical seminar. The members of the group,
who were personally invited by Schlick to attend,
were a congenial mixture of philosophers andmath-
ematicians, including Hahn; his sister Olga and her
husband, Otto Neurath; Hahn’s young colleague
Kurt Reidemeister, a professor of geometry; and
(later) Hahn’s two brightest students, Karl Menger
and Kurt Gödel. As Popper later wrote: ‘‘It was
Hahn who was the founder of the Vienna Circle,
and his brother-in-law Neurath who was the orga-
niser. . . . Schlick was at first, I think, a kind of
honorary president . . . but he became very active’’
(Popper 1995, 16). Popper went on to state: ‘‘What
made the Vienna Circle so special, so different from
any other philosophical circle was that it was
founded not by philosophers but by an important
and creative mathematician, who was keenly inter-
ested in fundamental problems (also in those be-
longing to the philosophy of mathematics) and in
applications’’ (ibid). Philipp Frank also designated
Hahn as the true founder of the Vienna Circle.
An important part of the discussions in the Cir-

cle centered on the theory of knowledge, a topic
familiar to Schlick and to Carnap (who joined in
1926), and well in line with the works of Mach and
Boltzmann (see Mach, Ernest). Hahn’s main con-
tribution to the agenda of the Vienna Circle was
his emphasis on the foundations of mathematics.
Hahn was not looking for a proof that there exists
no contradiction in mathematics, or an explanation
for the astonishing efficiency of mathematical
tools, or a reduction of mathematical insight to
some primordial intuition. What was for him the
fundamental problem was the compatibility of
mathematics with an empiricist position.
Hahn had encountered foundational problems

in mathematics already during his early stay in

Göttingen, right after completing his doctoral the-
sis. He had studied with Hilbert, the foremost
advocate of an axiomatization of mathematics,
and worked with Zermelo, a highly influential set
theorist whose ‘‘axiom of choice’’ aroused fierce
debates among mathematicians. Later, Hahn em-
braced Russell’s logicism, the program to reduce
mathematics to logic, and engaged in an in-depth
study of the Principia Mathematica of Russell and
Whitehead (see Russell, Bertrand). His sister Olga
(who lost her eyesight at the age of twenty-two) had
written seminal papers on formal logic. But Hahn
himself did not write on mathematical logic. His
interest in the foundations of mathematics was of a
more philosophical nature, and was an attempt to
reconcile Russell with Hume. As Hahn stressed on
several occasions, ‘‘the only possible way of facing
the world seems to me the empiricist position’’
(Hahn 1980, 31). But since it is unthinkable that
an assertion like ‘‘two times two is four’’ is not
valid tomorrow, it cannot be based on experience.
How, then, ‘‘is the empiricist position compatible
with the applicability of logic and mathematics to
the real world?’’ (ibid., 32).

Hahn found his answer in a booklet by another
Viennese. Following a suggestion by Reidemeister,
the Vienna Circle had started reading Ludwig
Wittgenstein’s Tractatus Logico-Philosophicus and
spent several semesters discussing it sentence by
sentence. Not all members of the Circle were con-
vinced that Wittgenstein had, as he claimed, essen-
tially solved all philosophical questions. But for
both Schlick and Hahn, working through the book-
let became a key experience. ‘‘It was Wittgenstein,’’
he wrote later, ‘‘who recognised the tautological
character of logic, and who stressed that there
exists nothing in the world that corresponds to the
so-called logical constants (like ‘and,’ ‘or,’ etc.)’’
(Hahn 1980, 24). Members of the Circle later criti-
cized this view on the grounds that the concept of
tautology is not precisely defined except in the realm
of first-order logic. But Hahn did not aim at a
precise delimitation, and rather used the term to
denote any sentence that is true by its logical struc-
ture, such as the analytical statement ‘‘No object is
both red and non-red’’ (Hahn 1995, 494).

Since mathematics, for a logicist, can be reduced
to logic, it also consists of tautologies. Mathemati-
cians often object to the view that their ‘‘hard-
earned theorems can be dissolved into tautologies’’
(Hahn 1995, 500). But this, according to Hahn,
‘‘overlooks a minor detail, namely the circumstance
that we are not omniscient.’’ And indeed, ‘‘an om-
niscient being needs no logic and no mathematics,’’
and ‘‘the reason for introducing a symbolic notation

HAHN, HANS

342



which allows to say the same in different ways is
that we are not omniscient’’ (Hahn 1980, 23).
Logic, in Hahn’s view, ‘‘is a set of rules for stating
the same in different ways’’ (ibid., 33). Logic does
not deal with the most general properties of objects
(this would indeed present insurmountable obsta-
cles to empiricists): ‘‘Logic does not deal with
any objects at all: it only deals with the way we
talk about objects; logic first comes into being by
language’’ (Hahn 1995, 492).

Wittgenstein, at this time, had withdrawn
completely from philosophy. After much wooing,
he finally condescended tomeet with somemembers
of the Circle (not Hahn), on condition that philo-
sophical topics were avoided. But when Hahn invit-
ed the celebratedDutch topologist L. E. J. Brouwer,
the founder of the intuitionist movement in the
debate on the foundation of mathematics, to give a
lecture at the university, Wittgenstein showed up,
and started in the after-session to discuss philoso-
phy again. Apparently, there was still something left
to say, and Wittgenstein embarked on his second
phase, soon leaving Vienna to become, eventually, a
professor at the University of Cambridge.

Another member of Brouwer’s audience had
been Kurt Gödel, a student of Hahn’s who first
shone in the latter’s seminar on the Principia Math-
ematica. That same year, Gödel solved a problem
posed by Hilbert as a first step in the latter’s pro-
gram of basing the foundations of mathematics on
a formalistic approach. Gödel’s proof that first-
order logic was complete was published in his doc-
toral dissertation. In the following year, however,
Gödel effectively destroyed Hilbert’s program by
showing the incompleteness of any consistent
mathematical theory rich enough to allow for the
natural numbers. Some true statements could not
be derived from the axioms and the rules. Hahn
praised Gödel and the mathematical importance of
his result. The fact that a proof of the consistency
of mathematics is impossible—a consequence of
Gödel’s breakthrough—was taken by Hahn in his
stride. In his few philosophical papers, Hahn does
not mention Gödel. He seems to have expected the
result that ‘‘on the basis of present knowledge, an
absolute proof of freedom from contradiction is
probably unattainable. . . . For here, as in every
sphere of thought, the demand for absolute certain-
ty of knowledge is an exaggerated demand; in no
field is such certainty attainable’’ (Hahn 1980, 121).
In the same vein, Hahn appears to have anticipated
the independence of the axiom of choice from the
axioms of set theory, a result proved only after his
death. Hahn wrote: ‘‘The question has nothing to
do with the nature of reality, as the realists think,

or with pure intuition, as the intuitionists think.
The question is rather in which sense we decide to
use the word ‘set’; it is a matter of determining the
syntax of that word’’ (ibid., 118). This approach via
analyzing how language is used seems closer to
Wittgenstein than to Gödel. Hahn was fifty years
old before he wrote his first philosophical essay,
a pamphlet named Occam’s Razor. This and the
following philosophical papers—On Intuition, for
instance, and What Is Infinity?—are models of
clarity, the outcome of a lifelong concern with
popularizing knowledge (Hahn 1980).
Unlike the majority of his colleagues at the uni-

versity, Hahn was a stalwart member of ‘‘Red
Vienna,’’ firmly supporting school reforms, free
thought, and enlightenment. Some of his fellow
members of the Vienna Circle distanced themselves
from what they saw as an unseemly involvement in
the political quarrels of the day. But after Hahn’s
death from cancer on July 24, 1934—a year when
Austria’s political prospects took a distinct turn for
the worse—Menger would mourn the demise of
this ‘‘tireless and effective speaker for progressive
causes’’ (Menger 1994, 215).
Just before the onset of his illness, Hahn had

been reading the proofs of Karl Popper’s Logik
der Forschung. ‘‘His opinions were as positive as I
could only wish [them] to be,’’ wrote Popper (1995,
19) in his last paper. Popper would continue his
interactions with the Viennese ‘‘Mathematical Col-
loquium’’ for the few years until his emigration, but
wrote later that ‘‘of all the mathematicians at the
institute, Hahn was the one who seemed to me the
embodiment of mathematical discipline’’ (Popper
1995, 13).
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NORWOOD RUSSELL HANSON

(17 August 1924–18 April 1967)

After distinguishing himself as a fighter pilot in
World War II, Hanson attended the University of
Chicago, receiving a B.A. in philosophy in 1946.
He then went on to Columbia University, where he
received degrees in physics, a B.S. in 1948, and an
M.S. in 1949. With the aid of a Fulbright scholar-
ship, Hanson studied philosophy at Oxford and
Cambridge, where he also lectured in the philoso-
phy of science. He completed his graduate studies
in 1956, earning a D.Phil. from Oxford and a Ph.D.
from Cambridge. In 1957, Hanson joined the phi-
losophy department of Indiana University and was
the founding chair of Indiana’s Graduate Program
in the History and Philosophy of Science, the first
department of its kind (Hanson 1960; Grau 1999).
However, injuries sustained in a plane crash caused
Hanson to step down as chair in 1962, and in 1963
he left Indiana for Yale. Hanson died in 1967 in
a plane crash on his way to present a paper at
Cornell University.
Hanson was a prolific philosopher during his

brief career, writing on scientific observation, the
role of concepts in accounts of scientific facts and
causation, the logic of discovery, the history of
discoveries in quantum mechanics and seven-
teenth-century physics, and the relation between
history and the philosophy of science. Hanson
represented a fusion of the late Wittgenstein and
logical empiricism (see Logical Empiricism). He
agreed with Wittgenstein that the meaning of
terms, even in science, depends on their use, and
he expanded Wittgenstein’s account of the concep-
tual loading of perception to include scientific ob-
servation. Hanson, however, shared the logical
empiricist view that the function of the philosophy
of science is to examine and clarify the conceptual
foundations of science.
In a sense, Hanson can be seen as extending the

field of conceptual analysis to areas considered off-
limits, such as the context of discovery and the
conceptualization of perception. Philosophers
inspired by logical empiricism often spoke of mat-
ters such as observation, factuality, and perhaps
causation as fundamental ideas underlying all

scientific thought and practice; for Hanson, how-
ever, all of these notions can be understood, at a
given time, only in terms of the theoretical and
notational networks in which they figure. The
great revolutions in the history of science were
not generally due to observing the world, collecting
facts, and finding the causes. Rather, revolutions
are made possible by conceptual innovations; after
such a conceptual shift, the sense of what the facts
are, what has been observed, and what features of
phenomena require explanation change as well.

Observation

Hanson’s most significant contribution to the phi-
losophy of science was his discussion of observa-
tion (see Observation). Hanson argued that
observation is ‘‘theory-laden’’: more precisely, in
order for perceptual experience to relate to knowl-
edge, experience must already contain some con-
ceptual content. Drawing on Wittgenstein’s
Philosophical Investigations and the findings of psy-
chology on ‘‘perceptual sets,’’ Hanson attacked the
logical empiricist conception of observation. The
logical empiricists generally believed that the edi-
fice of scientific knowledge had basic statements
about first-person experience, ‘‘protocol sen-
tences,’’ at its foundations, and that these state-
ments were connected to scientific theory via
analytic connection rules (see Protocol Sentences).
Theories could be confirmed by deriving predic-
tions about observables and then verifying that
the appropriate protocol statements were produced
in testing the predictions. Among the many com-
plaints Hanson had about this picture of science
was that it cannot give an adequate account of
scientific controversy and discovery. The deep dis-
putes in the history of science require a better
explanation than simply claiming that the dispu-
tants were clinging to different interpretations of
essentially similar protocol statements.

While other critics of the logical empiricists’
conception of observation, such as Feyerabend,
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focused on the theory-laden character of the terms
in observational reports, Hanson’s main concern
was to show that the process of observation is theo-
retically loaded (see Feyerabend, Paul). Hanson
(1961 and 1969) treated vision as illustrative of
the general perceptual case. He acknowledged
that there is a sense in which seeing is just the
stimulation of one’s sensory organs or, alternative-
ly, the reception of sense data; however, neither of
these senses of seeing are of much epistemological
importance. Simply analyzing someone’s retinal
imprints, or the drawings produced based on
sense data, gives one little idea of what is being
seen, or what knowledge has been gained through
the seeing. In order for seeing to be epistemologi-
cally useful, the elements of the visual field must be
ordered and categorized with concepts. The logical
empiricists explained this by arguing that seeing
has two discrete components: acquisition of sense
data and interpretation. Hanson objected to this
‘‘formula,’’ for he argued that for something to be
an interpretation, (i) one must be introspectively
aware that one is interpreting, and (ii) there must
be a detectible time lag between raw perception and
interpretation. Hanson used ambiguous figures
from Gestalt psychology to attempt to show that
neither of these conditions are met in appreciating
figures in an aspect shift: The ‘‘interpretation,’’ or
the concepts, are already there in the seeing. In
order to see something (in the useful sense) as an
X, one must first have a concept of an X. Thus all
useful seeing is seeing as, and seeing as threads
experience into knowledge.

The logical empiricist tradition took the recep-
tion of sense data to be the paradigmatic case of
seeing, because such seeing is incorrigible and pro-
vides the foundation for knowledge. Hanson, in
contrast, considered the central function of vision
to be to provide knowledge about the world, rather
than to provide the indubitable foundation of a
system of knowledge. Hanson claimed that seeing
that it is four o’clock or that a voltmeter reads 3.5
volts is the sense of seeing of interest in the study of
science. Thus, he takes epistemic seeing, or seeing
that, to be the paradigmatic case of seeing, and
asserts that study of the logic of seeing that will
illuminate the logic of perception generally. To see
something as an X is to see that, were certain things
done to it, other things, which would be expected of
Xs, would follow; more basically, the concept of X
incorporates our prior knowledge of X, such as
what Xs are composed of and what types of inter-
actions Xs can participate in. To see something as
anX is to see it in all the connections that the concept
of X has to other elements of our knowledge.

Hanson’s view is open to criticism on the
grounds that (i) the statement following sees that
is always taken to be true in ordinary usage (i.e.,
seeing that is a success verb) and (ii) obsolete
concepts (or those that do not apply properly to
anything in the world) can be used only for seeing
as, not seeing that (e.g., one cannot now see that a
bell jar has been saturated by phlogiston). Hanson,
however, was very clear that one could be wrong in
what one ‘‘sees that.’’ He did not take sees that to
be equivalent to knows that; rather, sees that is just
an indicator of certain (often unconscious) psycho-
logical inferences from perception. A person can
see that the Earth is the center of the solar system,
since for Hanson this is just to say that the person’s
experiences of the Earth are ordered by the concept
of a geocentric universe, and thus infers other
things in virtue of the experience and the concept.
The reason certain conceptual orderings have fallen
out of fashion, such as those associated with the
geocentric solar system, is that the patterns accord-
ing to which they order experience render less things
intelligible than their successful rivals.
While Hanson thought that observation is theo-

ry laden, he seems not to have held that one’s
theoretical commitments in any sense determine
or alter the phenomenology of one’s experience.
Thus, how one ‘‘sees as,’’ or one’s conceptual rep-
ertoire, does not place absolute constraints on how
one will be able to ‘‘see as’’ in the future. However,
the production of new conceptual orderings is no
trivial, transparent, or easy process, as the theoret-
ical struggles in the history of science attest. One
must build new conceptual patterns out of existing
frameworks, but it can be extremely difficult to
determine which elements of the older frameworks
can be transferred and which cannot, and scientists
are often blinded by assumptions they have in-
herited from previous conceptual and notational
frameworks.
Hanson’s goal in his discussion of observation

was not to argue for the subjectivity of science, but
rather to clarify the link between perception and
knowledge (Hanson 1971). In clarifying this link,
Hanson provides a clue to the logic of discovery,
for discoveries are achieved through seeing the
world differently, which involves appreciating
the world through new conceptual arrangements.

Facts

Hanson was also critical of philosophical accounts
of facts that attempted to define facts syntactical-
ly as phrases following that-clauses, arguing that
this does little to help make clear the logical and
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epistemological status of facts. Moreover, faith in
the theoretical neutrality of fact-claims obfuscates
the effects that language, notation, and idioms
have on the way facts are understood. Language
and notation provide a sort of template through
which facts can be expressed, a pattern through
which the world can be understood. Hanson uses
ordinary language analysis to indicate the depen-
dence of a fact’s significance on the structure of the
language in which it is couched. For example, there
is a difference between saying ‘‘Grass is green’’ and
‘‘Grass greens,’’ for the first formulation assigns
merely a property to grass, whereas the second
assigns an action; similarly, there is a difference be-
tween saying ‘‘Electrons are charged’’ and ‘‘Electrons
induce electrostatic fields.’’
Hanson used a historical case to show that while

facts inexpressible in a given notation are not im-
possible to grasp, the practical obstacle such a
process involves is very conceptually important
for understanding the growth of science. Hanson
showed, through a careful analysis of the works of
Galileo, Beeckman, and Descartes, how the correct
law of free fall was grasped only after a long period
of confusion, even though all the requisite data, or
‘‘facts,’’ were known from the beginning. All three
persisted in thinking of velocity as a direct propor-
tion to the space traversed, rather than (as is cor-
rect) a direct proportion of the times. Hanson
attributed this apparent obtuseness among geniuses
to the geometric notation with which such problems
were then treated, which left no room for the expres-
sion of a time axis. Spatial properties were more
easily measured and represented than temporal
ones, and it took the penetrating mind of Galileo to
see through this theory-laden factual representation
to the correct solution.

Causes

Hanson saw science as primarily a quest for intelli-
gibility, and only secondarily as a search for facts
and causes, since these notions are definable only
within the organizing conceptual framework. Thus,
scientists do not search for succeeding links in the
causal chain of nature. According to Hanson, cau-
sality is best thought of not as an independent
feature of the world, but as a means whereby ele-
ments of a theory are bound together inferentially.
What is significant, then, about causal language is
not what is asserted about objects, but the inferen-
tial relations they warrant. Therefore, the adequacy
of a proffered explanation cannot be appraised
according to some extratheoretical notion of cau-
sation, and different scientific programs will differ

in terms of what needs to be explained, that is, what
causal inferences need be defined. This does not
lead to a free-for-all, however, since those concep-
tual programs that inferentially organize the most
phenomena ultimately prevail. For instance, the
standard Newtonian line that gravitation requires
no explanation was taken as correct until general
relativity provided an explanation (see Space-
Time); but Newton prevailed over the Cartesians
in spite of this inferential omission, since there were
so many other inferences he could supply that they
could not.

Logic of Discovery

Hanson was also a critic of the logical empiricists’
doctrine that discovery is a matter of mere psychol-
ogy and that philosophical assessment of science
should be confined to a logical analysis of the
justification of theories. Hanson repeatedly urges
that the great conceptual innovations that have
fueled science required the genius of a Galileo,
Newton, Kepler, or Einstein for their creation,
whereas the business of justification is an ordinarily
pedestrian affair, better suited to the talents of
assistants than geniuses. The production of
hypotheses in unsettled domains of inquiry is itself
rationally appraisable; there are right and wrong
ways of doing it. Revolutionary discoveries are a
triumph of reason, and it would be most inaccurate
to consider them as such only in retrospect, after
they have been justified. Thus, Hanson looked to
the history of science in order to adumbrate a set of
informal dicta for rational hypothesis creation.

A number of criteria can be used to assess the
reasonableness of suggesting a hypothesis. The hy-
pothesis should be consistent with background
knowledge, show some capacity to explain the
problem at hand, offer testable consequences and
an account of the constraints on testing, and have
some plausibility (in light of the rest of knowledge).
Hanson attempted to outline a set of informal
strategies for rational hypothesis production from
problematic situations. Hypothesis creation from
enumerative induction, abductive reasoning, au-
thority, or symmetry considerations are all
approaches that can be used normatively. In addi-
tion, since perception and data interpretation are
theory-laden activities, they aid in making infer-
ences and offering hypotheses. Previous knowledge
shapes new expectations, thus suggesting explana-
tions and inferences about the future. Given a the-
oretically loaded observation, certain hypotheses,
which also make reference to these same concepts,
can be reasonably suggested.
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Hanson was able to provide a set of only vague
criteria for rational hypothesis suggestion. His ac-
count was never complete enough to determine
whether a particular hypothesis suggestion was
rational without some reference to the historical
consequences that followed from the suggestion.

JORDI CAT
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CARL GUSTAV HEMPEL

(8 January 1905–9 November 1997)

Carl Gustav Hempel was born in and educated
primarily in Germany. He studied mathematics,
physics, and philosophy at the universities of Berlin,
Gottingen, Heidelberg, and Vienna. He completed
most of his doctoral thesis on analyses of probabil-
ity under Reichenbach but was compelled to find
an alternative advisor to complete the project be-
cause Reichenbach was dismissed from his position
in 1933 when Hitler and the National Socialist
Party came to power (see Reichenbach, Hans).

Hempel was opposed to the National Socialist
Party and moved to Brussels in 1934 and then to
Chicago in 1937. He taught at City College and
Queens College in New York from 1939 until
1948, and Yale from 1948 to 1955. Most of his
subsequent career was spent at PrincetonUniversity
from 1955 until mandatory retirement in 1973,
and after a two-year sojourn at the University of
Pittsburgh, he returned and resided in Princeton,
New Jersey, until his death in 1997.

Hempel was one of the youngest members of the
Berlin Circle and was in close contact with mem-
bers of the Vienna Circle (see Vienna Circle; Logi-
cal Empiricism). Because of his longevity, his
career spanned the rise and decline of the logical
empiricist movement. Because of his emphasis on
pursuit of truth and clarity, his views underwent

considerable change during his career, especially
after 1964, when Thomas Kuhn became a colleague
in the History and Philosophy of Science program
at Princeton (see also Kuhn, Thomas). Although
most philosophers who knew Hempel’s and Kuhn’s
views expected that they would be highly antago-
nistic because their early views were rather diver-
gent, they became close friends and had significant
influences on each other.
Hempel contributed to numerous areas of phi-

losophy of science, most notably to explanation,
confirmation, analyses of theory and observation,
and questions of scientific methodology, each of
which is addressed below. However, it is important
to note that Hempel also made an important con-
tribution by serving as a personal example of the
possibility of combining an unwavering pursuit of
truth and clarity with great kindness toward and
encouragement of his fellow philosophers. (See
Richard Jeffrey’s ‘‘Introduction’’ in Hempel 2000
for further details).

Explanation

Hempel’s proposals for analyzing scientific expla-
nation were among the most fruitful part of his
research (Hempel 1965). Roughly he suggested
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that explanation involves a relation between a set
of sentences (including at least one law) and a
statement to be explained. The relations were of
three sorts: deductive, inductive, and deductive-
statistical (see Prediction). Respectively, the ex-
plaining statements provide a deductive argument,
an inductive argument, and a deductive argument
for a probabilistic conclusion.
These suggestions made depend primarily on

syntactic relations. Numerous criticisms and coun-
terexamples were proposed to these suggestions.
While Hempel’s suggestions are generally discre-
dited, most of the decades after his work were
devoted to criticism, defense, and modification of
his views, so that it is fair to say that his ideas shaped
the field for a significant period of time. The alter-
native views incorporate psychological, social,
and pragmatic factors, as well as syntactic ones,
and can be seen as developments that add fur-
ther factors to his syntactic approach. (For a more
detailed discussion, see Explanation; Inductive
Logic).

Confirmation and the Raven Paradox

The puzzle known sometimes as Hempel’s paradox
and sometimes as the Raven paradox attracted less
attention initially than some of Hempel’s later
work, but it has proved to be an enduring topic.
It was first sketched by Hempel in 1937, but the
first full development came later (Hempel 1943),
and his Studies in the Logic of Confirmation
(Hempel 1945) is more accessible both in terms of
content and physically as reprinted still later
(Hempel 1965). Most writers (Giere 1970; Good
1967) do not see the Raven paradox as a major
puzzle because they are each convinced that they
have solved it; yet there are numerous conflicting
solutions with no consensus (see Confirmation
Theory). The puzzle is easily described.
It seems plausible that the universal generaliza-

tion ‘‘All ravens are black’’ is confirmed by reports
of black ravens. (The general statement of this prin-
ciple, that a universal generalization is confirmed by
a report of a positive instance, is often calledNicod’s
criterion, though this is somewhat misleading his-
torically, since Nicod’s (1930, 219) original criterion
made this a necessary as well as a sufficient condi-
tion. It is also highly plausible that whatever con-
firms a statement confirms any statement that is
logically equivalent to the first. After all, if two
statements are logically equivalent, then they are
guaranteed to say the same thing about the world.
(For further discussion of these principles, their
justification, and history, see Hempel 1945.) The

standard formalization of ‘‘All ravens are black’’
renders it as the universal generalization of a condi-
tional, that is, (8x)(Rx ! Bx) (where Rx is ‘‘x is a
raven’’ and Bx is ‘‘x is black’’). By the standard
formalization, ‘‘All non-black things are non-
ravens’’ is to be formalized as (8x)(øBx ! øRx).
By Nicod’s criterion, a report of a non-black non-
raven, for example, a white shoe, confirms that all
non-black things are non-ravens. But by the logical
equivalence condition, since (8x)(Rx ! Bx) and
(8x)(øBx ! øRx) are equivalent, observation of a
white shoe confirms that all ravens are black.

Many people find this last conclusion unaccept-
able, but some solutions to the paradox attempt to
make it palatable. Hempel propounded the para-
dox in the context of attempting to develop princi-
ples for a qualitative theory of confirmation, and
he accepted the conclusion in spite of its counter-
intuitiveness. Later writers have attempted to make
the conclusion more palatable by embedding the
argument in a quantitative context and saying that
although the report of a white shoe confirms that
all ravens are black, it does so only to a very minute
degree, and thus one has the illusion of irrelevance
(see Induction, Problem of ).

More precisely, if one accepts a Bayesian (see
Bayesianism) account of confirmation, then a hy-
pothesis H is confirmed by evidence E just in case
the evidence increases the probability of H. There
are various exact formulations of confirmation, but
one rather natural one is that the degree of confir-
mation of a hypothesisH by evidence E is the extent
to which the probability of H given E, P(H jE ),
exceeds the prior probability of hypothesis P(H).
Thus one plausible measure is P(H jE ) – P(H ).

Let H be the hypothesis that all ravens (R) are
black (B) and consider the two evidential state-
ments, the statement, E1, that the observed object
is a black raven, that is, Ra6Ba, and E2, the state-
ment that b is a non-black non-raven, that is,
øBb6øRb. Since P(H jE ) ¼ P(H6E )/P(E ) ¼
[P(E jH ) � P(H )] jP(E), an expression for the con-
firmation measure is given by {P(E jH ) � P(H )]/
P(E)} – P(H ). Substituting the particular positive
evidence Ra6Ba for E produces {[P(Ra6Ba jH )
� P(H )]/P(Ra6Ba)} – P(H ).

Using the definition of conditional probability
again, [P(Ra6BaH ) � P(H )] ¼ P(Ba j (Ra6H ))
� P(Ra jH ) � P(H ) ¼ P(Ra) � P(H ), on the
assumptions that P(Ba j (Ra6H )) ¼ 1 and
P(Ra jH) ¼ P(Ra). The first is a theorem of proba-
bility, the second an assumption about the irrele-
vance of H to whether something is a raven (given
noother information). SinceP(Ba6Ra)¼P(Ba jRa)
� P(Ra), the expression for confirmation turns into
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{P(H)/P(Ba jRa)} – P(H). If it is taken as a back-
ground assumption that black objects are relative-
ly uncommon and that ravenhood is antecedently
thought irrelevant in this situation, the term
P(Ba jRa) will be small and the confirmation large.

Working through the parallel calculation for the
negative evidence, øBa6øRa, leads to the parallel
expression {P(H)/P(øBa jøRa)} – P(H). But since
the relative frequency of non-black objects is pre-
sumed high, P(øBa jøRa) is close to 1 and the
confirmation is minimal, though not presumably
not zero.

This analysis vindicates Hempel’s qualitative
claim that the non-black non-raven does confirm
the hypothesis H, but is supposed to allay the sense
of paradox by showing that the degree of confir-
mation is extremely small and is considerably less
than the confirmation provided by a black raven.
However, the derivation depends on some assump-
tions about the probabilities, that is, P(Ra jH) ¼
P(Ra) and that P(øRa) is very close to 1, and these
assumptions can be questioned. (See Vranas 2004
for further discussion and references.)

A second family of proposed solutions to the
paradox appeals to Goodman’s (1983) conception
of projectiblity and his arguments that generaliza-
tions are confirmed by positive instances only if the
predicates they contain are projectible. Projectibil-
ity is relative to a language community and a histo-
ry of actual predictions. Roughly, a predicate is
projectible if it has been used successfully in
making predictions by the community in the past.
New predicates may be projected if, for example,
they are coextensive with prior projectible predi-
cates. Goodman presents a complicated set of rules
for projectibility (Goodman 1983, ch. 4), but what
is essential for present purposes is that the class of
projectible predicates is not closed under negation.
Thus the presumed projectibility of ‘‘raven’’ and
‘‘black’’ does not transfer to ‘‘non-raven’’ and
‘‘non-black’’ (see Induction, Problem of).

A third family of solutions changes the subject
from simple confirmation of a hypothesis by evi-
dence, and substitutes the question whether a par-
ticular piece of evidence selectively confirms H
from among a set of competing hypotheses. In
this context, Hempel’s reasoning shows that being
a positive instance of a logically equivalent hypoth-
esis does not generally provide selective confirma-
tion. For example, if the alternative hypotheses to
‘‘All ravens are black’’ are ‘‘All ravens are white,’’
‘‘All ravens are green,’’ etc., then a white shoe
instantiates all of these equally. The only evidence
that would selectively instantiate ‘‘All ravens are
black’’ is a black raven.

There are at least two suggestions of how the
alternatives for selective confirmation are specified.
According to one alternative, specification would be
in linguistic terms, so that the contrast would always
use expressions in the same semantic field as the
term that was the focus. The other alternative is to
see the competing hypotheses as those that would be
seriously entertained by members of the scientific
community that investigates the relevant domain.
Thus the first version makes the selective confirma-
tion relation a function whose arguments include
the language, and the second makes the function
depend on the community as well as the evidential
statement and the candidate for confirmation.
Arguments for one as opposed to the other of

these alternatives are probably not compelling
when the sentences are qualitative statements such
as the Raven hypotheses. But for quantitative
hypotheses, it would appear that the community
approach is more plausible, since it is difficult to
envision linguistic grounds for preferring some
equations over others.
Yet another distinct approach to solving the par-

adox questions a basic assumption about the logical
form of the hypotheses. Consider for example, the
theory of conditionals espoused by McDermott
(1996), in which a conditional is true if the anteced-
ent and consequent are both true, false if the ante-
cedent is true and the consequent false, and has no
truth value otherwise. If this conditional is symbo-
lized by ), so that ‘‘All ravens are black’’ is trans-
lated as (8x)(Rx ) Bx) and ‘‘All non-black things
are non-ravens’’ as (8x)(øBx ) øRx), the two sen-
tences are not equivalent and the paradox is re-
solved.
In summary, Hempel’s Raven paradox continues

to command the attention of philosophers of sci-
ence. There are four major kinds of responses to
the puzzle. The first response accepts the puzzling
conclusion and attempts to explain it away. The
second—projectibility—appeals to a combination
of language and community practices to disarm
the puzzle. The third appeals to a slightly different
relation and to the role of the scientific community
to change the subject. And the fourth claims to
solve the problem by placing the blame on the
choice of the material conditional as a way of
representing the hypothesis.

Problems and Changes

Hempel’s earliest work dealt with truth in science
and mathematics (Hempel 2000, Essays 1–5), but
his focus shifted fairly soon to more accessible and
less metaphysical issues such as confirmation and
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explanation. Truth and realism deal with the rela-
tion between sentences and the world, whereas con-
firmation and explanation, on the surface at least,
deal with relations among sentences. One of his
most valuable later papers was ‘‘Problems and
Changes in the Empiricist Criterion of Meaning’’
(reprinted in Hempel 1965 ), which chronicles the
shift over several decades in the attempts to make a
sharp demarcation between statements that are cog-
nitively significant and those that are not. This piece
lacks the rhetorical flourishes and the metaphoric
ending ofQuine’s (1980)TwoDogmas of Empiricism
(see Quine, Willard Van Orman) but is perhaps a
more telling argument against the attempt tomake a
demarcation of the boundary of the cognitively
significant. In this, as in numerous other areas,
Hempel’s views shifted away from attempts at pure-
ly syntactic or even semantic characterizations and
toward conceptions that included social, psycholog-
ical, and historical elements. (For a more detailed
discussion, see Cognitive Significance).

Theories and Observation

Hempel’s views on theory and observation evolved
as he continued to ponder basic questions of con-
firmation and explanation. In evaluating the extent
of this evolution, it is important to read closely the
formulations that Hempel provides. For example,
in The Theoretician’s Dilemma, he states: ‘‘Formal-
ly, a scientific theory may be considered as a set of
sentences expressed in terms of a specific vocabu-
lary’’ (Hempel [1958] 1965, 182–183). Logical
empiricists are often criticized for identifying the-
ories with sets of sentences in first-order logic, but
note that here Hempel is not arguing for identifica-
tion, but proposing that from a particular perspec-
tive, a theory may be considered as a set of
sentences. The distinction between formal ques-
tions about artificial languages and the related
questions about natural languages was clear in
Hempel’s mind from very early. For example, in
his one venture into the topic of vagueness and
logic (Hempel 1939), he argues that since vagueness
is a phenomenon of natural language, it does not
provide any leverage for an argument for relin-
quishing two-valued formal logic.
The theoretician’s dilemma is the following: Di-

vide the vocabulary of a theory into two portions,
that which is observation and that which is theo-
retical. If the sole function of the theory is to pro-
vide derivations of observational statements from
observational statements by means of the interme-
diary use of theoretical statements and vocabulary,

then it can be shown that the theoretical statements
are dispensable. It will be useful to expand on the
terms of the dilemma.

Hempel’s construal of ‘‘observational’’ at this
stage is to be distinguished from one of the earlier
logical empiricist notions of ‘‘observational,’’
which was to provide an absolute epistemological
foundation for science (see Logical Empiricism;
Observation). Rather, the relevant criteria for
observationality is that intersubjective agreement
is obtainable for the statement in question: ‘‘The
observational data. . .are. . .couched in terms whose
applicability in a given situation different indivi-
duals can ascertain with high agreement, by
means of direct observation’’ (Hempel [1958]
1965, 179). Notice that this characterization of the
observational terms is not syntactic or semantic,
but pragmatic, in the sense of the scientific commu-
nity agreeing on applicability of the terms (see
Observation). A closely related conception of an
observation sentence is developed by Quine
(1960); it too is relativized to a time and a linguistic
community, as well as other parameters (see Quine,
Willard Van).

Shortly thereafter, in Philosophy of Natural Sci-
ence, Hempel (1966) took two further steps in
modifying his view. First, he abandoned the char-
acterization of the term opposed to ‘‘theoretical’’ as
‘‘observational,’’ and instead proposes to distin-
guish between what is an understood and agreed-
upon antecedent to a particular theory and that
which is not. This is, of course, a distinction that
shifts over time, as what were new theories become
accepted and incorporated as part of the ‘‘antece-
dently understood.’’ The second shift was that he
recognized that being antecedently understood is
not a characteristic of terms simpliciter, but of
statements including those terms. A term may be
antecedently understood within a particular range
of application, but not outside that range:

For example, a characterization of the concept of tem-
perature by reference to the readings of a mercury ther-
mometer affords no general definition of temperature; it
assigns no temperature below the freezing point or
above the boiling point of mercury. (Hempel 1966, 79)

This illustrates that a term such as ‘‘temperature’’
may be antecedently understood in the context of
assigning temperatures in a certain range to liquids,
but be highly theoretical when applied to other
objects or at much higher or lower temperatures.

Even with the change from ‘‘observation’’ to
‘‘antecedently understood,’’ the theoretician’s di-
lemma can still be stated. Consider the theory and
the antecedently understood expressions as part of
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a formal language. Divide the sentences into those
that are antecedently understood and those that are
not, and consider what the function might be for
the sentences that are not antecedently understood.
If their role is to provide appropriate deductive
connections between antecedently understood sen-
tences, that is, predictions in the broad sense that
include past statements, then it can be shown on
formal grounds (Hempel [1958] 1965) that an alter-
native formal structure is available that does not
utilize the other sentences at all.

Hempel’s conclusion in 1958 was not that
the theoretical is dispensable on these grounds
because there are nondeductive characteristics of
theoretical systematizations that are of great im-
portance: ‘‘If it is recognized that a satisfactory
theory should provide possibilities also for induc-
tive explanatory and predictive use and that it
should achieve systematic economy and heuristic
fertility, then it is clear that theoretical formula-
tions cannot be replaced by expressions in terms
of observables only’’ (Hempel [1958] 1965, 222).

Although he came to recognize the importance
of nonformal characteristics of scientific theories,
Hempel never entirely lost sight of the usefulness of
axiomatization and formalization for some pur-
poses. As the commentator on an exchange between
Suppes and Kuhn on whether axiomatization is
valuable, Hempel clearly favored a compromise
position. On the one hand, ‘‘axiomatization of the-
ories can be of value for certain philosophical or
scientific purposes,’’ but on the other hand:

Professor Kuhn’s paper is highly relevant, for it explores
ways in which the requisite agreement in the under-
standing and the use of scientific terms may be attained
by the members of the scientific community without
reliance on, or even availability of, explicitly formulated
criteria of application. (Hempel 1977, 257)

Later Work

Hempel’s later thought continued to be innovative
and influential, but while his later conclusions were
also clear, they weremore tentative and less definite.
He had recognized from both his own work and the
criticisms of others, especially Kuhn, that the logical
empiricist tradition that emphasized syntactic, and
to a lesser extent semantic, relations among sen-
tences omitted a great deal of importance for the
purpose of understanding how science develops and
theories are evaluated, and for assessing rationality.
However, his drive for clarity and precision left him
dissatisfied with the formulations provided by Kuhn
and others in the more pragmatic and historical
traditions that emerged from the 1950s on.

Hempel (1983a, and 1983b) provides examples of
his working through the issues concerning theory
choice and rationality, but the most thorough is
Scientific Rationality (Hempel [1979] 2001). He
begins by noting the goal held by analytic empiri-
cism of formulating explicit, logically precise cri-
teria of rationality for the formulation, testing, and
evaluation of scientific claims (358). However, the
historical quest for such criteria has not been suc-
cessful, and the arguments of Kuhn and others
seem persuasive that the quest cannot be fulfilled.
Scientific inquiry, at its best, does involve shared
preferences that shape theory evaluation, such as a
preference for quantitative theories ‘‘whose predic-
tions show a close fit with experimental findings;
for theories covering a wide variety of phenomena;
for theories that correctly predict novel phenome-
na; for fruitful theories; for simple theories rather
than complex ones’’ (359).
However, these preferences do not generally suf-

fice for the unambiguous selection among compet-
ing theories. Unless such crucial terms as ‘‘close
fit,’’ ‘‘wide variety,’’ ‘‘fruitful,’’ and ‘‘simple’’ can
be explicated clearly and rigorously, there remains
room for disagreement in theory choice. Hempel
remained optimistic that some progress could be
made on these questions in specific contexts but
was persuaded by the arguments from history of
science and the logical problems that no general
solution would be forthcoming.
Although Hempel’s views evolved considerably

and in many regards moved toward convergence
with those of Kuhn, the two continued to differ on
some important issues, including the locus of ratio-
nality. For Kuhn the rationality of theory choice
resides in the relevant scientific community and is a
holistic property of that group. Hempel criticizes
Kuhn’s analogy between evolutionary change and
scientific change because evolutionary change selects
from among more or less randomly produced var-
iations. In contrast, Hempel believed that the ratio-
nality of science is indicated by the fact that later
theories are superior to earlier ones, because they
have been consciously designed to be better, and
this is explained by the goal-directed character of
scientific change at the level of individual scientists
(Hempel [1979] 2001).

RICHARD E. GRANDY
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HERITABILITY

Offspring resemble their parents. This simple obser-
vation of family resemblances is one of the oldest
conceptions of inheritance. It is also the foundation
of the scientific study of heredity. For centuries
ideas about heredity were based on this simple qual-
itative measurement. As might be expected, expla-
nations of this observation changed in the course of
history, and these changing explanations reflected
the prevailing (scientific) attitudes within historical
periods. For Aristotle the resemblance between
parents and offspring was based on the fusion of
male and female ‘‘fluids’’ and the subsequent action
of the four causes (materialis, efficiens, formalis,
finalis), with the female providing the material
cause and the male providing the semen, ‘‘that
which generates,’’ the active stimulus for the devel-
opmental dynamics. For Aristotle, development

was epigenetic: The new organism was not pre-
formed in any of the parental contributions; rather
it realized its own potential in the dynamic process
of development. Heredity, in Aristotle’s conception,
was a consequence of generation (Aristotle 1979).

During the seventeenth and eighteenth centuries,
two competing positions were put forward to
account for heredity and generation: preformation-
ism and epigenesis. Each of these positions pro-
gressed through several versions that reflected
both new empirical observations and changing the-
oretical assumptions. Preformationists, such as
Malebranche, Malpighi, and Bonnet, based their
argument both on new microscopic observations
that showed that semen and eggs had internal struc-
tures and on a rejection of ideas of spontaneous
generation. Another criticism was the lack of a
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satisfactory mechanism that would explain genera-
tion epigenetically. Proponents of epigenesis, such
as Harvey, Gassendi, and Wolff, also claimed em-
pirical support (especially based upon observations
of chick embryos). They emphasized several phe-
nomena that could not easily be explained within a
preformationist framework, such as hybridization,
regeneration, or the existence of so-called monsters
(teratology). Even though they did not resolve the
problem of inheritance, these seventeenth- and eigh-
teenth-century debates brought the problem of gen-
eration and heredity within the scientific focus. It
soon became clear that heredity and generationwere
linked, even though it was not yet obvious what
mechanism could account for each (see also Roe
1981; Pinto-Correia 1997; Maienschein 2004).

Ideas about the variability and transformation of
species, which emerged in the late eighteenth and
early ninenteenth centuries, complicated things
even further. While early approaches were mostly
concerned with transformations between forms
(Goethe, Lamarck, Oken) or the correlations be-
tween embryological transformations and morpho-
logical complexity (Meckel, Serres, von Baer),
attention soon shifted to variation at the subspecies
level. This shift first happened in the context of
animal and plant breeding programs, the study of
geographic variation (fostered by the consolidation
of colonial power and the increase in global trade),
and the emerging science of anthropology, with
its focus on the concept of race. In the nineteenth
century, an experimental approach to the problem
of heredity emerged, as well as conceptual trans-
formations of the older notion of generation. The
latter can be seen most prominently in the work of
Darwin (see Evolution).

Darwin’s theory of the transmutation of species
was predicated on the existence of variation within
populations, the action of natural selection on these
variants, and a principle of heredity that would
guarantee that the offspring of these selected var-
iants would also bear the same traits that enabled
the survival and reproductive success of their par-
ents (see Natural Selection). The often repeated
formal requirement of Darwin’s theory of natural
selection consists of phenotypic variation within a
population correlated with a corresponding varia-
tion in fitness that is also heritable; in other words,
offspring share the same traits that helped their
parents succeed in the ‘‘struggle for existence’’
(Lewontin 1974a). The essence of Darwin’s theory
of natural selection is thus based on strictly pheno-
typic observations. It was, at least initially, also
largely a qualitative theory, based on common

sense and supported by an overwhelming body of
empirical observations.
In the years after the publication of On the Ori-

gin of Species, the nature of biological variation
was the subject of intense debates. Was variation
primarily continuous, as in many quantitative
characteristics, such as height, or was it primarily
discontinuous and discrete, as in qualitative char-
acteristics, such as many color variants? This was
an important question, as the views about the na-
ture of biological variation corresponded to differ-
ent ideas about the mechanisms of evolutionary
change (see Population Genetics). Evolution, and
the origin of new variants and species, was consid-
ered to have either followed the gradual path that
Darwin proposed or to have happened by means of
larger changes. Some even thought that different
mechanisms accounted for the gradual adaptation
to changing environmental conditions and for the
discontinuous origin of new species.
Two problems that were left unanswered in Dar-

win’s theory are of special interest for the discus-
sion of the problem of heritability: (1) How can the
qualitative observations of heredity by Darwin
and others be made quantitative and therefore pre-
dictive? and (2) What is the material basis of hered-
ity? The latter problem initiated a century-long
research program that led from Mendel’s experi-
ments (and the factors that he postulated would
represent each of the discrete variants in them), to
Johannsen’s distinction between genotype and phe-
notype and the associated concept of a pure line, to
Boveri and Sutton’s chromosomal theory of inheri-
tance, to Morgan’s gene maps, and finally to the
discovery of the double-helical structure of DNA
(see Genetics). Though this line of research (eventu-
ally) elucidated the molecular basis of heredity, it
contributed very little, with the exception of the
genotype/phenotype distinction, to the second prob-
lem of establishing a quantitative theory of inheri-
tance and natural selection. For this a different
approach was needed, one that was rooted in the
simultaneous development of statistics.
It was Darwin’s cousin, Galton, who first com-

pared the properties of the phenotypes of parents
with those of their children as well as with the rest of
a population. He found that the mean value of all
the offspring tended to be closer to the overall pop-
ulation mean than to the mean value of their par-
ents. The analysis of this phenomenon, which he
called regression to themean, initiated the statistical
analysis of the problem of inheritance. This was
a separate approach to the study of inheritance,
one that was focused on statistical correlations
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rather than on material entities. As Provine (1971)
has shown, after the turn of the twentieth century,
these questions became the foundation not only of
theoretical population genetics, but also of quanti-
tative genetics, which was more closely allied with
traditional efforts of animal and plant breeding. It
was in this context that the concept of heritability
was first formulated.

Current Definitions and Problems

Today the concept of heritability is at the heart of the
discipline of quantitative genetics and is increasingly
also employed in medical contexts, where it is used
to assess the probability for the occurrence of certain
genetic conditions. Probably the best known, and
also the most controversial, applications of the con-
cept of heritability have been attempts to quantify
the genetic component of the observed variance in
individual values of IQ (e.g., Herrnstein andMurray
1994; Fraser 1995; Jacoby and Glauberman 1995).
These debates, especially the more popular discus-
sions, often confused several crucial components
of heritability (such as broad- and narrow-sense
heritability) and also unjustly equated heritability
with a specific form of genetic causation. It is there-
fore crucial to distinguish several important dimen-
sions and assumptions of the statistical concept of
heritability as it is currently used in genetics.
In quantitative genetics, there are two definitions

of heritability, broad-sense heritability and nar-
row-sense heritability. The former is defined simply
as the ratio of the total genetic variance, VG, and
the phenotypic variance, VP. In the case of broad-
sense heritability, one is interested in quantifying
the total genetic contribution, including all domi-
nance and interaction effects, to the phenotypic
variance and to distinguish those from the environ-
mental contributions. This measurement then pro-
vides a broad estimate of the degree of genetic
determination. In the simple case, one assumes
that the total phenotypic variance is simply the
sum of the genetic and environmental variance
(VP ¼ VG þ VE). However, this is an idealization,
as it assumes that there is no variation in the inter-
action between a genotype and the environment,
that is, that any difference in the environment has
the same effect on all the different phenotypes. As
this is extremely unrealistic, one should include
another variance term that accounts for the vari-
ance in the genotype/environment interaction, VGE.
Thus we have VP ¼ VG þ VE þ VGE. (Even this is
an approximate relation. For a full quantitative
treatment, see Sarkar 1998, Ch. 4.)

In sexually reproducing diploid species, there is
the additional problem that the genotype is not
passed on directly to the next generation, only
gametes are. Thus, from an evolutionary point of
view, the total genetic variance is not what helps
an understanding of the dynamics of natural selec-
tion (see Natural Selection). The fraction of the
total genetic variance VG that is relevant for the
evolutionary consequences of natural selection is
called the additive genetic variance VA. Fisher
(1918) first introduced the concept of the additive
effect of an allele in order to account for the addi-
tive genetic variance. He first analyzed a one-locus
two-allele case, withA and a as the two alleles. If the
substitution from the aa homozygote to the aA
heterozygote genotype produces the same pheno-
typic effect as the second substitution of the a allele
(from the aA to the AA genotype), then all of the
genetic variance at that locus is considered addi-
tive. These ideal cases are, of course, exceptionally
rare. In actuality, one has to also account for a
within-locus deviation from additivity (the so-
called dominance deviation), as well as for nonad-
ditive effects between different loci (the so-called
epistasis effect) that contribute to a given pheno-
type. The total genetic variance is thus a combina-
tion of three different genetic variance components,
the additive, dominance, and epistatic (interaction):

VG ¼ VA þ VD þ VE :

Based on this decomposition of the total genetic
variance VG, the narrow-sense heritability is then
defined as the fraction of the additive genetic vari-
ance and the phenotypic variance:

h2 ¼ VA

VP

:

The open question thus is, How can one estimate
the additive genetic variance in order to calculate
the heritability of a trait, as it is not usually possible
to measure the additive effects of alleles directly? In
the context of quantitative genetics, the additive
genetic variance is also given by the variance of
the breeding values of the genotypes within a pop-
ulation (Falconer and Mackay 1996). The breeding
value of a genotype is defined by the mean geno-
typic value of its offspring. It therefore can be
measured. The idea behind the concept of a breed-
ing value is similar to Galton’s regression analysis
between midparent and midoffspring values. It
provides a measure of how much of the phenotypic
variance of the parents is passed on to their off-
spring. The slope of the regression line between
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midparent and midoffspring values is therefore an-
other measure of heritability.

Heritability is clearly a central concept in evolu-
tionary and quantitative genetics. It is therefore
important to be aware of its assumptions and lim-
itations. There are two main problems of special
relevance for philosophers of science: the first is
related to causal inferences of genetic determination
is based on heritability estimates and the second
related to the consequences of epistatic interactions.
As has already been seen, heritability is a statistical
concept, defined as a ratio between variances or
as a regression coefficient. It does not imply a spe-
cific model of genetic or environmental causation,
and therefore no such model or any specific inter-
pretation of genetic causality can be inferred from
a particular value of heritability. In order to estab-
lish support for a specific interpretation of genetic
causality from the type of variance analysis that is
part of heritability assessments, one would have
to develop a rather rigorous experimental design
(Lewontin 1974b; Feldman and Lewontin 1975).
While this is possible in certain breeding experi-
ments with Drosophila (see Falconer and Mackay
1996), these conditions are almost never realized in
studies involving humans. The fact that there is a
widespread tendency to use heritability values in
support of a genetic etiology of human conditions
and diseases thus points more to the existence
of an underlying genetic ideology than to a well-
supported understanding of the role of genes in
human disease (Laubichler and Sarkar 2002).

Besides the problems related to causal inference
from statistical and population-dependent values,
nonlinear or epistatic interactions between genes
also complicate the interpretation of heritability.
The consequences of epistatic interactions for heri-
tability are also related to the unit of selection prob-
lem (Wimsatt 1981; Lloyd 1988). In short, recent
studies have shown that (1) in all cases of multilevel
selection, there will be a certain amount of the total
additive genetic variance that will be a consequence
of additive effects of alleles at individual loci (Sarkar
1994) and (2) based on a physiological definition of
epistasis as the effect of a gene substitution at
one locus on a subsequent gene substitution at an-
other locus (Cheverud andRoutman 1995;Wagner,
Laubichler, and Bagheri-Chaichian 1998), it can be
shown that in the case of epistasis between loci,
there will (a) always be an epistatic component to
the additive genetic variance and (b) under certain
conditions, such as a population that is far away
from its equilibrium point, there will be irreducible
higher-order additive effects that can be attributed
to sets of interacting genes (or gene complexes)

rather than individual genes. The latter is important
for considerations of heritability, as these higher-
order additive effects will also contribute to the
total additive genetic variance. Consequently,
there will also be covariance terms between the
additive effects of individual alleles and the irreduc-
ible effects of interacting gene complexes. As these
covariance terms can be negative under certain
circumstances, any value of heritability that is deri-
ved from an estimate of the additive genetic variance
based solely on the additive effects of individual
alleles can thus potentially overestimate the actual
value of heritability. As there are only a
small number of diseases that are caused by a single
gene, these recent studies offer some corrective to
the often unrealistically high estimates of heritabili-
ty for genetic disorders reported in the medical
literature.
Today, the concept of heritability continues to be

central to quantitative, evolutionary, and medical
genetics. It represents a culmination of a century-
long quest to quantify and understand the conse-
quences and phenomena of inheritance. However,
there continues to be a discordance between the
technical interpretation of heritability and the
many roles the concept plays in medical, popular,
and philosophical discourses.

MANFRED D. LAUBICHLER
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DAVID HILBERT

(23 January 1862–14 February 1943)

Hilbert was, and still is, known as one of the great-
est mathematicians of the first half of the twentieth
century. Although this view is doubtlessly correct,
it is one-sided and incomplete because it neglects
two important aspects of his work:

1. Throughout his career, Hilbert was interested
in the foundations of all exact sciences—not
only mathematics, but also the natural
sciences. As a truly universal scientist, he
contributed to fields other than pure mathe-
matics, in particular, to theoretical physics
and its dramatic development during the
first quarter of the twentieth century.

2. Hilbert consciously and deliberately trans-
cended the borders between mathematics and
the exact sciences, on the one side, and episte-
mology and philosophy, on the other. This
situates him with other twentieth-century fig-
ures such as Einstein, Bohr, Born, Schrödinger,
and Weyl, who, like Hilbert, aimed to tear
down the wall between traditional philosophy
and the exact sciences.

In spite of numerous accounts of Hilbert’s
achievements in mathematics, his work in other
areas—in particular, his contributions to modern

physics and its philosophical implications—
remains relatively neglected. Because the present
volume is an encyclopedia of the philosophy of
science, this article focuses on these other aspects
of Hilbert’s work. However, his mathematical
achievements will not be entirely ignored: It will
be pointed out that there is an intimate relation-
ship between his mathematical work and his
contributions to modern physics, especially its con-
ceptual clarification.

David Hilbert was born in Königsberg, then the
capital of East Prussia. He attended the local Gym-
nasium and spent most of his student life in
Königsberg. During these years, he spent much
time with Hurwitz and Minkowski studying math-
ematics and physics. In 1886, he became Privatdo-
zent in Königsberg with a highly regarded work on
the theory of invariants. Six years later, he was
appointed as Extraordinarius and became full pro-
fessor for mathematics in Königsberg a year later.
In 1895, Felix Klein brought him to Göttingen,
where he remained, despite many offers from other
distinguished universities, until his death. In 1925,
Hilbert suffered from ‘‘pernicious anemia’’ but re-
covered soon thanks to a new medication. During
his academic career in Göttingen, he established
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(together with Klein and Courant) the best-known
and most esteemed center for mathematics in
the world. The fruits of his research in the founda-
tions of mathematics and the sciences are still
significant.

The principal means by which Hilbert achieved
most of his fundamental results in the foundations
of mathematics and science was the so-called
axiomatic method. Since there are many obscure
and confused opinions about this method, especial-
ly about its essential role (as well as its limits) in the
logical analysis of the exact sciences, the
subsequent sections discuss what the ‘‘essence’’ of
this method is (see also Hilbert 2004). A similar
clarification is necessary with respect to Hilbert’s
so-called formalistic approach as an alternative to
Brouwer’s intuitionistic and Frege’s logicistic views
about the foundations of mathematics (Sieg 1990).

Foundations of Geometry and the
Axiomatic Method

Hilbert’s inquiries into the foundations of mathe-
matics fall into two periods, which are separated
(judged by his publications) by about fifteen years.
The first period began in 1893 with a lecture on
‘‘projective geometry,’’ reached its zenith with
Grundlagen der Geometrie (Hilbert [1899] 2004),
and ended with Über die Grundlagen der Geometrie
(Hilbert 1902). The second period, which started in
1917–1918 with the programmatic essay ‘‘Axioma-
tisches Denken’’ (Hilbert [1918] 1932), includes
most of Hilbert’s investigations of the foundations
of arithmetic and the establishment of a radical
new program, called proof theory, to prove the
consistency of arithmetic by finite means. This im-
portant program came to a halt (at least temporar-
ily) in 1931, when Gödel published his famous
paper showing the existence of undecidable sen-
tences within Peano arithmetic (Gödel 1986). This
happened just as Hilbert was going to retire from
his position at Göttingen.

This division of Hilbert’s career into two periods
gives the impression that the two topics that char-
acterized them were for Hilbert unrelated, which is
not the case. In fact, the latter is the continuation of
the former by other much more radical means. This
becomes obvious if one considers Hilbert’s early
development more closely, taking into account
both his published papers and his unpublished lec-
tures. The first point that should be noted is the
trivial fact that Hilbert started his research in ge-
ometry quite conventionally. He did not have the
axiomatic method at his disposal. Instead this
method first emerged in connection with his

‘‘meta-theoretical inquiries of the logical structure
of geometry.’’ What this phrase means will become
clear in the next section.
Around 1890, when Hilbert began his studies in

geometry, the intellectual situation in that disci-
pline was rather complicated. Geometry had be-
come torn asunder into a confusing number of
different branches and competing programs, such
as projective versus differential geometry, Euclide-
an versus non-Euclidean geometry, and synthetic
versus analytic geometry. Interesting but uncon-
nected results were being discovered, and impor-
tant books appeared, such as those by von Staudt
(1847) and Pasch (1882). Hilbert was not ac-
quainted with all of them initially. But once he
had read Pasch’s book (in about 1893), he knew,
at least in principle, what his main goal was: He
intended to resuscitate Euclid’s axiomatic point of
view, not exactly in the same way as used by Euclid,
but in a very similar form. The main difference was
to do it more transparently and perfectly. This
meant that the desired axiom system should have
a ‘‘perspicuous’’ logical-deductive order, that is, it
should be complete in the sense that no essential
assumption is missing, and simple in the sense that
it contains no superfluous assumptions.
To achieve this goal, Hilbert had to develop a

device by which he could prove whether a given
sentence is logically dependent on or independent
of a certain set of sentences. The principal idea is
the following: A given sentence S is logically inde-
pendent of a set of sentences S1, . . . , Sn, if there is a
structure in which all sentences S1, . . . , Sn are ful-
filled (or true, as is now said), but S is not, and,
instead, øS is. If there is no such structure, that is,
if in all structures in which S1, . . ., Sn hold, S holds,
S is a logical consequence of S1, . . . , Sn. This idea of
a structure is the core of model theory (if ‘‘fulfilled’’
is replaced by ‘‘true’’); it is also an essential ingredi-
ent of whatHilbert called the axiomatic method.The
latter is the deliberate change or variation (Hilbert’s
term) of an axiom system in order to study the
logical dependence of a specific sentence (e.g., the
axiom of parallels) from a given set of axioms by
model-theoretic means. Hilbert took primarily alge-
braic number fields as models for his proofs. In this
way he was able to prove many interesting results—
for example, the independence of Archimedes’
axiom of continuity from the remaining axioms of
his axiomatization of Euclidean geometry, the non-
provability of the Desargues sentence in Euclidean
geometry without the axioms of congruence, the
nonprovability of Pascal’s sentence without the
axiom of Archimedes, and others (see Hilbert
[1899] 2004, Chs. 2, 3, and 5, for more details).
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From an epistemological point of view, more
important than these particular results is another,
more general, aspect of the axiomatic method. With
this method Hilbert could not only answer logical
questions of independence and dependence, but
also analyze meta-theoretical problems like the con-
sistency and completeness of an axiom system,
which roughlymeans (syntactically) that it is impos-
sible to deduce a sentence A and its negation, and
furthermore that every sentence which is ‘‘intuitive-
ly’’ true can be deduced from the axiom system.
These questions had become particularly pressing

since the consistency of ‘‘non-Euclidean geometry’’
(taken quite generally) was still unproven (respec-
tively the existing ‘‘proofs’’ were doubted). Hence,
the consistency of the different non-Euclidean
systems could not simply be taken for granted, but
had to be shown definitively. Hilbert’s idea to
prove the consistency of non-Euclidean axiom sys-
tems was strikingly simple: If arithmetic is consis-
tent (as everyone believed), then the consistency of
a geometrical axiom system can be proved by relat-
ing it to the consistency of a suitably chosen num-
ber field. (This idea was quite original; it cannot be
found in Pasch’s work.) Today a geometrical
axiom system is considered consistent if it has a
numerical model. Hence, consistency means only
‘‘relative consistency’’: If it is not possible to de-
duce a contradiction within the numerical model,
then the coordinated geometrical axiom system is
consistent.
Execution of this program is very tricky, but

Hilbert could show that his full axiom system of
Euclidean geometry (including the axioms of conti-
nuity) is ‘‘complete’’ in the sense that it has a ‘‘nu-
merical’’ model (the real numbers) whose domain
of individual elements cannot be expanded without
introducing a contradiction. Hence, Hilbert’s axiom
system of Euclidean geometry is consistent in virtue
of its completeness if the real-number field is consis-
tent, which no one doubts seriously. Hilbert’s con-
cept of completeness is today called categoricity. A
theory is categorical iff it has, up to isomorphism,
exactly one model (Majer 1998).

New Foundations of Mathematics and the
Genesis of Proof Theory

With the proof of the relative consistency of a large
number of non-Euclidean geometries a new prob-
lem emerged: How could the consistency of arith-
metic itself be proved? Although it was immediately
clear to Hilbert that this could not be done in
the same style as in geometry (otherwise, one
would be trapped in an infinite regress), around

1900 he did not know how to achieve this goal. It
wasn’t until 1920 that his first proposals occurred,
in a pair of unpublished lectures given in Göttin-
gen, which was the beginning of modern proof
theory. Its basic assumptions and procedures
include:

1. Arithmetic cannot be reduced to logic,
because it has a (nonlogical) content, given
in intuition.

2. Contradictions can be avoided totally if all
operations used in calculating and reasoning
remain finite.

3. Because mathematics was and shall remain a
‘‘free’’ science, it cannot be restricted to the
finite.

4. Consequently, to save mathematics from the
danger of inconsistency (by entering the
transfinite), it has to be proven by finite
means that no contradiction can be derived
from an appropriate system of axioms for
arithmetic.

5. In order to achieve this goal, the axiom
system itself has to be ‘‘formalized’’ so that
a meta-theoretical investigation about its
deductive structure is possible.

‘‘Formalization’’ here means two things: (a) all
axioms have to be expressed as formulas of a defi-
nite language (Zeichensprache), with clear syntacti-
cal rules for the formation and transformation of
formulas, and (b) all logical rules of deduction such
as modus ponens and substitution salva veritate
have to be made explicit. Once this is done, the
formalized system must be investigated to deter-
mine whether it is possible to derive a pair of for-
mulas A and øA from the axioms. If this is
impossible, the system is consistent. The real diffi-
culty lies in the proof that this is indeed impossible,
because the proof of the impossibility has to be
finite, whereas the number of possible proofs
within a formal system can (and usually is) infinite.

Today (70 years after Gödel) most scientists be-
lieve that such a direct (nonrelative) proof of the
consistency of an axiom system for arithmetic is
impossible. But this is incorrect for several reasons.
First, Hilbert and his school presented such proofs
for certain ‘‘weak’’ axiom systems of arithmetic.
Second, if one gives up the finitist restrictions on
the meta-theoretical proofs and permits, as Gen-
tzen did, transfinite induction, the consistency of
arithmetic can be proved. Third, Gödel’s proof of
the existence of undecidable sentences within
Peano arithmetic, and hence the infeasibility of a
formal proof of consistency of Peano arithmetic by
finite means, is no absolute verdict. Its correctness
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depends on the meaning of the phrase ‘‘formal
proof by finite means.’’ There are a number of
proposals about how to ‘‘sidestep’’ Gödel’s verdict
without betraying Hilbert’s finite point of view
(modern proof theory, inverse arithmetic, weak
arithmetic, etc.) (Simpson 1999).

Hilbert’s Contributions to Physics and Its
Axiomatic Foundations

Hilbert delivered his first lecture in physics in 1898,
a year before the Foundations of Geometry
appeared. During the next decade, he lectured
six times on classical and continuum mechanics,
including hydrodynamics, electrodynamics, and
thermodynamics. During this period, mechanics
was for Hilbert the fundamental theory of all
physics, as it was for Heinrich Hertz (1895),
whose book Die Prinzipien der Mechanik Hilbert
admired as an exemplar for his own axiomatic
point of view in physics. The period of classical
physics (based exclusively on Galilean space-time
theory) ended when Hilbert (in cooperation with
Minkowski) began studying Einstein’s theory of spe-
cial relativity. This led to a complete revision of the
mechanics lecture of 1911 in which Hilbert pre-
sented Einstein’s theory of special relativity and
discussed its consequences for electrodynamics
and thermodynamics.

Hilbert’s first publications in physics date from
1912 and are closely related to his monumental
work on the theory of integral equations (Hilbert
1912). In fact, ‘‘Begründung der kinetischen
Gastheorie’’ first appeared as Chapter 22 of that
book. This gives the impression that Hilbert’s in-
terest in physics was only that of a mathematician,
who is ‘‘simply looking for another possible appli-
cation of his mathematical theories’’ (Brush 1976,
448) without any real interest in physics. A cursory
examination of the unpublished lectures shows that
this claim is unjustified. Although Hilbert’s main
concern in the paper is the search for solutions to
the Maxwell-Boltzmann equation, his primary con-
cern in the lectures on the kinetic theory of gases is
different. The main question he pursued is whether
a logical derivation of the Maxwell-Boltzmann
equation from the time-reversible equations of me-
chanics is possible (see Irreversibility; Time). This
is a very interesting question, and the different
answers proposed so far are still controversial.
Hilbert himself favored a negative answer in the
sense that no strict logical deduction is possible.
This leads to a new problem: What does ‘‘irreversi-
bility’’ mean in an objective sense, if the irreversible
Maxwell-Boltzmann equation cannot be deduced

from the fundamental equations of motions? (see
Majer 2002 and Scheibe 1997).
Similar points can be made regarding the recep-

tion of Hilbert’s work in physics (such as his papers
on radiation theory) as merely applied mathe-
matics. As in the former case, this work was closely
related to his new theory of integral equations and
was thought by Pringsheim (a leading figure in
radiation theory) as entailing nothing physically
new about Kirchhoff’s law of radiation. This is
a misapprehension. Hilbert pointed out a serious
logical gap in the foundation of radiation theory
and the deduction of Kirchhoff’s law from more
fundamental theories, but his work was dismissed
as of merely mathematical interest.
Better received were his two papers The Founda-

tions of Physics in 1915 and 1916 (republished in
Hilbert 1924), in which Hilbert presented several
generalized field equations, which turned out to be
equivalent to Einstein’s field equations of 1915.
(Therefore, they are also sometimes called the
Hilbert-Einstein equations.)
Nineteen fifteen was, in retrospect, the year of

the most intensive research on the theory of general
relativity, in both Hilbert’s and Einstein’s careers.
Both struggled in searching for universal field equa-
tions, in which two fundamental forces would be
united: electromagnetism and gravitation. They
approached the problem from different points of
view. To Hilbert as ‘‘mathematician’’ it was clear
from the very beginning that the field equations
had to be independent of the choice of the coordi-
nates, and, more important, it was clear what this
precisely meant in physical terms. Einstein, on the
other hand, had to struggle as a self-taught mathe-
matician with the problem of invariance for several
years before finding an acceptable solution.
More important than their different technical

approaches are their differences in physical per-
spectives. Hilbert, having once abandoned the me-
chanical worldview, followed Gustav Mie, who
tried to develop a universal field theory from
which the existence of the electron could be
explained. Einstein, however, looked for a general-
ized field theory in which Newton’s theory of grav-
itation could be embedded, at least approximately.
The solutions Einstein and Hilbert found toward
the end of 1915 are, seen from this perspective, only
contingently the same. In ‘‘essence’’ they are rather
different (Weyl 1988). Recently, a priority debate
among historians of science has emerged about
whether Hilbert ‘‘acquired’’ his field equations
from Einstein (Sauer 1999).
In his last period of active research in physics

(1926–1927), Hilbert lectured on ‘‘Mathematical
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Methods of Quantum Theory’’ (unpublished type-
script). This was just after the new quantum me-
chanics had been formulated by Heisenberg, Born,
and Jordan, and independently by Schrödinger and
Dirac (‘‘new’’ in distinction to the old ‘‘quantum
theory’’ of Bohr) (see Quantum Mechanics). Al-
though Hilbert did not belong to the group of
physicists who created the new quantum mechan-
ics, he is doubtless one of its intellectual progeni-
tors, since the mathematical foundations of the new
theory were precisely his theory of integral equa-
tions with infinitely many variables, which he had
developed fifteen years earlier. It is therefore not
accidental that in modern textbooks of quantum
theory, the basic concept is the so-called Hilbert
space. Hilbert’s lectures significantly influenced the
further development of quantum theory, in partic-
ular its axiomatic presentation by von Neumann.
The lectures predate the publication of the famous
paper by Hilbert, von Neumann, and Northeim
(1928), which became the starting point of von
Neumann’s (1932) Mathematische Grundlagen.

Hilbert’s ‘‘Finite Point of View’’ and Recursive
Epistemology

Hilbert was not a ‘‘professional’’ philosopher, but
he studied Kant’s Critique of Pure Reason and
acquired an intimate knowledge of the writings of
contemporary philosophers such as Husserl, Frege,
and Russell. Traces of these authors (and some
minor figures) can be found in Hilbert’s work. Hil-
bert was, however, too independent a thinker to
simply adopt their philosophical views. Instead he
selected only those aspects that he found acceptable
in light of the extraordinary progress of mathemat-
ics and science in the late nineteenth and early twen-
tieth centuries. He tried to ‘‘unify’’ these aspects
into a coherent view. This was not easy, because
there were conflicts in these views, which had to be
resolved. The best example of such a resolution is
his ‘‘finite point of view’’ regarding the foundations
of mathematics, by which the actual infinite of
Cantor’s set theory should be tamed. This led to
the idea of proof theory, in which the ‘‘infinite’’ of
arithmetic should be controlled by ‘‘finite means,’’
that is, by proof of its consistency within a ‘‘finite’’
fraction of itself. Although there are some doubts
as to what precisely this finite fraction is, there are
strong indications in Hilbert’s work that he
thought it was primitive recursive arithmetic.
Perhaps more important than this example from

pure mathematics are the conflicting moments or
centrifugal forces in Hilbert’s conception of

geometry. They are best understood by considering
the following three statements:

1. Geometry is a natural science.
2. The task of geometry is the logical analysis of

human spatial intuition.
3. Geometrical conventionalism (a la Poincarè)

is an untenable position in spite of the fact that
experimental results (e.g., the light deflection
in the gravitational field of the sun) are easier
explained by assuming a ‘‘variable metric’’
than by clinging to Euclidean geometry and
introducing new material forces; because the
introduction of such forces is quite ad hoc (see
Conventionalism; Poincarè, Henri).

At first glance, the three statements seem incom-
patible. There are, however, several ways to make
them coherent.

The easiest way is to drop statement 2 and con-
sider geometry as a purely empirical science. This
is, roughly, what the logical empiricists did. But
this is not Hilbert’s point of view. He insists on
statement 2 (Hilbert [1899] 2004). The second op-
tion is to take Einstein’s view and distinguish ge-
ometry as a formal mathematical discipline (which
can be known a priori) from a physical discipline
(which can be known only a posteriori). This again
is not Hilbert’s position, because in his view such a
separation is totally arbitrary and problematic. The
third option is to take Poincarè’s position seriously
and regard the choice of geometry as a matter of
convention (like the choice of meter or yard as unit
of length) and then stick to Euclidean geometry as
the simplest one. Hilbert rejects this opinion as con-
fused, because it confounds two concepts of simplic-
ity, which have to be sharply distinguished: an old
intuitive notion and Hertz’s new methodical notion
of simplicity. Poincarè introduces a metrical struc-
ture into geometry as simple, which is unnecessary,
and this violates Hertz’s principle of simplicity: Do
not introduce superfluous elements into a theory.

But what is Hilbert’s solution? How can he make
the three statements coherent? The answer can be
stated in a very much abbreviated form as this:
Human beings have a spatial intuition of external
objects, which they use in normal life. For the first
level of conscious reflection, the most significant
facts of human intuition were conceptually identi-
fied and put into an axiomatic order of deduction.
This is roughly what Euclid achieved in his Ele-
ments. In the second stage, mathematicians began
making spatial intuition the object of logical inves-
tigation. This led to a multiplicity of geometries,
whose logical relations could be studied by the
axiomatic method (including model theory). For a
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correct understanding of Hilbert’s epistemology, it
is important to note that this process took place
without any input from the natural sciences. The
application of non-Euclidean geometry to physics
came after the logical analysis had been achieved.
There was a second, equally important part of Hil-
bert’s view: Euclidean geometry was not simply
abandoned. It still played a decisive role, intellectu-
ally as well as practically, but not, as Poincarè sup-
poses, because it is simpler to cling to Euclidean
geometry. Hilbert rejected this view because he
thought it was like an ‘‘idle wheel’’ in general rela-
tivity. The true reason that Euclidean geometry is
used not only in daily life but also in science is that
the deviations from it are so unimaginably small
that it would be ridiculous in most cases to replace
it by a non-Euclidean geometry. This remains true
also when measuring devices are constructed, by
which Einstein’s or any other theory of general rela-
tivity is tested.

ULRICH MAJER
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I
IDEALIZATION

See Approximation

IMMUNOLOGY

Because of its eclectic contributions to pathology,
clinical medicine, and basic biology, immunology
cannot be defined by a single, unifying experimental
framework.Rather, it is (andhas been) characterized
by multiple, even competing, thought styles (Crist
and Tauber 1997), each requiring a different meth-
odological apparatus to order its experimental
program—from receptor biology to molecular biol-
ogy, from allergy to xeno-transplantation, from
infectious diseases to rheumatoid arthritis and diabe-
tes. The discipline is experimentally divided by the ex-
amination of two broad arenas of immune function:

1. Innate immunity, employing more ancient
phylogenetic mechanisms, which deploys

various identifying proteins (lectins and
complement) to target pathogens for destruc-
tion by phagocytes, and

2. Acquired immunity (found only in verte-
brates), which consists of antibodies (immu-
noglobulins) and lymphocytes (T cells and B
cells); it is more specific in its identification
capabilities and its memory of prior immune
encounters.

The lymphocyte, because of its central role in
contemporary clinical immunology (ranging from
vaccination to transplantation to neuroendocri-
nology), has become the intense focus of curr-
ent investigations. But underlying each branch of
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immunology, the concept of an identified and pro-
tected ‘‘self,’’ a theoretical construction and fecund
metaphor, has served as the central theme that
integrates this diverse discipline.
During the last three decades of the twentieth

century, immunology has commonly been described
as the science that distinguishes ‘self ’ from ‘nonself,’
and upon this distinction the means to preserve
organismal integrity has defined the scope of immu-
nity. In this formulation, the host organism, per-
ceiving an invasion bymicrobial pathogens, mounts
a defensive response. Contemporary immunology
has broadened this agenda to include surveillance
of the body for malignant, effete, damaged, or dead
host constituents (altered ‘‘normal’’ cells), as well as
autoimmune processes directed against undamaged
elements—some of which may be part of ordinary
physiological economy, while others are pathologi-
cal. The challenges to define a basis for immune
identity, within the coupled ambiguities of autoim-
munity and tolerance (the reciprocal nonreactivity
to host constituents), has generated debate about
selfhood as an organizing concept for the discipline.
The immune self, an implicit entity in the late
nineteenth century (Tauber and Chernyak 1991;
Mazumdar 1995) and a hotly contested one today
(Langman 2000), is a rich philosophical topic, in
terms of both its epistemological standing as well
as its metaphysical foundations (Tauber 1994 and
1999). Note that while the immune self is rooted
historically in the problematics of biological indi-
viduality (Loeb 1945; Buss 1987), its philosophical
attention is distinct from those concerns (Wilson
1999) and is subsumed in the broader questions of
reductionism (see Reductionism).
This article will outline in a historical context the

two principal theories governing immunology’s re-
search program: the theory of immune identity and
the more recent one that challenges the very notion
of selfhood. In those constructions are reflected
the prevailing attempts to define the concept of
organism.

Historical Antecedents

The first medical use of the term ‘‘immunity’’ (orig-
inally a legal designation conferring exemption and
distinction) appears in 1775, when van Sweiten, a
Dutch physician, used immunitas to describe the
effects induced by an early attempt at variolization
(Moulin 1991, 24). But the concept did not develop
until the mid-nineteenth century, when Claude
Bernard set the theoretical stage for the autono-
mous organism (Cohen 2001). In contradistinction
to an animal in humoral balance (i.e., the body

conceived as composed of various ‘‘humors’’ that
were in balance during health and unbalanced in
disease with a pervasive environment), Bernard
postulated the primacy of the organism’s essential
independence. In this view, animals provided dis-
crete sites for methodological medical experimen-
tation, as well as a focus for a theoretical reductive
strategy based on positivist principles. Together,
these two views provide medicine with its modern
experimental basis.

Bernard furnished biology with a new concept
of the organism, which would have wider ramifica-
tions than the establishment of physiology and
biochemistry. Obviously, interchange with the envi-
ronment was a necessary requirement for life, but
Bernard emphasized how boundaries provided
the crucial metabolic limits required for normal
physiological function. With his concept of the
milieu interieur, the bodywas envisioned as a demar-
cated, interdependent, yet autonomous entity (‘‘cor-
poreal atomism’’ [Cohen 2001, 190]), thereby
establishing the theoretical grounding that became
the sine qua non for the development of the models
for infectious diseases, genetics, neurosciences,
and immunology in all of its various guises. But as
important as Bernard’s concept proved to be for
certain sciences, his construction also obfuscated
certain aspects of biology’s complexity. Most im-
portantly, the ecological consciousness that
emerged in the twentieth century found itself
enmeshed in a conceptual struggle to promote a
contextualist approach to complex biological envir-
onments populated by multiple species, against a
biology dominated by the centrality of the autono-
mous organism. Even within the confines of bio-
medicine, Bernard’s focus on the individual proved
inadequate for the hygienic movement of his own
period and later developments in public health. But
Bernard introduced a revolutionary formulation,
notwithstanding its limitations, and immunology
became one of its defining sciences—indeed, immu-
nity was alien to the older humoral view. By radical-
ly changing the inside/outside topology so that the
organism’s interior became the determining context
of function, Bernard effectively isolated the organ-
ism from its environment and joined a complex
cultural movement of redefining the body more
generally.

Bernard’s notion of the body as independent of
the environment complemented Malthusian eco-
nomics, liberal political philosophy, and Comtian
sociology. From these and other disparate sources,
the autonomous, atomistic body as a political, so-
cial, economic, and medical entity was redefined in
the nineteenth century (Foucault 1973; Agamben
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1998), and Bernard played a central role in pro-
viding a theoretical biological foundation for its
critical nexus in various discourses. Notwithstand-
ing that ‘‘independence’’ is a political term and
fairly represents neither the dialectical relationships
of the organism and its environment (Levins and
Lewontin 1985) nor the evolutionary peculiarities
of individuality itself (Buss 1987), the formulation
has served as the touchstone for various cultural
constructions of identity. Indeed, culture critics
have seized on immunology as paradigmatic for
the modern notions of identity, where boundaries
are contested and the body becomes the localized
site of battle between self and other (Haraway
1989; Martin 1994). The warfare metaphors—
‘‘attack,’’ ‘‘defense,’’ ‘‘invaders’’—so prevalent in
immunology’s lexicon, dramatically illustrate this
construction, in terms of both the self/other dichot-
omy and the privileged regard of individuality over
community.

Origins of the Immune Self

Immunology’s history is generally regarded as inti-
mately tied to those discoveries leading to the elu-
cidation of the bacterial etiology of infectious
diseases, which draws together twin disciplines—
microbiology (the study of the offenders) and im-
munology (the examination of host defenses).
Thus, in this pathological context, immunology
began as the study of how a host animal reacts to
pathogenic injury and defends itself against the
deleterious effects from such microbial insult. This
is the typical historical account of immunology as
a clinical science, a tool of medicine; and as such,
it focused almost exclusively on the role of im-
munity as a defender of the infected. The paradig-
matic host is the patient, an infected ‘‘self,’’ which
is the critical element for the power of this view.
The clinical orientation, which assumes a given
entity—the self—is obviously a dominant organiz-
ing perspective, but another perspective turns this
assumption into a question or a problem: Rather
than the science that seeks to discern the basis of
self/nonself discrimination, immunology may also
be regarded as more fundamentally concerned with
the establishment of organismal identity.

This latter point of view was offered by Elie
Metchnikoff, who came to the nascent field of im-
munology from an unexpected theoretical and
methodological perspective—that of an embryolo-
gist—and sought to discover genealogical relation-
ships in the context of Darwinism (Tauber and
Chernyak 1991). Intrigued with the problem of

how divergent cell lineages were integrated into a
coherent, functioning organism, Metchnikoff was
thus preoccupied with the problems of development
as process, which he regarded as analogous to Dar-
winian interspecies struggle: Cell lineages were
inherently in conflict to establish their own hegemo-
ny, but he hypothesized that unlike nature writ
large, a regulatory system was required to impose
order, or what he called ‘‘harmony,’’ on the dishar-
monious elements of the animal. He found such an
agent in the phagocyte, which retained its ancient
phylogenetic eating function, to devour effete, dead,
or injured cells that violated the phagocyte’s sense
of organismal identity. When pathogenic microbes
were discovered in the 1870s, Metchnikoff soon
assigned his phagocyte the new role of defending
the organism against invaders. Indeed, in this con-
text, the phagocyte became an exemplary combat-
ant of Darwinian struggle, now occurring within the
organism.
In Metchnikoff ’s theory, immunity was a partic-

ular case of physiological inflammation, a normal
process of animal economy. But there was a more
subtle message: (1) Immunity was an active pro-
cess, with the phagocyte’s response seemingly
mounted with a sense of independent arbitration,
and (2) organismal identity was a problem be-
queathed from a Darwinian perspective that placed
all life in an evolutionary context. In short, he
combined a Darwinian sensibility to a Bernardian
conceptualization of autonomy.
Metchnikoff ’s overall representation constituted

the phagocyte as an agent (Crist and Tauber 2001),
an actor that was the cause of its own action, as
a matter of endogenously generated and directed
behaviors. The portrayal of the phagocyte as auton-
omous is largely derived from the linked features
of its capacity to sense its environment and move
freely within it, and the various degrees of unpre-
dictability and meaningfulness that characterize
this behavior. Indeed, the phagocyte, as an agent,
becomes a metaphorical ‘self,’ a primordial micro-
cosmic expression of what later immunologists
would extend into an epistemology of biological
identity. But while placing the identity function at
the nexus of immunology’s concern, Metchnikoff
failed to provide the necessary preconditions for
those who would seek to demonstrate those reac-
tions that conferred protection of such an entity.
Much of the subsequent history of immunology
may be traced to the attempts to establish a defini-
tion and experimental basis that fulfills such an
identity function, an effort that may be fairly
regarded as remaining unresolved, as an ambiguity
at the very heart of the discipline.
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Twentieth-Century Constructions of the
Immune Self

In the first half of the twentieth century, immunol-
ogy was devoted to establishing the chemical basis
of specificity, which unreflectively assumed the pa-
rameters of selfhood (Silverstein 1989; Mazumdar
1995). Paul Ehrlich, whose early scientific research
concerned the chemical specificity of dyes, app-
lied his general notions of biological affinity to
immunology and thereby provided the first the-
ory of immune specificity. Analogous to Fisher’s
model of ‘‘lock and key’’ binding of organic com-
pounds, Ehrlich proposed that antibodies and
their targets bind according to corresponding struc-
tural fittings. His postulated ‘‘side chains’’ were
cellular receptors (a term he coined) for bacteria
and their products. When confronted with infec-
tion, proliferation of side chains (which in solution
were liberated as ‘‘anti-bodies’’) bound and thus
neutralized pathogens and their toxic products.
This mechanism, coupled with phagocytes, pro-
vided the host organism with a defense against
microbes, and Ehrlich shared the Nobel Prize with
Metchnikoff in 1908 in recognition of the synthesis
of their respective (cellular versus immunochemical)
points of view.
By World War I, Karl Landsteiner had de-

monstrated the extraordinary finesse of chemical
recognition, and the biological mechanism that
accounted for antibody generation to a seemingly
infinite array of antigens (targets of antibody rec-
ognition) accommodated itself to the colloid theory
of protein structure. In this view, antibodies were
thought to form upon an antigenic template, which
then would serve as a model for the multiplication
of identical antibody molecules (Silverstein 1989).
With the understanding of protein synthesis in-
spired by Watson and Crick in the 1950s, such
template models violated DNA-directed protein
synthesis, and a new theory soon followed. In
1955, Niels Jerne postulated that antibodies were
‘‘selected’’ from a pool of ‘‘natural antibodies’’ on
the basis of their respective affinities for antigen.
From this subpopulation of the antibody pool, an
array of appropriate neutralizers would be con-
scripted. This suggestion was soon followed by a
biological model to explain how such ‘‘natural se-
lection’’ operated (Tauber 1994). David Talmage
and Frank Burnet’s better developed ‘‘clonal sel-
ection theory’’ (CST) (Burnet 1959), predicted
that antibody selection occurred at the level of
the antibody-producing lymphocyte, whose singu-
lar antibody receptor had high affinity for antigen.
Consistent with the peptide model, they proposed

that antigen binding stimulated cellular proli-
feration and differentiation of those cells (clones)
that shared an appropriate affinity profile for
those pathogens, toxins, allergens, and any other
‘‘foreign substance’’ that was so recognized.

Within a decade, compelling evidence con-
firmed these theoretical musings, and the central
question then became one of the intracellular mech-
anism of antibody generation. By the late 1970s, this
beguiling puzzle was solved when it was shown that
immunoglobulin (antibody) was made up of seg-
ments that were put together like so many ‘‘cards’’
from a genotypic ‘‘deck,’’ and that these synthesized
proteins also underwent somatic mutation. (The
elucidation of antibody generation was generally
important, for it demonstrated the plasticity of the
genome and the genotypic variability of individual
cells.) Thus the bewildering specificity of the im-
mune reaction could be accounted for by the shuf-
fling of a finite number of genes (coding for the
cards in the deck) and a mechanism of fine-tuning
somatic mutation that gave rise to ‘‘custom’’ anti-
bodies with highly specific binding characteristics
(Podolsky and Tauber 1997). This breakthrough
was only the most celebrated of immunology’s
molecularization. Indeed, the entire field of immu-
nology was now committed to defining the molecu-
lar pathways of immune effector functions, the
structure/function relationships of various me-
diators, and the molecular control mechanisms of
what became an increasingly complex system of
interactive components (Tauber 1996).

But this shift to a highly sophisticated mole-
cular approach should not obscure the underlying
theoretical questions being addressed of a new
biologically oriented program. While Ehrlich’s
chemical perspective had dominated immunology
until World War II, these new hypotheses con-
cerning antibody generation, coupled to clini-
cal demands in the fields of organ transplantation
and autoimmunity, drove immunology toward a
new biological theory of immunity that was both
more comprehensive than earlier chemical models
and far-reaching in its theoretical implications.
Burnet not only provided a mechanism for anti-
body selection and biological generation, he also
presented a theory of immunological ‘‘tolerance’’
that was to henceforth dominate the field (Burnet
and Fenner 1949; Tauber 1994). From Burnet’s
perspective, foreign bodies are destroyed by im-
mune cells and their products, whereas the normal
constituents of the animal are ignored, that is,
‘‘tolerated.’’ In other words, the identity of the
host organism was a given within the Bernardian
construct, with implicit boundaries as defined by
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immune reactivity. What was ‘‘attacked’’ was
‘‘other’’; that which was regarded by immune si-
lence became the self. What was, perhaps, implicit
in pre–World War II immunology now declared its
theoretical basis: Without a theory of self/nonself
differentiation, immune reactivity had no biologi-
cal basis for control. Indeed, the ‘self ’ was intro-
duced by Burnet into the immunological lexicon
specifically to address immunity as an organismal
phenomenon.

Unlike Metchnikoff, Burnet sought a firm defini-
tion of the immune self. Burnet’s theory proposed
that the animal, during prenatal development, ex-
ercises a purging function of self-reactive lympho-
cytes (the cells responsible for synthesizing reactive
antibodies and mediating so-called cellular reac-
tions) so that all antigens (substances that initiate
immune responses) encountered during this period
would attain a neutrality status. Thus, lymphocytes
with reactivity against host constituents are puta-
tively destroyed during development, and only
those tolerant lymphocytes that are nonreactive
are left to engage the antigens of the foreign uni-
verse. The hypothesis (first presented in 1949 and
later developed into the CST [Burnet 1959])
contained two key challenges that dominated im-
munology: (1) How was tolerance induced and au-
toimmunity controlled? and (2) What was the
mechanism that accounted for antibody and lym-
phocyte diversity? As already noted, the latter issue
was solved by molecular biologists by the late-1970s
(Podolsky and Tauber 1997); the former question,
involving systems analysis, apparently requires a
comprehensive model of the immune system as a
whole and remains enigmatic.

Aside from incomplete accounts of tolerance,
there were early discrepancies arising from a contin-
uum of autoimmune reactions, ranging from nor-
mal physiological and inflammatory processes to
uncontrolled disease initiated by an immune reac-
tion gone awry. Bountiful evidence in recent years
has shown that autoimmunity is also a normal
finding, and in these newer views, such functions
are regarded as integrated within a more complex
normal physiology. Thus, immune reactivity, rather
than functioning only in an ‘‘other-directed’’ mode,
is in fact bidirectional. This position contrasts with
the ‘‘one-way’’ definition of selfhood, where there
is a genetic self whose constitutive agents see the
foreign bodies, and immune reactivity arises from
this polarization with attack directed only against
nonself (Tauber 1998). Not unexpectedly, in this
turn inward, the immune self becomes increasing-
ly difficult to define, and the concept becomes
unable to easily accommodate these new appraisals.

There are at least half a dozen different conceptions
of what constitutes the immune self (Matzinger
1994, 993):

1. Everything encoded by the genome
2. Everything under the skin including/exclud-

ing immune ‘‘privileged’’ sites
3. The set of peptides complexed with T-

lymphocyte antigen-presenting complexes, of
which various subsets vie for inclusion

4. Cell surface and soluble molecules of B-
lymphocytes

5. A set of bodily proteins that exist above a
certain concentration

6. The immune network itself, variously con-
ceived (detailed below)

While these versions may be situated along a
continuum between a severe genetic reductionism
and complex organismal view (Tauber 1998 and
1999), each shares an unsettled relationship to
Burnet’s original dichotomous model of self and
other.

Assaults on the Immune Self

Well before the current debate about the immune
self (Langman 2000), Niels Jerne attempted to dis-
pel the many ad hoc caveats and paradoxes encum-
bering it by eliminating the self concept altogether.
He went beyond the current notion of the immune
network composed of lymphocyte subsets, secret-
ing immunostimulatory and inhibitory substances
(essentially a simple mechanical model with inter-
laced, first-order feedback loops) to propose a
novel conception of immune regulation (Tauber
1994; Podolsky and Tauber 1997). His network
theory was, from its very inception, a complex
amalgam of pieces of the regulation puzzle fitted
into place, with the overriding goal of understand-
ing the immune system as a cognitive enterprise
that spawned different formulations (e.g., Varela
et al. 1988; Atlan and Cohen 1989; Stewart 1994a).
In introducing this metaphoric construction of the
immune system as analogous to the nervous system
as early as 1960, Jerne set the stage for understand-
ing newer immune metaphors (recognition, memo-
ry, learning) that built on the parallel with human
cognition.
Jerne’s idiotypic network theory hypothesis pro-

posed that antibodies form a highly complex in-
terwoven system, where the various specificities
‘‘referred’’ to each other (Jerne 1974). Under the
general rubric of ‘‘cognition,’’ he conceived of the
immune system as self-regulating, where antibo-
dies recognize not only foreign antigens, but self
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constituents as antigens (the so-called idiotopes).
There was no essential difference between the
recognized and the recognizer, since any given an-
tibody might serve either, or both, functions. In
other words, immune regulation was based on the
reactivity of antibodies (and later lymphocytes)
with their own repertoire forming a set of self-
reactive, self-reflective, self-defining immune activ-
ities. There is no self and other for the immune
system, for according to Jerne’s theory, the system
is complete unto itself, consisting of interlocking
recognizing units: Each component reacts with cer-
tain other constituents to form a complex network
or lattice structure. When the system is pertur-
bated by the introduction of a substance that is
recognized (i.e., it reacts with members of the sys-
tem), this disturbance initiates immune respon-
siveness. Thus, foreignness per se does not exist in
this formulation.
Jerne’s theory presents a radically altered view

of immune selfhood. In Burnet’s simplified world
of self/nonself discrimination, the immune system
learned host/foreign distinctions, generated an
army of reactive antibodies and lymphocytes, and
acted accordingly when ‘‘antigen’’ was encoun-
tered. But Jerne coupled the simple antibody/anti-
gen interactions to the far more complex and
nondiscriminatory functions of the immune sys-
tem, which built upon self-recognition. In his view,
autoimmunity, instead of an aberration, became
the organizational rule to explain immune func-
tion. Strikingly, there is no explicit mechanism for
self/nonself discrimination, and this apparent lacu-
na served as the nexus of critiques (reviewed in
Podolsky and Tauber 1997; Tauber 1999; Tauber
2000). But for Jerne, the need to define the self as
distinct from other receded from his primary theo-
retical concerns, and this posture was to have
important repercussions.
When the immune system is regarded as essen-

tially self-reactive and interconnected, the ‘‘mean-
ing’’ of immunogenicity, that is, reactivity, must be
sought in some larger framework. Antigenicity
then is only a question of degree, where self evokes
one kind of response, and the foreign evokes an-
other, not because of its intrinsic foreignness, but
because the immune system sees the foreign anti-
gen in the context of invasion or degeneracy. From
the immune system’s perspective, it only ‘‘knows’’
itself (Varela et al. 1988). Indeed, for Jerne, if a
self was at all needed, it would be simply the
immune system. Most importantly, the singular
defensive purpose of immunity was widened to

include an array of physiological functions, each
of them now regarded as fully integrated with-
in the immune system (Matzinger 1994). If eventu-
ally successful, this heralds a decisive shift in
immunology’s theoretical foundations, one more
attuned to the diversity of immune functions that
contribute to evolutionary fitness (Cohen 1992
and 1994; Stewart 1994a). While host defense is a
critical function, it is hardly the only one of in-
terest. Indeed, the immune system might be
regarded as primarily fulfilling an altogether dif-
ferent role if its phylogeny is carefully examined.
On this basis, John Stewart has provocatively
suggested that the immune system became defen-
sive only after its primordial neuroendocrine
communicative capabilities (Ader, Felton, and
Cohen 2001) were usurped for immunity (Stewart
1994b).

Biologists have increasingly come to appreciate
that such systems are highly integrated within larg-
er wholes and require analysis of how adjustments
are made in relation to these other systems. This
means, simply, that immune reactivity is deter-
mined by context (Cohen 1994; Podolsky and
Tauber 1997), where agent and object play upon
each other. Specific recognition of an antigen by a
lymphocyte receptor is not sufficient for activa-
tion, for additional signals determine whether a
cellular response or cell inactivation follows. In
short, an antigen is neither self nor nonself except
as it attains its meaning, so to speak, within a
broader construct. Orthodox immune theory en-
compasses this idea in the so-called two-signal
model, which does not require any of Jerne’s
hypotheses to fulfill its agenda. But there are
more radical readings of the contextualist setting
by which antigens are sensed, and debate con-
cerning what constitutes the milieu of meaning
of antigenicity and ensuing reaction have spawned
certain provocative, and potentially important,
models of immune regulation (reviewed in Podo-
lsky and Tauber 1997; Tauber 2000).

In summary, immunology may be seen as
structured on two major theoretical developments.
The first was made by Metchnikoff in framing
immunology with dual functions:

. establishment of organismal identity and

. protection of this integrity.

His immunochemical contemporaries and their
direct heirs followed the second agenda to the ex-
clusion of the first. The primacy of the identity
issue was reintroduced by Burnet, and his program
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defined lymphocyte biology for the latter half of
the twentieth century.

The second theoretical advance was made by
Jerne, who moved past the identity issue altogether.
No longer in service to a self, the immune system
functioned within a greater whole as a cognitive
faculty, perceiving only what it might know—itself.
Patterns, context, and interlocution become org-
anizing principles, so that the self metaphor,
assuming a Jernian perspective, is eclipsed by an-
other catchall metaphor, cognition. Even within
such new formulations, the self still resides, reflect-
ing a deep struggle over the character of biology,
one that has its roots in Bernard’s original under-
standing of autonomy, and now linked to our own
more complex ecological views of agency and
determinism.

ALFRED I. TAUBER

References

Ader, Robert, David L. Felten, and Nicholas Cohen (2001),
Psychoneuroimmunology, 3rd ed. San Diego: Academic
Press.

Agamben, Giorgio (1998), Homo Sacer: Sovereign Power
and Bare Life. Stanford, CA: Stanford University Press.

Atlan, Henri, and Irun R. Cohen (eds.) (1989), Theories of
Immune Networks. Berlin: Springer-Verlag.

Burnet, Frank Macfarlane (1959), The Clonal Selection
Theory of Acquired Immunity. Nashville, TN: Vanderbilt
University Press.

Burnet, Frank Macfarlane, and Frank Fenner (1949), The
Production of Antibodies, 2nd ed. Melbourne, Australia:
Macmillan and Co.

Buss, Leo (1987), The Evolution of Individuality. Princeton,
NJ: Princeton University Press.

Cohen, Edward (2001), ‘‘Figuring Immunity: Towards the
Genealogy of a Metaphor,’’ in A. M. Moulin and
A. Cambrosio (eds.), Singular Selves: Historical Issues
and Contemporary Debates in Immunology. Amsterdam:
Elsevier, 179–201.

Cohen, Irun R. (1992), ‘‘The Cognitive Paradigm and the
Immunological Hommunculus,’’ Immunology Today 13:
490–494.

——— (1994), ‘‘Kadishman’s Tree, Escher’s Angels, and
Immunological Homunculus,’’ in Antonio Coutinho
and Michel D. Kazatchkine (eds.), Autoimmunity: Phys-
iology and Disease. New York: Wiley-Liss, 7–18.

Crist, Eileen, and Alfred I. Tauber (1997), ‘‘Debating
Humoral Immunity and Epistemology: The Rivalry of
the Immunochemists Jules Bordet and Paul Ehrlich,’’
Journal of the History of Biology 30: 321–356.

——— (2001), ‘‘The Phagocyte, the Antibody, and Agency:
Contending Turn-of-the-Century Approaches to Immu-
nity,’’ in Anne Marie Moulin and Alberto Cambrosio
(eds.), Singular Selves: Historical Issues and Contempo-
rary Debates in Immunology. Amsterdam: Elsevier, 115–
139.

Foucault, Michel (1973), The Birth of the Clinic: An
Archaeology of Medical Perception. New York: Vintage.

Haraway, Donna (1989), ‘‘The Biopolitics of Postmodern
Bodies: Determinations of Self in Immune System Dis-
course,’’ Differences 1: 3–43.

Jerne, Niels K. (1974), ‘‘Towards a Network Theory of
the Immune System,’’ Annals of Institute Pasteur/
Immunology (Paris) 125C: 373–389.

Langman, Rodney (ed.) (2000), Self-Nonself Discrimination
Revisited. Special issue of Seminars in Immunology 12(3).

Levins, Richard, and Richard Lewontin (1985), The Dialec-
tical Biologist. Cambridge, MA: Harvard University
Press.

Loeb, Leo (1945), The Biological Basis of Individuality.
Springfield, IL: C. C. Thomas.

Martin, Emily (1994), Flexible Bodies: The Role of Immuni-
ty in American Culture from the Days of Polio to the Age
of AIDS. Boston: Beacon Press.

Matzinger, Polly (1994), ‘‘Tolerance, Danger, and the Ex-
tended Family,’’ Annual Review of Immunology 12: 991–
1045.

Mazumdar, Pauline M. H. (1995), Species and Specificity.
An Interpretation of the History of Immunology. Cam-
bridge: Cambridge University Press.

Moulin, Anne Marie (1991), Le Dernier Langage de la
Medicine: Histoire de l’Immunologie de Pasteur au Sida.
Paris: Presses Universitaires de France.

Podolsky, Scott H., and Alfred I. Tauber (1997), The Gen-
eration of Diversity: Clonal Selection Theory and the Rise
of Molecular Immunology. Cambridge, MA: Harvard
University Press.

Silverstein, Arthur (1989), A History of Immunology. San
Diego: Academic Press.

Stewart, John (1994a), ‘‘Cognition Without Neurons:
Adaptation, Learning and Memory in the Immune Sys-
tem,’’ Communication and Cognition—Artificial Intel-
ligence 11: 7–30.

——— (1994b), The Primordial VRM System and the Evo-
lution of Vertebrate Immunity. Austin, TX: R. G.
Landes.

Tauber, Alfred I. (1994), The Immune Self: Theory or
Metaphor? New York and Cambridge: Cambridge
University Press.

——— (1996), ‘‘The Molecularization of Immunology,’’ in
S. Sarkar (ed.), The Philosophy and History of Molecular
Biology: New Perspectives. Dordrecht, Netherlands:
Kluwer Academic Publishers, 125–169.

——— (1998), ‘‘Conceptual Shifts in Immunology: Com-
ments on the ‘Two-Way Paradigm,’ ’’ Theoretical Medi-
cine and Bioethics 19: 457– 473.

——— (1999), ‘‘The Elusive Self: A Case of Category
Errors,’’ Perspectives in Biology and Medicine 42:
459– 474.

——— (2000), ‘‘Moving Beyond the Immune Self ?’’ Semi-
nars in Immunology 12: 241–248.

Tauber, Alfred I., and Leon Chernyak (1991), Metchnikoff
and the Origins of Immunology: From Metaphor to Theo-
ry. New York and Oxford: Oxford University Press.

Varela, Francisco J., Antonio Coutinho, B. Dupire, and
N. N. Vaz (1988), ‘‘Cognitive Networks: Immune,
Neural, and Otherwise,’’ in Alan S. Perelson (ed.), Theo-
retical Immunology, part 2. Redwood City, CA: Addison-
Wesley, 359–375.

Wilson, Jack (1999), Biological Individuality: The Identity
and Persistence of Living Entities. Cambridge: Cam-
bridge University Press.

IMMUNOLOGY

369



INCOMMENSURABILITY

Incommensurability is a relation of incompara-
bility, or limited comparability, purported to ob-
tain between some pairs of successive or competing
scientific theories. The thesis that scientific the-
ories may be incommensurable was proposed by
Paul Feyerabend and Thomas Kuhn in separate
publications in 1962 (see Feyerabend, Paul; Kuhn,
Thomas). Due to perceived negative consequences
of incommensurability, the thesis has been the
focus of considerable controversy. Before consider-
ing the objections to it, the thesis of incommensu-
rability will first be examined.

Feyerabend on Incommensurability

Feyerabend’s claim that some theories are incom-
mensurable derives from his critique of the empiri-
cist idea of a theory-neutral observation language.
Neither experience nor pragmatic conditions of use
determine the meaning of observational terms. In-
stead, ‘‘the interpretation of an observation lan-
guage is determined by the theories which we use
to explain what we observe, and it changes as soon
as those theories change’’ (Feyerabend [1958] 1981,
31). In contrast to the empiricist view that the
meaning of observational terms is independent of
theory, Feyerabend holds that the meaning of such
terms varies with theory.
Feyerabend introduced the concept of incom-

mensurability in the context of a discussion of the
empiricist account of inter-theory reduction by
means of deductive subsumption. Against reduc-
tion, Feyerabend argues:

What happens . . . when a transition is made from a
theory T0 to a wider theory T (which . . . is capable of
covering all the phenomena that have been covered by
T0) is something much more radical than incorporation
of the unchanged theory T0 (unchanged, that is, with
respect to the meanings of its main descriptive terms as
well as to the meanings of the terms of its observation
language) into the context of T. What does happen is,
rather, a replacement of the ontology (and perhaps even
of the formalism) of T0 by the ontology (and formalism) of
T, and a corresponding change of the meanings of the
descriptive elements of the formalism of T0 (provided
these elements and this formalism are still used). This

replacement affects not only the theoretical terms of T0

but also at least some of the observational terms which
occurred in its test statements. (Feyerabend [1962]
1981, 44–45)

For Feyerabend, change in theoretical ontology
leads to variation in the meaning of the vocabulary
employed by theories. One theory cannot be deduc-
tively subsumed by the other, given differences
in the meaning (due to untranslatability) of the
terminology employed by the theories.

According to Feyerabend, reduction fails because
of incommensurability. Theories are incommensu-
rable due to lack of semantic equivalence between
terms employed by the theories. On the one hand,
the concepts of one theory cannot be defined on the
basis of concepts of the other. On the other hand, no
empirical statement may be formulated that corre-
lates terms of one theory with terms of the other
theory. Because no neutral observation language ex-
ists in which to express the empirical consequences
of such theories, Feyerabend concludes that ‘‘in-
commensurable theories may not possess any com-
parable consequences, observational or otherwise’’
(Feyerabend [1962] 1981, 93). The contents of in-
commensurable theories are unable to be compared
because no consequence of one theory may either
assert or deny the same thing as any consequence of
a theory with which it is incommensurable (see
Feyerabend, Paul).

Incommensurability in Kuhn’s Structure of
Scientific Revolutions

In The Structure of Scientific Revolutions, Kuhn
(1962) proposed a model of the development of
science divided into periods of normal science
grounded in consensus on a shared scientific para-
digm. Normal science is broken at intervals by
periods of extraordinary science, brought on by
anomaly and crisis, which may ultimately result
in revolutionary displacement of a paradigm (see
Scientific Revolutions).

Once a new candidate for paradigm emerges
in the midst of a crisis, debate ensues between
defenders of the reigning paradigm and advocates
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of the candidate paradigm. This debate is charac-
terized by failure of communication that arises
because of the incommensurability of the old para-
digm and the new candidate paradigm. As a result
of incommensurability, debate about which para-
digm to adopt is unable to be brought to closure by
purely rational means.

According to Kuhn, the incommensurability of
competing paradigms is due to differences that
arise at three levels between paradigms. The first
difference involves variation at the methodological
level. Paradigms address different problem-solving
agendas and employ different standards of theory
appraisal:

[P]roponents of competing paradigms will often disagree
about the list of problems that any candidate for para-
digm must resolve. Their standards or their definitions of
science are not the same. (Kuhn 1962, 148)

The second difference is at the semantic level.
There is variation in the concepts employed by
paradigms, which leads to change in the meanings
of the terms that express key scientific concepts:

Within the new paradigm, old terms, concepts, and
experiments fall into new relationships one with the
other. . . . To make the transition to Einstein’s universe,
the whole conceptual web whose strands are space,
time, matter, force, and so on, had to be shifted and
laid down again on nature whole. (149)

The third difference relates to the theory-
dependence of observation. Not only may scientists
observe different things, but the content of their
perceptual experience when they observe the same
thing depends upon the paradigm in which they
work:

[P]roponents of competing paradigms practice their
trades in different worlds. . . . [P]racticing in different
worlds, the two groups of scientists see different things
when they look from the same point in the same
direction. (150)

Kuhn’s claim that scientists work in differ-
ent worlds may be taken to suggest a stronger
thesis than that which states that scientists’ percep-
tual experience depends on paradigm. In his
book Reconstructing Scientific Revolutions, Paul
Hoyningen-Huene (1993) has argued that Kuhn’s
position is best understood as a neo-Kantian posi-
tion in which the phenomenal world of scientists
varies with paradigms, while the unknowable
noumenal world remains constant (see Kuhn,
Thomas).

Taxonomic Incommensurability

In later work, Kuhn continued to refine his concept
of incommensurability. In contrast to Feyerabend,
Kuhn’s original concept of incommensurability
included nonsemantic elements. Kuhn came to
view incommensurability as a semantic issue distinct
from methodological variation and dependence
of observation on theory. Semantic issues relating
to translation failure are the focus of Kuhn’s later
work on incommensurability, of which he proposes a
taxonomic version that involves localized translation
failure between subsets of the special terminology
employed by theories.
In The Road Since Structure, Kuhn (2000) claims

that scientific revolutions are characterized by
changes in the taxonomic schemes by means of
which theories classify entities in their domain
(30). In the transition between theories, both
criteria of classification and membership of taxo-
nomic categories undergo change. At the semantic
level, taxonomic change gives rise to variation in
meaning of some of the preserved vocabulary, as
well as to introduction of vocabulary with new
meaning. Because taxonomic change involves
change of interconnected categories, the meanings
of the terms affected by such change are related in a
holistic manner. Each theory possesses a central set
of interdefined terms, which cannot be translated in
piecemeal fashion into the vocabulary of a theory
with a different taxonomic structure (Kuhn 2000,
43–44). Translation failure between theories is a
localized phenomenon that is restricted to such
central sets of interdefined terms.

Objections to Incommensurability

As indicated above, the incommensurability thesis
is controversial because of negative outcomes to
which it gives rise. If, as Kuhn initially suggested,
there are no neutral standards of theory appraisal,
and communication is obstructed, it is unclear
how choice between theories may proceed on a
rational basis. If, as Kuhn and Feyerabend both
suggest, the content of theories may not be com-
pared due to semantic variance, it is unclear how
to conduct crucial tests between rival theories or
to determine whether one theory marks an ad-
vance over another. Indeed, Dudley Shapere raises
the question of whether incommensurable theories
may constitute rivals at all (Shapere 1984, 73). But
the two objections that have proven the most

INCOMMENSURABILITY

371



telling have been Donald Davidson’s critique of
untranslatability and Israel Scheffler’s referential
objection to incomparability.

The Incoherence of Untranslatability

Davidson raises serious doubts regarding the co-
herence of the idea of an untranslatable language.
He notes that there is an air of paradox about
incommensurability: ‘‘Kuhn is brilliant at saying
what things were like before the revolution
using—what else?—our post-revolutionary idiom’’
(Davidson 1984, 184). If one provides an example
of an untranslatable concept in the language into
which translation fails, the example belies the un-
translatability. It is also puzzling how one might
understand an untranslatable concept in the first
place if it cannot be translated into a language
that one understands. It is not, moreover, clear
what would count as evidence of untranslatability.
Failure to translate a language is indeterminate
between being evidence that the language is un-
translatable and evidence that it is not a language
at all. Davidson suggests that the idea of an un-
translatable language depends on a distinction be-
tween conceptual scheme and content, which gives
substance to the idea of a language independent of
translation. But, he argues, no intelligible sense can
be made of the distinction between scheme and
content.
Davidson’s objections may be defused by noting

two ways in which the incommensurability thesis is
less extreme than he supposes. First, failure of
translation between incommensurable theories is
restricted to the vocabulary employed by theories,
or to a subset of such vocabulary, rather than
extending to the entirety of a natural language.
Thus, the thesis of incommensurability does not
require sense to be made of radically alternative
conceptual schemes, but only of localized transla-
tion failure within a language. Nor need un-
translatable concepts be formulated in the
language into which translation fails. Untranslat-
ability is restricted to semantically variant frag-
ments of an embracing natural language. The
latter may therefore serve as metalanguage within
which semantic relations between the vocabulary
of meaning-variant theories may be analyzed. Sec-
ond, incommensurability need entail only failure
to translate between the vocabulary of theories,
rather than failure to understand the content of a
meaning-variant theory. One may understand what
is said in another language even if it cannot be
translated into one’s own language. Equally, one

may understand concepts of a theory that are
untranslatable into one’s own theory due to
incommensurability.

The Referential Objection

In his book Science and Subjectivity, Scheffler
(1967) notes that discussion of meaning variance
in relation to incommensurability runs foul of the
distinction between sense and reference. Variation
in theoretical context may lead to variation in the
sense of a scientific term. But it does not follow
that the term’s reference is thereby similarly affect-
ed. Terms that differ in sense may refer to the
same thing. Coreference is all that is needed for
claims about the world to enter into conflict.
Hence, the content of meaning-variant theories
may be compared if the terms employed by the
theories share common reference, regardless of
variation in sense.

However, Scheffler’s referential objection is not
entirely successful. Meaning variance in science
need not be restricted to variation in the sense of
scientific terms. If reference is determined by sense,
then significant variation in sense may result in
variation of reference. Moreover, the reference of
scientific terms may be subject to variation indepen-
dent of sense as a result of changes in classification
or revision of linguistic use.

The Causal Theory of Reference

Since the 1970s, the referential objection has been
based on the causal theory of reference. Causal
theorists argue that the reference of a term is
not determined by an associated description that
specifies the term’s sense. Rather, reference is de-
termined in a direct manner by ostensive introduc-
tion of a term in the presence of the referent. What
determines reference is the causal relation (e.g.,
perception) between term-introducer and referent.
Subsequent use of the term by later speakers is
connected by means of a causal-historical chain to
the original term-introduction.

If reference is determined independently of de-
scription, then terms employed by one theory may
be employed in the context of a later theory to refer
to the same things as they referred to in the earlier
theory. Terms employed by successive theories may
continue to refer to the same things despite varia-
tion in descriptive content associated with the
terms in different theories. The claims made by
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such theories may be compared directly on the
basis of the shared referents of the terms that the
theories employ.

But application of the causal theory of reference
in the context of scientific theory change is not
without difficulties. First, to secure reference for a
kind-term, it does not suffice to identify sample
members of the kind in an ostensive manner. The
sample may belong to multiple kinds. Ostension
must be supplemented by a description that speci-
fies the relevant kind by means of a sortal expres-
sion. Second, theoretical terms may fail to refer if
the unobservable entities to which they purport
to refer do not in fact exist. But if reference is
determined by the causal relation to the real cause
of an actual phenomenon, then it may be impossi-
ble for reference to fail. To allow for such failure,
descriptive characterization of putative theoretical
entities must enter into the reference determination
of theoretical terms. Third, to allow reference
change, reference must be sensitive to the use of
terms on occasions subsequent to their initial intro-
duction, rather than being permanently fixed at the
outset.

In light of the need for a descriptive element in
the determination of reference, recent authors pro-
pose causal descriptive accounts of reference in
which either causal relation combines with descrip-
tion to fix reference or else reference-fixing descrip-
tion is cast in causal terms. Causal descriptive
accounts allow that the descriptive content of sci-
entific theories affects reference. However, such
accounts provide little scope for incommensur-
ability due to radical divergence of reference. For
while description may play a role in reference de-
termination, neither is reference fully determined
by description, nor is the entirety of the descrip-
tive content associated with a term relevant to
reference. Thus, so far as variation of reference is
concerned, the prospects for incommensurability
are greatly diminished.

HOWARD SANKEY
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INDIVIDUALISM

See Methodological Individualism

INDIVIDUALITY

One of the most fundamental distinctions in phi-
losophy is between individuals (also called particu-
lars) and such things as classes, sets, kinds,
universals, or whatever. As the number of syno-
nyms might indicate, philosophers have spent
much more effort clarifying classes than they have
explicating the polar notion of individuals. In the
briefest form of this relationship, classes range over
individuals, and individuals belong to one or more
classes. For example, in the claim that Socrates is
mortal, Socrates is an individual human being,
while ‘mortal’ denotes a class of beings all of
whom are born and die. Socrates is mortal, but so
are all other living creatures.
Philosophers have dealt with the distinction be-

tween individuals and classes in two ways. First,
some have relied on ordinary folk notions of in-
dividual and class. What ordinary people take to
be individuals are individuals. What ordinary
people take to be classes are classes. Socrates is an
individual, and ‘mortal’ is a class. For most philo-
sophers, however, ordinary notions of individual
and class are not good enough. They have devised
technical notions of individuals and classes to
conform strictly to the needs of their technical phi-
losophies: for instance, a bare particular and the
class of all bare particulars. A bare particular is an
individual that has no properties of its own, an
entity shorn of all characteristics. Needless to say,
bare particulars are not common sense entities.

Biological Individuals

Although most of the entities that biologists treat
as individuals are common sense individuals, many

are not. Ordinary people consider a Portuguese
man-of-war a single organism—a single individual.
Biologists do not. Like philosophers, biologists
have had to develop their own technical notions
of individuality to fulfill their own special needs.
The analyses of the ‘individual’ produced by biol-
ogists have several advantages over comparable
philosophical accounts. All such analyses must
take place in some context or other. In philosophy
these contexts are supplied by very general philo-
sophical systems, while in biology they take place
within specific scientific theories. Unfortunately for
philosophers, none of their systems have gained
much in the way of consensus. Scientists have the
advantage that many scientific theories are widely
accepted. Right now, evolutionary biology is going
through some fundamental revisions (see Evolu-
tion). Even so, there is more agreement among evo-
lutionary biologists about the evolutionary process
than among philosophers with respect to their sys-
tems. As a result, biologists’ notions of the individu-
al are likely to have more content and lasting
influence than suchnotions devisedbyphilosophers.

A second advantage that scientists, particularly
biologists, have over philosophers is the wealth of
examples open to them. Philosophers have a habit
of making up science fiction examples to illustrate
and test their analyses. Unfortunately, such exam-
ples are highly malleable; philosophers can make
them serve just about any purpose they desire.
Real examples, on the contrary, can force a reex-
amination of the decisions that are made. They can
force one to see that some of one’s deepest intui-
tions are mistaken. Nature provides much more
bizarre examples than any philosopher has ever
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been able to dream up, and—more importantly—it
provides good reason to accept one analysis over
another.

Nihilists can be found claiming that how one
divides up the world simply does not matter. This
claim is usually made in the context of classes.
Group females of one species with males of anoth-
er. It makes no difference. Ignore the distinction
between sexual and asexual organisms. Compara-
ble claims are also made with respect to indivi-
duals. Consider a clone of a single organism or
thousands. It simply does not matter. For scien-
tists, it does matter. For scientists, certain ways of
dividing up the world are preferable to others.
Perhaps scientists cannot always settle on one way
and only one way of dividing up the world, but
from this state of affairs it does not follow that
anything goes. In actual fact, developing alterna-
tive classifications is quite difficult. Only a very few
serious alternatives can be found.

In biology at least, biologists and philosophers
have pooled their conceptual resources to deal with
topics such as individuality. For example, biolo-
gists commonly use ‘‘individual’’ and ‘‘organism’’
interchangeably, but such a linguistic convention
leads to all sorts of confusion. All organisms are
individuals, but not all individuals are organisms.
‘‘Individual’’ is a much broader term, and one needs
such a broad term. A running argument in the
biological literature concerns the levels of organiza-
tion at which selection can occur (Keller 1999;
Michod 1999). Those who think that organisms
are the primary units of selection are called ‘‘indi-
vidual selectionists,’’ because organisms are indivi-
duals; but another group of biologists think that
genes are the primary units of selection, and they
too are called ‘‘individual selectionists,’’ because
genes are just as much individuals as organisms
are. Of course, genes are not organisms. To avoid
such confusion, ‘‘individual’’ is used here in a gener-
ic sense to refer not only to organisms but also to
other individuals.

The literature on individuality as this notion is
used in biology is replete with all sorts of bi-
zarre problem cases. A few years ago, several mycol-
ogists discovered a clonal population of the fungus
Armillaria bulbosa that occupied fifteen hectares in
the Upper Peninsula of Michigan. As far as these
mycologists could tell, all parts of this clonal entity
were attached and had the same genome. Why not
think of this huge fungus as a single organism or, if
not a single organism, at least a single individual
(Gould 1992; Wilson 1999)? To answer this ques-
tion (and others), philosophers and biologists have
set out a list of criteria for an entity counting as an

individual in the generic sense and the implications
that these criteria have for a variety of problem
cases. But before these criteria are examined, a
word needs to be said about the importance of
developing a clear notion of individuality. As real
as the fungus is, one might wonder why deciding
whether or not it is one organism or a million differ-
ent organisms is of any significance (Hull 1992;
Wilson 1999).

The Cost of Meiosis

Such questions are important because counting is a
central activity of scientists, and they have to know
what it is they are counting. Like must be counted
with like. For example, one commonly hears that
sexual reproduction is extremely prevalent and that
this prevalence poses a problem for evolutionary
biologists. In sexual reproduction, homologous
chromosomes line up at meiosis and separate in
the formation of germ cells. At every locus where
different alleles reside, sexual reproduction has a 50
percent cost. More generally, asexual organisms
can pass on all their genetic material to the next
generation, whereas each sexual organism can pass
on only half. A 50 percent cost is extremely high.
The usual conclusion is that sexual reproduction
must be doing a lot of good, or else it would not be
so prevalent.
If meiosis is so costly, why is it so prevalent?

Several answers to this question have been sug-
gested, but one issue is passed over too quickly. Is
sexual reproduction actually all that prevalent,
compared with asexual reproduction? This differ-
ence is usually presented in terms of species. Sexual
species are vastly more prevalent than asexual spe-
cies. But there are some difficulties here. The most
popular definition of species in the past century or
so includes reference to interbreeding. Those organ-
isms that produce a genealogical nexus by mating
with each other form species. Since asexual organ-
isms do not form such a network, they do not form
species. Hence, contrasting the number of sexual
species with the number of asexual ‘‘species’’ is
illicit.
Only if one resorts to defining species in terms of

character distributions do sexual and asexual organ-
isms form the same sort of species. However, the
concept of morphospecies has numerous problems.
At one time systematists thought that something
called ‘‘overall similarity’’ existed out there in na-
ture and that one degree of overall similarity could
be found that was the same across all organisms.
Such is not the case. Various degrees of similarity
exist, and no reason can be found for choosing one
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degree of similarity over any of the others as the
level of species. Sexual organisms produce biologi-
cally significant units, but these units are not com-
parable to anything found in asexual organisms.
Comparable units of overall similarity can be
found in both, but these units are not biologically
significant. In short, comparable units at the tradi-
tional level of species cannot be found for both
sexual and asexual organisms.
One way out of this difficulty is to move down to

the level of organisms. Sexual and asexual organ-
isms may not form species of the same kind, but
they are ‘organisms’ in the same sense. Hence, the
prevalence of sexual reproduction can best be de-
termined at the level of organisms, not species.
When one makes such a conceptual shift, the rela-
tive percentages change. Sexual reproduction
ceases to be so overwhelmingly prevalent. For the
first half of life on earth, no sexual reproduction
occurred. Since then it has become increasingly
prevalent, but not as prevalent as is commonly
claimed. In comparing organisms with organisms,
problems with the cost of meiosis remain, but their
scope is greatly reduced.

Units of Selection

Are there units of selection? and if so, what are
they? The different answers to these questions re-
sult from yet another failure to make necessary
distinctions. Selection is not one process but two
intricately connected processes—replication and
environmental interaction. In replication, informa-
tion is passed on from one generation to the next.
Certain entities also interact with their environ-
ment in such a way that replication is differential.
If selection is to occur, both replication and envi-
ronmental interaction are necessary. What are the
units of replication? By and large, replication is
limited to the genetic material, though in special
circumstances replication can occur at higher levels
of organization. What are the units of environmen-
tal interaction? Environmental interaction can
occur at a variety of levels, from single genes and
cells through organisms and hives to demes and
possibly entire species.
The discussion above mentions no entities that

are uniquely units of selection. There are units of
replication and units of environmental interaction,
but no units of selection. When biologists such
as Dawkins (1976) claim that genes are units of
selection, they are actually claiming that genes are
the units of replication. When Dawkins’s oppo-
nents claim that selection occurs at a variety of
hierarchically organized levels, they are referring

to environmental interaction. The issue here is in-
dividuality—what counts as individuals and what
roles these individuals play in the evolutionary
process. There are entities that function as replica-
tors, and there are entities that function in environ-
mental interaction; but there are no entities that
function as ‘‘selectors.’’

Species as Individuals

Species present another example of the importance
of individuality in biology. According to Ghiselin
(1974) and Hull (1976), species are not classes but
historical entities. As such, they exhibit all the
characteristics of individuals, not of classes. For
example, species can go extinct. Classes cannot. A
class can temporarily have no individuals exempli-
fying it; that is all. For example, during the first few
moments of the big bang, no heavy elements
existed. Through time, elements with higher atomic
numbers came into existence here and there in the
universe. It is possible that at any one moment,
gold could cease to exist. Then, later, additional
atoms of gold could reemerge.

Such occurrences pose no problems for physi-
cists, but what about the emergence, extinction,
and reemergence of biological species? Could not
dinosaurs reevolve? For species as historical enti-
ties, continuity through time is required. Once a
taxon as a monophyletic unit goes extinct, it cannot
reevolve; once extinct, no taxon can come into
existence again. This claim depends not on empiri-
cal contingencies but on the individuation of spe-
cies in terms of descent. For an atom to count as a
gold atom, no historical connections are required.
For evolving lineages, such connections are neces-
sary. Descent is required because natural selection
requires descent. Natural selection is not the only
mechanism involved in the evolution of species, but
it is certainly the main mechanism.

Reinterpreting species as historical entities has
numerous important implications for an under-
standing of the evolutionary process. Critics of
present-day biology have made much of the
contention that biology, unlike physics, has no
laws. As an example, they cite the millions upon
millions of claims made by biologists about partic-
ular species. It is often heard that all swans are
white, all ravens are black, and human beings are
rational animals. All these claims inevitably have
exceptions because evolution proceeds by means of
variations, and these variations cannot be ex-
plained away as monsters. Variability is essential
to the evolutionary process. However, if species are
individuals, this is exactly as they should be. ‘All
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swans are white’ is no more a candidate for a law of
nature than ‘the earth is the third planet from the
sun.’ If biology includes any genuine laws of na-
ture, they must be found elsewhere.

Criteria for Individuality

Outside biology, the criteria for individuality
are frequently quite strong—so strong that no
biological entities can meet these standards. For
example:

(a) Same substance. Individuals must retain the
same substance throughout their existence.
Nothing in the living world fulfills this re-
quirement. For example, organisms such as
people exchange their substance many times
over during the course of their existence.
Even nerve cells are lost, gained, and recon-
figured, albeit quite slowly.

(b) Same form. Individuals must retain the same
form throughout their existence. Individuat-
ing forms is far from easy, but no matter
how one deals with this knotty issue, many
organisms undergo dramatic metamorphosis
during the course of their development. A
caterpillar and the butterfly into which it
develops do not share the same form. The
choice is either to consider these two as stages
in the life cycle of a single organism or to
consider the caterpillar a separate organism
from the butterfly it produces. The problem
is only magnified when a single organism
produces numerous individuals at a later
stage in its development.

Perhaps some individuals in physics are com-
posed of the same substance and exhibit the same
form throughout their existence, but nothing
fulfills these requirements in biology. Two addi-
tional criteria do apply equally inside and outside
of biology:

(c) Spatiotemporal localization (boundedness).
Individuals have locations as well as begin-
nings and endings in space and time. These
beginnings and endings can be sharp or
fuzzy. Individuals can cease to exist termi-
nally, but they also can cease to exist by
becoming another individual. That is what
happens when one cell splits into two cells or
one species splits into two species.

(d) Spatiotemporal continuity. In criteria (a) and
(b) above, no change whatsoever can take
place in substance or essential form. Howev-
er, all sorts of things change in the natural
world. If the entity involved is to count as

the same individual throughout, the change
must be continuous, even if it is not gradual.
An organism, when it undergoes metamor-
phosis, may proceed from stage to stage quite
abruptly, but it remains the same organism
because the change is continuous. As a result,
numerically, the same individual cannot
come into existence more than once.

(e) Spatiotemporal localization and continuity
define what is commonly called a ‘‘historical
entity’’ (Wiggins 1967). Such entities can be
found both in and outside biology. For exam-
ple, organisms are clear cases of historical
entities, but so are planets and stars. As long
as the nine solar planets keep revolving
around the sun, each will remain the same
historical entity. However, if a very large
comet were to smash into Pluto, that event
might well be the end of both of them.

Biologists are not content to limit themselves to
historical entities of the more generic sort. Instead,
they add more criteria, which characterize few if
any individuals outside biology. For example:

(f ) Structural heterogeneity. Biological indivi-
duals are structurally heterogeneous. Outside
biology, certain entities approach structural
homogeneity (e.g., the proverbial billiard
ball), but even the simplest biological entity,
such as a single codon, exhibits structural
heterogeneity. However, the most important
sort of structural heterogeneity is that which
plays a role in functional organization.

(g) Functional organization. This facility is limit-
ed to human artifacts and evolved biological
organisms. Although there is considerable
latitude for fluctuations in functionally orga-
nized systems, eventually this organization
can be destroyed. For highly organized sys-
tems, just about any modification results in
loss of function. In others, especially those
that exhibit modular organization, consider-
able disruption can be tolerated (Buss 1987).
For example, if a lobster were torn into half a
dozen pieces and the pieces thrown back into
the ocean, all of these pieces would die. A
lobster can regenerate a leg or two, but little
more. However, if the same thing happened
to a starfish, one would be likely to get six
new starfish.

(h) Genetic homogeneity. Just as biological indi-
viduals are quite heterogeneous internally,
they are quite homogeneous genetically. In
order for multicellular organisms to devel-
op, some way had to be found to allow cells
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to cooperate. The roadblocks that hinder
entities with different genetic constitutions
from cooperating are well known, especially
asa result ofRichardDawkins’s famousbook
The Selfish Gene (1976). One way around this
roadblock is to have all the genes in a multi-
cellular organism genetically identical.

The criterion of genetic homogeneity prevents
entities more inclusive than single organisms from
functioning as units in the evolutionary process. A
beehive can fulfill all the criteria listed above save
for (a) and (b), sameness of substance and form,
but not all the individual bees living in the same
hive contain the same genes. In particular, the
drones that succeed in mating with the queen differ
from her and from the workers. The entire hive
might succeed in functioning as a unit of selection,
but not one that is as efficient as it should be.

Kinds of Biological Individuals

Given these considerations, Wilson (1999, 60) dis-
tinguishes four sorts of biological historical entities:

1. Functional individuals are entities whose het-
erogeneous parts are currently so causally
integrated that they tend to return the indivi-
dual to the same state in the face of appreciable
though not unlimited alterations.

2. Developmental individuals are entities that
are programmed to develop through time.
Whereas functional individuals return to a
preferred state, developmental individuals
proceed from state to state.

3. Genetic individuals are entities that possess
the same genetic makeup derived from de-
scent from a common ancestor. For example,
all the descendants of a single zygote count
as genetic individuals.

4. Units of evolution are entities that play impor-
tant roles in evolutionary change, for exam-
ple, units of replication and environmental
interaction (Brandon and Burian 1984).

As a result of this analysis of biological individ-
uality, certain ‘‘individuals’’ do not accord with
common sense notions of individuality. For exam-
ple, a clone counts as a single genetic individual
even though it may be made up of hundreds of
distinct developmental individuals. In such situa-
tions, growth is indistinguishable from reproduc-
tion. If the clone is considered a single individual,
then the production of additional individuals counts
as growth. If, however, the clone is thought of as

being made up of independent organisms, then the
very same changes count as asexual reproduction
(see, e.g., Jackson, Buss, and Cook 1986).

This entry has concentrated on only one half of
the polar concepts of ‘individual’ and ‘class.’ Sev-
eral fascinating issues concerning the relation be-
tween individuals and their kinds have been ignored
(Lowe 1989; Wiggins 1967). For example, can an
individual remain the same individual when it
changes from one kind to another? Some philoso-
phers argue that an entity’s ability to change from
one kind to another proves that these were not
genuine kinds in the first place. For example, in
certain species of fish, a female can change into a
male with only minor alterations. It would seem
rather strange to consider this fish two distinct indi-
viduals in the process. Hence, it would seem that
male and female are not genuine kinds, but they
play this role in several areas of biology. Here is
but one more instance in which real examples can
make a difference.

DAVID L. HULL
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PROBLEM OF INDUCTION

The Scottish philosopher David Hume (1711–1776)
first focused attention on the question of what the
grounds are for believing that the future will re-
semble the past or, more generally, that what has
not been observed will resemble what has (Hume
1965 and 1999). Inference in which one takes the
past as grounds for beliefs about the future, or
the observed as grounds for beliefs about the
unobserved, or in general an inference that is
ampliative—having more content in the conclusion
than in the premises—has come to be called induc-
tion. (‘‘Induction’’ is also sometimes used in a
more specific sense to refer to induction by enu-
meration, the inference in which one simply gener-
alizes from instances to all cases or to the next
case.) In addition, the powerful arguments that
led Hume to suppose that there was no rational
ground whatsoever for inference from the observed
to the unobserved are difficult to answer. Hume’s
question has thus come to be called the problem of
induction.

Hume divided all reasoning into two mutually
exclusive types, that concerning relations between
ideas and that concerning matters of fact and exis-
tence. All mathematical and logical reasoning fell
into the former category—also called ‘‘demonstra-
tion,’’ what would now be called ‘‘deduction’’—
and was regarded as unproblematic, though also
nonampliative. Reasoning about relations between
ideas could not suffice for natural science, which
frequently makes inferences from the observed to
the unobserved in making predictions, retrodic-
tions, and generalizations, which count as Hume’s
second sort of reasoning. Hume asks what these
ampliative inferences are based on, and he con-
cludes that all of them are founded on beliefs
about relations of cause and effect. The question
of how to justify ampliative inferences thereby
becomes the question of how to justify judgments
about cause and effect.

One thread of Hume’s further argument depends
to some extent on his empiricism and his psycho-
logical views. He is committed to the views that all
ampliative knowledge comes from experience and
that experience is composed entirely of impres-
sions. Thus when he asks what one can know of
cause and effect, he asks what one experiences of it

and answers with what one can have an impres-
sion of. He considers one billiard ball hitting an-
other and points out that while people seem to
think that there are three things here—cause, effect,
and necessary connection between the two—one
has impressions only of the first two, the first
ball hitting the second, and the second moving.
Thus, the only possible way of knowing that
this effect must follow the cause, as opposed to
merely that it happens to have done so in the
past, gives no grounds for believing in this necessity
or connection.
Hume’s main argumentation does not depend

on special assumptions about causation or the psy-
chology of experience, and this is the version of his
argument that has received the most attention
from philosophers of science subsequently. He
claims first that the inference from the collision of
the first ball with the second to the belief that this
will be followed by the second ball moving cannot
be made by demonstration. This is because, in a
demonstration, supposing the premises true and
the conclusion false is always a contradiction, but
there is no contradiction in supposing that after
the first billiard ball hits the second, the second
ball rises one foot and levitates. There is no contra-
diction, that is, in supposing that the second ball
will not do what it usually does. By assumption, the
only other form of reasoning by which the usual
inference that the second billiard ball will move
could be justified is the very reasoning about mat-
ters of fact that Hume was seeking a justification
of. To appeal to such reasoning at this juncture
would be circular. Hume concludes that the expec-
tation that the future will resemble the past has no
rational justification and is based only on instinct
and custom.
To be sure, the inference to the conclusion that

the second billiard ball will move in the usual way
on being hit by the first could be understood as a
deduction with a suppressed premise, also known
as an enthymeme. The suppressed premise on which
one’s confidence depends in this view would be a
claim that nature is uniform—a ‘‘uniformity of
nature’’ assumption—and that regularities that
have been observed to hold up to now will continue
to hold. However, this strategy is ineffectual unless
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one can justify the premise that nature is uniform.
One cannot show by demonstration from the claim
that what has been seen of nature is uniform that
nature’s as yet unseen parts are uniform, because
denying the latter does not contradict the former.
However, one would have to know the latter to
know that nature is uniform. One cannot in this
context appeal to reasoning about matters of fact
to defend the claim that all of nature is uniform,
and not only the parts already seen. That would be
circular because the assumption about the uni-
formity of nature was supposed to justify all of
our reasoning about matters of fact. This strategy
for answering Hume’s question is thus best under-
stood as an alternative way of presenting Hume’s
problem.
The uniformity-of-nature assumption presented

has further problems. One is that not all regularities
that have been observed to hold up to now will
continue to hold. One does not expect regularities
that are regarded as coincidences to continue, and
one recognizes at once the folly of a person who
jumps out of a window on the fortieth floor and
when passing the tenth floor says, ‘‘So far so good.’’
The uniformity-of-nature assumption can be made
weaker, to say that everything that happens is an
instance of some exceptionless general law, a claim
that resembles Kant’s response to Hume about
causation. It may be that such a claim could be
argued for on a priori grounds, but since this prin-
ciple would provide no basis for identifying which
events are invariably followed by which others, it
also would provide no basis for distinguishing
sound from unsound inductions. If the uniformity-
of-nature assumption were, on the other hand, so
specific as to identify the regularities that will con-
tinue, it would gain content at the expense of being
difficult to defend without circularity.

Twentieth-Century Responses

There are three popular ways of responding to
Hume’s question by rejecting the problem. The
first, the explicit formulation of which is due to
Strawson, though it was also suggested by the Ayer
(1952), says that attention to the meaning of ‘reason-
ableness’ shows that the supposed problem is merely
a misunderstanding (Strawson 1952) (see Ayer,
Alfred Jules). Induction is part of the standards for
reasonableness, so the question why it is reasonable
does not, strictly speaking, make sense. To ask why it
is reasonable to make inductive inferences is to ask
why it is reasonable to be reasonable, a question to
which one should not expect an answer. However,
the problem is not so easily dissolved. A reasonable

reply to this line of argument is that the problem of
induction is not generated by asking whether induc-
tion is acceptable according to itself, but rather by
asking whether the inductive standards of reason-
ableness that are in fact employed are likely to serve
the end of making true predictions as often as possi-
ble, and what grounds one has for thinking so. Thus,
one is not asking why it is reasonable to be reason-
able, but why it is reasonable to think that these
standards serve (one of) their purpose(s) of making
true predictions.

A second way of rejecting the problem is to
protest that the claim that justifying induction is a
problem rests on a mistaken demand for a guaran-
tee where, as Hume has shown, a guarantee is
logically impossible. This response is commonly
invoked to say that it is only by holding the bar
too high that one can think there is a problem of
justification about induction; it is only by expecting
induction to be deduction, to yield certainty, that
one sees a problem when it is not and does not.
However, this line involves an erroneous under-
standing of what Hume’s arguments purport to
show—for, it is not argued merely that there is no
deductive (demonstrative) guarantee that future
events will behave like past events. It is argued
rather persuasively that there can be no rational
ground whatsoever. That is, one would be happy if
one could show even that a great number of occa-
sions on which A is associated with B make it more
likely than it would have been without those
instances, that A will be associated with B in the
future (Russell 1959). Hume argues that there can
be none but a question-begging justification of this
probability claim.

A third complaint about Hume’s problem says
that he did not concern himself with the kinds of
complex inferences scientists actually engage in, and
skeptical conclusions about the simple induction by
enumeration that he had in mind are thus irrelevant
to the justification of scientific claims, whatever
other significance theymay have. However, whether
or not Hume had enumerative induction explicitly
inmind, the applicability of his main argumentation
is by no means restricted to that. Hume’s main
argument applies to any ampliative inference,
which the complex scientific inferences referred to
certainly involve. For any ampliative inference,
it will be the case that no demonstration can secure
it, for a conclusion that goes beyond the premises
in content could well be different in the content
that goes beyond the premises without contradict-
ing the premises. And ampliative inference cannot
be used to justify ampliative inferences because
that would be relying on the very sort of inference
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that is in need of justification. Appeal to the
complexity of real science does not erase Hume’s
problem.

In the 1950s, a popular response to Hume’s
problem was to question easy acceptance of the
claim that induction could not legitimately justify
itself. Black (1954) pointed out that if one appeals
to the past success of induction to justify belief
that induction will be successful in a new instance,
the conclusion that induction will be successful in
the new instance does not appear as a premise.
Such an argument thus does not commit what is
called ‘‘premise circularity.’’ However, as Salmon
(1966) pointed out, the argument does commit rule
circularity, since appeal is made to the rule of
induction in making the transition from the pre-
mises to the conclusion that recommends the rule
of induction. Rule circularity has consequences as
untoward as does premise circularity in that there
are rules that are patently invalid or crazy that can
justify themselves in the same way. Consider the
following argument:

If affirming the consequent is valid, then grass is
green.

Grass is green.
Therefore, affirming the consequent is valid.

The argument itself proceeds by affirming the
consequent, and in so doing leads to the conclu-
sion that affirming the consequent is a legitimate
procedure. It is known independently, however,
that affirming the consequent is an invalid pro-
cedure that can lead from true premises to false
conclusion.

In an example closer to the present topic, if one
believes that induction is reasonable, one will not
believe in the legitimacy of counterinduction, in
which one takes past negative instances to be a
good indication of future positive instances. How-
ever, counterinduction can recommend itself in the
same way that affirming the consequent did:

Counterinduction has usually been unsuccessful
in the past.

Therefore, counterinduction is likely to be
successful in the next instance.

The premise is presumably true, even according
to an inductivist. The conclusion recommends the
rule of counterinduction. The conclusion is inferred
from the premise by that same rule of counter-
induction, so counterinduction is capable of the
same kind of rule-circular defense of itself that
was lately recommended for induction. Showing
that induction can defend itself in a rule-circular
though not premise-circular fashion cannot

assuage worries if a rule regarded as illegitimate
can do the same (Salmon 1966; Skyrms 2000).
Feigl’s distinction between two types of justifica-

tion, validation and vindication, helps to clarify the
so-called ‘pragmatic’ attempt to justify inductive
behavior (see Feigl, Herbert). A principle is vali-
dated when it is derived from other, more basic,
principles that one accepts, as when a theorem is
derived from geometric axioms. A principle is vin-
dicated, on the other hand, when it is shown that
following its rule serves the purpose for which that
rule was designed (Feigl 1950). Incidentally, this
distinction shows that even if inductive rules are
basic, not derivable from other principles, as
Strawson suggested, that alone does not excuse
one from the task of justifying them. They may
still require vindication.
The pragmatic justification of inductive behav-

ior was developed by Reichenbach (1949, 469–482)
(see Reichenbach, Hans). In this strategy one does
not try to show that induction is likely to succeed,
but only that it is likely to succeed if any method
will. In Reichenbach’s precise treatment, the rule of
induction is to infer from the fact that the frequen-
cy of As among Bs in a large sample is m/n to the
claim that the limit of the relative frequency of As
among Bs in an infinite number of trials is m/n.
This limit either exists or it does not. It must exist if
the inductive procedure is to be successful, but
according to Reichenbach it need not be known
whether it exists when it is asked whether the in-
ductive procedure is justified. The inductive proce-
dure is justified as an attempt to find the limit.
There is no known sufficient condition for finding
the limit of the relative frequency. However, Reich-
enbach argued that the attainability of the limit by
means of the rule of induction is a necessary condi-
tion for the existence of the desired limit. If that
limit exists, then it follows analytically that the rule
of induction will yield the limit at some point, for a
set degree of approximation. If the limit does not
exist, then there is no probability for any method to
ascertain. More vividly, if the clairvoyant’s predic-
tions will identify the limit of the relative frequen-
cy, then that limit exists. If the limit exists, the rule
of induction will also identify it. Hence, one cannot
do better at identifying the limit than by employing
the rule of induction.
The main defect in this strategy is that it does

not so far defend the standard rule of induction
as uniquely qualified for the specified role. The
familiar ‘‘straight rule’’ of induction, described
above, is one of an infinite number of inductive
rules that satisfy the demand of giving the limit of
the relative frequency if that limit exists, a class that
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Reichenbach called the ‘‘asymptotic’’ rules. The
existence of an infinite number of such rules would
not be a problem if the limits they yielded in a given
case were similar, but in fact they vary arbitrarily
widely from each other. For a finite sample, the
class of asymptotic rules tolerates any identifica-
tion of the limit of the relative frequency (Salmon
1966). However, adding to asymptoticity further
natural criteria, such as speed-optimality, does
narrow the class of acceptable rules (Juhl 1994).
Popper accepted Hume’s skeptical conclusion

but thought he solved the problem Hume created
by declaring that people never use induction any-
way (Popper 1972). He developed a deductivist
view of science according to which all scientific
inference takes the form of falsification; and posi-
tive, ampliative inferences asserting the truth or
probability of theories, or claims about their future
performance, are never made (see Popper, Karl
Raimund). When scientists appear to take confirm-
ing instances as offering positive evidence for their
theories, what they are really doing is finding cor-
roboration, a term Popper used for the summation
of the theory’s past performance under test (see
Corroboration). A theory is more highly corrobo-
rated the more, and more severe, the tests it has
passed that it might have failed, but corroboration
never gives grounds for positive conclusions about
the theory. Corroboration is thus similar to but
crucially distinct from confirmation. One problem
with this line of argument is the difficulty even
Popper sometimes had eschewing the disallowed
positive claims for theories while maintaining a
plausible view of scientists’ behavior and motiva-
tion. Another problem is that, despite its associa-
tion with deduction, falsification can be seen to be
no more decisive than verification, since falsifica-
tion must assume background claims themselves in
need of defense (see Duhem Thesis). Finally, defin-
ing corroboration in such a way that theories can
be compared with each other when neither is a
logical consequence of the other has proved trou-
blesome. One problem is that Popper never ade-
quately defined the notion of severity for tests, a
concept on which much depended, since the more
severe the test a theory passed, the better its cor-
roboration. Mayo (1996) has recently shed light on
this topic by developing the insights inherent in
error statistics.

Confirmation Theory

At some point in the early to mid-twentieth centu-
ry, it was recognized that however the problem of
justifying induction turned out, there was much

descriptive work to do in order to characterize
what exactly the rules of inference in question
were. The most basic rules of deduction have been
known since the time of Aristotle, but the same
degree of clarity had not been achieved for the
other major branch of reasoning, viz., induction.
(Arguably, it still has not, perhaps testifying to the
difficulty of the task.) Perhaps the reason there
were few complaints about the fact that the rules
of deduction cannot be given a noncircular justifi-
cation was that those rules were so clear. Work on
the description of induction, known as ‘‘confirma-
tion theory,’’ might shed light on, if not entirely
transform, the justificatory question (see Confir-
mation Theory). Inductive logic is a similarly de-
scriptive enterprise but is based on the calculus of
probability (see Inductive Logic).

However, confirmation theory encountered sev-
eral paradoxes on its way, including the Raven
paradox discovered by Hempel (Hempel 1937,
1943, and 1945; Earman and Salmon 1992) (see
Hempel, Carl Gustav). It seems reasonable to as-
sume that any instance lends some confirmation to
its generalization, and also that, if a given piece of
evidence lends confirmation to a hypothesis, it also
lends confirmation to every statement logically
equivalent to that hypothesis. However, the state-
ment that all non-black things are non-ravens is
logically equivalent to the statement that all ravens
are black. Yet a white tennis shoe, which is an
instance of the former statement, supports the hy-
pothesis that all ravens are black only on pain of
elevating indoor ornithology to the status of a
science. More generally, three conditions are suffi-
cient for this paradox. The first is the instantiation
condition (also known as ‘‘Nicod’s condition,’’
after Jean Nicod), by which any instance that is
both P and Q provides confirmation for the hy-
pothesis (x)(Px ! Qx), and any instance that is P
and not Q provides disconfirmation of that hy-
pothesis. Another is the equivalence condition, by
which an instance that provides confirmation for a
hypothesis, H, provides confirmation for any state-
ment logically equivalent to H. The third, the irrel-
evance condition, says that for any hypothesis, H,
there are some instances that provide neither con-
firming nor disconfirming evidence for H. Ortho-
dox statistics, and some Bayesian approaches,
resolve the paradox by denying the instantiation
condition (Giere 1970). The most well known
Bayesian approach involves denying the irrele-
vance condition but arguing that the confirmation
that instances like the white tennis shoe provide
is of negligible size (Howson and Urbach 1996,
126–130) (see Bayesianism).
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The paradox of confirmation discovered by
Goodman, which introduced what is called the
‘‘new riddle of induction,’’ may present a more
serious problem, since it seems to show that a
purely syntactical confirmation theory is impossi-
ble (Goodman 1983; Stalker 1994). Let the predi-
cate ‘‘grue’’ be true of an emerald just in case it is
green and observed before January 2100 or not
observed before that new year and blue. Why
should this not be the predicate one projects on
the basis of all of the green emeralds one has
seen? Syntactically speaking, the generalization
that all emeralds are grue is instantiated by, and
so confirmed if anything is by, all the same
instances that confirm the generalization that all
emeralds are green, since those are also instances
in which the emeralds are grue. Indeed, the gener-
alization that all emeralds are grue is apparently
confirmed in just the same way, to just the same
degree, as the generalization that all emeralds are
green. Syntactically, Goodman argues, the two pre-
dicates are symmetrical. Common sense says it
surely cannot be that the two are equally confirmed
by emeralds that have been observed, yet what
reason can be given to project the predicate
‘‘green’’ rather than the predicate grue? Nothing
in syntax alone, Goodman submitted, can show
why the predicate grue should be shunned in
favor of the predicate green.

Goodman’s answer to this problem was in the
tradition of Hume when he developed the notion
that projectible predicates can be distinguished
from nonprojectible predicates on the basis of the
former’s superior entrenchment, that is, on the fact
that the former predicates have actually been pro-
jected more in the past. ‘‘Regularities are
where you find them, and you can find them any-
where,’’ wrote Goodman, who focused attention
on the fact that Hume did not emphasize—which
was touched on above with uniformity-of-nature
assumptions—that there are many repeated instan-
ces that are not expected to continue. Goodman’s
view that what distinguishes projectible from non-
projectible predicates is the former’s entrenchment
is a descriptive account, as he intended it to be.
Goodman was convinced that he had dissolved
the traditional problem about the justification of
induction in favor of descriptive questions and
answers. However, this may not be persuasive,
since one can ask about entrenched predicates by
what right one’s ancestors chose them over other
possibilities, and of oneself what reason one has for
continuing that tradition.

SHERRILYN ROUSH
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INDUCTIVE LOGIC

The idea of inductive logic as providing a gene-
ral, quantitative way of evaluating arguments is a
relatively modern one. Aristotle’s conception of
‘induction’ (epagog�Z)—which he contrasted with
‘reasoning’ (sullogism�oB)—involved moving
only from particulars to universals (Kneale and
Kneale 1962, 36). This rather narrow way of think-
ing about inductive reasoning seems to have held
sway through the Middle Ages and into the seven-
teenth century, when Francis Bacon (1620) devel-
oped an elaborate account of such reasoning.
During the eighteenth and nineteenth centuries,
the scope of thinking about induction began to
broaden considerably with the description of more
sophisticated inductive techniques (e.g., those of
Mill [1843]), and with precise mathematical ac-
counts of the notion of probability. Intuitive and
quasi-mathematical notions of probability had long
been used to codify various aspects of uncertain
reasoning in the contexts of games of chance and
statistical inference (see Stigler 1986 andDale 1999),
but a more abstract and formal approach to proba-
bility theory would be necessary to formulate the
general modern inductive-logical theories of nonde-
monstrative inference. In particular, the pioneering
work in probability theory by Bayes (1764), Laplace
(1812), Boole (1854), and many others in the eigh-
teenth and nineteenth centuries laid the ground-
work for a much more general framework for
inductive reasoning. (Philosophical thinking about
the possibility of inductive knowledge was most
famously articulated by David Hume 1739–1740
and 1758) (See Problem of Induction).
The contemporary idea of inductive logic (as a

general, logical theory of argument evaluation) did
not begin to appear in a mature form until the late
nineteenth and early twentieth centuries. Some of
the most eloquent articulations of the basic ideas
behind inductive logic in this modern sense appear
in John Maynard Keynes’s Treatise on Probability.
Keynes (1921, 8) describes a ‘‘logical relation be-
tween two sets of propositions in cases where it is
not possible to argue demonstratively from one to
another.’’ Nearly thirty years later, Rudolf Carnap
(1950) published his encyclopedic work Logical
Foundations of Probability, in which he very clearly
explicates the idea of an inductive-logical relation

called ‘‘confirmation,’’ which is a quantitative gen-
eralization of deductive entailment (See Carnap,
Rudolf; Confirmation Theory).

Carnap (1950) gives some insight into the mod-
ern project of inductive logic and its relation to
classical deductive logic:

Deductive logic may be regarded as the theory of the
relationof logical consequence, and inductive logic as the
theory of another concept [‘‘c’’] which is likewise objec-
tive and logical, viz., . . . degree of confirmation. (43)

More precisely, the following three fundamental
tenets have been accepted by the vast majority of
proponents as desiderata of modern inductive logic:

1. Inductive logic should provide a quantitative
generalization of (classical) deductive logic.
That is, the relations of deductive entailment
and deductive refutation should be captured
as limiting (extreme) cases with cases of ‘‘par-
tial entailment’’ and ‘‘partial refutation’’
lying somewhere on a continuum (or range)
between these extremes.

2. Inductive logic should use probability (in its
modern sense) as its central conceptual build-
ing block.

3. Inductive logic (i.e., the nondeductive relations
between propositions that are characterized
by inductive logic) should be objective and
logical.

(Skyrms 2000, chap. 2, provides a contemporary
overview.) In other words, the aim of inductive
logic is to characterize a quantitative relation (of
inductive strength or confirmation), c, which satis-
fies desiderata 1–3 above. The first two of these
desiderata are relatively clear (or will quickly be-
come clear below). The third is less clear. What
does it mean for the quantitative relation c to be
objective and logical? Carnap (1950) explains his
understanding as follows:

That c is an objective concept means this: if a certain c
value holds for a certain hypothesis with respect to a
certain evidence, then this value is entirely independent
of what any person may happen to think about these
sentences, just as the relation of logical consequence
is independent in this respect. [43] . . . The principal
common characteristic of the statements in both fields
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[deductive and inductive logic] is their independence of
the contingency of facts [of nature]. This characteristic
justifies the application of the common term ‘logic’ to
both fields. [200]

This entry will examine a few of the prevailing
modern theories of inductive logic and discuss
how they fare with respect to these three central
desiderata. The meaning and significance of these
desiderata will be clarified and the received view
about inductive logic critically evaluated.

Some Basic Terminology and Machinery for
Inductive Logic

It is often said (e.g., in many contemporary intro-
ductory logic texts) that there are two kinds of
argument: deductive and inductive, where the pre-
mises of deductive arguments are intended to guar-
antee the truth of their conclusions, while inductive
arguments involve some risk of their conclusions
being false even if all of their premises are true (see,
e.g., Hurley 2003). It seems better to say that there
is just one kind of argument: An argument is a set
of propositions, one of which is the conclusion, the
rest are premises. There are many ways of evaluat-
ing arguments. Deductive logic offers strict, quali-
tative standards of evaluation: the conclusion
either follows from the premises or it does not,
whereas inductive logic provides a finer-grained
(and thereby more liberal) quantitative range of
evaluation standards for arguments. One can also
define comparative and/or qualitative notions of
inductive support or confirmation. Carnap (1950,
}8) and Hempel (1945) both provide penetrating
discussions of the contrast between quantitative
and comparative/qualitative notions. For simplici-
ty, the focus here will be on quantitative approa-
ches to inductive logic, but most of the main issues
and arguments discussed below can be recast in
comparative or qualitative terms.

Let {P1, . . . , Pn} be a finite set of propositions
constituting thepremises of an (arbitrary) argument,
and let C be its conclusion. Deductive logic aims
to explicate the concept of validity (i.e., deductive-
logical goodness) of arguments. Inductive logic
aims to explicate a quantitative generalization of
this deductive concept. This generalization is often
called the ‘‘inductive strength’’ of an argument
(Carnap 1950 uses the word ‘‘confirmation’’ here).
Following Carnap, the notation c(C, {P1, . . . , Pn})
will denote the degree to which {P1, . . . , Pn} jointly
inductively support (or ‘‘confirm’’) C.

As desideratum 2 indicates, the concept of
probability is central to the modern project of in-
ductive logic. The notation P(�) and P(�j�) will

denote unconditional and conditional probability
functions, respectively. Informally (and roughly),
‘‘P( p)’’ can be read ‘‘the probability that proposi-
tion p is true,’’ and ‘‘P( p jq)’’ can be read ‘‘the
probability that proposition p is true, given that
proposition q is true.’’ The nature of probability
functions and their relation to the project of induc-
tive logic will be a central theme in what follows.

A Naive Version of Basic Inductive Logic
and the Received View

According to classical deductive propositional
logic, the argument from {P1, . . . , Pn} to C is
valid iff (‘‘if and only if ’’) the material conditional
ðP16; . . . ;6PnÞ ! C is (logically) necessarily
true. Naively, one might try to define ‘‘inductively
strong’’ as follows: The argument from {P1, . . . ,
Pn} to C is inductively strong iff the material condi-
tional ðP16 . . .6PnÞ ! C is (logically?) probably
true. More formally, one can express this naive
inductive logic (NIL) proposal as follows:

cðC; fP1; . . . ;PngÞ is high iff

PððP16; . . . ;6PnÞ ! CÞ is high:
There are problems with this first, naive attempt

to use probability to generalize deductive validity
quantitatively. As Skyrms (2000, 19–22) points out,
there are (intuitively) cases in which the material
conditional ðP16; . . . ;6PnÞ ! C is probable but
the argument from {P1, . . . , Pn} to C is not a
strong one. Skyrms (21) gives the following exam-
ple:

(P) There is a man in Cleveland who is 1,999 years and
11 months old and in good health.

(C) No man will live to be 2,000 years old.

Skyrms argues that P(P ! C) is high, simply
because P(C) is high and not because there is
any evidential relation between P and C. Indeed,
intuitively, the argument from (P) to (C) is not
strong, since (P) seems to disconfirm or counter-
support (C). Thus, PððP16 . . .6PnÞ ! CÞ being
high is not sufficient for cðC; fP1; . . . ;PngÞ being
high. Note also thatPððP16 . . .6PnÞ ! CÞ cannot
serve as cðC; fP1; . . . ;PngÞ; since it violates desider-
atum 1. If fP1; . . . ;Png refutes C, then PrððP16
. . .6PnÞ! CÞ ¼ PrðØðP16 . . .6Pn)); which is
not minimal, since the conjunction of the premises
of an argument need not have probability one.
Skyrms suggests that the mistake that NILmakes

is one of conflating the probability of the material
conditional PrððP16 . . .6PnÞ ! CÞ with the con-
ditional probability of C, given P16 . . .6 Pn; that
is, PðCjP16 . . .6PnÞ:. According to Skyrms, it is
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the latter that should be used as a definition of
cðC; fP1; . . . ;PngÞ: The reason for this preference
is that PððP16 . . .6PnÞ ! CÞ fails to capture the
evidential relation between the premises and conclu-
sion, since PððP16 . . .6PnÞ! CÞ can be high sole-
ly in virtue of the unconditional probability of (C )
being high or solely in virtue of the unconditional
probability of P16 . . . 6Pn being low. As Skyrms
(20) stresses, cðC; fP1; . . . ;PngÞ shouldmeasure the
‘‘evidential relation between the premises and the
conclusion.’’ This leads Skyrms (and many others)
to defend the following account, which might
be called the received view (RV) about inductive
logic:

cðC; fP1; . . . ;PngÞ ¼ PrðCjP16 . . .6PnÞ:
The idea that cðC; fP1; . . . ;PngÞ should be

identified with the conditional probability of C,
given P16 . . .6Pn; has been nearly universally
accepted by inductive logicians since the inception
of the contemporary discipline. Recent pedagogical
advocates of the RV include Copi and Cohen
(2001), Hurley (2003), and Layman (2002); and
historical champions of various versions of the
RV include Keynes (1921), Carnap (1950), Kyburg
(1970), and Skyrms (2000), among many others.
There are nevertheless some compelling reasons to
doubt the correctness of the RV. These reasons,
which are analogous to Skyrms’s reasons for reject-
ing the NIL, will be discussed below. But before
one can adequately assess the merits of the NIL,
RV, and other proposals concerning inductive
logic, one needs to say more about probability
models and their relation to inductive logic (see
Probability).

Probability: Its Interpretation and Role in
Traditional Inductive Logic

The Mathematical Theory of Probability
For present purposes, assume that a probability

function P(�) is a finitely additive measure func-
tion over a Boolean algebra of propositions (or
sentences in some formal language). That is, as-
sume that P(�) is a function from a Boolean algebra
B of propositions (or sentences) to the unit interval
[0,1] satisfying the following three axioms (this
is Kolmogorov’s (1950) axiomatization), for all
propositions X and Y in B:

i. PðXÞ � 0:
ii. If X is a (logically) necessary truth, then

PðXÞ ¼ 1:
iii. If X and Y are mutually exclusive, then

PðXVY Þ ¼ PrðXÞ þ PrðY ).

Following Kolmogorov, define conditional pro-
bability P(�j�) in terms of unconditional probabili-
ty P(�), as follows:

PrðX jY Þ ¼ PrðX6Y Þ=PrðYÞ;
provided that PrðYÞ 6¼ 0:

A probability model M = <B;PM> consists of
a Boolean algebra B of propositions (or sentences
in some language), together with a particular prob-
ability function PM(�) over the elements of B.

These axioms (and the definition of conditional
probability) say what the mathematical properties
of probability models are, but they do not say
anything about the interpretation or application
of such models. The latter issue is philosophi-
cally more central and controversial than the for-
mer (but see Popper 1992, appendix *iv, Roeper
and Leblanc 1999, and Hájek 2003 for dissenting
views on the formal theory of conditional proba-
bility). There are various ways in which one can
interpret or understand probabilities (see Probabil-
ity for a thorough discussion). The two interpreta-
tions that are most commonly encountered in the
context of applications to inductive logic are the so-
called ‘‘epistemic’’ and ‘‘logical’’ interpretations of
probability.

Epistemic Interpretations of Probability
In epistemic interpretations of probability,

PM(H) is (roughly) the degree of belief that an
epistemically rational agent assigns toH, according
to a probability model M of the agent’s epistemic
state. A rational agent’s background knowledge
K is assumed (in orthodox theories of epistemic
probability) to be ‘‘included’’ in any epistemic
probability model M, and therefore K is assumed
to have an unconditional probability of 1 in M.
PM(H jE) is the degree of belief an epistemically
rational agent assigns to H upon learning that E
is true (or on the supposition that E is true; see
Joyce 1999, chap. 6, for discussion), according to a
probability model M of the agent’s epistemic state.
According to standard theories of epistemic proba-
bility, agents learn by conditionalizing on evidence.
So, roughly speaking, the probabilistic structure of
a rational agent’s epistemic state evolves (in time t)
through a series of probability models {Mt}, where
evidence learned at time t has probability 1 in all
subsequent models fMt0g; t0 > t:

Keynes (1921) seems to be employing an episte-
mic interpretation of probability in his inductive
logic when he says:

Let our premises consist of any set of propositions h, and
our conclusion consist of any set of propositions a, then,
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if a knowledge of h justifies a rational degree of belief in
a of degree x, we say that there is a probability-relation
of degree x between a and h ½PðajhÞ ¼ x�. ð4Þ
It is not obvious that the RV can satisfy desidera-

tum 3—that c be logical and objective—if the prob-
ability function P that is used to explicate c in the
RV is given an epistemic interpretation of this kind.
After all, whether ‘‘a knowledge of h justifies a
rational degree of belief in a of degree x’’ seems to
depend on what one’s background knowledge K is.
And while this is arguably an objective fact, it also
seems to be a contingent fact and not something
that can be determined a priori (on the basis of a
and h alone). As Keynes (1921) explains, his proba-
bility function P(ajh) is not subjective, since ‘‘once
the facts are given which determine our knowledge
[background and h], what is probable or improbable
[viz., a] in these circumstances has been fixed objec-
tively, and is independent of our opinion’’ (4). But
he later suggests that the function is contingent on
what the agent’s background knowledge K is, in the
sense that P(ajh) can vary ‘‘depending upon the
knowledge to which it is related.’’

Carnap (1950, }45B) is keenly aware of this prob-
lem. He suggests that Keynes should have charac-
terized P(ajh) as the degree of belief in a that is
justified by knowledge of h—and nothing else (the
reader may want to ponder what it might mean
for an agent to ‘‘know h and nothing else’’). As
Keynes’s remarks suggest (and as Maher 1996
explains), the problem is even deeper than this,
since even a complete specification of an agent’s
background knowledge K may not be sufficient to
pick out a unique (rational) epistemic probability
model M for an agent. (Keynes’s reaction to this
was to conclude that sometimes quantitative judg-
ments of inductive strength or degree of condition-
al probability are not possible and that in these
cases one must settle for qualitative or comparative
judgments.) The problem here is that ‘‘P(X jK )’’
(‘‘the probability of X, given background knowl-
edge K ’’) will not (in general) be determined unless
an epistemic probability model M is specified,
which (a fortiori) gives PrM(X), for each X in M.
And, without a determination of these fundamen-
tal or a priori probabilities PM (X), a general (quan-
titative) theory of inductive logic based on
epistemic probabilities seems all but hopeless.
This raises the problem of specifying an appropri-
ate a priori probability model M. Keynes (1921,
chap. 4) and Carnap (see below) both look to the
principle of indifference at this point, as a guide to
choosing a priori probability models. Before dis-
cussing the role of the principle of indifference,

logical interpretations of probability require a
brief discussion.

Logical Interpretations of Probability
Philosophers who accepted the RV and were

concerned about the inductive-logical ramifications
(mainly, regarding the satisfaction of desideratum 3)
of interpreting probabilities epistemically began
to formulate logical interpretations of probability.
In such interpretations, conditional probabilities
P(X jY) are themselves understood as quantitative
generalizations of a logical entailment (or deduci-
bility) relation between propositions Y and X. The
motivation for this should be clear—it seems like
the most direct way to guarantee that an RV-type
theory of inductive logic will satisfy desideratum 3.
If P(�j�) is itself logical, then c(�,�), which is de-
fined by the RV as P(�j�), should also be logical,
and the satisfaction of desideratum 3 (as well as the
other two) seems automatic. Below it will become
clear that RV þ logical probability is not the only
way (and not necessarily the best way) to satisfy the
three desiderata for providing an adequate account
of the logical relation of inductive support. In prep-
aration, the notion of logical probability must be
examined in some detail.
Typically, logical interpretations of probability

attempt to define Pr(qj p), where p and q are sen-
tences in some formal first-order language L, in
terms of the syntactical features of p and q (in L).
The most famous logical interpretations of proba-
bility are those of Carnap. It is interesting to note
that Carnap’s (1950 and 1952) systems are almost
identical to those described 20–30 years earlier by
W. E. Johnson (1921 and 1932) (Paris 1994;
Kyburg 1970, Ch. 5). His later work (Carnap
1971 and 1980) became increasingly complicated,
involving two-dimensional continua, and was less
tightly coupled with the syntax of L (Maher 2000
and 2001; Skyrms 1996 discusses some recent
applications of Carnapian techniques to Bayesian
statistical models involving continuous random
variables; Glaister 2001 and Festa 1993 provide
broad surveys of Carnapian theories of logical
probability and inductive logic).
Begin with a standard first-order logical language

L containing a finite number of monadic predicates
F, G, H, . . . and a finite or denumerable number
of individual constants a, b, c, . . . . Define an un-
conditional probability function P(�) over the sen-
tences of L. Finally, following the standard
Kolmogorovian approach, construct a conditional
probability function P(�j�) over pairs of sentences
of L, using the ratio definition of conditional
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probability given above. To fix ideas, consider a
very simple toy language L with only two monadic
predicates, F and G and only two individual con-
stants a and b. In this language, there are only
sixteen possible states of the world that can be
described. These sixteen maximally specific descrip-
tions are called the state descriptions of L, and they
are as follows:

Fa6Ga6Fb6Gb ØFa6Ga6Fb6Gb

Fa6Ga6Fb6ØGb ØFa6Ga6Fb6ØGb
Fa6Ga6ØFb6Gb ØFa6Ga6ØFb6Gb

Fa6Ga6ØFb6ØGb ØFa6Ga6ØFb6ØGb
Fa6ØGa6Fb6Gb ØFa6ØGa6Fb6Gb

Fa6ØGa6Fb6ØGb ØFa6ØGa6Fb6ØGb
Fa6ØGa6ØFb6Gb ØFa6ØGa6ØFb6Gb

Fa6ØGa6ØFb6ØGb ØFa6ØGa6ØFb6ØGb

Two state descriptions S1 and S2 are said to be
permutations of each other if S1 can be obtained
from S2 by some permutation of the individual
constants. For instance, Fa6ØGa6ØFb6Gb can
be obtained from ØFa6Ga6Fb6ØGb by permut-
ing a and b. Thus, Fa6ØGa6ØFb6Gb and ØFa6
Ga6Fb6ØGb are permutations of each other (in
L). A structure description in L is a disjunction of
state descriptions, each of which is a permutation
of the others. In the toy language L, there are the
following ten structure descriptions:

Fa6Ga6Fb6Gb ðFa6ØGa6ØFb6GbÞ
VðØFa6Ga6Fb6ØGbÞ

ðFa6Ga6Fb6ØGbÞ
VðFa6ØGa6Fb6GbÞ

(Fa6ØGa6ØFb6ØGbÞ
VðØFa6ØGa6Fb6ØGbÞ

ðFa6Ga6ØFb6GbÞ
VðØFa6Ga6Fb6GbÞ

ØFa6Ga6ØFb6Gb

ðFa6Ga6ØFb6ØGbÞ
VðØFa6ØGa6Fb6GbÞ

ðØFa6Ga6ØFb6ØGbÞ
VðØFa6ØGa6ØFb6GbÞ

Fa6ØGa6Fb6ØGb ØFa6ØGa6ØFb6ØGb

Now assign nonnegative real numbers to the state
descriptions, so that these sixteen numbers sum to 1.
Any such assignment will constitute an uncondi-
tional probability function P(�) over the state
descriptions of L. To extend P(�) to the entire lan-
guage L, stipulate that the probability of a disjunc-
tion ofmutually exclusive sentences is the sum of the
probabilities of its disjuncts. Since every sentence
in L is equivalent to some disjunction of state
descriptions, and every pair of state descriptions
is mutually exclusive, this gives a complete un-
conditional probability function P(�) over L. For
instance, since Fa6Ga6ØGb is equivalent to
the disjunction ðFa6Ga6Fb6ØGbÞVðFa6Ga6
ØFb6ØGbÞ; one will have:

PrðFa6Ga6ØGbÞ
¼ PrððFa6Ga6Fb6ØGbÞVðFa6Ga6ØFb6ØGbÞÞ
¼ PrðFa6Ga6Fb6ØGbÞ þ PrðFa6Ga6ØFb6ØGbÞ:
Now, it is only a brief step to the definition of the

conditional probability function P(�j�) over pairs
of sentences in L. Using the standard, Kolmogor-
ovian ratio definition of conditional probability,
for all pairs of sentences X, Y in L:

PðX jYÞ ¼ PðX6YÞ=PrðYÞ; provided that PðYÞ 6¼ 0:

Thus, once the unconditional probability func-
tion P(�) is specified for the state descriptions of a
language L, all probabilities both conditional and
unconditional are thereby determined over L. And,
this gives one a logical probability model M over
the language L. The unconditional, logical pro-
bability functions so defined are typically called
measure functions. Carnap (1950) discusses two
‘‘natural’’ measure functions.

The first Carnapian measure function is m{,
which assumes that each of the state descriptions
is equiprobable a priori: If there areN state descrip-
tions in L, then m{ assigns 1

N
to each state descrip-

tion. While this may seem like a very natural
measure function, since it applies something like
the principle of indifference to the state descriptions
of L (see below for discussion), m{ has the conse-
quence that the resulting probabilities cannot reflect
learning from experience. Consider the following
simple example. Assume that one adopts a logical
probability functionP(�) based onm{ as one’s own a
priori degree of belief (or credence) function. Then,
one learns (by conditionalizing) that an object a is F,
that is, Fa. Intuitively, one’s conditional degree of
credence P(Fb jFa) that a distinct object b also is F,
given that a is F, should not always be the same as
one’s a priori degree of credence that b is F. That is,
the fact that one has observed another F object
should (at least in some cases) make it more proba-
ble (a posteriori) that b will also be F (i.e., more
probable than Fb was a priori). More generally, if
oneobserves thata largenumberofobjectshavebeen
F, this should raise the probability that the next
object one observes will also be F. Unfortunately,
no a priori probability function based on m{ is con-
sistent with learning from experience in either sense.
To see this, consider the simple case Pr(Fb jFa):

PðFbjFaÞ ¼ m{ðFb6FaÞ=m{ðFaÞ
¼ 1

2
¼ m{ðFbÞ ¼ PrðFbÞ:

So, if one assumes an a priori probability function
based on m{, the fact that one object has property F
cannot affect the probability that any other object
will also have property F. Indeed, it can be shown
(Kyburg 1970, 58–59) that no matter how many
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objects are assumed to be F, this will be irrelevant
(according to probability functions based on m{) to
the hypothesis that a distinct object will also be F.

The fact that (on the probability functions
generated by the measure m{) no object’s having
certain properties can be informative about other
objects also having those same properties has been
viewed as a serious shortcoming of m{ (Carnap
1955). As a result, Carnap formulated an alterna-
tive measure function m*, which is defined as
follows. First, assign equal probabilities to each
structure description (in the toy language above, n
1
10
). Then, each state description belonging to a

given structure description is assigned an equal
portion of the probability assigned to that struc-
ture description). For instance, in the toy lan-
guage, the state description Fa6Ga6ØFb6Gb
gets assigned an a priori probability of 1

20
(1
2
of

1
10
), but the state description Fa6Ga6Fb6Gb

receives an a priori probability of 1
10

(1
1
of 1

10
).

To further illustrate the differences between m{ and
m*, here are some numerical values in the toy
language L:

Measure function m{ Measure function m*

m{ðFa6Ga6ØFb6GbÞ ¼ 1

16

m�ðFa6Ga

6Fb6GbÞ ¼ 1

10

m{ððFa6Ga6ØFb6GbÞ
VððØFa6Ga6Fb6GbÞÞÞ ¼ 1

8

m�ðFa6Ga6ØFb

6GbÞ ¼ 1

20

m{ðFaÞ ¼ 1

2
m�ðFaÞ ¼ 1

2

Pr{ðFajFbÞ ¼ 1

2
¼ m�ðFaÞ

¼ Pr{ðFaÞ
Pr�ðFajFbÞ ¼ 3

5
>

1

2¼ m�ðFaÞ ¼ Pr�ðFaÞ

Unlike m{, m* can model learning from experience,
since in the simple language

PðFa jFbÞ ¼ 3

5
>

1

2
¼ PrðFaÞ

if the probability function P is defined in terms of
the logical measure function m*. Although m* does
have some advantages over m{, even m* can give
counterintuitive results in more complex languages
(Carnap 1952).

Carnap (1952) presents amore complicated frame-
work, which describes a more general class (or
‘‘continuum’’) of conditional probability functions,

from which the definitions of P(�j�) in terms of m*
and m{ fall out as special cases. This continuum of
conditional probability functions depends on a pa-
rameter l, which is supposed to reflect the ‘‘speed’’
with which learning from experience is possible. In
this continuum, l ¼ 0 corresponds to the ‘‘straight
rule’’ of induction, which says that the probability
that the next object observed will be F, conditional
upon a sequence of past observations, is simply the
frequency with which F objects have been observed
in the past sequence; l ¼ þ1 yields a conditional
probability function much like that given above by
assuming the underlying logical measure m{ (i.e.,
l ¼ þ1 implies that there is no learning from
experience). And setting l ¼ k (where k is the num-
ber of independent families of predicates in Car-
nap’s more elaborate 1952 linguistic framework)
yields a conditional probability function equivalent
to that generated by the measure function m*.
But even this l– continuum has problems. First,

none of the Carnapian systems allow universal gen-
eralizations to have nonzero probability. This
problem was addressed by Hintikka (1966) and
Hintikka and Niiniluoto (1980), who provided var-
ious alterations of the Carnapian framework that
allow for nonzero probabilities of universal gener-
alizations. Moreover, Carnap’s early systems did
not allow for the probabilistic modeling of analog-
ical effects. That is, in his 1950–1952 systems, the
fact that two objects share several properties in
common is always irrelevant to whether they
share any other properties in common. Carnap’s
more recent (and most complex) theories of logical
probability (1971, 1980) include two additional
adjustable parameters (g and �), designed to pro-
vide the theory with enough flexibility to overcome
these (and other) limitations. Unfortunately, no
Carnapian logical theory of probability to date
has successfully dealt with the problem of analogi-
cal effects (Maher 2000 and 2001). Moreover, as
Putnam (1963) explains, there are further (and
some say deeper) problems with Carnapian (or,
more generally, syntactical) approaches to logical
probability, if they are to be applied to inductive
inference generally. The consensus now seems to be
that the Carnapian project of characterizing an
adequate logical theory of probability is (by his
own standards and lights) not very promising
(Putnam 1963; Festa 1993; Maher 2001).
This discussion has glossed over technical details

in the development of (Carnapian) logical interpre-
tations or theories of probability since 1950. To
recapitulate, what is important for present purposes
is that Carnap (along with the other advocates
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of logical probability) was an RV theorist about
inductive logic. He identified the concept c(�,�) of
inductive strength (or inductive support) with the
concept of conditional probability P(�j�). And he
thought (partly because of the problems he saw
with epistemic interpretations) that in order for
an RV account to satisfy desideratum 3, it needed
to presuppose a logical interpretation (or theory)
of probability. This led him, initially, to develop
various logical measures (e.g., the a priori logical
probability functions m{ and m*), and then to de-
fine conditional logical probability Pr(�j�) in terms
of these underlying a priori logical measures, using
the standard ratio definition. This approach ran
into various problems when it came to the applica-
tion of P(�j�) to inductive logic. These difficulties
mainly had to do with the ability of Carnap’s
P(�j�) to undergird learning from experience and/
or certain kinds of analogical reasoning (for other
philosophical objections to Carnap’s logical prob-
ability project, see Putnam 1963). In response to
these difficulties, Carnap began to fiddle directly
with the definition of P(�j�). In 1952, hemoved to a
parameterized definition of P(�j�), which contained
an ‘‘index of inductive caution’’ (l) that was sup-
posed to regulate the speed with which learning
from experience is reflected by P(�j�). Later, Car-
nap (1971, 1980) added g and � to the definition of
P(�j�), as noted above, in an attempt to further
generalize the theory and allow for sensitivity to
certain kinds of analogical effects. Ultimately, no
such theory was ever viewed by Carnap (or others)
as fully adequate for the purposes of grounding an
RV conception of inductive logic.
At this point, it is important to ask, In what sense

are Carnap’s theories of logical probability (especial-
ly his later ones) logical ? His early theories (based on
themeasure functionsm{ andm*) applied something
like the principle of indifference to the state and/or
structure descriptions of the formal language L in
order to determine the logical probabilities P(�j�).
In this sense, these early theories assume that certain
sentences ofL are equiprobable a priori.Why is such
an assumption logical ? Or, more to the point, how
is logic supposed to tell one which statements are
equiprobable a priori ? Carnap (1955) explains that

the statement of equiprobability to which the principle of
indifference leads is, like all other statements of inductive
probability, not a factual but a logical statement. If the
knowledge of the observer does not favor any of the possi-
ble events, then with respect to this knowledge as evi-
dence they are equiprobable. The statement assigning
equal probabilities in this case does not assert anything
about the facts, but merely the logical relations between
the given evidence and each of the hypotheses; namely,

that these relations are logically alike. These relations are
obviously alike if the evidence has a symmetrical structure
with respect to their possible events. The statement of equi-
probability asserts nothing more than the symmetry. (22)

Carnap seems to be saying that the principle of
indifference is to be applied only to possible events
that exhibit certain a priori symmetries with respect
to some rational agent’s background evidence. But
this appears no more logical than Keynes’s episte-
mic approach to probability. It seems that the
resulting probabilities P(�j�) will not be logical in
the sense Carnap desired (at least no more so than
Keynes’s epistemic probabilities were), unless Car-
nap can motivate—on logical grounds—the choice
of an a priori probability model. To that end,
Carnap’s application of the principle of indiffer-
ence is not very useful. Recall that the goal of
Carnap’s project (of inductive logic) was to expli-
cate the confirmation relation, which is itself sup-
posed to reflect the evidential relation between
premises and conclusions (Carnap 1950 uses the
locutions ‘‘degree of confirmation’’ and ‘‘weight
of evidence’’ synonymously). How is one to under-
stand what it means for evidence not to ‘‘favor any
of the possible events’’ in a way that does not
require one to already understand how to measure
the degree to which the evidence confirms each of
the possible events? Here, Carnap’s discussion of
the principle of indifference presupposes that de-
gree of confirmation is to be identified with degree
of conditional probability. In that reading, ‘‘not
favoring’’ just means ‘‘conferring equal probability
on,’’ and Carnap’s unpacking of the principle of
indifference reduces directly to a mathematical
truth (which, for Carnap, is good enough to render
the principle logical ). If one had independent
grounds for thinking that conditional probabilities
were the right way to measure confirmation (or
weight of evidence), then Carnapwould have a rath-
er clever (albeit not terribly informative) way to
(logically) ground his choice of a priori probability
models. Unfortunately, as will be seen below, there
are independent reasons to doubt Carnap’s presup-
position here that degree of confirmation should be
identified with degree of conditional probability.
Without that assumption, Carnap’s principle of in-
difference is no longer logical (by his own lights),
and the problem of the contingency (nonlogicality)
of the ultimate inductive-logical probability assign-
ments returns with a vengeance. There are indepen-
dent and deep problems with any attempt to
consistently apply the principle of indifference to
contexts in which hypotheses and/or evidence in-
volve continuous magnitudes (van Fraassen 1989).
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Carnap’s later theories of P(�j�) introduce even
further contingencies, in the form of adjustable
parameters, the ‘‘proper values’’ of which do not
seem to be determinable a priori (Carnap 1952,
1971, 1980). In particular, consider Carnap’s
(1952) l-continuum. The parameter l is supposed
to indicate how sensitive P(�j�) is to learning from
experience. A higher value of l indicates slower
learning, and a lower l indicates faster learning.
As Carnap (1952) concedes, no one value of l is
best a priori. Presumably, different values of l are
appropriate for different contexts in which confir-
mational judgments are made (see Festa 1993 for a
contextual Carnapian approach to confirmation).
It seems that the same must be said for the addi-
tional parameters g and � (Carnap 1971, 1980). The
moral here seems to be that it is only relative to a
particular assignment of values to l, g, and � that
probabilistic (and/or confirmational) judgments
are objectively and noncontingently determined in
Carnap’s later systems. This is analogous to the
fact that it is only relative to a (probabilistic) char-
acterization of the agent’s background knowledge
and complete epistemic state (in the form of
a specific epistemic probability model M ) that
Keynes’s epistemic probabilities (or Carnap’s mea-
sure functions m* and m{) have a chance of being
objectively and noncontingently determined.

A pattern is developing. Both Keynes and
Carnap give accounts of a priori probability func-
tions P(�j�) that involve certain contingencies and
indeterminacies. They each feel pressure (owing to
desideratum 3) to eliminate these contingencies
when the time comes to use P(�j�) as an explication
of c(�,�). The general strategy for rendering these
probabilities logical is to choose some privileged,
a priori probability model. Here, both Keynes and
Carnap appeal to the principle of indifference to
constrain the ultimate choice of model. Carnap is
sensitive to the fact that the principle of indiffer-
ence does not seem logical, but his attempts to
render it so (and useful for grounding the choice
of an a priori probability model) are both uncon-
vincing and uninformative. There is a much easier
and more direct way to guarantee the satisfaction
of desideratum 3. Why not just define c from the
beginning as a three-place relation that depends on
premises, conclusion, and a particular probability
model?

The next section describes a simple, general reci-
pe (along the lines suggested by the preceding con-
siderations) for formulating probabilistic inductive
logics in such a way that they transparently satisfy
desiderata 1–3. This section will also address the
following question: Is the RV materially adequate

as an account of inductive strength or inductive
support? This will lead to a fourth material desid-
eratum for measures of inductive support, and
ultimately to a concrete alternative to the RV.

Rethinking the Received View

How to Ensure the Transparent Satisfaction of
Desideratum 3
The existing attempts to use the notion of prob-

ability to explicate the concept of inductive support
(or inductive strength) c have foundered on the
question of their contingency (which threatened
violation of desideratum 3). It may be that these
contingencies can be eliminated (in general) only by
making the notion of inductive support explicitly
relational. To follow such a plan, in the case of the
RV one should rather say:
The inductive strength of the argument from

{P1, . . . , Pn} to C relative to a probability model
M ¼<B;PM> is PMðCjP16 . . .6PnÞ:
Relativizing judgments of inductive support to

particular probability models fully and transpar-
ently eliminates the contingency and indeterminacy
of these judgments. It is clear that the revision of
RV above satisfies all three desiderata, since:

1. PMðC j P16 . . .6PnÞ is maximal and con-
stant when {P1, . . . , Pn} entails C, and PrM
ðC j P16 . . .6PnÞ is minimal and constant
when {P1, . . . , Pn} refutes C.

2. The relation of inductive support is defined in
terms of the notion of probability.

3. Once the conditional probability function
PM(�j�) is specified (as it is, a fortiori, once
the probability model M has been), its values
are determined objectively and in a way that
is contingent on only certain mathematical
facts about the probability calculus. This is,
the resulting c-values are determined mathe-
matically by the specification of a particular
probability model M.

One might respond at this point by asking,
Where do the probability models M come from?
and how does one choose an ‘‘appropriate’’ proba-
bility model in a given inductive logical context?
These are good questions. However, it is not clear
that they must be answered by the inductive logi-
cian qua logician. Here it is interesting to note the
analogy between the PM-relativity of inductive log-
ical relations (in the present approach) and the
language relativity of deductive logical relations
in Carnap’s (early) approach to deductive logic.
For the early Carnap, deductive logical (or, more
generally, analytic) relations obtain only between
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sentences in a formal language. The deductive logi-
cian is not in the business of telling people which
languages they should use, since this (presumably
pragmatic) question is ‘‘external’’ to deductive
logic. However, once a language has been specified,
the deductive relations among sentences in that
language are determined objectively and noncon-
tingently, and it is up to the deductive logician to
explicate these relations. In the approach to induc-
tive logic just described, the same sort of thing can
be said for the inductive logician. It is not the
business of the inductive logician to tell people
which probability models they should use (presum-
ably, that is an epistemic or pragmatic question),
but once a probability model is specified, the in-
ductive logical relations in that model (viz., c) are
determined objectively and noncontingently. In the
present approach, the duty of the inductive logician
is (simply) to explicate the c-function—not to de-
cide which probability models should be used in
which contexts.
One last analogy might be useful here. When the

theory of special relativity came along, some people
were afraid that it might introduce an element of
subjectivity into physics, since the velocities of
objects were now determined only relative to a
frame of reference. There was no physical ether
with respect to which objects received their abso-
lute velocities. However, the velocities and other
values were determined objectively and noncontin-
gently once the frame of reference was specified,
which is the reason Einstein originally intended to
call his theory the theory of invariants. Similarly, it
seems that there may be no logical ether with re-
spect to which pairs of propositions (or sentences)
obtain their a priori relations of inductive support.
But once a probability model M is specified (and
independently of how that model is interpreted),
the values of c-functions defined relative to M are
determined objectively and noncontingently (in
precisely the sense Carnap had in mind when he
used those terms).

A Fourth Material Desideratum: Relevance

Consider the following argument:

(P) Fred Fox (who is a male) has been taking
birth control pills for the past year.

(C) Fred Fox is not pregnant.

Intuitively (i.e., assuming a probability model M
that properly incorporates one’s intuitively salient
background knowledge about human biology,
etc.), PM(C jP) is very high. But does one want to

say that there is a strong evidential relation be-
tween P and C? According to proponents of the
RV, one should say just that. This seems wrong,
because intuitively PMðC j PÞ ¼ PMðCÞ: That is,
PM(C jP) is high solely because PM(C) is high,
and not because of any evidential relation between
P and C. This is the same kind of criticism that
Skyrms (2000) made against the NIL proposal.
And it is just as compelling here. The problem
here is that P is irrelevant to C. Plausibly, it seems
that if P is going to be counted as providing evi-
dence in favor of C, then P should raise the proba-
bility of C (Popper 1954 and 1992; Salmon 1975).
This leads to the following fourth material desider-
atum for c:

. c(C, {P1, . . . , Pn}) should be sensitive to the
probabilistic relevance of P1 6 . . . 6 Pn to C.

In particular, desideratum 4 implies that if P1

raises the probability of C1, but P2 lowers the
probability of C2, then cðC1;P1Þ > cðC2;P2Þ: This
rules out PðCjP16 . . .6PnÞ as a candidate for
cðC; fP1; . . . ;PngÞ; and it is therefore inconsistent
with the RV. Many nonequivalent probabilistic-
relevance measures of support (or confirmation)
satisfying desideratum 4 have been proposed and
defended in the philosophical literature (Fitelson
1999 and 2001).

One can combine desiderata 1–4 into the follow-
ing single probabilistic inductive logic. This unified
desideratum gives constraints on a three-place prob-
abilistic confirmation function cðC; fP1; . . . ;Png;
MÞ; which is the degree to which {P1, . . . , Pn}
inductively supports C, relative to a specified prob-
ability model M ¼<B;PrM>:

cðC; fP1; . . . ;Png;MÞ is
maximal and > 0 if fP1; . . . ;Png entailsC

> 0 if PMðCjP16 . . .6PnÞ > PMðCÞ
0 if PMðCjP16 . . .6PnÞ ¼ PMðCÞ
< 0 if PMðCjP16 . . .6PnÞ < PMðCÞ
minimal and < 0 if fP1; . . . ;Png entails ØC

8>>>><
>>>>:

To see that any measure satisfying probabilistic
inductive logic will satisfy desiderata 1–4, note that

. the cases of entailment and refutation are at
the extremes of c, with intermediate values of
support and countersupport in between the
extremes;

. the constraints in probabilistic inductive logic
can be stated purely probabilistically, and c’s
values must be determined relative to a prob-
ability model M, so any measure satisfying it
must use probability as a central concept in its
definition;
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. the measure c is defined relative to a proba-
bility model, and so its values are determined
objectively and noncontingently by the values
in the specified model; and

. sensitivity to P-relevance is built into the de-
sideratum (probabilistic inductive logic).

Interestingly, almost all relevance measures pro-
posed in the confirmation theory literature fail to
satisfy probabilistic inductive logic (Fitelson 2001,
}3.2.3). One historical measure that does satisfy
probabilistic inductive logic was independently
defended by Kemeny and Oppenheim (1952) as
the correct measure of confirmation (in opposition
to Carnap’s RV c-measures) within a Carnapian
framework for logical probability:

cðC; fP1; . . . ;Png;MÞ ¼
PMðP16 . . .6PnjCÞ � PMðP16 . . .6PnjØCÞ
PMðP16 . . .6PnjCÞ þ PMðP16 . . .6PnjØCÞ :

Indeed, of all the historically proposed (probabi-
listic) measures of degree of confirmation (and
there have been dozens), the above measure is the
only one (up to ordinal equivalence) that satisfies
all four of the material desiderata. The four simple
desiderata are thus sufficient to (nearly uniquely)
determine the desired explicandum c, or the degree
of inductive strength of an argument. There are
other measures in the literature, such as the log-
likelihood ratio, that differ conventionally from,
but are ordinally equivalent to, the above measure
(for various other virtues of measures in this fami-
ly, see Fitelson 2001, Good 1985, Heckerman 1988,
Kemeny and Oppenheim 1952, and Schum 1994).

Historical Epilogue on the Relevance of
Relevance

In the second edition of Logical Foundations of
Probability, Carnap (1962) acknowledges that
probabilistic relevance is an intuitively compelling
desideratum for measures of inductive support.
This acknowledgement was in response to the tren-
chant criticisms of Popper (1954), who was one of
the first to urge relevance as a desideratum in
this context (see Michalos 1971 for a thorough
discussion of this important debate between Pop-
per and Carnap). But instead of embracing rele-
vance measures like Kemeny and Oppenheim’s
(1952) (and rewriting much of the first edition of
Logical Foundations of Probability), Carnap (1962)
simply postulates an ambiguity in the term ‘‘confir-
mation.’’ He now argues that there are two kinds
of confirmation: confirmation as firmness and

confirmation as increase in firmness, where the
former is properly explicated using just conditional
probability (à la the RV) and does not require
relevance of the premises to the conclusion, while
the latter presupposes that the premises are proba-
bilistically relevant to the conclusion. Strangely,
Carnap does not even mention Kemeny and
Oppenheim’s measure (of which he was aware) as
a proper measure of confirmation as increase in
firmness. Instead, he suggests for that purpose a
relevance measure that does not satisfy desidera-
tum 1 and so is not even a proper generalization of
deductive entailment. This puzzling but crucial se-
quence of events in the history of inductive logic
may explain why relevance-based approaches (like
that of Kemeny and Oppenheim) have never
enjoyed as many proponents as the RV.

BRANDEN FITELSON
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INNATE/ACQUIRED DISTINCTION

Arguments about innateness center on two distinct
but overlapping theoretical issues. One concerns
the explanation of the origin of ideas in the
human mind. This ancient question was famously

introduced in Plato’s Meno and it took center stage
in seventeenth- and eighteenth-century debates be-
tween rationalists and empiricists. More recently, it
has seen a sophisticated revival in arguments about
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the status of nativism in philosophy of mind and
cognitive science (see Chomsky, Noam; Cognitive
Science). Nativists believe that a mind cannot learn
unless it comes already furnished with certain fun-
damental ideas and/or representational capacities.
The issue remains controversial. Clearly human
cognitive architecture has some effect on ways of
thinking and the sort of ideas that can be had.
Some have wanted to say that this amounts to
having innate ideas. Others worry that the notion
of innate ideas is really just another (and more
confusing) way of discussing cognitive architecture.

The second point at issue concerns the explana-
tion of evolutionary and developmental rigidity in
living systems. Evolutionarily rigid traits—such as
being five-fingered amongst primates—are resis-
tant to selection pressure. Developmentally rigid
traits are resistant to environmental perturbation
during ontogeny. Darwin argued that some traits
are more advantageous than others and that over
time the traits that contributed to more successful
organisms would become more common in popu-
lations. The power of natural selection in the Dar-
winian sense comes from the fact that it is
cumulative and occurs over very large numbers of
generations (see Natural Selection). This explains
the existence of complex adaptations such as eyes
and brains. For cumulative selection to operate,
there must be very reliable inheritance of traits
from one generation to the next, otherwise fitness-
enhancing traits would ‘‘leech out’’ of populations.
Similarly, the development of individual organisms
must also be reliable. That is, individuals with simi-
lar genomes reared in similar environments must be
more likely to develop similar traits (see Heritabili-
ty). If this were not the case, then biological inheri-
tance could not be reliably fitness enhancing.
However, it has long been recognized that traits
differ in the extent to which they are rigid. This is
true in the development of individuals. Different
peoplemight speak different languages or be shorter
and taller in stature, but they would not have differ-
ent numbers of chambers in their hearts. This differ-
ence inmalleability is also evident when one looks at
the evolution of traits in long lineages of organisms.
Arthropoda, for example, is a clade of millions of
extant species. Its members have evolved a remark-
able variety of morphologies and behaviours. Yet
despite this diversity, there are still traits that are
ubiquitous within the clade. These diagnostic traits
have become entrenched within the lineage, and
they seem highly resistant to selection pressure.

Thus, study of evolutionary theory and develop-
mental biology says that some traits seem to be
built into individuals and some seem to be built

into evolving lineages. Some biologists have
wanted to call such traits innate. But this leads
inevitably to the question, What exactly does it
mean for a trait to be ‘‘built into’’ an individual
or a group of individuals? Is it, for example, the
same as saying that the characteristic in question is
genetic? Is it the same as saying that the character-
istic in question is ubiquitous? Such questions have
been asked variously by ethologists, developmental
biologists, evolutionary theorists, and, more re-
cently, philosophers of biology. Finally, and most
importantly, one might also ask, Is there some clear
characterization of innateness that will clarify both
of the theoretical issues set out above?

Where Do Thoughts Come From?

The notion that human beings are the bearers of
innate ideas has been the servant of many theoreti-
cal masters. In the Meno, Plato seeks to demon-
strate that a slave boy who has received no
schooling is, in fact, possessed of knowledge of
geometry. Plato’s intention is to argue that such
knowledge is not learned but rather recollected
from a time prior to birth in which humans were
in direct contact with the forms. It is thus innate, in
the sense of being present at birth.
A much later version of this reasoning seeks to

achieve very different programmatic aims. Whereas
Plato was concerned to ground a metaphysical sys-
tem, the Cambridge Platonists attempted early in
the seventeenth century to use the same machinery
to buttress religious faith. Their claim was that
all people have innate knowledge of God’s exist-
ence and his moral laws. Again, the suggestion was
that to be a member of humankind is to have,
born within one, a number of undeniable truths
(Patrides 1970).
The zenith of this style of argument is not to be

found in metaphysics or in theology, but in episte-
mology. Both Descartes (in the Meditations) and
Leibniz (in the New Essays) employ the notion of
innate ideas as a means of staving off a more
radical form of skepticism than that which
concerned the Cambridge Platonists. As Descartes
claims, anything one thinks one knows could in
fact be a deception caused by an evil demon. There-
fore, if one is to know about the world, then one
must do so on the basis of epistemic principles that
are not themselves based on the way the world is
perceived to be. The solution provided by both
Descartes and Leibniz was to defend a foundation-
alist epistemology that rested upon a God-given
bedrock of undeniable truths. These truths are
not obtained via perception. They might be
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thought of as innate, though it should be noted that
for something to be known a priori does not in
itself imply that the knowledge is innate.
In this tradition, which runs from Plato through

to the Rationalists, there is a common denomina-
tor. All these systems share the claim that innate
ideas are the product of some external metaphysi-
cal cause (be it the realm of the forms or an unde-
ceiving God). While this tradition is long-standing,
modern philosophical and scientific inquiry has
taught that such premises need not underpin argu-
ments for innate ideas.

Nativism

In the latter half of the twentieth century, philoso-
phers of mind and cognitive scientists employed
innateness in their explanation of a variety of
cognitive phenomena (see Cognitive Science).
Noam Chomsky (1965) and his heirs argue that
much of the capacity to decipher verbal informa-
tion is innate; David Marr (1982) defends a similar
position with respect to the interpretation of visual
information; and Jerry Fodor (1975) argues for a
broadly rationalist interpretation of concept acqui-
sition (see Philosophy of Linguistics).
While such positions are now usually categorized

as ‘‘nativist,’’ they are in some respects direct theo-
retical descendents of seventeenth-century rational-
ist arguments (Cowie 1999). Leibniz (1981) argues
that a limited modal perspective dictates that one
cannot learn necessary truths from observation of
the actual world. One simply is not presented with
sufficient data to learn facts about the way things
are in every possible world (79–80). Thus, he in-
ferred, experience alone cannot explain knowledge
of necessary truths. Chomsky also avails himself of
arguments based upon poverty of the stimulus. He
argues that children are not presented with suffi-
cient input from other language users to explain
their acquisition of complex natural languages.
More precisely, the grammar they learn is under-
determined by the instances of grammar they en-
counter. Nor do they receive sufficient negative
reinforcement for grammatical errors. Thus, as
did Leibniz, Chomsky concludes that the phenom-
enon in question cannot be explained as the prod-
uct of experience alone. Famously, he argues that
humans are possessed of an innate universal gram-
mar (Chomsky 1965, 47–59). Thus, for him, lin-
guistic development consists not in learning what
language is, but rather in learning which language
one speaks. For Chomsky, the language faculty is a
mental ‘‘organ’’ that develops within humans. It is
innate in just the same way that various aspects of

morphology are innate. As he puts it, ‘‘Language
acquisition is not really something that the child
does; it is something that happens to the child placed
in a certain environment’’ (Chomsky 1990, 634).

One can draw a similar parallel between Fodor’s
flagship argument and those of his predecessors.
For Descartes, it is impossible that the mechanical
process of perception (consisting of the corporeal
movement of nerves and resulting flows of vital
spirits) could actually result in something as perfect
as the idea of blueness. Thus, he concludes that all
apparently learned ideas actually come from God.
This is usually described as an impossibility argu-
ment, for gainingknowledgeviaperception is impos-
sible, and thus concepts must be supplied by some
othermeans. Fodor (1975 and 1981) also avails him-
self of an impossibility argument. He argues that
concept acquisition is strongly dependent upon a
preexisting representational capacity. It would be
impossible to learn about the world unless one
could form hypotheses about it. But to do that, one
must have some system of representation (usually
called mentalese) in which to form the hypotheses
in the first place. Of course, mentalese could also be
learned, but onewould have to have formed hypoth-
eses, etc. Ultimately, Fodor argues, if one is to avoid
an infinite regress, one must admit the existence of
some innate representational vocabulary.

In recognizing that nativism is a true heir of
rationalism, it should not be presumed that little
has changed since the seventeenth century. It would
be unfair to suggest that Fodor’s impossibility ar-
gument is much the same as those of his philosoph-
ical forebears (see the discussion in the following
section). Furthermore, Chomsky makes use of a
wide variety of naturalistic arguments supporting
the idea that human beings inherit domain-specific
cognitive capacities. So, for example, Chomsky and
other nativists in linguistics also argue for an innate
universal grammar on the following grounds:

. All natural languages share a variety of sub-
optimal features that would be explained by
faults in the underlying universal grammar.

. Language learning appears to be tied to
biological development in a way that other
types of learning are not. Acquiring a lan-
guage during early childhood is much easier
than acquiring one outside this crucial devel-
opmental window.

. There is a great breadth of evidence (particu-
larly from cases of brain trauma) suggesting
that language learning is modular.

. There is clear evidence that general intelli-
gence and linguistic ability are independent.
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Against Nativism

While many see modern arguments for nativism
asmuchmore compelling thanLeibniz’ metaphysics
or Socrates’ interrogation of the uneducated, it is
still the case that all the arguments in favor of
nativism are controversial to some degree.

Fodor’s flagship argument for nativism is one
that many philosophers find unpalatable. Many
worry that Fodor’s view implies that if humans
have born within them concepts of those things
that they will later learn to name, then at least
some humans must be born with innate concepts
of special relativity, cellular phones, and Barbie
dolls. But this seems distinctly implausible given
that humans have evolved in environments in
which at least cell phones and Barbie dolls made
no appearance. It should be noted though that
Fodor’s argument does not imply that all the
terms used in natural languages must correspond
to innate concepts. Fodor admits that one might
combine primitive words in mentalese to represent
complex thoughts that one then attaches to words
in natural languages. So one need not have innate
concepts corresponding to all the things that one
names using natural languages. One might accept
Fodor’s basic argument but maintain that relatively
few concepts are innate. However, Fodor (1981)
rejects that conclusion, arguing that empirical evi-
dence says that most concepts are primitive rather
than constructed out of primitives (272–275). Some
reject Fodor’s argument on the grounds that it
wrongly assumes that language acquisition involves
learning facts of the form ‘‘XEnglish means the same
as Ymentalese.’’ This is just to say that anyone who
rejects the language of thought hypothesis will also
reject Fodor’s innateness argument.

Sterelny (1989) argues against Fodor’s sugges-
tion that humans have most of their concepts in-
nately and are merely triggered to use them, just as
a duckling is triggered to imprint on its mother.
Ducklings can be triggered to imprint upon all
sorts of things (animals of the wrong species, cud-
dly toys, and even the odd ethologist). Thus the
idea of a trigger implies a certain arbitrariness
about what does the triggering. However, suggests
Sterelny, concept acquisition appears not to work
this way. One’s whale concept is caused by whales.
One’s doorknob concept is caused by doorknobs.
Had an individual’s doorknob concept been caused
by whales, others would be inclined to think that
the individual in question had a faulty doorknob
concept. But if only doorknobs can cause a door-
knob concept, then triggering begins to look a lot
more like learning (see Cowie 1999, 69–139, for an

extended discussion of this and other objections to
Fodorian nativism; see Fodor 2001 for a response
to Cowie).
There is similarly a long-standing tradition of

close-fought argument against Chomskian nativ-
ism. Putnam (1992) claims that suboptimal features
common to all languages need not be innate and
that first-language learning is much more difficult
and time-consuming than nativists assume.
The majority of criticism of Chomskian nativism

has been based on empirical studies. However, in
one crucial respect the foundations of nativism
(Chomskian and otherwise) remain philosophically
suspect. This is the suggestion that there is yet no
substantive theory of exactly what it means for a
concept to be innate (Cowie 1999). One such sug-
gestion is that the putative understanding of in-
nateness is really just a familiarity with certain
metaphors (such as Leibniz’ veins in marble, etc.).
When one asks for a definition of what it means for
a behavioral trait to be innate, one finds either a
lack of a clear definition or a recognition of a
confusing array of definitions.
A similar worry is that while philosophy pro-

vides a good characterization of what is meant by
the term ‘innate,’ it does not do so in a way that
leads naturally to useful scientific exploration of
the putative phenomenon. So, for example, Stich
(1975) argues that Descartes’ suggestion should
be followed to analyze innateness in terms of
dispositions:

A person has a disease innately at time t, if and only if,
from the beginning of his life to t it has been true of him
that if he is or were of the appropriate age (or at the
appropriate stage of life) then he has or in the normal
course of events would have the disease’s symptoms. (6)

This characterization remains popular with some
philosophers but is of little use to scientists. That is
because it gives little advice as to how one might
detect innate traits and no explanation as to their
cause. How then might nativism respond to the
charge that it fails to supply a compelling scientific
theory of the nature of innateness? One possibility
is to point out that the opponents of nativism are
no better off. They claim that some portion of the
doxastic furnishings is learned, but despite serious
effort in this direction, there is still no good general
theory of learning. This view is championed by
Fodor (2001). Alternatively, the nativist might sug-
gest that one does not need a general theory of
innateness in order to be convinced that some
things are indeed innate. After all, lack of a good
theory about the nature of inheritance did not stop
Darwin from employing inheritance in his theory
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of natural selection. Finally, the nativist might sug-
gest that actually there already is a good theory of
innateness. In this vein, some argue that cognitive
science (and philosophy more generally) might
avail itself of a biological notion of innateness
(Fodor 2001, 102). Of course, this solution to the
problem rests on there being a satisfactory
biological notion of innateness.

The Biological Notion of Innateness

Innateness and inheritance are biologically distinct
and yet closely linked. Inheritance is a relation of
similarity that holds between generations by virtue
of some biological process such as the passing on of
genetic structure. Innateness, on the other hand, is a
claim about a certain type of rigidity within the
development of a biological individual (or within
a group of individuals). Thus, congenital deformi-
ties (such as those caused by the drug thalidomide)
are innate but not inherited. Conversely, at least on
some accounts of innateness, regional accents in
human speech are inherited but not innate.
Having said this, to accept the fact of inheritance

is to acknowledge a certain rigidity in biological
development, and to accept the fact of cumulative
natural selection is to acknowledge a certain rigidi-
ty in evolutionary history. Thus one might infer
from widespread acceptance of evolution to wide-
spread acceptance of innateness. However, such
inference has proved problematic. One stumbling
block has been the great variety of ways in which
innate traits can be characterized. They can be
described variously as:

. Traits that develop in the absence of contact
with conspecifics, such as web building in
spiders;

. Traits that are characteristic of particular
species, such as species-specific birdsong;

. Traits that are evolutionary adaptations, such
as ‘‘dancing’’ in bees;

. Behaviors that are unlearned, including so-
called reflex actions;

. Behaviors that develop fully formed in ani-
mals that have been prevented from practicing
them.

While often in agreement, these definitions are
not coextensive. Linguistic ability is very much
characteristic of the human species, but it does
not develop in the rare cases in which human chil-
dren grow up in the absence of contact with con-
specifics. So, some worry that there may be no
single property that all purportedly innate charac-
teristics have in common. Certainly there has been

no agreed-upon definition in the scientific or philo-
sophical literature despite a considerable amount
of work toward this end. Much of this work has
been done by ethologists (beginning with Konrad
Lorenz) in the 1940s who sought to explain the
peculiar character of a class of inherited behavioral
characteristics in nonhuman animals. These beha-
viors have in common that they are performed in
very stereotypical ways, are inherited, are triggered
by relatively simple proximal stimuli, and can be
triggered in circumstances in which their perfor-
mance is disadvantageous to the animal in ques-
tion. Ethologists argued that these traits are
properly thought of as innate. However, they
were well aware of the problem of providing a
clear characterization of innateness. In light of the
apparent profusion of possible definitions, Lorenz
(1950, 261) argued that what these putatively in-
nate behaviors have in common is that they are all
genetic.

Are Innate Traits Genetic Traits?

Despite the prima facie plausibility of innate traits
being the products of genetic structure, this idea has
come under fire from a number of developmental
biologists as well as philosophers of biology. In part
this is because while it is true that all organisms
inherit genetic structure from their parent or par-
ents, it is false to suggest that this is the sum total of
their inheritance (see Heritability).

Developmental systems theorists (such as
Griffiths and Gray [1994]) point out many inher-
ited characteristics are reliably passed from gen-
eration to generation via nongenetic channels.
Organisms inherit taught hunting behaviors, food
sources, and nest sites and even gut microfauna
from their parents. None of these are transmitted
via the inheritance of their parents’ DNA. Given
this, one cannot infer that if innate traits are inher-
ited, they must also be genetic.

If innate traits are to be characterized as genetic,
there must first be a robust theory of what it means
for a trait to be genetic. However, the idea that such
a robust theory will be found has been the subject of
considerable skepticism, most famously from
Richard Lewontin (1974), who points out that one
cannot mean that a ‘‘genetic trait’’ so called is
caused exclusively by genes. All traits require both
genetic and nongenetic precursors in their develop-
ment. Furthermore, genes and environment interact
in the course of development, so that one cannot
determine the extent to which each is a cause of
the development of any particular trait. Put more
technically—genes and nongenetic developmental
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resources are typically nonadditive contributors to
phenotype, and one therefore cannot partition the
variance due to each (although one can partition the
additive and nonadditive portions of variance) (see
Heritability).

Recent Work on Innateness

Recent work has sought to tie the idea of innate-
ness to particular biological processes. André
Ariew (1999) proposes an account of innateness
based on C. H. Waddington’s notion of develop-
mental canalization. This is the process by which
developmental pathways are buffered against envi-
ronmental perturbation. William Wimsatt (1999)
argues that innateness is caused by generative en-
trenchment. This is the process by which adapta-
tions that have been historically important become
locked into a lineage as later adaptations are built
atop them and are thus developmentally dependent
upon them. But such strategies have the disadvan-
tage of requiring the scientific community to settle
on a particular biological process (generative en-
trenchment, canalization, or some other) as the
source of all innateness. This leads back to the
original problem with the biological characteriza-
tion of innateness, namely that there appear to be a
variety of processes that give rise to evolutionary
and developmental rigidity.

Another alternative is to avoid Lewontin’s argu-
ment by characterizing genetic traits in terms of
genetic information (as did Lorenz, although his
description of genetic information was rather sket-
chy). However this strategy has proved contentious
(see Biological Information). Griffiths and Gray
(1994) argue that all traits are products of infor-
mation from both genetic and nongenetic develop-
mental resources. Therefore, attempting to single
out sources of developmental information will not
provide an explanation of the distinctive nature
of innate traits. Indeed, Griffiths has recently
argued that the use of the term ‘‘innate’’ ought to
be abandoned altogether (Griffiths 2002). However,
Maclaurin (2002) suggests that one can nonetheless
recognize particular groups of developmental
resources (genes among them) as very unequivocal
sources of developmental information about partic-
ular traits. Thus, innate traits can be characterized
as those that are products of information from par-
ticular developmental resources that are maintained
in populations by a variety of mechanisms. But this
is likely to be controversial, as it rejects the idea that
innate traits are necessarily genetic and it embraces
the idea that innateness is a matter of degree.

The central advantage of making this move is
that it focuses the study of innateness on the exis-
tence and nature of mechanisms that serve to main-
tain particular traits in biological populations. In
doing so, it avoids the implausible assumption that
the development of some traits is entirely ruled by
the presence of some particular set of genetic (and
perhaps environmental) precursors. This broaden-
ing of the notion of innateness is very much in line
with recent findings in genetics. A study was begun
in 1972 on the lives of 1,037 newborns in the city of
Dunedin in the South Island of New Zealand. The
most remarkable finding of the study to date has
been a gene (monoamine oxidase A) that predis-
poses young people to violent behavior in later life.
Those with low-active versions of the gene did four
times the number of rapes, robberies, and assaults
as they progressed to adulthood, but only if they
had also been maltreated as children. Remarkably,
the same maltreatment produced no corresponding
psychological maladjustment in individuals with
high-active versions of the gene (Caspi et al.
2002). No one would have called such environ-
mentally mediated behavior innate in the old Lor-
enzian sense of the word, and yet here there is a
very important and complex set of mechanisms
that maintain a cycle of violence in a human
community.
As more is learned about such inherited interac-

tions, the study of innateness will increasingly be
focused on the enhancement or amelioration of
characteristics that are currently innate.

JAMES MACLAURIN
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INSTRUMENTALISM

Though John Dewey coined the term instrumental-
ism to describe an extremely broad pragmatist
attitude toward ideas or concepts in general, the
distinctive application of that label within the
philosophy of science is to positions that regard
scientific theories not as literal and/or accurate
descriptions of the natural world, but instead as
mere tools or ‘‘instruments’’ for making empirical
predictions and achieving other practical ends. This
general instrumentalist thesis has, however, histor-
ically been associated with a wide variety of moti-
vations, arguments, and further commitments,
most centrally concerning the semantic and/or epi-
stemic status of theoretical discourse (see below).
Unifying all these positions is the insistence that
one can and should make full pragmatic use of
scientific theories either without believing the
claims they seem to make about nature (or some
parts of nature) or without regarding them as actu-
ally making such claims in the first place. This
entry will leave aside the question of whether the
term instrumentalism is properly restricted to only
some subset of such views, seeking instead to illus-
trate the historical and conceptual relations they
bear to one another and to related positions in
the philosophy of science.

Loci Classici

Broadly instrumentalist sentiments concerning sci-
entific theories have a remarkably long intellectual
pedigree: indeed, Popper’s (1963) famous critique of
the position as intellectually sterile counts Andreas
Osiander (author of the unsigned preface to Coper-
nicus’ On the Revolutions of the Celestial Spheres),
Cardinal Bellarmino, and Bishop Berkeley as nota-
ble early defenders of the view (but cf. Fine 2001),
even while resisting Duhem’s claim to find its
historical antecedents in classical Greek thinkers.
Furthermore (as Popper and others note) the influ-
ential instrumentalism of nineteenth-century phy-
sicist Ernest Mach is rooted in a critique of
Newtonian mechanics (and its concepts of absolute
space, time, and motion) strikingly similar to
Berkeley’s own. Mach (1911) also resembles Berke-
ley in embracing a radical phenomenalism, insisting
that what is represented ‘‘ behind the appearances
exists only in our understanding, and has for us
only the value of a memoria technica or formula’’
(49): He argues that laws of nature (e.g., Snell’s
law) and theoretical hypotheses (e.g., the atomic
hypothesis) are simply conceptual devices for the
systematic classification, summary, organization,
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and coordinated expression and prediction of innu-
merable particular appearances (Mach [1893] 1960,
582f ). Thus, Mach insists that theoretical concepts
like ‘atoms’ are merely ‘‘provisional helps’’ and are
ultimately to be dispensed with not because they
seek unsuccessfully to describe a reality beyond
appearances, but rather because they successfully
but only indirectly describe coordinated and sys-
tematized collections of experiences themselves.

The instrumentalist impetus familiar from more
recent philosophy of science, however, is rooted
more fundamentally in developments within physics
at the turn of the century, and in the related logical,
epistemic, and historical concerns about the status
of scientific theories articulated by thinkers like
Pierre Duhem and Henri Poincaré (Worrall 1982)
(see Duhem Thesis; Poincaré, Henri). The progress
of physical science had by this time begun to suggest
that there might be quite genuine cases of differ-
ences between actual competing scientific theories
that could not possibly be adjudicated by any
straightforward appeal to empirical tests or obser-
vations: to use a famous example of Poincaré’s
(though not a case of actual competing theories),
any set of measurements of the angles in a triangle
marked out by appropriately oriented perfectly
rigid rods can be accommodated by the assignment
of any number of different combinations of under-
lying spatial geometries and compensating ‘‘con-
gruence relations’’ for the rods in question; if the
sum of the angles differs from 180 degrees, for in-
stance, one may either interpret the underlying ge-
ometry as Euclidean and conclude that the distance
marked out by each rod varies with its position and/
or orientation or assume that the distance marked
out by each rod remains constant and conclude that
the underlying geometry of the relevant space is
non-Euclidean. Poincaré’s response to this problem
of theoretical underdetermination was convention-
alism, that is, he regarded such theoretical matters
as the assignment of a particular physical geometry
to space as a matter of choice or convention to be
decided on grounds of greatest convenience (see
Conventionalism). And this in turn implied, he sug-
gested, the distinctively instrumentalist conclusion
that the quite useful ascription of a particular ge-
ometry to space by a theory should not be con-
strued as literally attributing anything (truly or
falsely) to nature itself: ‘‘[T]he question: Is Euclide-
an geometry true? . . . has no meaning. We might as
well ask if the metric system is true, and if the old
weights and measures are false. . . . One geometry
cannot be more true than another; it can only be
more convenient’’ (Poincaré [1905] 1952, 50).

To important, distinct worries about theoretical
underdetermination Duhem added a further con-
cern about the role played by idealizations in phys-
ical theories, and both he and Poincaré noted the
long history of repeated and radical discontinuities
in the dominant theoretical conceptions of parti-
cular domains of nature. But both argued that
this history of scientific revolution and wholesale
replacement is characteristic only of efforts to ‘‘sur-
mise realities hidden under data observable by the
senses’’ (Duhem [1914] 1954, 274). These data
name only ‘‘the images we substituted for the real
objects which Nature will hide forever from our
eyes’’ (Poincaré [1905] 1952, 161). Thus, while
both Duhem and Poincaré retained full confidence
in the ‘‘experimental laws’’ or generalizations
about observable phenomena uncovered by scien-
tific investigations, each denied that such investiga-
tions were able to penetrate the actual constitution
of nature, or that mathematical theories were able
to describe it. Duhem went so far as to consign the
explanatory ambitions of theories to the realm of
metaphysics rather than science.
Thus recognizing that scientific theories or

theorists aspire to describe an underlying, inacces-
sible reality and/or explain observable events by
appeal to it, both Duhem and Poincaré simply
reject these ambitions as ultimately either unscien-
tific or unsatisfiable in some way. Both ranged at
different times and in different works through a
wide variety of importantly divergent attitudes
(and not all the same ones between them) toward
the cognitive, semantic, and epistemic status of
theories, including the views that extant scientific
theories were not in fact making claims about in-
accessible realities behind observable phenomena,
that the scientific enterprise need not do so, and
that it should not. Moreover, there is reasonable
controversy over classifying either thinker as ulti-
mately an instrumentalist in any of these straight-
forward senses: in his latest work, Poincaré (1999)
wholeheartedly embraced the reality of atoms,
while Duhem consistently held that scientific the-
ories are able to establish ‘‘natural classifications’’
of the phenomena.
Even this brief excursion through instrumentalist

themes in Mach, Duhem, and Poincaré offers some
sense of the variety of distinctive further commit-
ments with which the general claim that scientific
theories should be understood simply as useful
instruments rather than accurate descriptions of
inaccessible domains of nature has been conjoined.
Among such further commitments are the following
suggestions:
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. Theoretical discourse is simply a device for
organizing or systematizing beliefs about ob-
servational experience and its meaning is
therefore exhausted by or reducible to any
implications it has concerning observable
states of affairs (reductive instrumentalism);

. Theoretical discourse has no meaning, seman-
tic content, or assertoric force at all beyond
the license it provides to infer some observable
states from others (syntactic instrumentalism);

. Even if such discourse is both meaningful and
irreducible, it can nonetheless be eliminated
from science altogether (eliminative instru-
mentalism); and

. Even if the literal claims of theoretical science
about the natural world are neither reducible,
nor meaningless, nor even eliminable, such
claims are nonetheless not to be believed (epi-
stemic instrumentalism).

The Language of Science: Reductive, Syntactic,
and Eliminative Instrumentalism

It is quite striking that even some of Duhem and
Poincaré’s explicit reservations about scientific the-
ories have a semantic or linguistic character:
Duhem ([1914] 1954) claims that ‘‘hypotheses [are]
not judgments about the nature of things, only pre-
mises intended to provide consequences conforming
to experimental laws’’ (39) and that theoretical pro-
positions ‘‘are neither true nor false . . . only conve-
nient or inconvenient’’ (334), while Poincaré ([1905]
1952) adds that the ‘‘object ofmathematical theories
is not to reveal to us the real nature of things,’’ but
‘‘only . . . to co-ordinate the physical laws with
which experiment makes us acquainted’’ (211).
Perhaps less surprising is the fact that such a gen-
erally linguistic or semantic strategy of analysis was
appealing to logical empiricist thinkers.
The logical empiricists’ efforts to effect a reduc-

tion of all scientific language to a privileged phe-
nomenological or observational basis (a project
pursued most notably by the early Carnap, but
also influentially by Bridgman) quite naturally
grounded an instrumentalism about scientific the-
ories of the sort described above as reductive (see
Bridgman, Percy; Carnap, Rudolf ). But even after
this attempted reduction came to be widely
regarded as a failure and such logical empiricists
had given up the notion that the semantic content
of apparently theoretical discourse was ‘‘really’’
exhausted by its implications concerning collec-
tions of observable events or subjective experi-
ences, the distinctively syntactic variety of
instrumentalism offered a fallback position: per-
haps theoretical claims carry no straightforward

ontological commitments regarding unobservable
entities, even if they cannot be fully reduced to
claims about immediately accessible experiences
or states of affairs. More specifically, some logical
empiricists suggested that theoretical claims are
properly regarded as devoid of any semantic con-
tent whatsoever beyond the license they provide to
draw inferences from one observable state of
affairs to another. In the spirit of Duhem and
Poincaré, this view regarded theoretical claims as
nonassertoric, that is (appearances to the con-
trary), as not making claims about what the world
is like and not possessing truth values at all.

Of course, this somewhat counterintuitive view of
the semantics of theoretical discourse might be
evaded by embracing the arguably more natural
view (equally in the spirit of Duhem and Poincaré)
that such discourse is simply eliminable from science
altogether. This eliminative form of instrumental-
ism also gained considerable currency among logi-
cal empiricist thinkers, especially following the
formulation and proof of an influential theorem
by William Craig. Craig’s theorem showed that
for any recursively axiomatized first-order theory
T, given any effectively specified subvocabulary
O of T (mutually exclusive of and exhaustive with
the remainder of the vocabulary of T ), one can
effectively construct another theory, T 0, whose the-
orems are exactly those of T that contain no non-
logical expressions besides those in O. As Hempel
was the first to realize, this theorem implies that if
the nonlogical vocabulary of any given scientific
theory is partitioned into theoretical and observa-
tional components, the theory can be replaced with
a ‘‘functionally equivalent’’ Craig transform that
preserves all the deductive relationships between
observation sentences established by T itself, since
(by Craig’s theorem) ‘‘any chain of laws and in-
terpretive statements establishing [definite connec-
tions among observable phenomena] should then
be replaceable by a law which directly links obser-
vational antecedents to observational consequents’’
(Hempel [1958] 1965, 186). This implied in turn,
Hempel noted, that theoretical terms could be eli-
minated from theories altogether without losses
in the purely observable consequences (deduc-
tively) obtainable from them, creating the following
‘‘Theoretician’s Dilemma’’:

If the terms and principles of a theory serve their purpose
[of deductively systematizing the theory’s observational
consequences] they are unnecessary, as just pointed out;
and if they do not serve their purpose they are surely
unnecessary. But given any theory, its terms and princi-
ples either serve their purpose or they do not. Hence, the
terms and principles of any theory are unnecessary.
(Hempel [1958] 1965, 186)
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The apparent feasibility of this eliminative instru-
mentalist programwas further advanced by a related
(and earlier, though largely unrecognized at the time)
innovation of Frank Ramsey’s: He proposed repla-
cing any finitely axiomatized theory with a sentence
that existentially generalizes on all the theoretical
predicates of that theory. This ‘‘Ramsey sentence,’’
he argued, has the same observational consequences
as the original theory and therefore captures all the
‘‘factual content’’ of the original.

The significance of Craig’s theorem was, howev-
er, immediately controversial. Nagel (1961), for
instance, famously argued (136–137) that it is of
quite limited relevance to the actual eliminability of
theoretical discourse from science because:

(i) there is no guarantee that the axioms of T 0
delivered by Craig’s method will not be ‘‘so
cumbersome that no effective logical use
can be made of them’’;

(ii) in fact, the axioms of T 0 will be infinite in
number, nomatter how simple the axioms of
T itself, and correspond one-to-one with all
the true statements expressible in the lan-
guage ofT 0, rendering them ‘‘quite valueless
for the purposes of scientific inquiry’’; and

(iii) Craig’s method can actually be applied only
if one knows, in advance of any deductions
made from them, all the true statements in
the restricted observational language.

In addition, Glymour (1980, Ch. 2) offers elegant
technical objections to Ramsey’s proposal, most
importantly that as a theory of truth it fails to
respect even the most elementary forms of demon-
strative inference: For example, the Ramsey sen-
tence of a conjunction may be necessarily false
while the Ramsey sentences of each conjunct is
individually true.

More recently, however, the profound differences
between actual scientific theories and the sorts of
artificial formal systems to which tools such as
Craig’s theorem and Ramsey’s technique apply
have led these formal results to be regarded as in-
creasingly irrelevant to the genuine prospects for
instrumentalism. More specifically, philosophers
of science have become increasingly convinced that

(i) there is no strict, principled, or systematic
division of the vocabulary of a theory into
observational and theoretical parts;

(ii) the parts of a theory bear important logical,
epistemic, and cognitive relations to one
another that go far beyond what is captured
by mere deductive systematization; and

(iii) scientific theories may not be best regarded
as axiomatic formal systems in any case.

Thus, at least part of the solution to the Theore-
tician’s Dilemma, as Hempel himself recognized, is
to reject the claim that the only function of theo-
retical terms is to deductively systematize a theory’s
observational consequences.

Credibility and Belief: Epistemic
Instrumentalism

Even as the philosophical fortunes of these distinc-
tive semantic and eliminativist theses have de-
clined, interest has remained strong in the broader
instrumentalist conception of theories as tools for
pursuing practical ends rather than accurate
descriptions of nature itself. The most influential
recent approaches have pursued this conception by
exchanging the logical empiricists’ reductive, syn-
tactic, and eliminativist commitments for epistemic
alternatives, that is, more recently influential forms
of instrumentalism grant both the assertoric force
and the ineliminability of theoretical claims but
insist that such theories should simply be used for
prediction of experimental outcomes and other
practical goals without a requirement of belief in
the claims they in fact make about nature itself (or
some parts thereof ). A further recent trend has
been to make the case(s) for instrumentalism piece-
meal, arguing that quite specific features of a given
scientific theory (e.g., quantum mechanics, evolu-
tionary biology) either require or recommend an
instrumentalist stance toward that theory.
One prominent example of general instrumental-

ism of this epistemic variety is constructive empiri-
cism of Bas van Fraassen (1980). Like Duhem and
Poincaré, vanFraassen appeals to the underdetermi-
nation of theories by evidence to challenge the con-
clusion that empirically successful scientific theories
describe what inaccessible domains of nature are
really like, and he insists that even a reflective en-
dorsement of the actual inferential and other prac-
ticesof science itself requiresonlyacognitiveattitude
of acceptance toward theories, rather than belief. He
argues that it is epistemically supererogatory to be-
lieveanymoreof scientific theories than that theyare
empirically adequate, that is, that what they say
about observable phenomena is true, and he insists
that epistemic prudence recommends agnosticism
regarding even the most successful theories’ claims
about unobservables. Thus, constructive empiricism
regards scientific theories as reliable tools for antici-
pating how observables will behave, while it resists
the conclusion that such theories describe what
unobservable domains of nature are really like—
but on epistemic rather than semantic grounds.
Of course, constructive empiricism still relies

fundamentally on an extremely controversial
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distinction (albeit itself naturalized) between obser-
vables and unobservables, so it is important to note
that the distinctively epistemic form of instrumen-
talism need not rely upon any such distinction: As
Fine (1991) argues the guiding commitment of in-
strumentalism is simply to the reliability of a causal
story, which ‘‘treats all entities (observable or not)
perfectly on par’’:

Of course if the cause happens to be observable, then the
reliability of the story leads me to expect to observe it
(other things being equal). If I make the observation, I then
have independent grounds for thinking the cause to be
real. If I do not make the observation or if the cause is not
observable, then my commitment is just to the reliability
of the causal story, and not to the reality of the cause. (86)

Perhaps the most fully developed form of episte-
mic instrumentalism that eschews any important
distinction between observables and unobservables
is the historically oriented variety inspired by thin-
kers like Thomas Kuhn and pursued more recently
by Larry Laudan. Like Duhem and Poincaré, these
thinkers draw centrally on the history of repeated
fundamental changes over time in the descriptions
of nature offered by dominant scientific theories, in
support of a skeptical attitude toward the claims of
the dominant scientific theories of the present day.
Kuhn ([1962] 1996) not only appeals to this history
to undermine the notion that contemporary science
is in possession of any final theoretical truth about
a stable natural world, but also famously claims
that the very ‘‘notion of a match between the on-
tology of a theory and its ‘real’ counterpart in
nature now seems to me illusive in principle’’; none-
theless he insists that scientific theories have
improved over time ‘‘as instruments for puzzle-
solving’’ (206). Laudan (1981a) argues that the
long historical record of successful but ultimately
rejected scientific theories undermines any justifica-
tion for inferring even the approximate truth of
contemporary scientific characterizations of nature
(observable or not) from their dramatic empirical
successes, but insists nonetheless not only that such
theories can and should be used to tackle and
solve a wide variety of empirical and conceptual
problems, but also that there is a clear sense in
which cumulative progress in this regard has been
achieved over time, by attaining with the theoreti-
cal instruments of science an ever larger and more
various set of effective solutions to such problems
(Laudan 1977 and 1981b) (see Kuhn, Thomas).
As these influential formulations of the view

illustrate, epistemic instrumentalism seems com-
mitted to some distinction between believing a the-
ory to be true and accepting or using it without

believing what it says. Perhaps unsurprisingly, the
cogency of this distinction has itself been the target
of recent influential criticisms of epistemic instru-
mentalism, on the grounds that these cognitive
attitudes simply cannot be distinguished in the
way that one or more forms of instrumentalism
require. Horwich (1991) points out, for example,
that some accounts of belief itself simply identify
it as the mental state responsible for use, while
Blackburn (1984) argues that there is no room for
a distinction between merely ‘‘accepting’’ a state-
ment with a truth condition and simply believing it
to be true (see Fine 1986, espectially sec. 4). By con-
trast, Sober (2002) defends the distinction, pointing
out not only that idealized models known to be
false are often accepted or used as the basis for
accurate predictions across a range of phenomena,
but also that recent work in model selection theory
shows why models (statements containing adjusta-
ble parameters) known to be false will routinely
serve as the basis for more accurate predictions of
new data than competitors known to have higher
likelihood conferred on them by the available data
or even by competitors known to be true. Thus, he
argues, not only is there a genuine difference be-
tween the goal of seeking instrumental or predictive
reliability and the goal of seeking truth, but this
distinction is respected within scientific practice
itself, which typically chooses models (with adjus-
table parameters) with the former and fitted models
(once parameters have been adjusted) with the
latter goal in mind.

In a related vein, Nagel (1961, 139) famously
argues that there is a ‘‘merely verbal’’ difference
between the instrumentalist contention that a theo-
ry offers satisfactory techniques of inference and the
realist contention that it is true.More recently, Stein
(1989) has argued that the dispute between realism
and instrumentalism is not well joined: There would
be no appreciable difference (or no difference that
makes a difference) between the two positions once

(a) realism becomes sophisticated enough (as
Stein suggests it must) to (i) give up its
pretensions to metaphysically transcendent
theorizing, (ii) eschew aspirations to nou-
menal truth and reference, and (iii) abandon
the idea that a property of a theory might
somehow explain its success in a way that
does not simply point out the use that has
been made of the theory; and

(b) instrumentalism becomes sophisticated
enough (asStein suggests itmust) to recognize
the scope of a theory’s role as an instrument
to include not just calculating experimental
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outcomes, but also adequately representing
phenomena in detail across the entire do-
main of nature and providing resources for
further inquiry.

Thus, Stein argues for a convergence between the
appropriately restricted ambitions a sophisticated
realism holds out for theories and the appropriately
expanded ambitions a sophisticated instrumental-
ism holds out for them, and indeed, that in the
work of the deepest scientists (his examples are
Maxwell, Newton, and Einstein) the two attitudes
are present together in such a way that the alleged
contradiction between them simply vanishes. Thus,
even as instrumentalism persists as a viable and
influential position in the contemporary philoso-
phy of science, its comparative merits and even
the coherence of its formulation remain the subject
of deservedly intense controversy.

P. KYLE STANFORD

The author acknowledges the helpful input of
Arthur Fine, Bas Van Fraassen, Bill Demopoulos,
Elliott Sober, Larry Laudan, David Malament,
Aldo Antonelli, Jeff Barrett, Stathis Psillos, and
Philip Kitcher. This material is based upon work
supported by the National Science Foundation
under Grant No. SES-0094001. Any opinions, find-
ings and conclusions, or recommendations express-
ed in this material are those of the author and do
not necessarily reflect the views of the National
Science Foundation (NSF).

References

Blackburn, Simon (1984), Spreading the Word. Oxford:
Clarendon Press.

Duhem, Pierre ([1914] 1954), The Aim and Structure of
Physical Theory. Translated by Philip P. Wiener. Prince-
ton, NJ: Princeton University Press.

Fine, Arthur (1986), ‘‘Unnatural Attitudes: Realist and In-
strumentalistAttachments toScience,’’Mind95: 149–179.

——— (1991), ‘‘Piecemeal Realism,’’ Philosophical Studies
61: 79–96.

——— (2001), ‘‘The Scientific Image Twenty Years Later,’’
Philosophical Studies 106: 107–122.

Glymour, Clark (1980), Theory and Evidence. Princeton,
NJ: Princeton University Press.

Hempel, Carl ([1958] 1965), ‘‘The Theoretician’s Dilemma:
A Study in the Logic of Theory Construction,’’ in
Aspects of Scientific Explanation and Other Essays in
the Philosophy of Science. New York: Free Press.

Horwich, Paul (1991), ‘‘On the Nature and Norms of The-
oretical Commitment,’’ Philosophy of Science 58: 1–14.

Kuhn, Thomas S. ([1962] 1996), The Structure of Scientific
Revolutions, 3d ed. Chicago: University of Chicago Press.

Laudan, Larry (1977), Progress and Its Problems. Berkeley
and Los Angeles: University of California Press.

——— (1981a), ‘‘A Confutation of Scientific Realism,’’
Philosophy of Science 48: 19– 49.

——— (1981b), ‘‘A Problem-Solving Approach to Scientif-
ic Progress,’’ in Ian Hacking (ed.), Scientific Revolutions.
New York: Oxford University Press, 144 –155.

Mach, Ernest ([1893] 1960), The Science of Mechanics, 6th
ed. Translated by T. J. McCormack. La Salle, IL: Open
Court.

——— (1911), History and Root of the Principle of the
Conservation of Energy. Translated by P. E. B. Jourdain.
Chicago: Open Court.

Nagel, Ernest (1961), The Structure of Science. New York:
Harcourt, Brace and World.

Poincaré, Henri ([1905] 1952), Science and Hypothesis. New
York: Dover.

Popper, Karl. R. (1963), Conjectures and Refutations. Lon-
don: Routledge and Kegan Paul, chap. 3.

Psillos, Stathis (1999), Scientific Realism: How Science
Tracks Truth. New York: Routledge.

Sober, Elliott (2002), ‘‘Instrumentalism, Parsimony, and
the Akaike Framework,’’ Philosophy of Science 69:
S112–S123.

Stein,Howard (1989), ‘‘Yes, But . . .SomeSkepticalRemarks
on Realism and Anti-Realism,’’ Dialectica 43: 47–65.

van Fraassen, Bas C. (1980), The Scientific Image. Oxford:
Oxford University Press.

Worrall, John (1982), ‘‘Scientific Realism and Scientific
Change,’’ Philosophical Quarterly 32: 201–231.

See also Conventionalism; Empiricism; Logical Em-
piricism; Phenomenalism; Realism; Theories

INTENTIONALITY

Some things are about, or are directed on, or repre-
sent other things. For example, the sentence ‘Cats
are animals’ is about cats (and about animals); this

entry is about intentionality; Emanuel Leutze’s
most famous painting is about Washington’s cross-
ing of the Delaware; lanterns hung in Boston’s
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North Church were about the British; and a map of
Boston is about Boston. In contrast, #a$b, a blank
slate, and the city of Boston are not about anything.
Many mental states and events also have
‘‘aboutness’’: the belief that cats are animals is
about cats, as is the fear of cats, the desire to have
many cats, and seeing that the cats are on the mat.
Arguably some mental states and events are not
about anything: Sensations, like pains and itches,
are often held to be examples. Actions can also be
about other things: Hunting for the cat is about the
cat, although tripping over the cat is not. This (rath-
er vaguely characterized) phenomenon of aboutness
is called intentionality. Something that is about
(directed on, represents) something else is said to
‘‘have intentionality’’ or to be an ‘‘intentionalmental
state.’’
This medieval terminology was reintroduced by

the Austrian philosopher, Franz Brentano ([1874]
1995), in his book Psychology from an Empirical
Standpoint, although Brentano himself did not use
the word ‘‘intentionality.’’ (For a brief history of
the terminology, and further references, see Crane
1998a; for an account of Brentano’s thought,
see Moran 2000, Ch. 2.) In a famous passage,
Brentano ([1874] 1995) claimed that every mental
state/event has intentionality:

Every mental phenomenon is characterized by what
the Scholastics of the Middle Ages called the intentional
(or mental) inexistence of an object, and what we
might call, though not wholly unambiguously, reference
to a content, direction towards an object (which is
not to be understood here as meaning a thing), or im-
manent objectivity. In presentation something is pre-
sented, in judgement something is affirmed or denied,
in love loved, in hate hated, in desire desired, and so
on. (88)

Brentano’s use of ‘‘intentional inexistence’’ is
liable to confuse. Brentano did not mean that men-
tal states are about peculiar nonexistent objects,
but was rather referring to the (admittedly obscure)
sense in which the object of a mental state is ‘‘in’’
the mind. The terminology of intentionality can
also be confusing, for at least two reasons. First,
intentionality has nothing in particular to do with
intending, or intentions. Intentions—for instance,
the intention to adopt a cat—are just one of many
types of intentional mental states. Second, inten-
tionality must be sharply distinguished from inten-
sionality (Searle 1983). Mental states are not
intensional, only sentences (and, for some sen-
tences, other linguistic entities). A sentence S is
intensional, or is an intensional context, just in
case substitution of some expression a in S with

some coreferring expression b yields a sentence with
different truth value from the truth value of S. So,
for example, ‘‘Necessarily, the number of planets is
nine’’ and ‘‘Hegel believed that the number of pla-
nets is seven’’ are intensional. Substituting ‘‘nine’’
for the coreferential ‘‘the number of planets’’ turns
the first false sentence into the true sentence ‘‘Nec-
essarily, nine is nine’’ and the second true sentence
into the false sentence ‘‘Hegel believed that nine is
seven.’’ As the first example indicates, a sentence
can be intensional and yet have nothing to do with
intentionality. Conversely, sentences that report in-
tentionalmental states/events need not be intension-
al (Crane 1998a). For example, ‘‘Berkeley heard the
coach’’ is (arguably) not intensional: If that sentence
is true, and if ‘‘the coach’’ and ‘‘Locke’s favorite
carriage’’ refer to the same thing, then ‘‘Berkeley
heard Locke’s favorite carriage’’ is true.

Paradoxes of Intentionality

As informally explained above, an intentional men-
tal state (for example) is ‘‘about’’ something. The
belief that Brentano is Austrian is about Brentano.
The object that the state is about is called the inten-
tional object of the state. (Intentional objects are
sometimes taken to include states of affairs as well
as particulars like Brentano: The belief that Brentano
is Austrian could be said to be about Brentano’s
being Austrian.) So there should be a relation of
aboutness that holds between a mental state and an
object just in case the state is about the object—‘‘the
intentional relation,’’ in Brentano’s terminology.

Thinking of intentionality in this way, as a rela-
tion to intentional objects, leads to three classic
‘‘paradoxes of intentionality’’ (Thau 2002). The
first paradox is that the intentional object need
not exist (at any time). The belief that the fountain
of youth is in Florida bears the intentional relation
to the fountain of youth, and the fountain of youth
does not exist. But if a is related to b, then there
is such a thing as a and such a thing as b.One rather
extreme solution, famously proposed by Brentano’s
student Alexius Meinong, is to hold that there are
objects that do not exist. In this view, there is
a fountain of youth, and the belief that the
fountain of youth is in Florida bears the intentional
relation to that (nonexistent) object. (This is
Meinong’s view, but not his terminology. Meinong
used ‘‘subsists’’ to mean exists, and ‘‘exists’’ to
mean something like spatiotemporally exists. Thus,
in Meinong’s terminology, Mont Blanc exists,
the number 7 subsists but does not exist, and the
fountain of youth neither exists nor subsists.)
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The second paradox is that a mental state can
bear an intentional relation to something without
there being any particular thing that the state bears
the relation to. If one wants a cat, but has no
particular cat in mind, then one’s state of wanting
a cat bears the intentional relation to an object—a
cat, presumably—yet there is no particular cat that
the state bears the intentional relation to. But if a is
related to something, then there is a particular
object that a is related to.

The third paradox is that a mental state can bear
the intentional relation to a, but not bear the inten-
tional relation to b, even though a is b. The belief
that the first postmaster general was a United
States president is about the first postmaster gener-
al, but not about the inventor of bifocals, even
though the inventor of bifocals was the first post-
master general, namely Benjamin Franklin. But if a
bears a certain relation to b, and b ¼ c, then a is
related by the same relation to c.

In Psychology from an Empirical Standpoint
Brentano ([1874] 1995) himself did appear to think
that a mental state was always related to an inten-
tional object, but in an appendix he insisted that the
‘‘only thing which is required by mental reference is
the person thinking. The terminus of the so-called
relation does not need to exist in reality at all’’ (272).

The moral of the paradoxes of intentionality is
that thinking of intentionality in terms of the inten-
tional relation is a bad idea. A better way involves
drawing a distinction between the representational
content of a mental state (or some other thing that
has intentionality) and the objects (if any) the men-
tal state is about. So, for example, the belief that
the fountain of youth is in Florida has as its con-
tent the proposition that the fountain of youth is in
Florida, and there is no object that the belief is
about—at any rate, not the fountain of youth (the
belief is about Florida). To believe that the foun-
tain of youth is in Florida is to stand in the belief-
relation to the proposition that the fountain of
youth is in Florida. This proposition exists whether
or not the fountain of youth does (it does not
contain the fountain of youth as a constituent),
and this proposition is true just in case there is
such a thing as the fountain of youth and it is
located in Florida. Similarly, the desire that one
have a cat has as its content the proposition that
one has a cat, and there is again nothing that
the belief is about—at any rate, no particular cat.
Finally, the belief that the first postmaster general
was a United States president and the belief
that the inventor of bifocals was a United States
president are both about the same object, namely
Benjamin Franklin. However, there is some truth

behind the original mistaken claim that the two
beliefs are about different objects. This can be
brought out by noting that the contents of the
two beliefs are true at different possible worlds (of
course, the contents are both false at the actual
world). Specifically, the first proposition, but not
the second, is true at a possible world in which the
first postmaster general became president and the
inventor of bifocals never entered politics. The
truth of the first proposition at a world depends
on the political fortunes of whomever is the first
postmaster general at that world—whether or not
that individual invented bifocals.

Brentano’s Two Theses

Brentano ([1874] 1995) proposed two theses that
form the basis of contemporary discussions of
intentionality:

1. No ‘‘physical phenomenon’’has intentionality.
2. Intentionality is the mark of the mental: All

and only mental states/events have inten-
tionality.

[I]ntentional in-existence is characteristic exclusively of
mental phenomena. No physical phenomenon exhibits
anything like it. We can, therefore, define mental phe-
nomena by saying that they are those phenomena which
contain an object intentionally within themselves. (89)

Brentano’s examples of physical phenomena
were not, say, brain processes, but were (chiefly)
perceptible properties, like ‘‘color, sound and
warmth’’ (92). Nonetheless, mainly through the in-
fluence of Roderick Chisholm, Brentano came to be
associated with the doctrine that intentionality is
not reducible to the physical—in the contemporary
sense of ‘physical’ (see Physicalism). Although quite
dubious as an interpretation of Brentano (Moran
1996), it started a debate that continues to this day.
Chisholm himself argued for the irreducibility of
intentionality by first transforming this thesis into
one about the sort of language adequate for psy-
chology. Thus recast, the thesis of the irreducibility
of intentionality becomes one about the inelimin-
ability of intensional contexts, like ‘‘Revere believes
that the British are coming,’’ in the language of
a scientific psychology. (Chisholm called such
sentences ‘‘intentional sentences.’’)
Chisholm’s (1957) reformulation of ‘‘a thesis re-

sembling that of Brentano’’ is:

[W]e do not need to use intentional language when we
describe non-psychological phenomena; we can express
all of our beliefs about what is merely ‘physical’ in
sentences which are not intentional. But . . . when we
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wish to describe perceiving, assuming, believing, know-
ing, wanting, hoping, and other such attitudes, then
either (a) we must use language which is intentional or
(b) we must use terms we do not need to use when we
describe nonpsychological phenomena. (172–173)

Chisholm argued for his ‘‘linguistic version’’
of Brentano’s first thesis as opposed to various
behavioristically inspired analyses of ‘‘intentional
language.’’ Chisholm did not conclude that the
failure of reduction impugned the reality of in-
tentional mental states, but Quine ([1960] 1998)
famously did:

One may accept the Brentano thesis as either showing
the indispensibility of intentional idioms and the impor-
tance of an autonomous science of intention, or as
showing the baselessness of intentional idioms and the
emptiness of a science of intention. My attitude, unlike
Brentano’s, is the second. (221)

Many philosophers are not so pessimistic, and
there are many suggestions for providing a physi-
calistic or naturalistic reduction of intentionality.
This is discussed in the following section.
Brentano’s first thesis is true but has been (fruit-

fully) misinterpreted. Brentano’s second thesis, on
the other hand, has been correctly interpreted but
seems obviously false, because of examples given in
the first paragraph of this article. However, as dis-
cussed in the final section, Brentano’s second thesis
is in better shape than initial appearances suggest.

Reducing Intentionality

Many philosophers hold that there must be a phys-
icalistic/naturalistic reduction of intentionality—at
least if intentionality is a genuine phenomenon.
Fodor (1987) is a prominent example:

I suppose that sooner or later the physicists will com-
plete the catalogue they’ve been compiling of the ulti-
mate and irreducible properties of things. When they do,
the likes of spin, charm, and charge will perhaps appear
on their list. But aboutness surely won’t; intentionality
simply doesn’t go that deep. . . . If the semantic and the
intentional are real properties of things, it must be in
virtue of their identity with (or maybe of their super-
venience on?) properties that are themselves neither
intentional nor semantic. If aboutness is real, it must be
really something else. (97)

There are many different approaches to
providing the reduction of intentionality that
Fodor says we need. Most adopt some kind of
divide-and-conquer strategy. First, a distinction is
made between original intentionality and derivative
intentionality (Haugeland 1998; see Searle 1992
for a similar distinction between intrinsic and

derived intentionality). A thing has derivative in-
tentionality just in case the fact that it represents
such-and-such can be explained in terms of the
intentionality of something else; otherwise it has
original intentionality. Often the intentionality of
language and other sorts of conventional signs is
said to be derivative. Language, in this view, inher-
its its intentionality from that of mental states,
specifically from the intentions and conventions
adopted by language users (Grice 1989). This is
an attractive and plausible claim, although it is
not obvious, and has been denied (see e.g., many
of the essays in Davidson 1985). However, if it is
correct, then the problem of reducing intentionality
is itself reduced to the problem of reducing the
intentionality of the mental.

Theories that attempt to provide a physicalistic
reduction of intentionality fall into three broad
groups. The first group comprises causal cova-
riational theories (Stampe 1977; Dretske 1981;
Stalnaker 1984; Fodor 1990). The basic idea is
that mental states represent in much the same way
that tree rings represent. The number of rings on a
tree represents the tree’s age, because the fact that
the tree’s age is n years old causes the tree to have n
rings, or (a refinement) would cause the tree to
have n rings in optimal conditions. A simple exam-
ple of a causal covariational theory is this: A belief
state S represents that p (that is, has propositional
content that p) if and only if the fact that p would
cause a subject to be in S. (This formulation takes
the notion of a belief state for granted; a physica-
listically acceptable version of the theory would
have to provide a further reduction of a belief
state.)

The second group comprises teleological theories
(Papineau 1987; Millikan 1993; Dretske 1995). The
basic idea is to explain the intentionality of mental
states in terms of their biological functions, which
might in turn be given a reductive account in terms
of evolutionary history. A simple example is this: A
belief state S represents that p if and only if in
conditions in which a subject’s cognitive system is
functioning as it is designed to function by evolu-
tion, the subject would be in S when and only when
it is the case that p (see Function).

The third group comprises functional role the-
ories. Here the basic idea is that a representation or
symbol means what it does because of its functional
role—its causal interaction with other representa-
tions. A simple example (for public language): A
two-place sentence connective * means and if and
only if the acceptance of sentence P and sentence Q
is disposed to cause the acceptance of the sentence
P6 *6Q (i.e.,P concatenatedwith * concatenated
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with Q), and the acceptance of P 6 * 6 Q is
disposed to cause the acceptance of P and the
acceptance of Q. If this is to be an account of
thought rather than language, then there must be
an appropriate range of neural representations—
perhaps words in a ‘‘language of thought.’’ In
‘‘long-armed’’ theories, functional roles are taken
to include causal interactions with the environment
(Harman 1999); ‘‘short-armed’’ functional role
theories exclude such causal interactions, and for
that reason are often taken to be accounts of
the so-called ‘‘narrow content’’ of mental states
(Block 1986).

Two other notable approaches should be men-
tioned. One is Dennett’s (1987) instrumentalism,
which attempts to vindicate intentional notions
from a physicalistic perspective without providing
explicit reductions of the sort just illustrated. The
other is Brandom’s (1994) inferentialism, which
attempts to reduce intentionality to normativity, in
particular to norms governing inferential practices.

Intentionality as the Mark of the Mental

Brentano’s second thesis is independent of (the
misinterpretation of ) his first, that intentionality
cannot be given a physicalistic reduction. The irre-
ducibility of intentionality does not imply that all
and only mental states/events are intentional.
Searle is an example of a philosopher who holds
that intentionality is irreducible, yet that sensations
are not intentional. Neither does the converse im-
plication hold: if intentionality is the mark of the
mental, it might still be reducible. Tye and Dretske,
whose views are mentioned below, think that inten-
tionality is the mark of the mental and that it can
be given a physicalistic reduction.

Brenanto’s second thesis divides into two parts:

. Intentionality is sufficient for mentality and

. intentionality is necessary for mentality.

The sufficiency claim is false—at least if ‘inten-
tionality’ is used in the broad and loose contempo-
rary way, to include nonmental entities like
sentences, paintings, and maps (see the beginning
of this article). However, the sufficiency claim
might be amended as follows: Original intentional-
ity is sufficient for mentality. According to the
revised sufficiency claim, the mental is the source
of all intentionality. This revised claim still faces
problems. First, if the indication of a tree’s age by
the number of its rings is an example of intention-
ality at all, then it is presumably original intention-
ality. And if it is original intentionality, the
sufficiency claim is false. Again, the sufficiency

claim is false if the intentionality of language does
not derive from the intentionality of themental. But
these are controversial issues, and there is at least
some prospect of defending a modified version of
Brentano’s sufficiency claim.
Matters might seem even less promising with

the other part of Brentano’s second thesis, the
claim that intentionality is necessary for mentality.
At any rate, some philosophers think that sen-
sations are obviously nonintentional. However,
the claim that bodily sensation is a form of per-
ception of one’s own body was defended in the
1960s by D. M. Armstrong (1968) and has been
revived today by a number of philosophers in-
cluding Dretske (1995), Lycan (1996), and Tye
(1995). And if this thesis is correct, then because
perceptions have intentionality, bodily sensations
are not counterexamples to the claim that inten-
tionality is necessary for mentality. (See Brentano
[1874] 1995, 82–85, for his account of the intention-
ality of pain, which anticipates many modern
discussions.)
More problematic cases are provided by certain

‘‘objectless’’ emotions, like forms of anxiety or de-
pression, where one is hard put to say what one is
anxious or depressed about (Searle 1983). For
defenses of Brentano’s second thesis against this
sort of example, see Tye (1995, 128–131) and
Crane (1998b).
Assuming that every mental state/event is in-

tentional, a further issue arises, whether the repre-
sentational content of a mental state determines
‘‘what it’s like’’ to be in the state—the state’s
qualia. Dretske, Lycan, and Tye, among others,
endorse this determination claim. Such an ‘‘in-
tentional theory of qualia’’ is controversial and
has been widely discussed in the literature on
consciousness.

ALEX BYRNE
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IRREVERSIBILITY

Chunks of ice melt in warm water, but warm water
never spontaneously forms chunks of ice. Gases
expand to fill their containers, but uniformly spread
gasses never contract into one corner of their
(isolated) containers. These examples illustrate an
incredibly pervasive regularity. Certain types of
processes proceed only in one direction: they
occur, but their time reverses do not. And this
appears to be a matter of law. These processes are
said to be irreversible. (This notion of irreversibility
should be distinguished from a similarly termed
notion that appears in classical thermodynamics:
A system is said to undergo a ‘‘reversible change’’
when it changes so slowly that it remains very near
thermal equilibrium throughout [Uffink 2001].)
Irreversible processes typically involve tempera-

ture-difference equalization, diffusion, the comple-
tion of chemical reactions, and certain phase
transitions. More generally, isolated systems (or,
rather, systems that can be treated as isolated)
tend to move toward states of equilibrium. What

explains this regularity? The simplest hypothesis is
that fundamental laws of nature explicitly require
that isolated systems tend toward equilibrium, and
the science of thermodynamics provides a system of
postulates that yields just this constraint.

Thermodynamics introduces a physical quantity,
thermodynamic entropy, which is defined for sys-
tems at equilibrium. The thermodynamic entropy
of a system measures how much of the system’s
energy is available for conversion into useful
work (the higher the entropy, the less energy is
available). The second law of thermodynamics
says that the entropy of an isolated system never
decreases (Sklar 1993, 21).

Irreversible processes—for example, a chunk of
ice melts in warm water, a gas spreads to fill its
container—involve increases in entropy. The sec-
ond law rules out the time reversals of these pro-
cesses because this would involve decreases in
entropy. Despite the elegance and practical in-
dispensability of classical thermodynamics, its
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postulates do not have the character of funda-
mental dynamical laws, which are thought to gov-
ern the detailed motions of the microscopic
constituents of matter.

The natural next suggestion is that the fundamen-
tal dynamical laws themselves are time asymmetric
and this asymmetry helps explain irreversibility. For
example, particle physics has produced evidence
that there are T-symmetry violations—interactions
that have (slightly) different chances than their
time reverses. So it is believed that the dynamical
laws are not time symmetric. However, these slight
differences in chances do not have a significant
effect on the manner in which macroscopic systems
undergo thermodynamic change. So this time
asymmetry in the laws does not help explain irre-
versibility (Sklar 1993, 248).

Thus the following question is left open: How
does the sort of irreversible behavior captured by
the postulates of thermodynamics arise from the
fundamental dynamical laws?

Statistical Mechanics

It is simplest to introduce statistical mechanics in
the context of classical mechanics. As a simple
example, consider a number of billiard balls,
undergoing perfectly elastic collisions on a friction-
less table (Figure 1). Suppose that at some initial
time the balls are concentrated in the upper-left
corner of the table and that they spread out over
the course of a minute. Now perform a thought
experiment. At the end of the minute, stop time,
reverse the velocities of the balls, and start time
again. The balls will retrace their original paths
and return to the corner of the table in which they
began.

This thought experiment illustrates a striking
fact about classical mechanical laws of motion:
Whenever a process is allowed by the laws, so is
the time reverse of that process. So, given just these
laws, there is no hope of showing that entropy-
decreasing processes are downright disallowed.
The best that can be hoped for is a statistical argu-
ment that entropy-decreasing processes are highly
improbable. This observation is known as the re-
versibility objection (famously put to L. Boltzmann
by J. Loschmidt [Sklar 1993, 35]).
There are many approaches to producing such

an argument (Sklar 1993). One approach intro-
duces the notion of Gibbs entropy. Gibbs entropy
is a quantity defined not for individual systems, but
for probability distributions over phase space
(measuring the extent to which such distributions
are spread out). This approach seeks to explain
irreversibility by deriving certain facts about how
such probability distributions evolve under the
laws. It has been objected that this sort of result
does not address the phenomenon to be explained,
viz., that individual isolated systems tend to in-
crease in entropy (Lebowitz 1993; Goldstein 2001;
Maudlin 1995). Interventionism attempts to avoid
the reversibility objection by observing that ther-
modynamic systems interact with their envi-
ronments. This observation is correct but does
not avoid the difficulty, for one can shift atten-
tion to a larger system that is not subject to such
interference.
The above difficulties are avoided by a highly

influential approach to explaining irreversibi-
lity, which has its roots in the work of Ludwig
Boltzmann.

Phase Space

The phase space of a system is a set of points, each
of which is a dynamical state for the system to be
in at a time. In the case of a number of classical
point particles, each point of phase space deter-
mines the position and momentum of each particle.
Phase space is also equipped with some additional
geometric structure, including a measure that
determines the volume of each of its regions.
(Since the total energy of a classical system remains
constant over time, attention can be restricted to
that portion of phase space associated with some
particular fixed total energy of the system.)
Phase space is carved up into disjoint sets, called

macrostates (Figure 2). Points of phase space (or
microstates) that are in the same macrostate are
alike with respect to macroscopic parameters. For

Fig. 1. The initial state of the table (Si), in which the balls
are concentrated, evolves into a final state (Sf), in which the
balls are dispersed. Reversing the velocities of the balls in Sf

results in a state Sf
0, which evolves into a state Si

0 in which
the balls are concentrated (Goldstein 2001).

IRREVERSIBILITY

411



example, they have roughly the same temperature
and pressure distributions.
Boltzmann noticed that for combinatorial rea-

sons, macrostates vary greatly in size, and the vari-
ation is systematic. If all else is equal, macrostates
in which the particles are spread out over physical
space are bigger than ones in which they are
clumped together, and macrostates in which the
particles are moving with a large variety of momen-
ta are bigger than ones in which, say, all have the
same momentum.
That observation motivates the following defini-

tion:The statistical-mechanical entropy (alsoknown
as the Boltzmann entropy) of a point in phase space
is a measure of the size of the macrostate to which it
belongs—the bigger the macrostate, the greater the
entropy. More precisely: the statistical-mechanical
entropy of a point in phase space is proportional to
the logarithm of the volume of the macrostate to
which it belongs. For macroscopic systems, the im-
balance in sizes of macrostates is overwhelming.
Virtually all of phase space consists of points repre-
senting states in which the system is at equilibrium.
This vast imbalance in size of macrostates can be
used to explain why irreversible processes are so
common.

A Statistical Explanation of Irreversibility

Consider a system consisting of a (nearly isolated)
gas confined to a box. Take a particular low-entropy
macrostateL, in which the gas is concentrated in the
left half of the box. Notice that the phase space for
this system is dominated by points whose entropies

are higher than that of L. In other words, phase
space is dominated by points in which the gas is
more spread out than it is in L. So it is reasonable
to think that practically all of the states in L have
futures in which entropy increases. In other words,
it is reasonable to think that practically all of the
states in L have futures in which the gas spreads out.

So the following appears to be a statistical ex-
planation of why gases spread out: the vast propor-
tion of microstates compatible with a given gas-is-
in-the-left-half macrostate have futures in which
the gas spreads out. But as it stands, this explana-
tion is defective. The trouble is that exactly analo-
gous reasoning shows the following: The vast
proportion of microstates compatible with a given
gas-is-in-the-left-half macrostate have histories in
which the gas was more spread out in the past!

And it is certainly not true that gases that are at
one time concentrated in the left half of their boxes
tend to have recent pasts in which they were dis-
persed throughout those boxes. A promising way
out of this difficulty is to introduce an assumption
concerning the initial state of the universe, viz., that
the universe started in a state of extremely low
entropy. For example, one might posit an addition-
al law of nature that has the effect of constraining
the initial state of the universe in this way (Penrose
1993). Given such a law, the following modified
explanation is available: almost all of the micro-
states compatible with a given gas-is-in-the-left-
half macrostate and compatible with the low-entropy
constraint on the initial state of the universe have
futures in which the gas spreads out. Furthermore,
the modified explanation (unlike the original one)
does not lead to the incorrect retrodictions about
the past history of the gas.

The global picture is this: judging purely by size
of regions of phase space, one would expect for the
universe to start (and stay) in global equilibrium.
But restricting attention to just those regions of
phase space compatible with a low-entropy initial
condition, one would expect for global entropy to
start low and increase over time. And it is reason-
able to think that in a world with global increase of
entropy, irreversible processes abound.

Entropy in Contemporary Physics

The explanation given above worked under the
assumption of classical mechanics. Whether an ex-
planation of the same type is consistent with con-
temporary physics remains to be seen. It is a
reasonable (but as yet unproven) hypothesis that a
definition of statistical-mechanical entropy in terms
of phase space volume can be given in the context

Fig. 2. Schematic representation of the phase space of a
system of hard spheres. The space is divided into
macrostates, which vary greatly in size. The space is
dominated by equilibrium states such as B and C, which are
shown in the left-hand column. Only a tiny proportion of
phase space consists of far-from-equilibrium states such
as A.
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of general relativity (Bekenstein 2001 appraises this
hypothesis).

It is expected that a general treatment of relativ-
istic statistical-mechanical entropy would require a
quantum-mechanical theory of gravitation (Wald
1998). Such a theory has been notoriously elusive.
Nevertheless, the study of gravitational entropy is
an active area of research. For example, theorists
have offered statistical-mechanical measures of the
entropy of black holes, from both the standpoint of
quantum field theory (Sorkin 1998) and the stand-
point of string theory (Horowitz 1998).
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K
KIN SELECTION

See Natural Selection

KINETIC THEORY

Kinetic theory explains the properties and behavior
of physical systems on the basis of the hypothesis
that they consist of a great number of particles (e.g.,
molecules or atoms) in motion (Greek: kinesis ¼
motion). Its most important application is the ki-
netic theory of gases, but it can be applied to liquids
and collections of subatomic particles as well. This
discussion will be restricted to the kinetic theory of
gases, as this suffices to clarify the nature of kinetic
theory and to highlight its philosophical aspects.

The kinetic theory of gases proceeds from two
principles:

1. An ontological principle: Gases are composed
of freely moving particles subject to the laws

of classical mechanics (atomism, mechanism);
and

2. A methodological principle: The behavior of
gases is analyzed not by tracing the trajectory
of every individual particle but by applying
statistical methods to the collection of parti-
cles as a whole (see Classical Mechanics).

The theory is historically and conceptually
related to the theories of statistical mechanics and
thermodynamics. Statistical mechanics is a general-
ization of kinetic theory that emerged in the course
of the latter’s development by Ludwig Boltzmann
and J. W. Gibbs. Thermodynamics is a phenome-
nological theory that accounts for the behavior of
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gases without a hypothesis about their microscopic
constitution (see Thermodynamics).
Therefore, thermodynamics can be regarded as a

competitor to kinetic theory, a relation that is a
topic of philosophical debate. The kinetic theory of
gases has played a significant role in the shaping of
modern physics and has been relevant for the phi-
losophy of science in a variety of ways, having had
an impact on the development of its ideas. The
kinetic theory of gases is regularly employed in
philosophical discussions.

The Kinetic Theory of Gases in Historical
Perspective

An essential feature of the kinetic theory of gases
is the identification of temperature with molecular
motion, specifically with the mean kinetic energy of
molecules: T �< 1

2
mv2>, where T is the tempera-

ture and m and v are the mass and velocity, respec-
tively, of an individual molecule. In the second half
of the nineteenth century, this kinetic view of heat
replaced alternatives such as the caloric theory,
which assumed that heat was a substance (‘‘calo-
ric’’), and the wave theory of heat, which took heat
to be vibrations of an ether. Before 1850, some
kinetic theories of gases were advanced, which
attempted to explain Boyle’s law that at constant
temperature the product of pressure and volume of
the gas is constant (known since 1662). These the-
ories did not have much impact because Newton
had already explained Boyle’s law by means of a
static molecular theory of gases. The earliest kinetic
theory was Daniel Bernoulli’s ([1738] 1965) in
which pressure is proportional to molecular veloci-
ty squared. It did not yet have a temperature scale,
however. Bernoulli derived the formula (still
accepted in modern kinetic theory)

PV ¼ 1

3
N<mv2>;

where P is the pressure, V is the volume, N is the
number of molecules, and m and v are the mass and
velocity, respectively, of an individual molecule.
Kinetic theories were proposed by John Herapath
in 1820 and J. J.Waterston in 1845 in which temper-
ature was related to molecular velocity: Herapath
(wrongly) supposed that T was proportional to v;
Waterston took T to be proportional to v2. Both
theories were ignored (for historical references, see
Brush 1965–1972 and 1976).
Around 1850, the scientific scene turned favorable

for kinetic theories: Joule and others established the
law of conservation of energy (or convertibility of

heat and work), which gave essential support to the
kinetic view of heat. This paved the way for the
important kinetic theory of Rudolf Clausius ([1857]
1965). Like earlier theories, Clausius’s statistical
hypotheses were of a simple kind: calculations
were based on a random variation in the direction
of particle velocities; their magnitude was repre-
sented by one average value. In response to an
objection by Buys Ballot, Clausius introduced
the ‘‘mean free path’’ of molecules and calcu-
lated that this path is so small that gases mix
quite slowly despite the high velocities of individual
molecules.

In the 1860s, Clausius’s theory was further devel-
oped by James ClerkMaxwell, who at first regarded
his work on gas theory as an ‘‘exercise in statistics’’;
he did not (yet) believe in the atomistic view of
matter. Maxwell’s theory explained many proper-
ties of real gases; most important were its predic-
tions regarding transport phenomena (heat
conduction, diffusion, viscosity). On the basis of
Maxwell’s approach, Boltzmann later developed
a general transport equation (the Boltzmann eq-
uation), which is still employed today. Maxwell
refined Clausius’s statistical analysis: Instead of
using merely one average velocity, he introduced
a statistical distribution function f (v) for molecular
velocities (a Gaussian curve), where v is the velocity
of individual molecules. Boltzmann generalized
Maxwell’s distribution law for situations in which
external forces are present (leading to what is
now called the Maxwell–Boltzmann distribution
law):

f ðvÞ ¼ N

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2m3

pk3T3

r
v2e�ð1

2
mv2þV ½x�Þ=kT

wherem and v are the mass and velocity, respective-
ly, of an individual molecule; k is Boltzmann’s con-
stant; andV [x] is a potential due to an external force
depending on the position x.This law applies only to
equilibrium situations; in order to explain the ten-
dency toward equilibrium, Boltzmann advanced the
H-theorem (see below).

A fundamental element of kinetic theory is the
equipartition theorem, which states that every de-
gree of freedom of the system takes up an equal part
of the total kinetic energy. The theorem had an
important anomalous consequence: Its prediction
for the specific heat ratio gases is at odds with the
experimentally obtained value for many ordinary
gases (e.g., oxygen, nitrogen). This ‘‘specific heat
anomaly’’ was discovered by Maxwell (1875), who
called it ‘‘the greatest difficulty which the molecular
theory has yet encountered.’’ Boltzmann’s proposed
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solution—the ‘‘dumbbell model’’ of diatomic mole-
cules—was controversial at the time because it dis-
regarded spectral evidence for internal atomic
structure (see de Regt 1996). In his famous 1900
lecture, William Thomson (Lord Kelvin) (1904)
labeled the equipartition problem as one of two
‘‘nineteenth-century clouds over the dynamical the-
ory of heat and light.’’ Today Boltzmann’s model is
accepted as an idealization: nineteenth-century
objections to the model have dissolved since quan-
tum mechanics has separated internal atomic struc-
ture (spectra) from mechanical degrees of freedom
(see Quantum Mechanics).

In the early twentieth century, kinetic theory was
incorporated into statistical mechanics, due to the
work of J. W. Gibbs. Kinetic theory itself did not
witness serious changes anymore; the most impor-
tant twentieth-century contributions consisted in
methods for solving the Boltzmann equation, nota-
bly by S. Chapman and D. Enskog (Brush 1976,
chap. 12). Kinetic theory was fruitfully applied to
other topics, such as radiation transfer, ionization,
chemical reactions, evaporating liquids, and neu-
tron transport. While kinetic theory remains a par-
adigm nineteenth-century theory, it has had a
profound influence on twentieth-century physics,
especially on the genesis and development of quan-
tum theory: Boltzmann’s work was a key element of
Planck’s solution of the problem of black-body ra-
diation, marking the beginning of quantum theory
in 1900.

Kinetic Theory: Atomism and
Scientific Realism

Kinetic theory is based on an atomistic ontology.
The unobservability of atoms led to philosophical
disputes over their existence, and kinetic theory
played a pivotal role in debates between scientific
realists and their opponents.

Around 1850, atoms were regarded as fictional
entities. However, due to the impressive successes
of the kinetic theory in later years, more and more
scientists took a realist stance toward the theory.
But while the existence of atoms was gradually
accepted by the scientific community, their struc-
ture was still open to debate and speculation. In
the second half of the nineteenth century, various
models of atomic structure were proposed.Maxwell
treated atoms as hard elastic spheres and later as
centers of force. By contrast, Kelvin’s vortex theory
represented atoms as spinning rings of a homoge-
neous, frictionless, incompressible fluid. Meanwhile,
estimations of molecular sizes were made, first
by J. Loschmidt (1865), who also calculated the

number of molecules per volume unit (today this
number, which is the same for every gas at stan-
dard temperature and pressure, is known as Avo-
gadro’s number). Subsequently, J. D. van der
Waals replaced the ideal gas law (PV ¼ nRT,
where P is the pressure,V the volume, n the number
of moles of the gas, R the ideal gas constant, and T
the temperature) by an equation of state for real
gases, containing correction terms depending on
intermolecular forces and the size of the molecules:

Pþ an2

V 2

� �
ðV � nbÞ ¼ nRT ;

where a and b are constants depending on the type
of molecule, n is the number of moles, and R is the
molar gas constant.
These scientific successes firmly but only tempo-

rarily established the atomistic worldview and an
accompanying realistic view of scientific theories.
After 1880, kinetic theory lost momentum, and in
the final decade of the nineteenth century the theo-
ry was strongly attacked by anti-atomists who
based their objections on a positivist philosophy
of science. A notable early example is J. B. Stallo’s
([1884] 1960) criticism of kinetic theorists for hav-
ing ‘‘faith in spooks’’ and for wasting ‘‘their efforts
upon a theory so manifestly repugnant to all scien-
tific sobriety’’ (151). The most important anti-
atomist was Ernest Mach, whose radical empiricist
movement (to which the young Max Planck ad-
hered) influenced twentieth-century philosophy of
science, particularly the logical positivism of the
Vienna Circle (see Mach, Ernest; Vienna Circle).
The tide turned once again in the early twentieth

century. In the course of his work on black-body
theory, Planck was converted to atomism and
became a staunch opponent of Mach. In 1905,
Einstein published an explanation of Brownian
motion—the observable irregular motion of small
particles suspended in fluids, discovered by Robert
Brown in 1828—on the basis of kinetic theory:
Brownian motion results from the impact of sur-
rounding molecules on the particle, and Einstein
([1905] 1965) derived a prediction of the mean dis-
placement of Brownian particles. This prediction
was successfully tested by Jean Perrin (1913), who
subsequently made it into a strong case for the
reality of atoms in his book Les Atomes. As such,
Einstein’s explanation (independently developed by
Smoluchowski) was the final vindication of kinetic
theory and atomism.
Today, the existence of atoms is uncontested

among scientists, but the case of atomism and
kinetic theory is still used in philosophical debates
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about the status of unobservable entities, particu-
larly (not surprisingly) by realists. For example,
Salmon (1984, 213–227) returns to Perrin’s argu-
ment in order to defend scientific realism; he argues
that from the fact that there are many independent
methods of determining Avogadro’s number,
which all arrive at the same result, one must con-
clude that this number describes something
real and that molecules thereby exist. (For an
illuminating analysis of the debate between realists
and instrumentalists from the perspective of the
development of kinetic theory, see Gardner 1979.)

Kinetic Theory: Explanation and Reduction

Kinetic theory is often cited as a paradigmatic
example in philosophical discussions about ex-
planation and reduction. In the context of his
deductive-nomological model of explanation, Carl
Hempel cited kinetic-theoretical explanations of
phenomenological gas laws (such as Boyle’s law)
as exemplary cases of ‘‘theoretical explanation’’
(see Explanation; Hempel, Carl Gustav). Crucial
in Hempelian theoretical explanations (where the
explanans refers to theoretical, that is, unobserv-
able, entities) are the so-called bridge principles
connecting the theoretical and the observational
level. In the case of kinetic theory, the bridge prin-
ciples relate macroscopic features such as tempera-
ture and diffusion rate with microscopic properties
such as velocity and kinetic energy of the gas mole-
cules (Hempel 1966, 73).
Contemporary philosophers who reject Hempel’s

model of explanation feel nonetheless obliged to
give alternative interpretations of how kinetic theo-
ry explains gaseous behavior. Apparently, the fact
that kinetic theory provides scientific explanations
is undisputed: Any respectable theory of explana-
tion should be able to account for the explanatory
power of kinetic theory. Thus, the presently influ-
ential unificationist conception of explanation
argues that kinetic theory provides explanations
because it unifies many (sometimes seemingly unre-
lated) facts about nature: It accounts not only for
Boyle’s law, but for many other phenomenological
gas laws as well, and also relates gaseous behavior
to other natural phenomena governed by the laws of
mechanics (Friedman 1974, 14–15). Alternatively,
the causal conception of explanation claims that
it is the causal-mechanical features of the kinetic
theory that do the explanatory work (Salmon
1984, 227–228).
A related philosophical issue is that of inter-

theoretic reduction. According to Nagel (1961,
342), the relation between kinetic theory and the

phenomenological theory of thermodynamics is ‘‘a
classic and generally familiar instance of such a
reduction’’ (see 338–345 for an account). Pace
Nagel, the reduction of thermodynamics to kin-
etic theory is not completely unproblematic: kinetic
theory appears to be unable to account for the
tendency toward equilibrium described by the sec-
ond law of thermodynamics. This inconsistency was
already observed by Maxwell (1872), in his famous
thought experiment known as Maxwell’s Demon:
Maxwell imagined a microscopic but ‘‘very obser-
vant and neat-fingered being’’ manipulating mole-
cules in such a way as to make heat flow from a cold
to a hot body, thereby contradicting the second
law of thermodynamics (see Irreversibility).
Boltzmann’s ([1872] 1966)H-theorem was intended
as a microphysical analogue to the second law.
Boltzmann defined a function H on f (v2) and
proved that H always decreases. As such, H can
be regarded as a microphysical counterpart of
entropy S. Boltzmann’s proof required an extra
statistical hypothesis, the Stosszahlansatz (molecu-
lar chaos): there is no statistical correlation between
colliding molecules before and after the collisions.
However, if the system behaves according to
deterministic Newtonian mechanics (as kinetic
theory presupposes), the Stosszahlansatz cannot be
absolutely true.

This incompatibility between mechanical laws
(read: kinetic theory) and thermodynamics was
made explicit in the reversibility objection (Thom-
son [1874] 1966; also known as Loschmidt’s [1876]
Umkehreinwand ): If one considers a process and
reverses the velocity of every molecule, the resulting
process will be physically possible as well. This con-
tradicts the second law, and the experience that
irreversible processes exist in nature. Boltzmann
responded to the objection with his famous eq-
uation S ¼ k:logW , relating the entropy S of a
macroscopic state to the number (W ) of possible
microscopic states corresponding with the macro-
scopic state in question (in other words, to its rela-
tive probability). This equation, which lies at the
basis of statistical mechanics, implies that entropy
decrease is not impossible but only very improbable:
Because there are many more microstates cor-
responding with a macrostate of high entropy
(disorder), the probability that the system develops
into a state of higher entropy is much greater than
vice versa. In contrast to Boltzmann’s response,
however, some authors take an antireductionist
approach by claiming that the second law has
absolute (ontological) validity and that attempts
at reducing thermodynamics to mechanics are
misguided (e.g., Prigogine 1980). A more detailed
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overview of philosophical issues related to kinetic
theory can be found in Sklar (1993).
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sungsberichte, K. Akademie der Wissenschaften in Wien,
Math.-Naturwiss, Kl. 52: 395–413.
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THOMAS KUHN

(18 July 1922–17 June 1996)

Thomas S. Kuhn was the most widely read, and
most influential, philosopher and historian of sci-
ence of the twentieth century. The Structure of
Scientific Revolutions, first published in 1962,
challenged then-dominant philosophical views of
science regarding progress, rationality, observa-
tion, theories, and language. The book has been
continuously in print for forty years; it has been
translated into more than twenty languages, and

the various editions have sold over a million copies.
Unlike all other books in the history or philosophy
of science, Structure was, and is, still widely read
outside of the philosophical community.
Kuhn was also the author of The Copernican

Revolution, and in 1978, Black-Body Theory and
the Quantum Discontinuity, 1894 –1912, as well as
numerous essays, most of which were reprinted
in two collections, The Essential Tension (Kuhn
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1977) and The Road since Structure (Kuhn 2000).
Although the monographs each made important
contributions, respectively, to contemporary un-
derstanding of the Copernican revolution and of
the early stages of the quantum revolution, none
of the other work has attracted nearly as much
attention as Structure, especially within philosophy
of science. If Kuhn had written only these two
monographs and the articles, he would have mer-
ited a minor footnote as a historian of science in the
twentieth century.
Although Kuhn was the most influential philoso-

pher of science of the twentieth century, his formal
training was in physics, and his next career turn was
to the history of science. He was trained as a physi-
cist, receiving a B.S. in 1943, anM.A. in 1946, and a
Ph.D. in 1949 from Harvard in that discipline.
Moreover, his first teaching position, at University
of California, Berkeley, from 1956 to 1964, and his
second, at Princeton University (1964 –1979), were
in history departments and in the history and phi-
losophy of science program at Princeton, but not in
philosophy. Only when he moved to Massachusetts
Institute of Technology in 1979 did he become a
member of a philosophy department (though it was
the Linguistics and Philosophy Department). He
was elected president of the Philosophy of Science
Association in 1989, after having been a member of
that association for only a few years.

Revolutions and Two Kinds of Science

The main thesis of Structure is that the develop-
ment of the natural sciences and their subfields
proceed through alternations of two kinds of
scientific development: normal and revolutionary
science (see Scientific Revolutions). A period of
normal science produces cumulative progress in
understanding of the domain of that field and
involves the application and refinement of general-
ly accepted theories to the unresolved questions in
a domain according to an agreed understanding
both of what constitutes a reasonable question
and on the criteria used to adjudicate answers.
Revolutionary change involves rejection of a signif-
icant portion of the theories, methods, and criteria
for problem solution, and their replacement by new
ideas. In revolutionary change at least some of the
previously ‘‘solved’’ problems are rejected or reo-
pened. One of the most controversial claims of
the book was that there was incommensurability
between a revolutionary theory and the one it
supplanted (see Incommensurability).
The book received both widespread praise and

condemnation. In addition to the claims about

‘‘revolutions,’’ whichwere very controversial, critics
argued that Kuhn’s account of science made it nei-
ther rational nor objective. Kuhn regarded this as a
misinterpretation of his views. In addition to the
claim about incommensurability, he claimed that
when a scientific revolution occurs, ‘‘the world
changes,’’ and both of these claims provoked philo-
sophical outrage in many critics (see Shapere 1964
for an example). An elaboration of the basic views
of the book is presented first; discussion of contro-
versies and consequences follows. For an extensive
discussion of the meanings and history of the phrase
‘scientific revolution’ (see Scientific Revolutions).

Understanding Kuhn’s account is complicated
by the fact that throughout his career he was in
the process of refining his positions to clarify them,
to meet objections and to eliminate misunderstand-
ings. Structure was only published in its actual
form because Kuhn had agreed to write an entry
for the Encyclopedia of Unified Science series and
the editors pressed him to produce a manuscript
(see Unity of Science Movement). His personal
preference would have been to continue to develop
the ideas and to relate them in more detail to the
existing tradition in philosophy of science, with
which he was then acquainting himself. In the Pref-
ace, he apologizes for leaving out many topics and
more precise references because of lack of space.
After the somewhat negative reception of the book,
he suggested a major terminological change in the
second edition (1970), which he did not incorporate
in the text generally, but only in a postscript, which
has been largely ignored by readers and critics. He
continued to work throughout his life on a clearer
and more definitive formulation of his views and
he died in 1996 without having completed that
project. Thus any evaluation must be of work still
in progress.

Structure
In the first edition of Structure, Kuhn defined the

two kinds of scientific development in terms of
paradigms. Normal science involves the articula-
tion and refinement of a paradigm that is shared
by the relevant scientific community; in revolution-
ary scientific change, one paradigm is rejected and
another takes its place. One reason for the wide-
spread influence of the book outside of the commu-
nity of philosophers and historians is that the
conception of a group or community guided by a
paradigm seemed to have explanatory value inmany
settings. This use of the term has become firmly
entrenched as a standard expression in English and
appears in cartoons and business management
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courses, although most of its contemporary users
have no notion of its source.

However useful the term ‘paradigm’ has proven
to be in the general culture, it was the cause of con-
siderable criticism in the reception of the book
because critical readers perceived that he was
using the term very variously and loosely.
One critic presented a taxonomy of twenty-two
distinguishable senses of the term in Structure
(Masterman 1974). Kuhn disagreed with the
precise count, but was sufficiently persuaded by
Masterman’s critique and those of many other
critics that clarification was required. Many of the
criticisms were aired at two important conferences
that focused heavily on his work, in London
in 1965 and Champaign, Illinois, in 1969. The
proceedings of these were eventually published as
Criticism and the Growth of Knowledge (Lakatos
and Musgrave 1974) and The Structure of Scientific
Theories (Suppe 1977). Kuhn was also conduct-
ing graduate seminars at Princeton that were
attended by philosophers of science on the faculty,
as well as historians and graduate students from
both disciplines. As a result of these influences
and further reflection, in the postscript to the
second edition of Structure in 1970, he expressed
a desire to replace the term ‘paradigm’ with two
new terms, ‘disciplinary matrix’ and ‘exemplar,’
which he believed expressed the two main distinct
uses he had made of ‘‘paradigm.’’ Similar qualifi-
cations of the view in Structure are expressed in his
contributions to those two conferences.

The six elements that Kuhn intends to include in
a disciplinary matrix are:

(i) equations or other symbolic representations,
(ii) instruments,
(iii) standards of accuracy and experimental re-

peatability,
(iv) metaphysical assumptions,
(v) the domain of inquiry, and
(vi) exemplars.

The domain of inquiry includes the problems that
workers in the field regard as relevant but un-
solved. An exemplar is, as we have seen, the second
meaning of ‘paradigm,’ and Kuhn emphasizes that
these are concrete examples of problem solutions.
One of the most crucial points in his emphasis on
exemplars is that they give guidance to future re-
search by example; these examples are implicitly
constrained by rules and are instances of a method,
but neither the rules nor the method is explicit in
them. A scientific field or specialty is given its
coherence partly by the shared examples, but it is
given its diversity of approaches by the possibility of

researchers interpreting those examples somewhat
differently from one another. Researchers can all
agree that they want to do for their field what
Newton did for his, but they may disagree fairly
radically about what that was, and therefore on
what they intend to achieve. Some of the confusion
in interpreting Structurewas due to the fact that one
sense of paradigm, that is, exemplars, are an element
of the other sense (disciplinary matrices).

Disciplinary Matrices and ‘‘The Scientific
Revolution’’

In the Ptolemaic/Aristotelian scheme that domi-
nated scientific thought in the Western world for
almost two millennia, one of the fundamental
metaphysical assumptions is that there are un-
bridgeable differences between terrestrial and celes-
tial phenomena, while the Copernican/Newtonian
view assumes the uniformity of laws throughout
the universe. The former emphasizes qualitative
explanations; the latter, quantitative predictions.
Famously, the telescope, particularly in the hands
of Galileo, was a critical instrument in the argu-
ments against the static Ptolemaic/Aristotelian
view of the heavens. While Kuhn was still a gradu-
ate student, James Conant, a chemist who was then
president of Harvard, asked him to assist in pre-
paring a historically oriented physics course for
non‐science majors. In the process of preparing
for this course, Kuhn, who had read little or no
history of science previously, spent an extensive
period of time reading Aristotle.
He describes how as he read Aristotle he discov-

ered that Aristotle had known almost no mechan-
ics, if one understands mechanics as the system
discovered by Galileo, Newton, and others. This
baffled Kuhn because Aristotle’s contribution to
logic remained of central importance at least until
the twentieth century, and Kuhn believed that
Aristotle’s observations in biology provided mod-
els that were instrumental to the emergence of the
modern biological tradition. If Aristotle had been
both a keen observer and the epitome of reasoning,
how could he be so mistaken (Kuhn 2000, 16)?
His conceptual difficulty led Kuhn to reflect that

perhaps Aristotle’s (translated) words did not
mean quite the same to the modern reader as they
had to Aristotle. This thought, together with
continued concentrated immersion in the texts,
led to an abrupt revelation:

Suddenly the fragments in my head sorted themselves
out in a new way, and fell into place together. My jaw
dropped, for all at once Aristotle seemed a very good

KUHN, THOMAS

421



physicist indeed, but of a sort I’d never dreamed possi-
ble. Now I could understand why he had said what he’d
said, and what his authority had been. Statements that
had previously seemed egregious mistakes, now seemed
at worst near misses within a powerful and generally
successful tradition. (Kuhn 2000, 16)

This experience initiated the intellectual develop-
ment that led to Structure and his position on
revolutionary change of worlds and worldviews, a
position that raised problems that he would con-
tinue to struggle with until his death in 1996. The
careful reader can detect this theme of sudden revi-
sion already in Kuhn’s first book, The Copernican
Revolution, published in 1956, although it is proba-
bly only with hindsight that one can see the impor-
tance of the idea. Writing that monograph
cemented many of the major themes of Kuhn’s
later work in its detailed description of the complex
transformation from the world as described by
Ptolemaic astronomy and Aristotelian physics (or
perhaps medieval neo-Aristotelian physics) to the
worldview that developed through Copernicus,
Kepler, and Galileo, to culminate in Newton.
In assessing this sudden transformation and the

significance of the process of writing this book on
Kuhn’s subsequent views, it is essential to recall the
unique character of the Copernican-Newtonian
revolution. Indeed, for many historians and philo-
sophers, it is called the Scientific Revolution. Be-
fore this revolution, humans saw themselves as
situated on a motionless Earth in the center of a
relatively small finite universe. Terrestrial sub-
stances were divided into four kinds, and the
motions of objects depended on the substances
composing them; each kind had a natural motion
defined in terms of the center of the universe locat-
ed at the center of the Earth. Celestial substances
were a different matter—or rather were not
matter—and followed circular paths.
By the end of the Scientific Revolution, humans

were on an Earth that was not only rotating at
1,000 miles per hour but also one that was travers-
ing an orbital path around the sun at an even
greater velocity. They were not at the center of
the solar system, but on the third planet from
the sun. Nor is the sun at the center of the universe,
for the universe is infinite and there is no center
at which to be located. Terrestrial and celestial
objects were now subject to the same governing
laws, and those laws were abstract, quantitative,
and mathematical rather than qualitative and
teleological.
Notice that two abrupt changes are involved here.

One is the change in the scientific worldview—the
Ptolemaic/Aristotelian view that had evolved little

over almost twomillennia was suddenly replaced by
the Copernican/Newtonian view. The second is that
Kuhn’s understanding of Aristotle’s worldview and
the relation between Aristotle’s views and post-
Newtonian views underwent an instantaneous
change when his jaw dropped. Until much later
(Kuhn 2000), Kuhn did not distinguish these two
kinds of changes, one of which is a personal psycho-
logical transformation, and the second a social
and epistemological change in a community. Nei-
ther the scale nor the processes of these two kinds of
change are identical, and some of the lack of clarity
of his earlier views is due to failure to make this
distinction.

Progress
The question of scientific ‘‘progress’’ is a compli-

cated one in Kuhn’s thought. He clearly believed
that there is directionality to scientific change, that,
for example, scientific disciplines frequently split
into subdisciplines that become fields in their own
right, and that this process is never reversed. And
at the most general level, as mentioned above, he
thought that one can distinguish pre-paradigm
from paradigm-driven fields. But directionality
does not mean that it is movement toward some
ultimate end rather than simply solutions to cur-
rent problems.

As indicated above, many of Kuhn’s later views
are already discernible in The Copernican Revolu-
tion, but there are other points at which his ideas
had clearly developed in the six-year period be-
tween that work and Structure. In the conclusion
to the former book, he discusses the fact that prog-
ress in scientific concepts is not cumulative. ‘‘But
though the achievements of Copernicus and
Newton are permanent, the concepts that made
those achievements possible are not’’ (Kuhn 1957,
264 –265). This is clearly consistent with his more
elaborated view in Structure that science does not
make cumulative progress with respect to the un-
derlying structure of the world, and is closely
connected with his controversial views about how
the ‘‘world changes’’ during evolutionary periods.

However, in The Copernican Revolution he still
holds that the list of solved problems is cumulative
across even the Scientific Revolution. ‘‘Only the list
of explicable phenomena grows; there is no similar
cumulative progress for the explanations them-
selves’’ (265). By the time he wrote Structure, Kuhn
had ceased to think that even the list of explained
phenomena was cumulative. The beginning of the
evidence for this was already in The Copernican
Revolution, but he had not seen it as such.
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For example, in the Ptolemaic/Aristotelian view
of the world, since the Earth was (almost) at the
center of the celestial sphere of fixed stars, there
was a trivial explanation of why there was no ap-
parent parallax in the position of the fixed stars
over a period of six months. On the other hand,
given the Copernican view of the Earth as orbiting
around the sun, one would expect to see the stars
appear at slightly different angles when observed at
intervals of six months because the Earth is at
opposite sides of its orbit. Since no parallax was
observed, this was taken by many as evidence for
the Ptolemaic/Aristotelian view. The Copernican
explanation of the lack of observed parallax was
to infer that the distance to the fixed stars was so
great that the angle of parallax was less than the
limit of observation (Kuhn 1957, 159).

In this instance, what was an unproblematic ob-
servation in the Ptolemaic system was ‘‘explained’’
by an assumption that was seen as ad hoc by tradi-
tional astronomers when propounded. The detec-
tion of parallax remained an issue for Copernican
and successive astronomical views even after the
invention of the telescope, and it was not until
1838 that the first measurements demonstrating
parallax were made (163).

One of the exemplars of the Copernican/
Newtonian view was the pendulum. In this case
the universal laws of gravitation, force, and accel-
eration combine to give a derivation of a precise
quantitative law stating that the period of a pendu-
lum depends only on its length. The place of the
pendulum in the development of Copernican/
Newtonian physics is very important. The proper-
ties of a simple ideal pendulum are easy to estab-
lish, but more complex approximations to actual
physical instantiations pose important puzzles for
normal science. For the Ptolemaic/Aristotelian
view, a heavy object suspended from a string or
chain is of no theoretical interest because it is an
example of constrained motion—the string or
chain prevents the object from pursuing its natural
motion toward the center of the Earth and uni-
verse. The example of the pendulum was of central
importance for some of Kuhn’s most controversial
views on world change during revolutions, a topic
that will be discussed later.

Normal Science
According to Kuhn, normal science consists of

periods of cumulative progress in which scientists
apply generally accepted theories to the unresol-
ved questions in a domain according to shared
assumptions about what constitutes the important

problems and what would count as a solution. He
characterizes ‘‘normal science’’ as a very sophisti-
cated form of puzzle-solving that can require great
ingenuity but occurs within a stable framework of
tradition.
Kuhn’s characterization of ‘‘normal science’’

was criticized from at least two directions. Popper
argued that if Kuhn were correct, then normal
science was in fact not science at all, because scien-
tists under those conditions were presupposing the
cognitive elements of the disciplinary matrix and
not testing them (Lakatos and Musgrave, 1974)
(see Popper, Karl Raimund). According to Popper,
the Kuhnian characterization of science requires
that the laws and theories under consideration be
falsifiable and that experiments be attempts at fal-
sification. Kuhn did not accept this criticism—his
view was that the presuppositions were necessary in
order to make progress. Continual reexamination
of what is taken as basic knowledge would impede
the process of extending knowledge. He also held
that it was only through the vigorous pursuit of
normal science that further revolutions could be
achieved.
A second criticismwas thatKuhn’s accountmade

so-called normal science, which is quantitatively the
large majority of scientific activity, uninteresting
and routine. Although his use of the term ‘‘puzzle
solving’’ to describe normal-scientific activity may
have made it sound more routine, Kuhn certainly
did not think that normal science was uninteresting
and routine. The phrase ‘‘puzzle solving’’ may have
been unfortunate, because it tends to suggest cross-
word puzzles or jigsaw puzzles, challenges that have
been created by humans with explicit rules and a
solution that is known in advance before the puzzle
solvers enter the activity.
In contrast, the ‘‘puzzles’’ of normal science are

posed by scientists, but the answers are not known
by anyone in advance, and the rules for solution are
given at best implicitly by previous exemplars. Both
features—the difficulty of solution and the bridge to
the next revolution—can be illustrated by many
examples, but the refinement of the Newtonian
theory of the solar system is a particularly clear one.
The textbook accounts say that Newton derived

Kepler’s laws from his own laws of motion, but this
is a derivation in the sense of physicists, not of
philosophers or logicians. Kepler’s first law states
that the planets move in elliptical orbits with the
sun at one of the foci of the ellipse. However, the
derivation of an elliptical orbit for one body
revolving around a second body holds only when
no other forces are acting on these bodies than the
mutual force proportional to the inverse square of
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their distance apart. Thus, this derivation is possi-
ble only if the effects of all the remaining planets on
the orbit are ignored, and it is clear from Newton’s
law of gravitation that there is a non-null effect. So
the ‘‘derivation’’ involves a deliberate simplifica-
tion, though one that was unproblematic at the
time of Newton.
However, as telescopic observation improved,

the discrepancy from the Keplerian model was ob-
servationally recorded, and one of the puzzles of
the astronomical tradition became to provide a
more exact mathematical analysis that did not
oversimplify as much. For example, by 1770 it
was noted that there were deviations in the motions
of Jupiter and Saturn from predictions. Laplace
established in 1775 that these deviations were peri-
odic (with a period of 929 years!) and showed that
the deviations followed from a mathematical anal-
ysis that included the gravitational attraction be-
tween those two planets. There is a crucial
mathematical fact that intrudes here, viz., that the
problem of solving the differential equations for
two bodies acting under the influence of gravity
has a general analytic solution, but in general
there is no closed analytic solution for equations
involving three or more bodies. Thus significant
new mathematical tools were required to solve the
puzzle. And the puzzle led to the major mathemat-
ical discovery of the mathematical fact just cited, so
the process influenced the development of not only
astronomy but mathematics as well.
The better mathematical approximations fit well

with observation until about the 1840s, when it
became clear that the predictions for Uranus did
not fit the data. The possibility of an undiscovered
planet was one potential explanation, though
others were also offered, including the possible
failure of the inverse square law for gravitation.
However, the standards of astronomy at that
post-Keplerian point would not permit as a ‘‘solu-
tion’’ the mere postulation of such a planet, but
required calculations to determine the location of
the hypothetical planet, and observations of the
planet and its positions.
When the relevant calculations were made and

the appropriate portion of the sky observed,
astronomers saw Neptune. But not for the first
time! Once the existence of Neptune was known
and its orbit calculated backward, astronomers
learned that on several occasions the planet had
been seen and noted, but that the observers (includ-
ingGalileo) did not discern that it was a planet. This
episode provided (though it was hardly necessary)
more confirmation of the universal applicability
and validity of the Newtonian equations.

A similar situation arose late in the nineteenth
century with respect to the planet Mercury, whose
orbit likewise did not fit predictions according to
the standards of the time. Astronomers hypothe-
sized another inner planet, calculated its orbit and
mass, and even named it: Vulcan. However, nature
was not so cooperative in this instance and Vulcan
was never observed. The anomaly of Mercury’s
orbit later became one of the important pheno-
mena predicted correctly by general relativity
theory and was a crucial part of the overthrow of
Newtonian theory. Rigorous pursuit of increasing-
ly precise predictions within the normal-science
tradition of Newtonian astronomy provided
the data that gave observational leverage to the
overthrow of that tradition.

Rationality
Perhaps the most common and outraged criti-

cism of Kuhn’s work was that it denies the ratio-
nality of science, because the acceptance or
rejection of a new theory depends not only on
‘‘scientific’’ factors but also on social factors.
Kuhn’s response was indignation and perplexity.
The first sentence of Structure promises (or
warns) that ‘‘History, if viewed as a repository for
more than anecdote or chronology, could produce
a decisive transformation in the image of science by
which we are now possessed.’’ One important re-
spect in which Kuhn wanted to correct the image of
science was in the general understanding of what
constitutes its rationality.

The generally accepted philosophical view of sci-
entific rationality in the 1950s was that science
rested on a basis of observation statements—these
statements were thought to be neutral with respect
to the various theories to be compared and to be
unproblematic with respect to verification (see
Logical Empiricism; Verifiability). While there
were disagreements about the character of observa-
tion statements (whether they were subjective
reports of the agent’s perceptions or reports of
external states that were intersubjectively agreed
upon) and about whether their verification was
absolute or not, the assumption of a basis of obser-
vation sentences was shared by Carnap, Hempel,
and almost all others working at the time (See
also Carnap, Rudolf; Hempel, Carl Gustav;
Observation; Physicalism; Protocol Sentences). So
the first element of scientific rationality was the
observational base.

The second component of scientific rationality
consisted of the method of establishing verification,
confirmation or falsification of theories on the
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basis of observation sentences (see Confirmation
Theory; Observation). Significant controversies
raged among those who shared this framework
over such issues as whether the basic concept
should be probability (see Popper, Karl Raimund;
Reichenbach, Hans), confirmation, or refutation,
but all shared the overarching program of articulat-
ing exactly how the logical relation between theory
and observation was to be analyzed. The guiding
motivation for this program was the success that
had supposedly been obtained in the foundations
of mathematics. Mathematical logic had proved to
be an enormously successful tool for representing
mathematical statements and for analyzing the
proof relations among the statements. The second
stage in securing the foundations of science was to
be a comparable analysis of scientific reasoning. In
particular since the surprising success of mathemat-
ical logic consisted largely in showing how seman-
tic conceptions, such as entailment, could be
rendered into equivalent syntactical forms, such
as derivability in a formal system, the goal was to
provide a syntactic characterization of the process
of theory evaluation.

Summarizing, the two principles are that the
basis of evaluating scientific theories was a shared
collection of observation sentences and that evalu-
ation is to be done according to a single algorithm,
which was to be proved optimal. Given these con-
ditions, it follows that if two scientists disagree
about theory choice, then either

. they are using different evidential bases; or

. (at least) one of them is not using the proper
algorithm for theory evaluation.

Thus, if Carnap’s original program, to prove
that there is a unique correct quantitative confir-
mation function, could have been carried out, any
scientific controversy must result from ignorance
or inductive error; scientific controversies are an
inefficiency in the progress of science. Further-
more, the scientific community, or at least the
ideal one in which all scientists follow the algorith-
mic ideal, has no discernible function except to
make the process of scientific development move
faster by having more hands to make the tasks
lighter. In the ideal scientific community, in this
view, there would be no disagreements about theo-
ry evaluation. If Carnap’s program does not suc-
ceed, then one must make a reevaluation of the
nature of scientific controversies (see Carnap,
Rudolf; Inductive Logic).

One consequence of Kuhn’s work and the
subsequent discussion has been to encourage alter-
native approaches to rationality. The Bayesian

approach to theory evaluation would undoubtedly
have commanded some attention in any event, but
interest in this alternative to the traditional
approaches was undoubtedly increased by the de-
sire to find ways to accommodate Kuhnian insights
in a more formal structure. The view that apparent
incommensurability stems from scientists using
very different prior probabilities is explored in in-
teresting depth in Salmon (1990) (see Bayesianism).

Rationality and the Social
Since finding a formal analog for inductive logic

to the very successful formal deductive foundation
of almost all of mathematics was taken as key to
demonstrating the rationality of the scientific meth-
od, it is not surprising that Kuhn was accused of
advocating irrationality when he questioned the
possibility of this project. On this point he was
very clear in his own mind that the traditional
attempts to underwrite the rationality of science
misunderstood the history and character of the
scientific process. For him, the process of theory
choice by the scientific community was the touch-
stone of rationality, and his goal was to better
understand that process. In other words, the scien-
tific process is not rational because the community
is embodying an independently specifiable algo-
rithm for theory choice, but the process is rational
because it is being carried out by the community.
There are two importantly different ways of un-

derstanding this claim. The first is based on an idea
from information theory and signal processing. A
classical engineering problem was how to improve
signal detection given either imperfect detectors or
noisy signal channels. Early researchers in the field
showed that with imperfect signal detectors one
could obtain an arbitrarily good improvement in
the accuracy of signal detection by combining a
sufficiently large number of the imperfect detectors
and taking the result from the majority of the
detectors. The application of this analogy is to
think of scientists as imperfect detectors of the
signals sent by nature, perhaps under experimental
questioning, regarding the best of a set of available
theories.
This model depends on (at least) two crucial

assumptions. One assumption is that the scientists/
detectors are more likely to choose the better theory
or to detect the correct signal, than the alternative
theory/signal. Lest the reader think that ‘‘better
theory’’ presupposes too much, note that for these
current purposes, one can take better theory in a
limited way to mean the better theory from an
available specified set for the purposes of fitting
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experimental results, making correct predictions,
and cohering with other theories in the near future.
This argument can be formulated in a way that is
agnostic about metaphysical truth and realism—
indeed, both realists and anti-realists can adopt
this assumption. If there are more than two the-
ories in contention, then the assumption need only
be that the better theory is more likely to be chosen
than any individual competitor. One does not need
the stronger assumption that the better theory is
more likely to be chosen than the disjunction of the
competitors. And the difference in probability of
the better theory being chosen does not have to be
great; even small differences can be leveraged with
enough agents.
Secondly, the scientists/detectors must be appro-

priately independent of one another. Otherwise
they will all simply reproduce the same errors.
Elaboration of this assumption is a complicated
and subtle matter, and only an approximation can
be given here. The detectors cannot be statistically
independent, for if each is more likely to detect the
true theory than not, then their conclusions will be
at least weakly correlated. The proper statement of
the assumption is that their correlation is entirely
due to their propensity to detect the true theory. If
the detectors are all made in the same factory, and
thus are subject to the same biases and will produce
the same result, true or false, then they are not
independent in this sense. If the scientists are all
trained by the same narrow-minded dissertation
advisor and thus will produce the same result,
true or false, regardless of the facts of the matter,
then they are not independent in this sense.
This emphasis on the independence of judgment

suggests an atomistic view of the scientists that is
at odds with the emphasis Kuhn places on the
weighty role played by the social community of
scientists. As Kuhn discussed in The Essential
Tension (Kuhn, 1977), the process of being trained
as a scientist in a particular specialty is simulta-
neously a process of making the trainee conform to
the standard acceptable canons of the discipline
while trying to preserve the freedom and inde-
pendence of judgment that will enable the new
specialist to explore and evaluate alternative
approaches to anomalies in the discipline. The
process of training ranges inclusively from training
in specific experimental or mathematical fields
to absorption of the cultural tales of the field
(Traweek, 1988).
This model of the scientific community is over-

simplified in many ways, but it brings out impor-
tant points. If not exclusively, at least largely,
the community must consist of inquirers who are

responsive to information about the world—they
must be rational inquirers as individuals. But there
are also issues of optimality at the level of the
community, and one can speak of rationality at
the level of the structure of the community.

Kitcher (1993) develops a version of this ap-
proach. Since there is no theory-choice algorithm,
a point he takes as given, it is important to have a
diversity of approaches to theory testing and eval-
uation. If everyone agreed on and pursued the most
plausible direction, then potentially promising the-
ories might well be ignored, often at a considerable
loss to the community. One could add to his point
that a diversity of cognitive styles and variability in
willingness to take risks would also be beneficial. In
these matters there remains the difficult task of
maintaining the right balance in the essential ten-
sion Kuhn noted, the balance between having suf-
ficient communal agreement on enough matters to
define a field while leaving room for vigorous de-
bate on others.

An alternative, bolder interpretation is that the
rationality is present only at the level of the com-
munity. As Longino puts it: ‘‘Objectivity, then, is a
characteristic of a community’s practice of science
rather than of an individual’s, and the practice of
science is understood in a much broader sense than
most discussions of the logic of scientific method
suggest’’ (Longino 1990, 74). In her analysis, there
are four conditions that a community must satisfy
in order to qualify as rationally developing scientif-
ic knowledge:

1. There must exist within the community
recognized and approved forums or avenues
for the criticism of theories, evidence, experi-
ments, assumptions, and inferences.

2. The criticism must be effective in that the
community at times changes its belief and
practices in response to it. Criticism is not
merely tolerated and ignored.

3. As a background for criticism, the com-
munity must have publicly recognized and
shared standards that provide the criteria
for evaluating theories, hypotheses, experi-
ments, data analysis, etcetera. These establish
standards for the quality and relevance of
criticism.

4. Communities must be characterized by ap-
propriate levels of equality of intellectual au-
thority. This does not require that all
members of the community have equal influ-
ence, but that any disparities be due to past
accomplishments or training and not to po-
litical, economic, or other factors not directly
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related to the epistemological task at hand
(Longino 1990, 76–81).

Whether communities or individuals are the fun-
damental basis of rationality in science is still under
debate and development, but there is no question
that participants such as Kitcher and Longino are
continuing a debate opened by Structure.

Contexts: Discovery, Justification, Development
Perhaps the most important break with the stan-

dard philosophy of science tradition was Kuhn’s
rejection of the distinction, due to Reichenbach,
between the context of discovery and the context
of justification. At the very beginning of Experi-
ence and Prediction, Reichenbach distinguishes the
descriptive task of epistemology, viz., ‘‘giving a
description of knowledge as it really is,’’ from the
main evaluative task of epistemology of consider-
ing ‘‘a logical substitute rather than real processes’’
(Reichenbach 1938, 5) He concludes that ‘‘it will
therefore never be a permissible objection to an
epistemological construction that actual thinking
does not conform to it’’ (6). Reichenbach (and
many other logical empiricists) saw the task of
philosophy of science as providing a ‘‘rational re-
construction’’ of scientific processes. These recon-
structions substituted abstract logical operations
for the actual psychological processes. Probably
Kuhn’s most important contribution was to bring
both history of science and psychology into contact
with philosophy of science.

At the time Kuhn was writing Structure, almost
all of philosophy of science focused on the context
of justification, understood as analyzing the rela-
tion between a theory axiomatized as a set of sen-
tences in a formal language and evidential
sentences from an agreed-on base also represented
in a formal language. Kuhn’s use of history was
frequently seen as dealing with the context of dis-
covery and thus as irrelevant to philosophy of sci-
ence. Kuhn’s insight, which is now generally
accepted among philosophers of science, is that
theories and evidence undergo significant transfor-
mations during the period between the time the
theory is first formulated and the time it reaches
the final form that is enshrined in textbooks. Most
of the process of scientific development occurs be-
tween the time of discovery and the time at which a
formal justification is developed, and formaliza-
tion is ill-suited to represent those processes of
development.

To develop Kuhn’s ideas, it is essential to distin-
guish a third context, that of development. This is
the stage in which an embryonic, or perhaps fetal,

scientific theory is nurtured and developed so as to
analyze its implications. The most famous and dra-
matic example is the Copernican revolution dis-
cussed above. Copernicus’ theory of planetary
motion described the motion of the planets in
terms of circular motion with epicycles on the
main cycles, and attributed the movement to a
rather mystical force emanating from the sun but
pushing the planets around in their orbit. It took
more than a half century after Copernicus for
Kepler to develop the description of the elliptical
orbits, and another half century before Newton
provided the dynamics to explain the approximate-
ly elliptical orbits in terms of a force attracting the
planets to the sun. Although Kuhn sometimes
describes scientific revolutions as sudden, he had
documented in his first book the century and a half
that was required for the Ptolemaic/Newtonian
revolution to unfold.

The Scientific Revolution
The issue of the context of discovery is closely

related to the character of normal science. As indi-
cated earlier, in Kuhn’s view, the adoption of a new
disciplinary matrix by a community requires an
extended period that looks instantaneous only
from a rather distant perspective. For a new disci-
plinary matrix to be taken seriously by the commu-
nity, it must solve some of the outstanding
problems that have eluded solution with the older
disciplinary matrix. But the new disciplinary matrix
at that stage has not been developed sufficiently to
resolve many of the outstanding problems or to
provide new alternative solutions to previously
solved problems. Thus much of the process of nor-
mal science is the development of new scientific
ideas, instruments, mathematics, and experimental
methods. The formalized theories on which logical
empiricism focused are an end product and do not
represent the character of most of the activities of
scientists (see Logical Empiricism).

Gestalts and World Changes

One of the significant oversimplifications in Struc-
ture is that Kuhn uses the same vocabulary to
describe the process of change in a scientific com-
munity and in an individual—both are character-
ized as ‘‘Gestalt switches,’’ or instantaneous changes
of perspective, familiar from such psychological
examples as the Necker cube: a two-dimensional
configuration of lines that can be seen in either of
two three-dimensional orientations. (The relevance
of Gestalt psychology to philosophy of science was
also argued by Hanson [1958] in his Patterns of
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Discovery. Although Hanson published these ideas
earlier and Kuhn acknowledges Hanson’s work in
Structure, Kuhn had been familiar with the Gestalt
examples from his time at Harvard. There is also a
question of the scale of revolutions and various
perspectives on them. The Copernican–Newtonian
revolution took over a century, but this looks rela-
tively abrupt compared with the millennium and a
half of domination by the Aristotelian–Ptolemaic
disciplinary matrix before the Scientific Revolu-
tion, and the two and a half centuries subsequently
by the Copernican–Newtonian.
The contrast between the psychological process-

es by which an individual comes to accept one
theory rather than another and the social processes
by which the consensus of the scientific community
shifts can be illustrated by examples. Galileo quick-
ly adopted the Copernican framework but was part
of a long and tragic struggle within (and without)
the scientific community. The Gestalt character of
how perception can change is illustrated by Kuhn’s
discussion of Planck’s discovery of the constant
that bears his name. In his earliest paper, Planck
uses a quantity that is equal to the constant, but his
conceptualization of it at that time was not that it
was a constant, but was simply another quantity
that emerged in accounting for the data. It was not
until considerably later that Planck conceived of it
as a fundamental constant (Kuhn 1978).
Two of the passages that most disturb critics of

Structure are Kuhn’s comments that before Galileo
there were no pendula and that when scientists
change their disciplinary matrix, as we have seen,
the world changes. However, one way of interpret-
ing Kuhn’s pendulum comment less dramatically
can be derived from recent work on the view that
science consists primarily of modeling (Giere 1988
and 1999; Cartwright 1983). If a pendulum is to be
understood as described in physics textbooks as a
point mass suspended from a massless, completely
inelastic string with no resistance to the medium in
which it moves, then there are no pendula in the
physical world, neither before nor after Galileo.
However, from Galileo on, the worlds of natural
philosophers and physicists include abstract pen-
dula of all various masses and string length. And
with these in the mental space of the scientist, the
world looks very different because many physical
objects approximate the properties of an ideal pen-
dulum so that prediction is possible and fruitful.

Later Work

The main focus of Kuhn’s later work was on lan-
guage, attempting to understand and explicate

precisely the nature and causes of incommensura-
bility. This direction began in the 1960s while he
was at Princeton, where Quine’s ideas about radical
translation were a dominant theme of discussions
(see Quine, Willard Van). In the postscript to the
second edition of Structure and subsequent work
Kuhn often used the term ‘‘translation’’ and was
interested in the parallels between language learn-
ing and scientific development. For example, he
claimed repeatedly that Aristotelian ‘‘physics’’ can-
not be translated into Newtonian terms. A frequent
criticism of this claim was that it implied falsely
that no one who knew Newtonian mechanics could
understand Aristotle, whereas Kuhn himself expli-
cated Aristotle. His response was that the process
of learning Aristotle’s science was a process of
second-language learning, and the ability to speak
two languages does not guarantee that what is
said in one can be translated without remainder
into the other.

In discussing ‘‘incommensurability’’ claims, it is
important to bear in mind what Kuhn meant and
not overinterpret the claim. He used the term in its
historical mathematical sense, in which a mathema-
tician says that the square root of 2 is incommen-
surable with any rational number. This means that
no rational number is a square root of 2. On the
other hand, one can approximate the square root
of 2 as precisely as you wish by rationals. It is not
clear whether Kuhn was committed to this latter
consequence, that one could approximate Aristote-
lian claims as precisely as one wishes by Newtonian
statements, but it is at least evident that his termi-
nology did not imply that no comparison could be
made between the two theories.

It is unfortunate that Kuhn did not more system-
atically develop his conception of disciplinary ma-
trix, because it might have led him to recognize that
in addition to the semantic incommensurability
that most concerned him, other sources and kinds
of incommensurability also abound. The Millikan–
Ehrenhaft controversy over the electron illustrates
how metaphysical and experimental commitments
can produce incommensurable analyses of experi-
mental results.

Around 1910, many physicists believed that
there was a fundamental particle, now known as
the electron, which had the minimal unit of nega-
tive electrical charge. In other words, all electrical
charges were multiples of the charge of the elec-
tron. But many others were still not persuaded of
the existence of such quantized particles. Millikan
(1911), believing strongly in the existence of the
electron, embarked on the research project of de-
termining more precisely the value of the charge.
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His method was to produce small oil drops that
were ionized by radiation so that the drops were
charged. He then observed their behavior in both
the presence and the absence of an electrical field.

Meanwhile, Ehrenhaft, whowas opposed to ideas
of quantization, and perhaps even of atomism, was
performing similar experiments to test whether the
basic unit of charge existed. Ehrenhaft used small
particles of metal rather than oil drops. These had
the advantage that they were even smaller than the
oil drops and were not susceptible to evaporation,
as the oil drops were. Ehrenhaft’s experimental
procedure produced data that led to calculations
of various charges smaller than the unit charge that
Millikan reported (Ehrenhaft 1941).

Millikan, being an atomist, believed that Ehren-
haft’s particles were so small that they were subject
to irregularities in their motion caused by encoun-
ters with individual atoms and that Ehrenhaft’s
results were thus unreliable.

Ehrenhaft rejected Millikan’s claims and pointed
out that Millikan’s process of analyzing data in-
cluded omission of microscopic observations that
produced data inconsistent with his atomic hypoth-
esis. Ehrenhaft also argued that his own data were
more reliable because his particles were not subject
to any evaporation and could be produced as exact
spheres, whereas oil drops were only approximately
spherical. Ehrenhaft was never persuaded of
Millikan’s results, but Millikan (1965) received
the Nobel Prize in 1924 for this work.

The differing metaphysical assumptions—
continuity versus atomism—led to differing experi-
mental approaches and to divergent interpretations
of the reliability of data. Since those metaphysical
assumptions were not only in the background, but
also the subject at issue for Ehrenhaft, the result
was incommensurability. (For a much more de-
tailed discussion of the controversy and issues, see
Holton 1978.)

Influence

Assessments of Kuhn’s influence vary enormously,
and although most philosophers of science would
agree that his influence was very large, some would
not; and among those who do agree, there is dis-
agreement about whether it was positive or nega-
tive. Those who argue that his influence was slight,
point to the fact that almost all of the elements of
Structure can be found in other philosophers of
science writing at the time—Hanson (1958), Hesse
(1966), Feyerabend (1993), Toulmin (1961), and
others. However, the constellation of ideas in
Structure and the rhetorical tone caught readers’

attention in a way that produced much more dra-
matic results did than any of the others. Feyera-
bend made more radical claims than Kuhn and was
largely dismissed or ignored, and the others made
less sweeping claims and attracted less attention.
For complex reasons that are not fully understood,
Structure struck a resonant chord and transformed
philosophy of science.
Some of the disagreement stems from unclear

aspects of the book. As discussed earlier, although
Kuhn changed his mind about the central term of
the book, ‘‘paradigm,’’ he did not rewrite the book
to reflect that change. This decision was the result
of Kuhn’s recognition that reworking Structure
was not a very good option, since he was still in
the midst of reworking many of his views, and so
the ‘‘postscript’’ strategy was a stopgap measure
until he could reach the stage where a new and
more thorough book was prepared. During the
1960s and 1970s Kuhn gave frequent graduate
seminars on Structure and his further thoughts, as
well as giving lectures and publishing intermediate
elaborations. In 1977, he published The Essential
Tension, a collection of his essays ranging from re-
printings of pre-Structure papers to items that
appeared for the first time in that volume. The ‘‘es-
sential tension’’ referred to is that between the desire
to assimilate all data/observations within the cur-
rent paradigm and the desire to find revolutionary
new solutions.
The characterization of revolutionary science

has attracted the most attention—both positive
and negative—from readers of Structure. Much of
the popularity of the book outside the community
of philosophers and historians derived from the
conceptual tool it provided to analyze change and
often to attempt to bring about a ‘‘change of para-
digm.’’ The book especially attracted interest from
the social sciences because, in addition to the two
types of science discussed earlier, Kuhn also de-
scribed the ‘‘pre-paradigm’’ periods of the physical
sciences before they achieved maturity. Whether
any changes in these sciences are due to Structure
or whether they are positive is mostly outside the
scope of this entry. In particular, the widespread
use of ‘‘paradigm’’ to mean something like a holis-
tic worldview has its origin in the first edition of
Structure and is rather distinct from the official ap-
proach of the second edition, which replaces ‘‘par-
adigm’’ with the disciplinary matrix with various
explicit dimensions.
Although Structure was one of the major final

blows to the logical positivist program, Kuhn’s
relations with at least two of the major figures in
that program were cordial. Structure was originally
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published in the Encyclopedia of Unified Science
series, which was the primary publishing format
for logical empiricism (see Logical Empiricism).
Carnap, one of the editors, was enthusiastic about
publishing Structure.Although it was demonstrated
in a paper by English (1978) that Carnap’s own
account of the relation between theory and evidence
leads to incommensurability, since the meaning of
theoretical terms is given implicitly by the relation
of the theoretical terms to observation terms, this
has not been generally noted. Also, in Carnap’s
account of probability and changes in probability
assignments, he recognizes that in addition to con-
ditionalization on new evidence, sometimes proba-
bility assignments are made in a global way that do
not rely on evidence. This distinction is not exactly
that between normal-science belief revision and rev-
olutionary belief revision, but it is also not entirely
foreign to it (see Carnap, Rudolf ).
Hempel was a colleague of Kuhn’s at Princeton

and they were frequent interlocutors. Both influ-
enced each other’s views, and by the late 1970s
their positions on many issues were very similar,
although they had arrived at those positions from
different directions. Kuhn came to emphasize more
that revolutionary changes were made for good rea-
sons, though he continued to assert that particularly
at early stages of revolutionary change there were
also good reasons against the eventual successful
theory. And he continued to emphasize that there
was no formal algorithm for theory evaluation that
could be appealed to (see Hempel, Carl Gustav).
Some examples of Kuhn’s influence within phi-

losophy of science have already been given. Kitcher
(1993) refers to Kuhn as one of the two most
significant influences on his work and thought
(the other is Hempel). Longino (1990) does not
delineate her debts so explicitly, but there are far
more references in her work to Kuhn than to any
other philosopher of science. Kuhn’s inclusion of
values in the disciplinary matrix fostered the possi-
bility of feminist philosophy of science, which stud-
ies, among other topics, the extent to which
assumptions about gender influence the choice of
research topics, funding, and scientific prestige, as
well as biases with regard to theory selection (see
Feminist Philosophy of Science). Another conse-
quence of note was the development by Joseph
Sneed, Wolfgang Stegmuller, and others of a for-
malization of theories inspired by Kuhn (for more
details, see Theories).
One of the effects of Structure was that research-

ers in anumberof fields beyondphilosophyof science
cited it as justification for emerging new domains
in the study of science or for transformations of

old ones. Sociologists of science, which had been
dominated by a model of scientific development
emphasizing the rational and cumulative character
of scientific knowledge, was emboldened to investi-
gate issues of authority and power and other issues
at the level of the scientific group (Crane 1972).
Kuhn’s introduction of Gestalt psychology into dis-
cussions of scientific change helped to encourage
both psychologists and philosophers to investigate
these further. Productive examples can be found in
Brewer and Chinn’s (1994) research on anomalous
data and Giere’s Explaining Science (Giere 1988).
Anthropology of science, which did not exist in any
significant way prior to Structure, began to study
scientific communities in the same ways in which
other esoteric cultures were investigated (e.g., Tra-
week 1988). Some of the influence, and debates
about it, continue. For example, Duschl (1990) and
others are currently arguing for transformation
in science education on the basis of what they per-
ceive as a Kuhnian understanding of the process of
scientific development.

In conclusion, the influence of Kuhn in philoso-
phy of science is difficult to gauge because a great
deal of what he argued for is now taken as part of
the underlying assumptions. Studying history of
science, having more realistic accounts of scientific
development, and appreciating the relevance of
theories of cognition and of social processes are
all accepted and valued by the mainstream of phi-
losophy of science. Thus what is attributed to
Kuhn are primarily the claims about incommensu-
rability and the dichotomous nature of scientific
change, which are the less plausible parts of his
views with the hindsight of fifty years. Kuhn’s
work has achieved a transformation of views of
science that makes his most valuable contributions
invisible to many current philosophers of science.

RICHARD GRANDY
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L
IMRE LAKATOS

(5 November 1922–2 February 1974)

Lakatos was born Imre Lipsitz to Jewish parents in
Budapest on November 5, 1922. He was not sent to
a Jewish school, and when his family moved to
Debrecen in eastern Hungary (in 1932) he attended
the local realgymnasium (a secondary school with
an emphasis on the sciences). Having excelled at
school Lakatos went on to study mathematics,
physics, and philosophy at the University of Deb-
recen, from which he graduated in 1944. During the
war years he gravitated to the Marxist left. When
the Nazi occupation of 1944 placed Hungarian
Jews in mortal danger, he used a false identity to
escape the labor gangs and the deportations, unlike
many of his family and friends, including his mother
and grandmother, who died in Auschwitz. During
the occupation he belonged to an underground
Marxist group, and late in 1944 he adopted the
name ‘‘Lakatos’’ (‘‘Locksmith’’). After the war he
continued his education, now at the prestigious
Eötvös College in Budapest. At this time he wrote
his first published works, on politics and its relation
with science, written from a Marxist perspective.
In 1947, he was awarded a Ph.D. for his disserta-
tion On the Sociology of Concept Formation in

Natural Science. Meanwhile, the Moscow-backed
communist government in Hungary suffered from
a shortage of dedicated Marxists to fill its offices.
Thus it was that in 1947, the young Lakatos was
attached to the Ministry of Education with res-
ponsibility for the ‘‘democratic reform of higher
education.’’ In practice this meant a rapid expan-
sion in student numbers, together with brutal
measures to bring independent intellectual centers
under Party control—including Eötvös College,
where Lakatos is still remembered for his role as
denouncer-in-chief. At this time he was also a re-
search student of the Hegelian-Marxist philosopher
György Lukács, and he traveled to Moscow Uni-
versity in 1949. On his return to Hungary in the
spring of 1950, he was arrested, charged with ‘‘revi-
sionism,’’ and imprisoned for almost four years
(including a period in solitary confinement), one of
many Party members caught up in the Stalinist
purges. On his release after Stalin’s death Lakatos
returned to academia. Between 1954 and 1956, he
worked on probability-and-measure theory under
the mathematician Alfred Rényi. Crucially, one of
his tasks was to translate into Hungarian György
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Pólya’s How to Solve It, a book on mathematical
heuristics (Pólya, working in the United States,
wrote How to Solve It for his undergraduates). At
the same time, Lakatos began to question the entire
edifice of Marxist thought. When demonstrations
against the government erupted in October 1956,
Lakatos was at the forefront of the student move-
ment demanding academic and intellectual free-
dom. His conviction that science and philosophy
should suffer no external control was by now firmly
established. The uprising was quashed by Soviet
troops, and Lakatos left Hungary for Vienna in
late November 1956.
In 1957, he secured a Rockefeller fellowship

to King’s College, Cambridge, England, where
(supervised by R. B. Braithwaite) he wrote a Ph.D.
thesis, Essays in the Logic of Mathematical Dis-
covery, a later version of which was eventually
published as Proofs and Refutations. On taking his
doctorate in 1960 he joined the London School of
Economics (LSE), where he remained until his un-
timely death. In 1969, he was appointed professor
of logic. During this time, his philosophical inter-
ests broadened to include physical science, and
he developed his Methodology of Scientific Re-
search Program. On the political front, the LSE
was the British center of the student uprising
around 1968. Remembering the damage done to
Hungarian intellectual life by political interference
both from the state and from student activists,
Lakatos urged the university to resist demands for
a student role in policymaking. In public he insisted
on clear distinctions: between logic and psycholo-
gy; between science and pseudo-science; and in this
case, between the ‘‘constructive’’ student demand
for the right to criticize the university and the
‘‘destructive’’ demand to take part in its decision-
making processes. In private his tone was playful
and his logic supple. In his publications he sharply
distinguished his position from that of ‘‘irration-
alists’’ such as Feyerabend (see Feyerabend, Paul);
in his lectures he recommended Feyerabend to his
students; and, in letters, he and Feyerabend argued
for so long and took each other so seriously that
in the end their positions were in danger of collaps-
ing into one another. This combination of public
dogmatism and private openness was motivated
by an acute sense of the fragility of intellectual
liberty. The enemies of free inquiry, whether they
be totalitarian governments or ideologically blink-
ered students, cannot be resisted by the force of
argument alone. Defenders of freedom, Lakatos
thought, must stand ready to use whatever combi-
nation of rhetoric and military force the occasion
demands.

In the early 1970s, Lakatos was full of plans for
books and papers on mathematics and science, but
he was dogged by ill health. He died after a heart
attack on February 2, 1974, aged fifty-one.

Proofs and Refutations

Lakatos’ earliest published works are Hungarian
book reviews written in 1946–1947 when he was
finishing his first Ph.D., On the Sociology of Con-
cept Formation in Natural Science. These book
reviews range over politics, science, and literature,
but they invariably criticize their subjects from a
Marxist perspective. For example, one author
claims that as the result of scientific progress, mod-
ern man is alienated from nature—but, contends
Lakatos, this is the case only under capitalism. In
another review Lakatos complains that undialecti-
cal thinking makes a mystery of the fact that yester-
day’s progressive social class can become
tomorrow’s empty husk. Lakatos’ concern in
these reviews and in his work for the Ministry of
Education was to place the resources and achieve-
ments of bourgeois intellectual life at the disposal
of the new, postwar, communist reality. No doubt
he reasoned that this was the only hope for their
survival and growth. If intellectual culture
remained bourgeois and ‘‘idealist,’’ it would die
for lack of relevance.

Lakatos had abandoned this Marxist framework
by the time he began his Cambridge Ph.D. a decade
later. Nevertheless, he retained a dialectically ori-
ented study of the emergence of novel concepts.
Indeed, two themes—the growth of knowledge and
the relation between intellectual life and politics—
dominated his writing from his first postgraduate
publications of 1946 to his death in 1974. At the
beginning of his Cambridge thesis, he declared:
‘‘The three major—apparently incompatible—
‘ideological’ sources of [this] thesis are Pólya’s
mathematical heuristic, Hegel’s dialectic and Pop-
per’s critical philosophy’’ (Lakatos [1962] 1978,
70n). The thesis is a case study in the growth of
informal mathematics, that is, mathematics that
have not been translated into the language of a
system of formal logic. The case in hand is the
Descartes–Euler formula, V � E þ F ¼ 2, where
V is the number of vertices of a polyhedron, E the
number of edges, and F the number of faces. A
cube, for example, has 8 vertices, 12 edges, and 6
faces: 8 � 12 þ 6 ¼ 2. The formula holds for the
Platonic solids and many other polyhedra. Obvious
questions arise: Does it hold for all polyhedra, or
only for a special class of them? What exactly is a
polyhedron anyway? Formal logic (that is, the logic
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expressed in such systems as the predicate calculus)
offers no answers to these questions, though it may
help to clarify answers found by some other means.
If, therefore, one supposes that the rationality of
mathematics lies entirely in its use of formal logic,
then there can be no rational means of addressing
these questions. One can only hope to stumble on
an answer by a lucky guess, intuitive leap, or stroke
of genius. This is where Pólya enters the picture.

Pólya’s books on mathematical heuristics began
as teaching aids. Some of his tips on mathematical
research are altogether general (e.g., Do you know
how to solve a problem similar or related to the one
in hand?), while others are topic specific (e.g., If
you want to discover new theorems about solids,
remember that theorems in plane geometry often
have three-dimensional analogues). These research
strategies are fallible, but they do offer students
and researchers in mathematics a more productive
approach than simply tinkering with the material
and hoping that luck or inspiration will supply an
insight. Pólya’s heuristics also suggest a philoso-
phical account of the growth of mathematical
knowledge (psychologistic talk of ‘‘inspiration’’ or
‘‘genius’’ is no account at all). Pólya suggested that
Lakatos should use the Descartes–Euler conjecture
as a case study. Philosophically, Pólya contributed
three further thoughts to Lakatos’ thesis:

1. Natural science and mathematics have many
heuristic patterns in common. Pólya’s work
provides examples in pure mathematics of
enumerative induction, inference to the best
explanation, and the testing of general
hypotheses by checking that their logical con-
sequences are true.

2. The mathematical operations used to test a
conjecture may eventually form the kernel of
a proof. For example, one wishes to test the
Descartes–Euler formula. One could try lots
of different polyhedra in turn, but this would
be hopelessly slow. One can, however, gener-
ate a vast collection of polyhedra out of the
Platonic solids by ‘‘roofing’’ (building a pyra-
mid taking one side of an existing polyhedron
as its base) and ‘‘slicing’’ (cutting off a corner).
It is easy to check that roofing and slicing do
not change the alternating sum V � E þ F.
One has, therefore, checked the hypothesis for
all polyhedra generated from the Platonic
solids by roofing and slicing. But, by rearrang-
ing the elements, one also has the means to
prove it for this class of solids.

3. Proofs and tests may suggest definitions and
theorems. Pólya provides cases in which,

rather than first seizing on definitions and
conjectures by luck or insight and then later
finding a suitable proof,mathematicians tailor
their definitions and theorems to suit a prom-
ising proof idea. For example, the roofing-
and-slicing idea suggests a definition: Let
polyhedra constructed from the Platonic
solids by finite iterations of roofing and slic-
ing be called ‘‘P-constructable.’’ The earlier
argument is now the proof of a theorem: For
all P-constructable polyhedra, V� E þ F ¼ 2.

The introduction of new definitions leads to
Hegel. From Hegel, Lakatos learned that the arriv-
al of new concepts in science is not usually an-
nounced by an explicit definition. Rather, existing
concepts are developed in use. This may be a sur-
reptitious expansion occasioned by consideration of
a new sort of object. For example, in Lakatos’ case
study, the concept ‘polyhedron’ is quietly stretched
as mathematicians contemplate solids with holes
and solids formed by joining simple polyhedra at a
vertex or along an edge. Lakatos also shows how a
new proof can reinvent an entire field of study.
Cauchy suggested a proof of the Descartes–Euler
formula that involved removing one side of a poly-
hedron and flattening the remaining figure onto a
plane. This is to treat a polyhedron as a closed
surface rather than as a solid, and thereby to shift
the problem from geometry to topology. Such
changes, from minor concept-stretching to revolu-
tions in the very subject matter, may not be appar-
ent when they happen. They may come to light
only later, when the growth of knowledge is ratio-
nally reconstructed. This explains the unusual liter-
ary structure of Lakatos’ essay. The main text is a
dialogue in a fictional mathematics class, while the
historical sources are supplied in footnotes. Philo-
sophical rational reconstruction is not concerned
with accuracy in historical detail. Rather, the point
is to make known the subterranean conceptual
shifts masked by the use of old words for new ideas.
A consequence of Pólya’s heuristic is that one

may end up proving something deeper and more
interesting than first intended. Lakatos’ ‘‘dialecti-
cal’’ interest in conceptual change shows that as a
result of trying to prove a theorem, one may end up
with a whole new theoretical language. Thus, Laka-
tos’ second Hegelian inheritance was a distinction
between formal logic, which analyzes and rear-
ranges the conceptual resources already available,
and a heuristic rationality that develops new con-
cepts out of old. A movement to a new language L2

may introduce contradictions and refutations that
were not present in the conceptual order associated
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with the old language L1. Formal logic would rec-
ommend sticking with L1, but this may be over-
ridden if there are good heuristic reasons to prefer
L2. Indeed, the contradictions and refutations
thus introduced may require improvements to the
mathematical theory that might not otherwise
have been made. Hegel expressed this distinction
in psychologistic terms inherited from Kant: For-
mal logic is the natural tool of the Understanding,
while ‘‘dialectical’’ or ‘‘speculative’’ thinking is the
business of Reason. Lakatos preferred to distin-
guish between ‘‘language statics’’ and ‘‘language
dynamics,’’ but the point is the same. The logical
analysis of concepts alone can only clarify and
entrench the present conceptual order, when the
real philosophical task is to understand the pro-
gress from one stage of conceptual development to
the next.
Lakatos’ third Hegelian lesson is that there is no

general method for the development of concepts.
Hegel is associated with the thesis–antithesis–
synthesis schema, but one ought not to expect to
apply this formula mechanically. In Hegel’s work
the development of any concept comes in three
‘‘moments,’’ the third being in some sense a return
to or rediscovery of the first, suitably modified by
passage through the second. However, the details
in any given case cannot be anticipated. There are
no laws of dialectical growth as there are laws of
formal logic. ‘‘Formalism,’’ for Hegel, is the false
supposition that there is a universal scientific meth-
od that may be grasped abstractly in advance of
any particular inquiry. In his Cambridge thesis,
Lakatos explicitly denied the possibility of a gener-
al system of heuristic rules, though this passage
vanished from published versions of the text.
After Pólya and Hegel, Lakatos’ third source

was Popper and his critical philosophy (see Popper,
Karl Raimund). Popper argued that empirical sci-
ence is not built up by establishing true laws of
nature. Rather it develops by the refutation of
conjectures. Popper’s view depends on the asym-
metry between proof and disproof: No argument
can conclusively prove a general statement because
no argument can rule out altogether the possibility
that an exception to the proposed law will be dis-
covered in the future. On the other hand, a single
counterexample is sufficient to refute a general
statement. Because Popper put refutation rather
than confirmation at the core of his model of sci-
ence, he had no need for a nondeductive logic of
induction. Pólya’s thought that mathematics shares
heuristic patterns with natural science enabled
Lakatos to import Popperian ideas about science
into his thinking about mathematics. Specifically,

he developed Pólya’s observation that a theorem
and its proof may evolve together so that the final
theorem is carefully tailored to capture the results
of an insightful proof strategy. Lakatos gave this a
Popperian gloss: Mathematics evolves through a
process of conjecture and refutation. What is more
(following Pólya), the same thought experiment can
be both proof and test. This is most obvious when
all the steps in a proof are reversible. However, a
proof with nonreversible steps in it can also function
as a source of counterexamples because it de-
composes a theorem into its logical dependencies.
One theorem may depend on many lemmas,
and by finding a counterexample to a lemma, one
may refute the theorem itself (alternatively one
may learn that the lemma is stronger than it need
be, and so one can improve the proof ). Mathemat-
ics, in this view, is not about proving theorems from
self-evident axioms. It is a matter of offering
conjectures for refutation—but the refutations are
found in proofs and other thought experiments
rather than in empirical experiments and observa-
tions. This, then, is Lakatos’ first Popperian thesis.

The second Popperian lesson is that formal logic
is indispensable to the development of concepts. In
Hegelian dialectic, no conception is simply false. A
concept is found to be one-sided, partial, or other-
wise inadequate. This inadequacy is exposed by
contemplation of its dialectical twin. Finally, a
new conception supersedes them both, repairing
the inadequacy but preserving what was true in
the original. Hegel thought that this process of
conceptual evolution had to be separate from the
work of formal logic. Formal logic requires that
terms keep their meanings unchanged from start to
finish, otherwise one commits the fallacy of equiv-
ocation. On the other hand, the very point of dia-
lectic is to develop the meanings of terms. Hegel
attempted to exhibit a dialectical logic that made
no appeal to the notion of contradiction found in
formal logic precisely because he understood the
nature of formal rigor. However, this separation is
artificial. Mathematical practice does not divide
into formal and dialectical phases. Mathematical
thought experiments, whether they function as
proofs or tests, are structured by formal logic.
The criterion for a successful proof is still given
by the formal definition of a valid argument.

Lakatos’ third Popperian claim is that mathe-
matical heuristic does not begin inductively from
facts, but from guesses at solutions to problems
and questions. Neither science nor mathematics
can start from bare facts because facts do not
spontaneously order themselves into inductive
tables. They can be so ordered only in the light of
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a conjecture, a problem, or some other governing
idea. This is as true of mathematical facts about the
parts of polyhedra as it is of empirical data. Indeed
(still following Popper), there are no bare facts, in
either science or mathematics. In particular, there
are no self-evident mathematical axioms. Hence
Lakatos is anti-foundationalist and fallibilist in
his philosophy of mathematics.

Some of the fictional dialogue in Lakatos’ Ph.D.
thesis concerning the Descartes–Euler formula was
published in four parts in the British Journal for the
Philosophy of Science (Lakatos 1963–1964). This
treatment is confined to the early history of the
formula, during which the proofs and refutations
made appeal to geometric intuition. It stops short
of the absorption of the formula into the relatively
abstract systems of modern algebra. A common
criticism was that Lakatos’ view did not apply to
these more abstract parts of modern mathematics.
Lakatos’ plans to publish a more comprehensive
account were cut short by his death in 1974, but
selections from his thesis were published posthu-
mously as Proofs and Refutations (Lakatos 1976).
This material extended the Descartes–Euler story
to include algebraic treatments, and included stud-
ies of topics from analysis and set theory. Lakatos
was in no doubt that his heuristic view applied to
the whole of mathematics. In the introduction to
Proofs and Refutations, Lakatos described the book
as an argument against ‘‘formalism,’’ which he
defined as the tendency to identify mathematics
with its formal axiomatic abstraction. This, he ar-
gued, caused the philosophical neglect of every-
thing about mathematics not captured in fully
formalized axiom systems of meta-mathematics.
In particular, the history and heuristics of mathe-
matical practice vanish from sight. When one
comes to assess Lakatos’ philosophy of mathemat-
ics, it is well to distinguish this anti-formalism from
the claim that the growth of mathematics is marked
by dramatic refutations of a Popperian sort—for,
in the case of advanced mathematics, the former
claim is rather more plausible than the latter.

Transition to Research Programmes

Lakatos observed that his three ‘‘ideological’’
sources appeared to be inconsistent. In fact, the
inconsistency is more than apparent. Popper held
that epistemology can have no interest in the pro-
cess of conjecture production and that philoso-
phers ought to confine their attention to the logic
of conjecture evaluation. Pólya, on the other hand,
showed that there can be a fallible logic of conjec-
ture production (his heuristic). Moreover, though

he separated them in thought, Pólya’s studies
showed that the ‘‘contexts of discovery and justifi-
cation’’ overlap in practice, because the same
thought experiment can function as a test and
then later as a proof. Unsurprisingly, the deepest
contradictions are between the Popperian and
Hegelian elements. Though Lakatos argued that
theorems develop by responding to counterexam-
ples, he quickly introduced a distinction between
‘‘logical’’ counterexamples (that is, counterexam-
ples in the ordinary Popperian sense) and ‘‘heuris-
tic’’ counterexamples (cases that, while not strictly
inconsistent with the theorem in hand, show it to be
conceptually deficient in some respect). Logical
counterexamples belong to language statics (in
Hegelian terms, the rigid, formal logic of theUnder-
standing). Heuristic counterexamples belong to
language dynamics (inHegelian jargon, the dialectic
of Reason). Popper was contemptuous of any phi-
losophy that paid attention to fine distinctions of
meaning. In his view, scientists use explicit, stipula-
tive definitions to establish their terms with as much
precision as required for the task in hand, and phi-
losophers ought to do likewise. He had no sympathy
with the Hegelian project of revealing the subtle
shifts of meaning hidden in the evolving use of a
single word. This, though, is precisely what Lakatos
did with the central terms of his dialogue (‘polyhe-
dron,’ ‘proof,’ etc.). Therefore, much of Lakatos’
achievement in Proofs and Refutations could never
be absorbed into Popperian philosophy.
The final contradiction in Proofs and Refutations

between Popper and Hegel concerns the possibility
of a general method. Hegel, though he organized
some of his works into triples within triples,
insisted that there is no general logic of scientific
or philosophical progress. Each episode in the in-
tellectual history of humanity has its own charac-
ter, which must be traduced if it is forced into some
all-purpose mould. Popper, for his part, believed
himself to have discovered a general logic of sci-
ence. Science, in his view, has a characteristic logi-
cal process (philosophically articulated as critical
rationalism) that distinguishes it from other activ-
ities in general and from pseudo-science in particu-
lar. Proofs and Refutations vacillates between these
extremes. On the Popperian side, Lakatos offers
highly general heuristic patterns that might find
application outside mathematics. There is no rea-
son in principle why lemma incorporation or
‘‘monster adjustment’’ (to take two examples)
should not be found in the development of legal
arguments (for example) (monster adjustment is the
redescription of an outlandish counterexample in
such a way that it ceases to be outlandish and
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thereby ceases to be a counterexample.) On the
Hegelian side, Lakatos offers no general solution
to the problem of identifying ad hoc-ness and de-
generation, preferring instead to appeal to the
judgment of persons with refined mathematical
taste. Indeed, he argues that any of his heuristic
patterns can lead to triviality and degeneration if
pursued mindlessly (in this sense Proofs and Refu-
tations is an anarchist tract in the sense of Feyer-
abend). These tensions between the Hegelian and
Popperian elements of Lakatos’ early views became
acute as he tried to move beyond the piecemeal
studies of his Ph.D. thesis.
As it turned out, Lakatos tended to land on the

Popperian side of dilemma. In 1965 (the year after
he published part of his thesis in the British Journal
for the Philosophy of Science), he wrote a brief
paper titled ‘‘A Renaissance of Empiricism in the
Recent Philosophy of Mathematics?’’ (Lakatos
1978b). In this paper he developed a contrast be-
tween ‘‘Euclidean’’ and ‘‘quasi-empirical’’ theories.
In a so-called Euclidean theory, truth flows down
from self-evident axioms to derived theorems. In a
quasi-empirical theory, falsehood is transmitted up
from theorems to axioms. Such theories are quasi-
empirical because the falsifying criticism need not
come from empirical observation or experiment.
He went on to claim that mathematics is quasi-
empirical in this sense. In other words, he stripped
the Hegelian elements from his earlier work, leav-
ing a straightforwardly Popperian philosophy of
mathematics that required him to claim that the
growth of mathematics is marked by Popperian
refutations.

The Methodology of Scientific Research
Programs

While Lakatos was working on his philosophy of
mathematics, the Popperian school had identified
the alleged relativism and irrationalism of Thomas
Kuhn as the principal philosophical threat to free
enquiry (see Kuhn, Thomas). Lakatos agreed that
Kuhn’s philosophy had to be resisted, but by the
late 1960s, he was convinced that Popper’s account
of scientific method was not adequate. To meet
the need, he developed his own Methodology of
Scientific Research Programs (Lakatos 1978a)
(see Research Programs). In his Cambridge Ph.D.
dissertation, he had suggested that theorems
and proofs ought not to be regarded as separate
entities. A theorem and its proof evolve together,
and this common evolution makes sense of the
terms employed in stating the theorem and the
lemmas deployed in the proof. The natural unit of

philosophical appraisal is thus not the theorem, but
the theorem–proof pair. Similarly, in Methodology
of Scientific Research Programmes, he replaced
the single theory as the unit of appraisal with the
‘‘program,’’ a temporal sequence of theories. In
both cases the point was to allow philosophers to
understand the growth of knowledge over time.

Two features distinguish the Methodology of
Scientific Research Programs from Lakatos’ earlier
work on mathematics. One is the almost total ab-
sence of any discussion of shifts in meaning. The
distinction between language statics and language
dynamics that motivated the search for hidden
conceptual changes was quietly dropped. The
other is the specification of criteria by which prog-
ress and degeneration might be judged. The early
Lakatos agreed with Hegel (and Feyerabend) that
there can be no general rule for judging scientific
progress, because each moment in the growth of
knowledge has its own inner logic, which it is the
task of philosophy to exhibit. In the absence of a
general rule, it is a matter of judgment whether this
or that development represents progress or degen-
eration. Feeling the threat of Kuhn’s ‘‘irrational-
ism,’’ the later Lakatos tried to articulate explicit
criteria to do the job that he had previously left to
good scientific taste. Indeed, he dismissed the exer-
cise of taste as ‘‘elitism,’’ which is ironic given his
determination to exclude students from university
decision making. At the same time, Feyerabend, in
conversation and correspondence, persuaded
Lakatos that a rigidly mechanical rule would fail
to respect the special merits of individual pro-
grams. Therefore, he found himself arguing that
his Methodology of Scientific Research Programs
is both sufficiently exacting to distinguish progres-
sive from degenerative programs and sufficiently
supple to account for particular cases.

After Lakatos’ death, there were sporadic
attempts to develop his Methodology of Scientific
Research Programs and to apply it more widely
than Lakatos was able to in his lifetime (e.g., How-
son 1976). Some philosophers attempted to devel-
op his papers on mathematics into a Methodology
of Mathematical Research Programs (e.g., Hallett
1979). None of these efforts succeeded in rebutting
the charges of rigidity and arbitrariness leveled
against Lakatos’ later work, and the supply of
would-be heirs eventually dried up. On the other
hand, there has lately been a rising tide of his-
torically oriented philosophy of mathematics, for
which Proofs and Refutations is often cited as an
inspiration. Proofs and Refutations, with its three
ideological sources, is subtle and rich, while Meth-
odology of Scientific Research Programmes is
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relatively rigid and ideologically uniform. More-
over, Kuhnian relativism was a temporary threat,
while formalism is a permanent menace. For these
reasons, one may expect Proofs and Refutations to
be the most durable part of Lakatos’ contribution
to philosophy.

BRENDAN LARVOR

References

Hallett, Michael (1979), ‘‘Towards a Theory of Mathemati-
cal Research Programmes,’’ British Journal for the Phi-
losophy of Science 30: 1–25, 135–159.

Howson, Colin (ed.) (1976), Method and Appraisal in the
Physical Sciences. Cambridge: Cambridge University
Press.

Lakatos, I. ([1962] 1978) ‘‘Essays in the Logic ofMathemati-
calDiscovery,’’ inWorrall andCurrie (eds),Mathematics,

Science and Epistemology (Philosophical Papers volume
2). Cambridge: Cambridge University Press.

——— (1963– 4), ‘‘Proofs and Refutations,’’ British Journal
for the Philosophy of Science [BJPS] 14: 1–25, 120–139,
221–245, 296–342.

——— (1976), Proofs and Refutations. Edited by Worrall
and Zahar. Cambridge: Cambridge University Press.
(Consisting of the BJPS article plus additional material
from the Ph.D. thesis)

——— (1978a), The Methodology of Scientific Research
Programmes (Philosophical Papers volume 1). Edited
by Worrall and Currie. Cambridge: Cambridge Univer-
sity Press.

——— (1978b), ‘‘A Renaissance of Empiricism in the Re-
cent Philosophy of Mathematics?’’ in Worrall and Currie
(eds), Mathematics, Science and Epistemology (Philo-
sophical Papers volume 2). Cambridge: Cambridge Uni-
versity Press, 24–42.

See also Feyerabend, Paul; Kuhn, Thomas; Popper,
Karl Raimund; Scientific Change; Scientific Progress

LAWS OF NATURE

The main difficulty in developing an account of
laws is to distinguish laws from accidental truths
without leaving mysterious how scientists could
ever gain knowledge of laws. Those accounts that
adequately distinguish laws from accidental truths
fail to make clear how scientists could ever deter-
mine which general truths are laws; and those that
make knowledge of laws feasible seem unable to
adequately distinguish laws from accidental gener-
alizations.

Contrast the following generalizations:

All spheres of gold have a mass of less than
100,000 kg.

All spheres of U235 have a mass of less than
100,000 kg.

Assuming both are true, the former is merely
accidentally true, whereas the latter expresses a
lawful relation; the critical mass of U235 makes it
impossible for there to be spheres of U235 of such a
large mass. The question is what makes for the
difference. A simple regularity view of laws is inad-
equate, since both generalizations describe regula-
rities. Moreover, the distinction cannot be drawn
based on features of the generalizations them-
selves, as Hempel and Oppenheim (1948) attempt

to do; both generalizations are universal in form,
are of unlimited scope, make no essential referen-
ce to particulars, and involve purely qualitative
predicates. Therefore, either there must be some-
thing outside the regularity (and the generalization
used to describe it) that makes one a law and the
other not, or law claims must be in some way
stronger than universal generalizations. The former
option is the route taken by sophisticated regulari-
ty accounts, which Dretske (1977) labels ‘‘universal
truth þ X.’’ According to such views, laws are
simply regularities (leaving aside probabilistic
laws for the moment), but some regularities are
not laws. There is nothing about the regularities
themselves that distinguishes laws from accidental
regularities. Law statements are universal general-
izations that satisfy some additional external crite-
rion. There are as many such accounts as there are
functions for laws. For example, laws might be
those generalizations that are used to make predic-
tions (e.g., Goodman 1954), are resilient (Skyrms
1980), function in explanations (e.g., Braithwaite
1953), are integrated into the best systematization
of the facts (e.g., Lewis 1973), and so on. Alterna-
tively, many have argued that laws are not mere
regularities, but are ontologically stronger. There
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are two main accounts that follow this route: those
that conceive of laws as nomically necessary regula-
rities (e.g., Pargetter 1984) and those that conceive
of laws as relations between universals (Dretske
1977; Armstrong 1983; Tooley 1987).

Possible-Worlds Accounts

Perhaps the most natural way to distinguish laws
from accidental regularities is to conceive of them
as nomically necessary truths, since laws seem to
involve some sort of natural (as opposed to logical)
necessity. ‘‘It is a law that a’’ is equivalent to ‘‘It is
nomically necessary that a’’; and the latter is true if
and only if a is true in all nomically accessible
worlds. Accidental generalizations, as distin-
guished from laws, are not true in all nomically
accessible worlds.
Four problems arise for such accounts. First,

they are committed to metaphysically dubious enti-
ties. Bigelow and Pargetter (1990) have attempted
to address this problem by conceiving of possible
worlds as complex structural universals. However,
one might still find this objectionable, since it
requires a commitment to uninstantiated structural
universals, else there would be only one possible
world—the complex structural universal that is
instantiated by the actual world. In fact, in order
to use possible worlds to make sense of logical
necessity, such an account requires the existence
of nomically impossible universals. Otherwise, ‘‘It
is a law that a’’ would be equivalent to ‘‘It is
logically necessary that a,’’ since all possible worlds
would be nomically accessible.
This leads to a second difficulty, that of

providing an account of nomic accessibility that
does not rely on a prior understanding of lawful-
ness. It would be circular, for example, to analyze
‘‘It is a law that a’’ is true if and only if a is true in
all nomically accessible worlds and then require an
understanding of ‘‘It is a law that a’’ to make sense
of nomic accessibility. Pargetter’s response is anal-
ogous to Lewis’s (1986a) argument that his analysis
of possible worlds is not circular. Lewis argues that
possible worlds exist and understanding the notion
of a possible world does not rely on a previous
understanding of possibility, since possible worlds
are like the actual world, differing only in what
occurs in them. Pargetter (1984) argues likewise
that the nomic accessibility relation exists and
that one need not have a prior understanding of
lawfulness to understand this accessibility relation.
Nomic accessibility does not require that all acces-
sible worlds have the same laws; it merely requires
that the appropriate generalizations be true in these

worlds. Moreover, what this involves is easily un-
derstood, since it is analogous to a generalization
being true in different parts of the universe. The
central problem with this response is that it is
uninformative, since it simply treats the accessibili-
ty relation as a primitive. (For alternative accounts,
see Vallentyne 1988 and Mormann 1994.)

The third difficulty is whether such accounts can
make sense of probabilistic laws. Tritium has a
half-life of 12.26 years, which means that tritium
atoms have a probability of 1

2
of decaying in 12.26

years. There are typically two ways to understand
this probability in terms of possible worlds: One
might consider one particular tritium atom and
understand the probability for this atom as the
proportion of nomically possible worlds (with the
same history until now) in which that atom (or its
counterpart) decays in the next 12.26 years; alter-
natively, one might consider all tritium atoms in all
nomically possible worlds and understand the
probability as the proportion of all nomically pos-
sible tritium atoms that decay in 12.26 years. In
order for such accounts to even get off the ground,
an assumption must be made about the likelihood
of each possible world—typically that each is equal-
ly probable. Of course, if probabilities are grounded
in possible worlds, it is unclear what could ground
this probability assignment. It might be taken as a
primitive, but that would not answer which primi-
tive probability assignment should be used—should
they be treated as equally probable, or should some
be treated as more likely than others? Moreover, as
van Fraassen (1989) has argued, if there are a
countable infinity of possible worlds, they cannot
be treated as equally likely, and ‘‘if they are infinite-
ly many and form a continuum (surely the most
plausible idea) then it literally makes no sense to
say: the objective chance is the measure that treats
them all as equally likely’’ (79).

Perhaps the most serious difficulty faced by
possible-worlds accounts is how scientists could
ever gain knowledge of which generalizations are
laws. It would require knowing not only what goes
on in other possible worlds, but also which possibi-
lities are nomically accessible. Knowledge of logic
might yield answers to the former, but knowledge of
the latter is more problematic. Consider Bigelow
and Pargetter’s (1990) account that treats possible
worlds as complex structural universals. The ques-
tion is how one could know which complex struc-
tural universals are nomically possible and which
are not. Perhaps scientists could run experiments to
determine which lower-level structural universals
are possible. Experiments allow scientists to instan-
tiate possibilities that might otherwise not have
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existed; and since actuality implies possibility, this
would provide some access to which structural uni-
versals are possible. However, since it is impossible
to instantiate more than one most complex struc-
tural universal, that is, the one that is instantiated
by the entire actual world, there is at least one
level at which it is in fact impossible to instantiate
other possibilities. Moreover, to determine which
generalizations are nomically necessary, scienti-
sts would have to know what all the nomic possi-
bilities are, or which structural universals are
nomically impossible, and it is unclear how instan-
tiating some of the possibilities yields knowledge
of which are impossible.

The problem for probabilistic laws seems even
worse, since it is unclear what the proportion of
possible worlds with a certain type of event implies
about the proportion of those events in the actual
world (van Fraassen 1989), much less what the
proportion of a type of event in the actual world
implies about the proportion of events in other
possible worlds, which is what knowledge of prob-
abilistic laws would need to rely on. To resolve
these difficulties, one might argue that scientists
can simply use the methods of inference already
used to figure out which generalizations are laws.
However, such a response is inadequate, since the
question is precisely how these methods could yield
reliable knowledge laws, if laws are understood as
nomically necessary truths. One could argue that
this simply shows that laws ought not to be under-
stood as nomically necessary truths, since it is pos-
sible for scientists to gain knowledge of which
generalizations are laws, and they could not have
such knowledge were laws nomically necessary
truths.

Universals Accounts

The three main proponents of the universals ac-
count (Dretske 1977; Armstrong 1983 and 1997;
Tooley 1987) have slightly different formulations,
but the general idea is to conceive of laws as rela-
tions between universals. Law statements, rather
than being universally quantified statements rang-
ing over individuals, are singular statements about
the relations between universals. However, not all
relations between universals are laws, since acci-
dental generalizations can be described as second-
relations of extensional inclusion between universals.
Tooley (1987) and Armstrong (1997) differ in their
accounts of what makes laws distinct. According
to Tooley, statements expressing nomological
relations are contingent, irreducibly and purely
of order two or higher, and logically entail the

appropriate first-order generalization. Probabilistic
laws are contingent, irreducible probabilification
relations between universals, where the relation of
probabilification between universals F and G
makes it the case (due to logical probability) that,
given that x has F, it is probable to degree k that x
has G. According to Armstrong, laws are irreduc-
ible relations of necessitation (1983) or causation
(1997) between universals, and probabilistic laws
are probabilistic relations between universals
that specify the probability of an instance of one
universal necessitating or causing an instance of a
second.
Both accounts successfully distinguish laws and

accidental generalizations, since the relation of ex-
tensional inclusion is reducible to a first-order gen-
eralization and is neither a necessitation nor a
causal relation between universals. This comes,
however, at a price. In particular, it is unclear
how such claims could entail anything about what
happens in particular instances. Moreover, this
problem infects accounts of both deterministic
and probabilistic laws. (See van Fraassen 1989 for
a discussion of this and other problems, and Arm-
strong 1997 for a reply.)
Even if this problem can be solved, another dif-

ficulty remains. If laws are relations between uni-
versals, how could scientists gain knowledge of
which generalizations correspond to lawful rela-
tions and which are merely accidental? Armstrong
argues that scientists can observe causal relations in
single instances, draw causal generalizations from
these, and then use inference to the best explana-
tion (IBE) to infer that the causal regularity holds
due to a lawful relation between the universals
instantiated in the causal instances. Leaving aside
problems with observing causation in single
instances (see Causality), this would not allow scien-
tists to discriminate laws and accidental regularities.
For Armstrong, there are two kinds of accidental
regularities: causal and noncausal regularities. As-
suming scientists could observe causation in single
instances, the latter could be excluded. However,
there might be accidental causal regularities. The
question is how IBE could discriminate an acciden-
tal causal regularity from a lawful one.
Similar problems arise for Tooley. Tooley argues

that when (x)(Px ! Qx) survives potential falsifi-
cation, there is good reason to infer that there is a
nomological relation between universals P and Q.
In fact, it is only if laws are relations between
universals that surviving potential falsification
can provide support for the lawful status of a gen-
eralization. Otherwise, assuming that the universe is
potentially infinite, assigning a nonzero probability
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to a universal generalization would be unjustifiable.
Of course, since generalizations are supposed to
follow from law claims, the law claim cannot
be better confirmed than the generalization (Wood-
ward 1992). Moreover, scientists would be unable
to discriminate a generalization that is accidental
from one that has a nomological relation. Either no
accidental generalization can survive falsification
(but then Tooley needs to clarify why) or scientists
need to determine, prior to (or independently of) the
attempted falsification, which generalizations are
nomological and therefore ought to be assigned
nonzero prior probabilities.
An alternative account that falls broadly into the

universals category treats laws as metaphysically
necessary truths, much like ‘‘Water is H2O,’’ rather
than as contingent relations between distinct uni-
versals. The central motivation for such views is the
idea that properties are individuated, or perhaps
even constituted, by the causal powers they have
and, therefore, by the lawful relations in which they
stand (e.g., Shoemaker 1980; Swoyer 1982).

Sophisticated Regularity Accounts

There have been numerous attempts to develop
sophisticated regularity accounts that conceive of
laws as universal truths satisfying some additional
functional requirement. The most fully developed
of these is the best systems account, according to
which laws are those generalizations that function
in the appropriate way in the best systematization
of the facts. There are various versions of this
account that differ in significant respects (Ramsey
1928; Kitcher 1986 and 1989; Lewis 1973) (see also
Ramsey, Frank Plumpton). However, the focus
here is on Lewis’s later (1994) version, according
to which laws are those generalizations that are
axioms or theorems in the true deductive system
that achieves the best balance of simplicity and
strength. Simplicity and strength often conflict, so
the best system must balance the two. The use of
simplicity also requires that the predicates used in
the axioms refer to natural kinds. Otherwise, one
could use gerrymandered predicates to artificially
alter the simplicity of the system. Moreover, there
might be different criteria used to measure
strength, simplicity, and the balance between
them. Lewis’s hope is that nature will be kind and
there will be only one system that will be best on
any standards of strength, simplicity, and balance.
If nature is unkind, then there may be nothing
deserving the title of ‘laws.’
To extend this account to probabilistic laws

(or even deterministic laws in a chancy world) the

systems must be limited to those that never had any
chance of being false (Lewis 1986b). Probabilistic
laws are those generalizations about chance that
are theorems in the best system, where the best
system balances simplicity, strength, and fit, and
fit is understood in terms of the degree to which
the probabilistic laws conform to the actual course
of history. In other words, the chance of the actual
history occurring will be higher according to some
systems than others; the higher the chance, the
better the fit. Since fit is not the only criterion the
best system must satisfy, probabilities will not in
general be equivalent to actual frequencies. Lewis
was initially doubtful that this account of laws
would work, since it seemed to lead to a contradic-
tion when combined with his principal principle
(Lewis 1986b) and ultimately led him to revise
it (Lewis 1994). Others have argued that the con-
tradiction need not have arisen in the first place
(e.g., Roberts 2001).

This account of laws appears to avoid the episte-
mic difficulties faced by other accounts. Scientists
can justify law claims by determining which univer-
sal generalizations are axioms or theorems in the
best deductive systems. It is even reasonable to
think that scientists already use strength and sim-
plicity as a guide to theory choice. Nevertheless,
epistemic problems do arise. A central difficulty is
accounting for how scientists could distinguish nat-
ural from nonnatural kinds. One common answer
to how this is done—that natural kinds are those
picked out by the best theories—is not open to
Lewis, assuming simplicity plays a role in theory
selection. If simplicity guides theory choice (and
it must if science is to discover laws, according
to Lewis), then science’s best theories might fail to
pick out natural kinds, since it will be possible
to use nonnatural predicates to achieve gains in
simplicity. This is precisely why Lewis added this
requirement in the first place. (For a discussion
of other potential epistemic difficulties, see van
Fraassen 1989, 55–59.) Nevertheless, the epistemic
problems faced by this account seem, at least on the
surface, to be less daunting than those of other
accounts. Lewis’s account also has the advantage
of making sense of the connection between laws
and modality, without relying on modal notions
to define laws. Nomic necessity is defined in terms
of laws, rather than the other way around. A prop-
osition is nomically necessary if and only if it is
entailed by the laws of nature. In terms of possible
worlds, a world W 0 is nomically possible relative to
another world W if and only if the laws of W are
true in W 0, though they may not be laws in W 0. A
proposition is nomically necessary if and only if
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it is true in all nomically possible worlds. Lewis
is also able to distinguish between laws and
accidental generalizations, since not all generaliza-
tions will be axioms or theorems in the best system.
This will presumably apply to such claims as ‘‘All
pieces of gold have a mass of less than 10,000 kg.’’

This leads to the fundamental problem faced by
such Humean positions: They fail to adequately
account for the necessity involved in laws and
therefore incorrectly distinguish between laws
and accidental generalizations. While Lewis’s
account does provide for a distinction between
laws and accidental generalizations, the question
is whether it draws the distinction correctly.
Criticisms have generally taken the form of coun-
terexamples that attempt to show that Lewis’s
account yields the wrong answer about which
generalizations are laws (Armstrong 1983; Tooley
1987; Carroll 1994; van Fraassen 1989). While
these counterexamples are decisive against Lewis
only if one shares the intuitions about which gen-
eralizations ought to count as laws or about how
laws and modal notions are connected (Loewer
1996), they nevertheless make clear why many
find Lewis’s account inadequate. One counterintu-
itive consequence of Lewis’s account is that there
will be some nomic possibilities compatible with
the laws but not compatible with their being the
laws. This leads to a revision of the distinction
between initial conditions and laws. As a result,
Lewis’s account carves the distinction between
laws and accidental generalizations in a way many
find counterintuitive.

Other Approaches and Issues

In response to these difficulties, Carroll (1994) and
Lange (2000) argue that it is impossible to give a
reductive analysis of laws that does not rely on
nomic notions, while van Fraassen (1989) and
Giere (1999) argue that there are no laws. Others
have argued that there are no strict laws, even in
fundamental physics (Cartwright 1983 and 1989).
Instead, law statements require ceteris paribus
clauses or perhaps might be better understood as
claims about capacities. Earman and Roberts
(1999) disagree with Cartwright about fundamental
physics, but, building on an insight of Hempel’s
(1988), argue that the special sciences can have no
strict laws, at least not formulated purely in the
language of that science. (For related discussion
about psychological laws, see Davidson 1970; for
biological laws, see Beatty 1995; for economic laws,
see Hausman 1992; and for social science laws, see

Kincaid 1990.) The use and nature of laws has also
played an integral part in debates about numerous
other philosophical issues, such as causation,
explanation, reductionism, determinism, confirma-
tion, and induction.

JESSICA PFEIFER
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PHILOSOPHY OF LINGUISTICS

Linguists study various topics, ranging from polite-
ness register to the etymology of the word ‘‘dude’’;
but what has caught the attention of philosophers
(and what has given rise to interesting questions in
the philosophy of science) has been work in gener-
ative linguistics as developed by Noam Chomsky
(see Chomsky, Noam) and several generations of
his students. Generative linguistics per se has a
tradition that dates back further than Chomsky
(e.g., to work in phonology by Roman Jakobson),
but Chomsky was the first to bring serious formal
methods to the field and the first to pursue ways of
embedding linguistic theory in other more basic
sciences, such as biology. The field that has
emerged in the wake of this effort has seen its
share of empirical successes and continues to
show promise, but it has also given rise to a series
of interesting debates about the nature of language
and scientific practice.
Among the issues that have emerged with the

development of generative linguistics are questions
about the nature of language and the object of in-
quiry in linguistics, about the role of reference and
language/world relations, and about the plausibility
and nature of rules and representations in linguistic
theorizing, as well as a cluster of issues surrounding
methodology in linguistics (among other things, for

example, generative linguistics incorporates an un-
abashed appeal to intuitions as part of its data).
The most radical issue, however, concerns how to
understand the object of study itself.

The Object of Study

Most current work in generative linguistics holds
that the object of study is not an external abstract
language that one comes to acquire, but rather the
study of the faculty that underwrites one’s linguis-
tic competence. The motivation for this is clear
enough: The commonsense notion of a language
has been under pressure for some time. Consider
Weinreich’s contention that a language is a dialect
with an army and a navy: Why is Italian a language
and Veneto a dialect? It seems to be a purely politi-
cal decision, not driven by any facts about the
linguistic forms themselves. Individuating dialects
(or identifying a natural group of ‘‘same-language
speakers’’) is no more feasible than separating dia-
lects from languages. Exactly when do two people
speak the same dialect? There are differences be-
tween the way any two people speak—does that
make them speakers of different dialects? In the
end, people say that they ‘‘speak the same dialect’’
when they identify with each other enough. Once
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again, linguistic identity recapitulates political
identity. Even trying to say that a particular agent
speaks a single idiolect (his/her own individual
language), which might be identified by a series of
rules, does not stand up to serious scrutiny. Which
set of rules is appropriate for describing one’s idio-
lect? The way one speaks shifts radically depending
upon one’s age, discourse partners, and context. Is
the conversation in a classroom? in a bar? with an
interlocutor froma foreign country?What sentences
one produces will vary markedly from situation to
situation. Then, too, there is the question of errors.
One may stutter and stammer or hiccup during a
conversation. Are those noises to be counted as part
of one’s idiolect? If not, then, why not?

The considerations just reviewed provide good
reason for being suspicious of language as an ab-
stract external object, whether construed national-
ly, locally, or individually. But what is to replace
this conception? Generative linguists hold that one
should focus on the faculty that underwrites lin-
guistic competence. That is, they are not interested
in languages so much as the tacit theory that the
agent deploys in the production and comprehen-
sion of linguistic behavior (or at least in judging the
acceptability of certain linguistic forms).

This tacit theory is also enlisted to account for the
fact that the data the language learner is exposed to
are not sufficient (by themselves) to explain the
linguistic competence that the agent comes to
have. The language learner faces the problem, fa-
miliar in the philosophy of science, that the avail-
able evidence radically underdetermines the theory.
The sentences that a child hears—and even the ex-
plicit corrections and affirmations it receives—
when first acquiring a language are compatible
with infinitely many, wildly divergent grammars.
Nonetheless, the learner apparently manages to se-
lect a grammar. And, by and large, learners in simi-
lar environments select similar grammars. Infinitely
many grammars, perfectly compatible with the evi-
dence the child has access to, are simply ignored.
Understanding the nature of the tacit theory that
language users employ is one way of illuminating
just how it is that agents are able to acquire the
linguistic competence they do. Current linguistic
and psychological theories suggest that the tacit
theory employed by a linguistic agent may be part
of human biological endowment and, as a corollary,
that themechanisms under study in linguistic theory
will be embedded in human cognitive psychology
and ultimately in human biology (see Pinker 1994
for a readable account and defense of this view).

This view about the object of study is not shared
by all linguists. For example, Katz (1985) endorsed

a Platonist view that takes the object of study in
linguistics to be an abstract mathematical object
outside of space and time—this would contrast
with a position like Chomsky’s, in which the object
of study is a mental object of some form. The Plato-
nist view has been advanced most visibly by Katz
(1981), and it has been at least endorsed by Gazdar
et al. (1985). It may be, however, that the position
rests on a confusion. Higginbotham (1983) has ob-
served that even if grammars are abstract objects,
there is still the empirical question of which gram-
mar a particular agent is employing. George (1989)
has further clarified the issue, holding that one
needs to distinguish between (i) a grammar, which
is the abstract object that an agent knows, (ii) a
psycho-grammar, which is the cognitive state that
constitutes the agent’s knowledge of the grammar,
and (iii) a physio-grammar, which is the physical
manifestation of the psycho-grammar in the brain.
If this picture is right, then the Platonist position in
linguistics may be trading on a failure to distin-
guish between grammars and psycho-grammars.
Perhapsmore pressing is the dispute betweenwhat

Chomsky (1986) has characterized as conceptions of
language ofE-language and I-language. From theE-
language perspective, a natural language is a kind
of social object the structure of which is purported to
be established by convention (Lewis 1975) (see
Conventionalism), and persons may acquire vary-
ing degrees of competence in their knowledge and
use of that social object. In Chomsky’s view, such
objects would be of little scientific interest if they
did exist (since they would not be ‘‘natural’’
objects), but in any case such objects do not exist.
Alternatively, an I-language is not an external ob-
ject, but is rather a state of an internal system that
is part of the agent’s biological endowment. An
agent might have I-language representations of En-
glish sentences, but those internal representations
are not to be confused with spoken or written
English sentences. They are rather data structures
in a kind of internal computational system.
Chomsky understands the I-language computa-

tional system to be individualistic (see Methodo-
logical Individualism). That means that the
properties of the system can be specified indepen-
dently of the environment that the agent is embed-
ded in. Thus, it involves properties like the agent’s
rest mass and genetic makeup, but not relational
properties like the agent’s weight and IQ. The dif-
ference can be described by analogy to the differ-
ence between primate physiology and primate
ecology. The former study is ‘‘narrow’’ in that it is
concerned with the properties and structure of the
primate in isolation (e.g., with bone and muscle

LINGUISTICS, PHILOSOPHY OF

445



architecture). The latter study is ‘‘wide’’ in that it is
concerned with primate/environment relations
(e.g., with the role the primate’s musculature might
play in its interactions with its environment—
allowing it to swing from tree to tree, say). In
Chomsky’s view, linguistic theory is much more
analogous to physiology, and is narrow in preci-
sely that sense. Both the claim that I-language is
individualistic and the claim that it is computational
have led to a number of philosophical skirmishes.

The Language Faculty and the External World

One of the immediate questions raised by the idea
that I-language is individualistic has to do with
how semantics could be possible—in particular,
how referential semantics could be possible, where
referential semantics is a theory of the relation
between linguistic forms and aspects of the external
world. The worry is this: If generative linguistics is
a chapter of narrow (individualistic) psychology,
and semantics (and indeed meaning) is concerned
with relations of language/world (or at least mind/
world), then how are the two enterprises to be
squared? There are two parts to the question. Is it
really the case that meaning involves language/
world relations? And, if so, then how can semantics
(and the theory of meaning) be reconciled with
generative linguistics?
The case for meaning involving language/world

relations was put most vividly by Putnam (1975),
who offered a number of thought experiments
intended to show that the meanings of linguistic
utterances (and, indeed, of tokens of mentalese,
should there be any) are not determined solely by
the internal psychological states of the speaker, but
by those states along with the speaker’s local envi-
ronment and social milieu. Consider the example of
an agent, Hilary, who has in his lexicon the words
elm and beech. However, all Hilary knows about
elms is that they are trees called ‘elm,’ and all he
knows of beeches is that they are trees called ‘beech.’
He has no knowledge, linguistic or otherwise, that
would allow him to identify elms or beeches, or to
tell them apart; in particular, there is nothing in his
concept elm (beech) thatmakes it true of all and only
elms (beeches). (The fact that elms are called ‘elm’
while beeches are called ‘beech’ will not do: For this
to work, Hillary would need to knowwhat ‘elm’ and
‘beech’ pick out—but this, of course, is exactly what
is in question. Kripke [1980] first made this point
with respect to the meanings of proper names.)
What, then, allows Hilary’s uses of ‘elm’ to pick
out exactly those things that are, in fact, elms?
(And likewise for his uses of ‘beech.’) Putnam’s

answer is that the tokens get their reference, in
part, from Hilary being a member of a linguistic
community that contains experts who can identify
elms and beeches. And it is these experts who deter-
mine the reference of ‘elm’ and ‘beech’; Hilary’s use
of the words is normatively constrained by the
expert’s use—Hilary means by ‘elm’ whatever the
experts mean by ‘elm.’ So the reference of Hilary’s
tokens of ‘elm’ and ‘beech’ is partly determined by
knowledge about how to identify elms and beeches.
But this knowledge is not in Hilary’s head, it is
distributed across Hilary’s linguistic community.

Next, consider Oscar. Oscar is a normal English
speaker, with the word ‘water’ in his lexicon.
Oscar’s uses of ‘water’ refer to the substance with
the chemical formula H2O (this being the substance
that the relevant experts identify as water). Now
somewhere in the universe, there is a planet, Twin-
Earth, that is qualitatively very similar to Earth. In
particular, it has ‘‘lakes,’’ ‘‘rivers,’’ and ‘‘oceans’’
filled with a colorless, odorless liquid that often falls
from the sky and is necessary for the life on Twin-
Earth. The intelligent inhabitants of Twin-Earth—
twin-earthlings—drink large quantities of this liquid,
wash their dishes in it, have bubbling fountains of
it; in fact, they use it in all the ways Oscar and other
earthlings use water. Despite its superficial resem-
blance to water, however, this substance does not
have the chemical formula H2O, but the formula
XYZ. Among the twin-earthlings is Twin-Oscar, a
normal Twin–English speaker, with the word
‘water’ in his lexicon. Twin-Oscar and the other
twin-earthlings use this word to refer to the liquid
that plays the same role on Twin-Earth as water
does on Earth. But this substance, on Twin-Earth,
is not H2O, but XYZ. So despite having qualita-
tively identical mental states—and perhaps even
qualitatively very similar linguistic communities—
Oscar’s uses of ‘water’ and Twin-Oscar’s uses of
‘water’ refer to different substances. What Oscar’s
and Twin-Oscar’s uses of ‘water’ are about depends
crucially on their local environments.

So Hilary and an arborist, despite having differ-
ent concepts of elms, refer to the same things by
tokens of ‘elm’. And Oscar and Twin-Oscar, despite
having the same concept associated with ‘water’,
refer to different things by tokens of that word.
Thus, Putnam’s examples apparently show that
the meanings of words cannot depend entirely on
the mental states of the speaker: Meaning depends
crucially on facts external to the speaker. Call such
an approach to meaning referential semantics.

Chomsky (e.g., 1995a and 2000) has launched
numerous attacks on referential semantics. The
initial worry is that referential semantics conflicts
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with the internalist, individualist nature of I-
language. I-language is to be characterized in
terms of nonrelational properties of the linguistic
agent: It is a ‘‘narrow’’ property (or system) of the
agent’s mind/brain. Referential semantics, howev-
er, deals with relational properties: It is in the
business of detailing relations between linguistic
items and parts of the world external to the agent.

Chomsky admits that the naturalistic study of
I-language is not restricted a priori to internalist
investigations. The relations that bits of I-language
(lexemes, phrases, and sentences, conceived of as
elements of a mental computation system) bear to
the extra-mental world could, in principle, be exam-
ined naturalistically. Chomsky believes, however,
that these relations are, in fact, naturalistically
intractable—the relations that linguistic items
bear to the external world are asystematic enough
that no serious, naturalistically acceptable explan-
atory theory can be given for them. Chomsky
(1995) illustrates this point with the word water,
which Putnam took to pick out all and only those
things with the property of being H2O (give or take
impurities). Suppose Peter fills a cup out of the tap;
it is a cup of water. But after a tea bag is dipped in
it, it is no longer water—it is tea. Suppose further
that, across town, Noam fills another cup from the
tap; Noam’s tap draws water from a reservoir into
which a large quantity of tea leaves has been
dumped as part of a purification process. Noam’s
cup contains water (albeit contaminated), even if
what it contains is chemically indistinguishable
from what is in Peter’s cup. Thus, whether a sub-
stance counts as tea or water (containing tea only
as an impurity) depends crucially on the particular
interests and intentions of the speaker in the
context. There simply is no single substance that
infallibly serves as the reference of ‘water’.

Any object that could serve as a referent in ref-
erential semantics, argues Chomsky, is bound to be
so gerrymandered and ill-behaved that it could not
plausibly be a real constituent of the world. Is it to
be believed that there is some single substance, an
‘‘object’’ in the world, that is what is in Noam’s
cup—as well as the River Thames, the Pacific
Ocean, and bottles of Evian—but not what is in
Peter’s cup—nor bottles of Windex or cans of Coca
Cola? And the complexity that attends ‘water’ is
entirely typical of natural language. Consider that,
during World War II, Dresden was burned to the
ground; but it was rebuilt, and it deserves to be
proud of its many new buildings. Or that a bank,
which raised its interest rates because it hoped to
bring in new business, might be destroyed in an
earthquake and have to move across the street.

What are these things, picked out by ‘Dresden’
and ‘bank’, that are at once concrete and abstract,
apparently intentional, and can survive destruc-
tion? Consider, too, that there is likely a flaw some-
where in this paper, or that the average family has
2.3 children. In the simplest referential picture,
‘flaw’ refers to flaws and ‘the average family’ refers
to the average family. But, surely, flaws and aver-
age families are naturalistically dubious; it is diffi-
cult to imagine a naturalistic inquiry into the
nature of flaws. Of course, the surface form of
sentences containing ‘flaw’ and ‘average family’
might be misleading; at the level of logical form,
these linguistic items might not be referential—they
could instead be adjectival modifiers or adverbials.
But natural language is replete with apparent refer-
ence to naturalistically suspicious entities; to pass
naturalistic muster, referential semantics must
contend with each and every case.
Chomsky concludes that there is no relation of

reference holding between linguistic items and
objects in the world, at least not one about which
anything interesting and general can be said.
Any account of reference must ultimately advert
to intentionality, a subject forever out of reach of
naturalistic inquiry (see Intentionality).
Ludlow (2003) mounts a defense of referential

semantics for I-languages. He suggests that seman-
ticists bite the metaphysical bullet and accept that—
perhaps in addition to the substances, objects, and
properties catalogued by physical science—there
are things exactly like those needed for referential
semantics. There are cities and banks that survive
destruction and act intentionally; there is a sub-
stance, water, the nature of which depends sen-
sitively on its origin and the uses to which it is
put; there are, perhaps, even such things as flaws
and average families. In this view, metaphysical
intuitions—about, say, whether or not a particular
substance in a particular context is water—are
underwritten by the structure of I-language. And if
metaphysical intuitions—at least of the sort probed
in Putnam-like examples—are by and large correct,
semanticists and philosophers are in a position
to reason from the structure of I-language to the
structure of the world and vice versa.
This Kantian view of the nature of referential

semantics presents a dilemma, however. If the se-
manticist insists that the entities and substances
invoked as referents really exist, but agrees with
Chomsky that such things are not fit for naturalistic
study, then referential semantics is nonnaturalistic.
It then lies outside the scientific study of language
and is instead a philosophical epicycle on natural-
istic linguistics. If, on the other hand, the entities
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and substances of referential semantics are natural
objects, it is a serious question as to what place they
hold in the vast array of objects posited by the
other sciences. How, for example, is the referent
of ‘water’, water, related to atoms and molecules
(objects of chemistry and physics) and to the repre-
sentational/computational systems of the brain
(objects of linguistics, psychology, and neurobiolo-
gy)? (If Chomsky is correct, any adequate answer
will be more complicated than ‘‘The referent of
‘water’ is identical with H2O.’’) This seems tanta-
mount to asking questions about the relation be-
tween I-language and the world that Chomsky
thinks is naturalistically legitimate but also
naturalistically intractable.

Questions About Rules and Representations

The idea that linguistic theory involves the investi-
gation of rules and representations (or principles
and parameters) of an internal computational sys-
tem has also led to philosophical questions about
the nature of these rules and representations. For
example, Quine (1970) has argued that, since many
possible grammars may successfully describe an
agent’s linguistic behavior, there is no way in prin-
ciple to determine which grammar an agent is using
(see Quine, Willard Van). For his part, Chomsky
(1980) has argued that, if one considers the explan-
atory adequacy of a grammar in addition to its
descriptive adequacy, then the question of which
grammar is correct is answerable in principle.
That is, because the theory of grammar must be
consistent with the theory of language acquisition,
acquired language deficits, and, more generally,
cognitive psychology, then there are many con-
straints available to rule out competing gramma-
tical theories. To illustrate, two descriptively
adequate theories of tense may differ in their
assumptions about whether tenses like past and
future are more basic, or whether a grasp of terms
of temporal order (like ‘before’ and ‘after’) are more
basic. Acquisition data might shed light on such a
standoff if it could be shown that children acquire
the use of one set of linguistic itemsmarkedly before
the other.
Another set of worries about rule following have

stemmed from Kripke’s (1982) reconstruction of
arguments in Wittgenstein (1953 and 1956). The
idea is that there can be no brute fact about what
rules and representations a system is using apart
from the intentions of the designer of the system.
Since, when studying humans, there is no access to
the intentions of the designer, there can be no fact
of the matter about what rules and representations

underlie linguistic abilities. The conclusion drawn
by Kripke (1982) is that ‘‘it would seem that the use
of the idea of rules and of competence in linguistics
needs serious reconsideration, even if these notions
are not rendered meaningless’’ (1983, 31n, 22).

Chomsky (1986) appears to argue that one can
know certain facts about computers in isolation,
but Chomsky’s current position (1995) is that com-
puters, unlike the human language faculty, are
artifacts and hence the product of human inten-
tions. The language faculty is a natural object and
embedded within human biology, so the facts
about its structure are no more grounded in
human intentions than are facts about the structure
of human biology.

Kripke’s argument is often stated in the form of a
problem about justification: Speakers believe they
know what they mean by their words; what justifies
that belief? Chomsky (1986) responds to this worry
by observing that, in the syntactic realm, there is no
reason to suppose that speakers have first-person
authority with respect to the rules they follow.
Speakers produce grammatical sentences effortless-
ly, but the procedures they use in producing them
are highly abstract and can remain obscure even
under careful scrutiny. Justification is not avail-
able, or necessary, for successful linguistic commu-
nication. Scientific inquiry into the nature of those
rules, by contrast, is no more or less justified than
inquiry into the guiding principles of any system
whose operation cannot be directly observed.

Such considerations address the epistemic side of
Kripke’s argument, but they do not address the
metaphysical problem: What is it about someone
that makes him or her a follower of rule R? One
possible response may come from Chomsky’s
(1965) suggestion that the object of inquiry for
syntactic theorizing is ‘‘an ideal speaker-listener,
in a completely homogeneous speech-community,
who knows its language perfectly and is unaffected
by such grammatically irrelevant conditions as
memory limitations, distractions, shifts of attention
and interest, and errors (random or characteristic)
in applying his knowledge in actual performance’’
(3). Such an idealized speaker could in principle
produce evidence capable of distinguishing be-
tween any two substantively different rule systems.
The apparent reliance on the relevant problematic
notions (‘‘grammatical,’’ ‘‘ungrammatical’’) in lin-
guistic theory might thus be seen as an artifact of
considerations that are appropriately idealized
away. This line of response may, however, be sus-
ceptible to Kripke’s critique of solutions that de-
pend on ceteris paribus clauses. In that critique,
Kripke argues that there is no non-question-begging
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way to decide which features of the system should
be idealized away from and which should not.

Perhaps a more promising solution can be found
in an argument, due to Soames (1998), that an
inability to know what fact about someone makes
that person a follower of rule R in no way under-
mines the metaphysical possibility that there is such
a brute fact. Soames suggests that Kripke, of all
people, should have seen the error here—a confla-
tion of metaphysical and epistemic possibility.

Methodological Issues

If the language faculty is an internal computation-
al/representational system, a number of questions
arise about how to best go about investigating and
describing it. For example, there has been consid-
erable attention paid to the role of formal rigor in
linguistic theory. On this score, a number of theor-
ists (e.g., Gazdar et al. 1985; Bresnan and Kaplan
1982; Pullum 1989) have argued that the formal
rigor of their approaches—in particular their use
of well-defined recursive procedures—count in
their favor. However, Ludlow (1992) has argued
that this sort of approach to rigorization would
be out of synch with the development of other
sciences (and indeed, of branches of mathematics),
where formalization follows in the wake of the
advancing theory.

Another methodological issue concerns the na-
ture of evidence available to investigations of the
language faculty. For generative linguists, evidence
from a written or spoken corpus is at best twice
removed from the actual object of investigation,
and given the possibility of performance errors, is
notoriously unreliable at that. Much of the evi-
dence adduced in linguistic theory has therefore
been from speakers’ intuitions of acceptability, as
well as intuitions about possible interpretations.
This raises a number of interesting questions
about the reliability of introspective data and the
kind of training required to have reliable judg-
ments. There is also the question of why one should
have introspective access to the language faculty at
all. It is fair to say that these questions have not
been adequately explored to date (except in a critical
vein; see Devitt 1995; Devitt and Sterelny 1987).

A third methodological issue relates to the use of
parsimony and simplicity in the choice between
linguistic theories (see Parsimony). While tight
definitions of simplicity within a linguistic theory
seem to be possible (see Halle 1961; Chomsky
and Halle 1968; Chomsky 1975), finding a notion
of simplicity that allows one to choose between
two competing theoretical frameworks is another

matter. Some writers (e.g., Postal 1972; Hornstein
1995) have argued that generative semantics and
the most recent version of generative linguistics,
minimalism (discussed in the next section), are sim-
pler than their immediate competitors because they
admit fewer levels of representation. In response,
Ludlow (1998) has maintained that there is no
objective criterion for evaluating the relative
amount of theoretical machinery across linguistic
theories. Ludlow offers that the only plausible def-
inition of simplicity would be one that appealed to
‘‘simplicity of use,’’ suggesting that simplicity in
linguistics may not be a feature of the object of
study itself, but rather an ability to easily grasp
and utilize certain kinds of theories.
An alternative approach would be to take a leaf

from Sober (1975) and argue for a view of simplicity
according to which a theory is simpler than another
if it is more easily embedded within more basic
sciences. In such a view the simpler linguistic theory
would be the one that could more naturally be
embedded into cognitive psychology or even, fol-
lowing recent work in the minimalist program, into
low-level biophysical and mathematical principles.

Issues Raised by the Minimalist Program

Although generative linguistics has gone through a
number of permutations over the last 50 years,
perhaps the most interesting has been the recent
development of the minimalist program, outlined
in Chomsky (1995a). Setting aside the technical
details of the project, the headline idea is that the
core language faculty did not evolve slowly over an
extended period of time but was, rather, the result
of a sudden mutation that, in effect, wired together
two discrete cognitive systems—the conceptual/
intentional (C/I), involving meaning and thought;
and the perceptual/articulatory (P/A), responsible
for speech production and perception. The working
hypothesis is that the wiring solution was ‘‘optimal’’
and governed by basic low-level biological and
mathematical constraints (such as those that ac-
count for the prevalence of recursive and fractal
patterns in nature). This speculative hypothesis, if
correct, would suggest that the linguistic theory
should be looking for very specific kinds of proper-
ties and principles linking theC/I and P/A systems—
properties that might naturally emerge from
low-level biophysical principles (much as the Fibo-
nacci pattern in a sunflower does). While specula-
tive in the extreme, this new research program has
shown some surprising successes and clearly calls
for further investigation of its basic guiding
assumptions. Although the project has yet to be
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explored in a formal way by philosophers of lin-
guistics, it should prove a fascinating domain for
future investigations.

Conclusion

Although the philosophy of linguistics is not as well
explored as the philosophy of physics or of biology,
it is certainly no less rich a domain of inquiry. Not
only does it involve the usual concerns of scientific
methodology (simplicity, the nature and trustwor-
thiness of the data, etc.), but it also deals with kinds
of entities (rules and representations) that are not
routinely found in the basic sciences and are not
well understood. Furthermore, the philosophy of
linguistics is concerned with questions of the
embeddability of linguistics into more basic
sciences (possibly even into low-level biophysical
and mathematical systems), as well as which parts
of linguistics (if any) involve agent/environment
relations and which parts are purely individualistic.
For all these reasons, this subdiscipline of the phi-
losophy of science promises to be a fertile area of
investigation, plausibly able to illuminate some of
the deeper cognate questions being explored in the
philosophy of other sciences, as well as the philos-
ophy of science generally.

JOSHUA BROWN

PETER LUDLOW

TIM SUNDELL
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LEVELS OF SELECTION

See Biology, Philosophy of; Natural Selection

LOCALITY

The principle of local action has played an impor-
tant role in the development of modern physics,
and has been taken by many philosophers to be a
necessary condition for intelligible causal explana-
tions. However, recent evidence from quantum me-
chanics and quantum field theory seems to point
toward fundamental limitations on the ability to
provide locally causal explanations of physical phe-
nomena (see Quantum Mechanics; Quantum Field
Theory).

Locality in the History of Philosophy

According to a popular view, the most primitive
cause/effect relation is that which holds between
two physical objects that make contact in space
and time, known as contact action. Furthermore,
it is supposed that between any cause and effect,
there must be a continuous chain of primitive
causes by contact action; and if there is no contin-
uous chain in space and time between two events,
neither can be a cause of the other. This view has
been advocated in one form or another by a num-
ber of philosophers of diverse persuasions. For
example, Aristotle claims that ‘‘it is evident, there-
fore, that in all locomotion there is nothing inter-
mediate between mover and moved’’ (Aristotle
1941). Similarly, in establishing the foundations
for his new physics, Descartes takes it as an a priori
principle that causation occurs only by local con-
tact (see Suppes 1954). Moreover, Hume (1978)—
the arch-critic of a priori knowledge of causal
relations—claims that the concept of causation
includes the concept of contiguity:

[W]hatever objects are consider’d as causes or effects,
are contiguous; and . . . nothing can operate in a time or
a place, which is the ever so little remov’d from those of
its existence. (§I.3.2)

Einstein (1948) claims that the principle of local
action is a necessary presupposition for the exis-
tence of empirically testable natural laws:

For the relative independence of spatially distinct things
(A and B), this idea is characteristic: an external influ-
ence on A has no immediate effect on B; this is known
as the ‘‘principle of local action’’ . . . . The complete
suspension of this basic principle would make impos-
sible . . . the establishment of empirically testable laws in
the sense familiar to us. (321)

Finally, a number of influential contemporary
accounts of causation tie the notion of causal con-
nectedness to a space-time picture (see, e.g., Salm-
on 1984).

Locality in Modern Physics

The principle of local action was a cornerstone of
the mechanical philosophy of Cartesian and neo-
Cartesian physics. However, in Newton’s theory of
gravitation, the inverse square law seems to entail
that some causes are spatially separated from their
effects. Although numerous attempts, both physi-
cal and philosophical, were made to explain nonlo-
cal gravitational forces (see McMullin 1989), a
satisfactory resolution was not reached until Ein-
stein supplied a field-theoretic formulation of grav-
ity. Einstein’s general theory of relativity was the
culmination of a line of development that had
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begun in the early nineteenth century with Michael
Faraday’s introduction of the concept of ‘‘lines of
force’’ emanating from a magnet. Faraday’s idea
was incorporated into Maxwell’s dynamical theory
of the electromagnetic field, in which electromag-
netic field quantities are associated with each point
of space, and disturbances in the field propagate
through space via wave motion. Problems arising
from Maxwell’s theory ultimately led to Einstein’s
special theory of relativity, which grounds the prin-
ciple of local action in the assumption of the con-
stancy of the speed of light in all reference frames.
According to textbook presentations, special rel-

ativity is based on the limit principle: No physical
process can propagate faster than the speed of light.
If two events cannot be connected by a light signal,
then they are said to be spacelike separated (i.e., they
are simultaneous in some inertial reference frame).
Thus, there can be no cause/effect relation between
two spacelike separated events. However, the status
of the principle of locality in special relativity con-
tinues to be a subject of dispute among philoso-
phers. For example, it has been claimed that special
relativity is not premised on the limit principle
and probably does not entail it (Nerlich 1982). It
has also been claimed that the limit principle is a
statistical generalization that need not hold for
individual processes (Cushing 1996; Maudlin 1994
provides an extended discussion of the role of
locality in special relativity) (see Space-Time).

Entanglement and the Einstein–Podolsky–
Rosen Result

In quantum mechanics, a pair of spatially sepa-
rated systems can occupy an ‘‘entangled’’ state in
which the values of their dynamical variables are
perfectly correlated. In particular, if S1 and S2 are
spatially separated systems with state spaces H1

and H2, then the state space for the composite
system S1 þ S2 is the tensor product H1 � H2.
For any u2 2 H1 and v2 2 H2, there is a vector
u � v 2 H1 � H2 called the ‘‘product’’ of u and v.
Product states can be thought of as describing
conjunctive states of affairs: S1 þ S2 is in state
u � v just in case S1 is in state u and S2 is in state v.
However, since S1 þ S2 is a quantum system, it also
has states that are superpositions of product states.
In particular, if u1, u2 are distinct states of S1 and
v1, v2 are distinct states of S2, then

c ¼ 1ffiffiffi
2

p u1 � v1ð Þ þ 1ffiffiffi
2

p ðu2 � v2Þ;

is a state of S1 þ S2 that cannot be decomposed as a
simple product. Such states are said to be entangled.

Composite systems in classical physics also have
correlated states. But unlike the classical case, an
entangled quantum state cannot be taken to repre-
sent an ensemble of composite systems each of
which is in some definite product state. Indeed,
unlike any correlated state in classical physics,
entangled states are ‘‘pure’’ (i.e., statistically irre-
ducible) states of the composite system. However,
entangled states look mixed to local observers at S1

or S2. In fact, there is no pure (vector) state v of S1

that agrees with c on the probabilities assigned to
the various propositions about S1, and similarly for
S2. In general, when S1 þ S2 is in an entangled
state, it is impossible to think of S1 and S2 as
having their own (pure) quantum states.

The entangled state c predicts perfect correla-
tions between measurements on the component
systems. In particular, there is a measurement M1

on S1 that discriminates between the states u1 and
u2, and there is a measurement M2 on S2 that dis-
criminates between the states v1 and v2. If S1 þ S2 is
in the state c, then the two outcomes of M1 are
equally likely, and the two outcomes of M2

are equally likely. However, outcomes of M1 and
M2 are perfectly correlated: If M1 yields an out-
come corresponding to u1, then M2 will yield an
outcome corresponding to v1; and if M1 yields
an outcome corresponding to u2, then M2 will
yield an outcome corresponding to v2.

In their argument against the completeness of
quantum mechanics, Einstein, Podolsky, and
Rosen [EPR] (1935) made use of an entangled
state that predicts perfect correlations between
both the positions and the momenta of a pair of
particles. They note that if the position of the first
particle is ascertained, then the position of the sec-
ond particle can be predicted with certainty. Simi-
larly, if the momentum of the first particle is
ascertained, then the momentum of the second par-
ticle can be predicted with certainty. Now, if one
assumes (as EPR did) that the principle of local
action holds, then a measurement on the first parti-
cle can neither alter nor bring into being properties
of the second particle. Thus, a positionmeasurement
on the first particle should be thought of as a means
of discovering the preexisting position of the second
particle; and a momentum measurement on the
first particle should be thought of as a means of
discovering the preexisting momentum of the sec-
ond particle. But then the second particle must have
had a definite position and momentum before any
measurement was performed. Since, however, a
quantum-mechanical state never assigns a definite
position and momentum to any object, EPR con-
cluded that the quantum-mechanical state does not
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provide a complete description of the properties of
the second particle.

EPR claimed to have shown that each particle
must have a ‘‘hidden’’ state that determines the
values of all of its dynamical variables—in other
words, there are hidden variables. EPR also as-
sumed that the hidden state of one system cannot
be instantaneously influenced by events in distant
locations. Nonetheless, neither EPR nor any other
similarly inclined physicists were able to find a
hidden variable theory that obeys the principle of
local action. This failure, it is now known, was
inevitable: Bell’s theorem (Bell 1964) shows that
no local hidden variable theory can explain the
correlations described in the EPR experiment.

Bell’s Theorem

According to hidden variable theories, quantum
states merely provide statistical information about
ensembles of systems, each of which has its own
definite state (which includes a specification of the
values of all relevant dynamical variables). A local
hidden variable theory attributes a definite state to
each local system and requires that changes in the
state of one system cannot instantaneously bring
about changes in the state of a distant system.
Bell’s theorem shows that no such local hidden
variable theory can reproduce the predictions of
quantum mechanics.

In the thirty years prior to the proof of Bell’s
theorem, the question of hidden variables had
been largely pushed aside, in particular since von
Neumann (1932) had supposedly shown that
hidden variables are inconsistent with the empirical
predictions of quantum mechanics. Few physicists
took notice at the time when, in 1952, David Bohm
constructed a hidden variable theory that is empir-
ically equivalent to quantum mechanics. As Bell
(1982) points out, Bohm’s theory is not ruled out
by the (mathematically valid) no-go theorems of von
Neumann and Kochen-Specker because Bohm’s
hidden variables are contextual; that is, the hidden
state of a system cannot be specified without taking
into account its context, including the setting of
measurement devices in distant locations. In fact,
Bohm’s hidden variables are patently nonlocal.
Bell’s theorem shows that this feature of Bohm’s
theory holds for any hidden variable theory that
reproduces the predictions of quantum mechanics.

Consider the most simple correlation experi-
ment, in which there is a pair of measurement
devices situated in distant wings of a laboratory
and each measurement device has (at least) two
distinct settings. Let La denote the event that the

left device is in setting a, and let Rb denote the event
that the right device is in setting b. Suppose that
each experiment has two possible outcomes,
denoted by � and þ. Let L�

a denote the event
that the device on the left registers a � outcome
when in setting a, and let R�

b denote the event that
the device on the right registers a � outcome when
in setting b. A quantum-mechanical realization of
such an experiment is given by a pair of spin-1

2
particles in the singlet state:

c ¼ 1ffiffiffi
2

p ðx1 � y1 � x2 � y2Þ: ð1Þ

The measuring devices can be taken to be a pair of
Stern-Gerlach magnets, each of which can be ori-
ented at various angles in a plane from a common
(arbitrarily chosen) axis. For each possible mea-
surement on each particle, there are two possible
outcomes, spin up and spin down. In this
case, quantum mechanics supplies the following
probabilities:

PQMðLþ
a Þ ¼ PQMðRþ

b Þ ¼
1

2
; ð2Þ

and

PQMðLþ
a \ Rþ

b Þ ¼
1

2
cos2yab; ð3Þ

where yab is the difference between the angles of
orientation of the magnets on the left and right. If
yab is not an integer multiple of p/4, then the left
and right measurement outcomes are statistically
correlated:

PQMðLþ
a \ Rþ

b Þ 6¼ PQMðLþ
a Þ � PQMðRþ bÞ: ð4Þ

Of course, the existence of a correlation between
spatially separated events does not necessarily indi-
cate a nonlocal connection, because the two events
might have a common cause in the intersection of
their past light cones. Suppose then that the quan-
tum state corresponds to a probability distribution
PHV over a space L of hidden variables. Suppose
for simplicity that L is finite. Suppose also that the
domain of the probability function PHV includes
the events La, R

þ
b etc.). Let

Pab ¼
X
l2L

½PHVðLþ
a \ Rþ

b j La \ Rb \ lÞ � PHVðlÞ�;

ð5Þ
for all a, b, and let

P1 ¼
X
l2L

½PHVðLþ
1 j L1 \ lÞ � PHVðlÞ�; ð6Þ
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P3 ¼
X
l2L

½PHVðRþ
3 j R3 \ lÞ � PHVðlÞ�: ð7Þ

Thus, this hidden variable model reproduces the
quantum mechanical probabilities in state c just
in case Pa ¼ PQMðLþ

a Þ; Pb ¼ PQMðRþ
b Þ, and Pab ¼

PQMðLþ
a \ Rþ

b Þ.
The hidden variable l is local just in case it

determines the outcomes of measurements on S1

independently of what is occurring at S2, and vice
versa. That is, once the value of the hidden variable l
and the setting of the measurement apparatus at
S1 is fixed, then the outcomes of measurements on
S1 are determined; and similarly for S2. (In the
more general case of stochastic hidden variables, l
and the setting at S1 will fix the probabilities for
various outcomes at S1.) This assumption is cap-
tured succinctly by Bell’s locality condition:

PHVðLþ
a \ Rþ

b j La \ Rþ
b \ lÞ

¼ PHVðLþ
a j La \ lÞ � PHVðRþ

b j Rb \ lÞ�: ð8Þ
If Bell’s locality condition is conjoined with a

‘‘no conspiracy’’ condition (viz., the event that a
certain measurement occurs is probabilistically in-
dependent of l), then Bell’s inequality follows:

0 � P1 þ P3 þ P24 � P14 � P23 � P13 � 1: ð9Þ
Thus, Bell’s inequality is satisfied by the statisti-

cal predictions of any ‘‘reasonable’’ local hidden
variable model of this experiment.
For specific choices of angles for themeasurement

devices, the quantummechanical predictions violate
Bell’s inequality. For example, for the settings y24 ¼
p/2, y13 ¼ y14 ¼ y23 ¼ p/6, the sum of the quantum-
mechanical probabilities equals � 1

8
. Thus, the

predictions of quantum mechanics cannot be repro-
duced by any local hidden variable model. More-
over, these predictions have now been verified in a
number of different experiments (for a review, see
Redhead 1994, 107ff ). Thus, the phenomena cannot
be explained by a local hidden variable model.

Interpretations of Bell’s Theorem

Many philosophers and physicists think that the
violation of Bell’s inequality points toward some
form of nonlocality, whether or not quantum me-
chanics is a complete theory. However, a small
group of dissenters claim that the violation of
Bell’s inequality has nothing to do with locality
but should be seen as a consequence of the use by
quantum mechanics of a nonclassical probability
theory. Moreover, even among those who think
that the violation of Bell’s inequality entails nonlo-
cality, there is still widespread disagreement about

what exactly this means. Some claim that the viola-
tion of Bell’s inequality shows that the world is
thoroughly interconnected and holistic (or ‘‘nonsep-
arable’’), but not that the principle of local action is
false. Others claim that the violation of Bell’s in-
equality shows that causes can be spatially sepa-
rated from their effects. The following section
examines arguments for these three positions.

Quantum Mechanics Is Local

In a minimalist interpretation of Bell’s theorem, the
violation of Bell’s inequality is due to the fact that
local systems have incompatible observables, that
is, observables for which there are no joint prob-
abilities. The primary support for this interpreta-
tion comes from a theorem by Arthur Fine (1982a
and 1982b) that shows that Bell’s inequality is satis-
fied if and only if all joint probabilities are well
defined. More precisely, suppose that there are
joint probabilities PðLþ

a ;L
�
b Þ and PðRþ

c ;R
�
d Þ that

return the already-given marginal probabilities:

PQMðLþ
a Þ ¼ PðLþ

a ;L
þ
b Þ þ PðLþ

a ;L
�
b Þ; ð10Þ

PQMðRþ
c Þ ¼ PðLþ

c ;L
þ
d Þ þ PðRþ

c ;R
�
d Þ: ð11Þ

Note that these joint probabilities are not sup-
plied by quantum mechanics.

If such joint probabilities exist, then the marginal
probabilities must satisfy Bell’s inequality (de
Muynck 1986). The minimalist will then point out
that this derivation of Bell’s inequality does not use
any locality condition, and so the violation of Bell’s
inequality does not entail nonlocality. Contraposi-
tively, the minimalist claims that since the existence
of joint probabilities entails Bell’s inequality, the
violation of Bell’s inequality shows that joint prob-
abilities do not exist. The minimalist interpretation
of Bell’s theorem has also been defended within the
context of particular interpretations of quantum
mechanics. For example, advocates of the consis-
tent histories interpretation have argued that ‘‘lo-
cality is not the only assumption that goes into the
proof of the Bell inequalities, and thus their viola-
tion by quantum theory is not a proof of nonlocal-
ity’’ (Brun and Griffiths 2000). Furthermore, it has
recently been claimed that if quantum mechanics is
approached from an information-theoretic per-
spective, then the theory is ‘‘essentially local’’
(Fuchs and Peres 2000).

However, the minimalist interpretation of Bell’s
theorem has been criticized on the grounds that it
ignores the issue of contextuality (van Fraassen
1991, 102; Shimony 1993, II.9). In particular, in
a contextual hidden variable theory, unconditional
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probabilities such as PHVðLþ
a j lÞ are not physi-

cally significant. Rather, the physically signifi-
cant probabilities are those conditionalized on all
relevant measurement settings, for example,
PHVðLþ

a j La \ Rb \ lÞ.
However, Bell’s inequality cannot be derived for

the latter conditional probabilities. In other words,
the existence of joint conditional probabilities does
not entail Bell’s inequality.

Holism and Nonseparability

Some philosophers have argued that the violation
of Bell’s inequality may entail nonlocality but it
does not entail that there is superluminal causation.
The main supporting argument for this position
draws on Jarrett’s (1984) analysis of Bell’s lo-
cality condition. Jarrett shows that Bell’s locality
condition is equivalent to the conjunction of two
conditions (the labels here are due to Shimony):

1. Outcome Independence:

PHVðLþ
a \ Rþ

b j La \ Rb \ lÞ
¼ PHVðLþ

a j La \ Rb \ lÞ
� PHVðRþ

b j La \ Rb \ lÞ: ð12Þ
2. Parameter Independence:

PHVðLþ
a j La \ Rb \ lÞ ¼ PHVðLþ

a j La \ lÞ;
ð13Þ

PHVðRþ
b j La \ Rb \ lÞ ¼ PHVðRþ

b j Rb \ lÞ:
ð14Þ

According to the orthodox interpretation of
quantum mechanics, the quantum state c gives
maximal information about the system. Thus, the
orthodox interpretation can be thought of as the
trivial hidden variable theory in which l supplies
no information beyond that supplied by the quan-
tum state. Since the probabilities assigned by the
quantum state are insensitive to which measure-
ments are being performed on distant systems, the
orthodox interpretation satisfies parameter inde-
pendence. On the other hand, since distant mea-
surement outcomes are correlated (see equation 4),
outcome independence is violated. Moreover, it has
been claimed that since outcomes are not deter-
mined by the quantum state—and hence cannot
be controlled—this nonlocality could not be
exploited to send a signal faster than the speed of
light. Thus, orthodox quantum mechanics is con-
sistent with special relativity (Shimony 1993, II.10).
Proponents of the orthodox interpretation have
also claimed that hidden variable theories violate

parameter independence and that such a violation
allows for superluminal signaling, and therefore
hidden variable theories are inconsistent with
special relativity. However, advocates of hidden
variables have replied by pointing out that super-
luminal signaling is possible only if the hidden vari-
ables could be controlled, and this is not generally
possible (e.g., in Bohm’s theory).

Action at a Distance

Bell’s inequality follows from the conjunction of
outcome independence and parameter indepen-
dence. So, either outcome independence or param-
eter independence (or both) is false. Bell’s theorem
by itself says no more. Nonetheless, there have
been many attempts over the years to narrow
down the interpretive options by deriving Bell’s
inequality from one of Jarrett’s conditions. On the
one hand, some argue that Bell’s inequality can be
derived from the assumption of hidden variables
(viz., the existence of joint probabilities), and there-
fore its violation supplies good evidence against
‘‘realism.’’ Others, however, argue that Bell’s in-
equality follows from locality alone, and so its
violation entails nonlocality.
Maudlin (1994) argues that quantum-mechanical

correlations can be explained only on the supposi-
tion of nonlocal causes. For example, he parodies
Jarrett’s analysis of Bell’s locality condition by
showing that it is equivalent to the conjunction of
two conditions:

PHVðLþ
a j La \ Rþ

b \ lÞ ¼ PHVðLþ
a j La \ lÞ; ð15Þ

PHVðRþ
b j Rb \ Lþ

a \ lÞ ¼ PHVðRþ
b j Rb \ lÞ; ð16Þ

and,

PHVðLþ
a jLa\Rb\Rþ

b \lÞ¼PHVðLþ
a jLa\Rþ

b \lÞ;
ð17Þ

PHVðRþ
b jLa\Rb\Lþ

a \lÞ¼PHVðRþ
b jRb\Lþ

a \lÞ:
ð18Þ

Maudlin (1994) then points out that that it
would be appropriate to call the first condition
‘‘outcome independence’’ and the second condition
‘‘parameter independence’’ (95). But now orthodox
quantum mechanics violates ‘‘parameter indepen-
dence’’ but not ‘‘outcome independence.’’ The
conclusion that should be drawn, claims Maudlin,
is that Jarrett’s analysis does nothing to show
that the nonlocality found in orthodox quantum
mechanics is more benign than the nonlocality
found in hidden variable theories. (For another
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argument that quantum mechanics by itself—i.e.,
without additional interpretive assumptions—
entails nonlocality, see Stapp 1997.)

The Subtleties of Nonlocality

While philosophers have been mainly concerned
with investigating the consequences of the violation
of Bell’s inequality, physicists have also been trying
to find ways to use nonlocality as a physical re-
source (e.g., to speed up computation). In the
course of these investigations, it has been discov-
ered that the violation of Bell’s inequality is
just one of many manifestations of nonlocality in
quantum mechanics. Each vector state for a com-
posite system is either a product state, or it is
entangled. If a vector state is entangled, then it
violates Bell’s inequality (Gisin and Peres 1992),
and therefore its correlations cannot be reproduced
by a local hidden variable model. More generally,
an arbitrary (possibly mixed) state r of a composite
system is said to be separable just in case it is a
mixture of product vector states; otherwise it is
said to be nonseparable.
It is not difficult to see that separable states

satisfy Bell’s inequality. (Indeed, the ‘‘hidden vari-
ables’’ can be taken to be the quantum product
states that are mixed together to form the separable
state.) Werner (1989), however, shows that not all
nonseparable states violate Bell’s inequality. In
particular, consider the mixture

Wn ¼ 1

2
Mn þ 1

2
Ps; ð19Þ

where Mn ¼ (1/n2 )(I � I) is the maximally mixed
state ofCn�Cn, andPs is anymaximally entangled,
symmetric, pure state of Cn � Cn. (For example,
when n ¼ 2, Ps could be the singlet state.) Werner
uses an ingenious argument to show that Wn is
nonseparable. However, he then goes on to con-
struct a local hidden variable model for the correla-
tions of Wn in Bell-type experiments. So, is Wn

local or nonlocal?
There are at least two good reasons for thinking

that the Werner state is nonlocal. First, a local
hidden variable model, in Bell’s sense, need account
for the outcomes of only a certain special class of
measurements; there might be other measurements
whose statistics in Wn cannot be reproduced by
such a model. In fact, Popescu (1995) shows that
(for n � 5) a local observer can select a subensem-
ble from Wn that violates Bell’s inequality. That is,
after an initial preparatory measurement on Wn is
performed, then a Bell-type measurement can be
performed that yields manifestly nonlocal results.

Since the initial preparatory measurement is purely
local, it cannot create entanglement where none
already existed. Therefore, it seems plausible to
say that the original state Wn was already nonlocal
(although its nonlocality was ‘‘hidden’’).

Second, the Werner state permits a teleportation
scheme with higher fidelity than any classical com-
munication channel (see Popescu 1994). Suppose
that an observer O1 has a particle P1 in some
unknown quantum state c, and O1 wants to supply
enough information to a second observer O2 so
that O2 can prepare a particle in an identical
state. On the one hand, if O1 has access only to
classical means of communication, the best O1 can
do is to make a measurement on P1 (which can
supply only partial information about its state),
and then report the outcome to O2. On the other
hand, suppose that O1 and O2 share a pair (P2, P3)
of particles in the Werner state. Suppose also that
O1 makes a measurement on the pair (P1, P2) and
reports the outcome of this measurement to O2. It
can then be shown that O2 is more likely to infer
correctly the initial state c of P1 than would be
possible if O2 had access to only classical commu-
nication from O1. Thus, the Werner state allows
for the transmission of more information than
any classical procedure. Whether this improved
communication ability amounts to superluminal
information transfer is a matter of dispute.

Nonlocality in Relativistic Quantum
Field Theory

The special theory of relativity (at least according
to its most popular interpretation) prohibits action
at a distance, while quantum mechanics seems to
require it. Surely this poses a serious problem of
consistency: How can two theories be true (or at
least approximately true) when their most basic
principles contradict each other? Philosophers
have often confronted this apparent contradiction
by looking for creative ways to reinterpret relativi-
ty and quantum mechanics; some have even con-
cluded that special relativity must be false. And yet,
there already is a theory, viz., relativistic quantum
field theory, that is both relativistic and quantum
mechanical. Although relativistic quantum field
theory has been immensely successful in applica-
tions (in fact, it forms the basis for all of contem-
porary particle physics), philosophers have hardly
begun to investigate how it manages to combine
relativistic causality and quantum nonlocality (see
Quantum Field Theory).

There are two structural features of relativistic
quantum fieldmodels thatmark themas distinctively
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relativistic. First, if A and B are spacelike separated
regions, then any observable that can be measured
in A is compatible with any observable that can be
measured in B. This compatibility relation ensures
that (nonselective) measurements performed in A
cannot influence the statistics of measurements per-
formed in B, and vice versa. Second, in relativistic
quantum field models the spectrum of the four-
momentum observable (i.e., the set of its possible
measurement outcomes) is contained in the for-
ward light cone. Thus, any measurement of the
four-momentum will yield a result consistent with
the predictions of special relativity; in particular,
there can be no detectable energy-momentum
transfer faster than light.

However, recent investigations have shown that
these relativistic features of quantum field models
do not preclude them from having nonlocal states.
In fact, it has been shown (roughly speaking) that
the percentage of nonlocal states grows in propor-
tion to the dimension of the state space of the
system. Thus, while systems with low-dimensional
state spaces (e.g., spin-1

2
particles) have relatively

few nonlocal states, systems with infinite-dimen-
sional state spaces (e.g., field theories) have a very
high percentage of nonlocal states. More specifical-
ly, for any two spacelike separated regions A, B, the
set of field states that are Bell correlated across A
and B is everywhere dense in the state space (Hal-
vorson and Clifton 2000). Furthermore, every field
state is maximally Bell correlated across unbound-
ed tangent space-time regions, that is, ‘‘Rindler
wedges’’ (Summers and Werner 1988). Finally, the
vacuum state is non-separable across any pair of
space-like separated regions, no matter how distant
(Halvorson and Clifton 2000).

HANS HALVORSON
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LOGICAL EMPIRICISM

Logical empiricism dominated philosophical think-
ing about science from the late 1930s through the
1970s, so much so that nearly all philosophical
writing about science in this period located itself,
quite consciously, either within the fold of or in
opposition to logical empiricism. Middle ground
was, for a time, not easily found, and to ignore
logical empiricism was to betray a profound igno-
rance of professional philosophy of science. In-
deed, for many, the distinctly professional
philosophy of science that emerged in the 1950s
and 1960s had been made possible by—and was,
perhaps, even identical to—logical empiricism. It
is the task of this article to convey the main ideas
and development of this profoundly influential
philosophical movement.

Logical Positivism Versus Logical Empiricism

‘Logical empiricism’ is often used to refer to a
philosophical school thought to be developed
from logical positivism, whose more stringent veri-
fiability criterion of cognitive meaning was
replaced by a looser confirmability criterion; and
an endorsement of scientific realism replaced logi-
cal positivism’s rejection of the very question of
whether the terms of a scientific theory refer to or
of whether a successful theory’s main claims should
be taken to be, approximately true (see Cognitive
Significance; Scientific Realism; Verifiability). (For
the distinction between logical positivism and logi-
cal empiricism in this form, see Salmon 1999, 334.)
But the notion that ‘logical empiricism’ suggests an
identifiable, discrete, and conscious departure from
something called logical positivism is tantamount
to historical falsehood. In fact, logical empiricism,
logical positivism, and wissenschaftliche Philoso-
phie (scientific philosophy) had no fixed referents
even in their heyday, and for good reason: What
was usually behind these terms was an attitude or
approach, rather than a theory or doctrine (a study
of the terms used by participants themselves might
suggest wissenschaftliche Philosophie as the most
apt general term for the movement). And for this
reason, current historical work should resist any
urge to fix these terms’ referents retrospectively

(Hardcastle and Richardson 2003); logical positiv-
ism thus is not best described as having turned
into, or given rise to, any particular successor
movement, let alone one that embraced relaxed
criteria of cognitive significance or scientific real-
ism. It is worth noting that in contrast to ‘logical
positivism,’ a term introduced in Blumberg and
Feigl (1931), the provenance of ‘logical empiricism’
is murky.

On the other hand, insofar as logical empiricism
denotes something like an intellectual development
from and reaction to the main texts of logical posi-
tivism, the term is both useful and historically ap-
propriate. Accordingly, this article on logical
empiricism will present the tenets of logical positiv-
ism and the subsequent intellectual efforts that
related themselves, directly and, on occasion, in
opposition to these tenets; logical empiricism is
really the story of the development of themes artic-
ulated within logical positivism. Following a dis-
cussion of five of logical positivism’s main themes,
then, logical empiricism will be described as it
was reflected in ensuing philosophical work on
analyticity, cognitive significance, holism, explana-
tion, and the proper attitude toward scientific
theories (see Analyticity; Cognitive Significance;
Explanation; Theories).

Logical empiricism developed alongside intellec-
tual projects with which it conflicted (socially and
politically, as well as intellectually). The account of
logical empiricism given here describes these con-
flicts without the typical ‘‘mortality’’ metaphor,
in which philosophical views are born, mature,
age, and die, becoming then objects of historical
study. Instead, logical positivism is presented as the
distillation of a particular scientific/philosophical
ethos, and logical empiricism as the gradual, but
detectable, dilution of that ethos over several dec-
ades and across several realms. This alternative
metaphor presents logical empiricism as not a
dead philosophical idea of mere historical interest,
but as a set of identifiable traces left by the pro-
blems, approaches, and thinking associated with
logical empiricism—problems, approaches, and
thinking that animate and explain philosophy of
science in the twenty-first century.
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Distillation: Central Themes of Logical
Positivism

The central themes of logical positivism are:

1. Antimetaphysics
2. A close relation to the natural sciences
3. Logic

At logical positivism’s heart is antimetaphysics,
or, to put it positively, a ‘‘spirit of enlightenment
and anti-metaphysical factual research’’ (geist der
Auf klärung und der antimetaphysischen Tatsachen-
forschung) (Hahn, Carnap, and Neurath [1929]
1973, 301). Indeed, it is important to express this
central theme positively, since the image of logical
positivism (and logical empiricism) as a negative,
even destructive, movement is an egregious misrep-
resentation. The clearest expression of logical posi-
tivism’s spirit of enlightenment is the 1929
pamphlet The Scientific Conception of the World:
The Vienna Circle [Wissenschaftliche Weltauffas-
sung: Der Wiener Kreis] (hereafter SCW), the 64-
page ‘‘manifesto’’ of the Vienna Circle, the group
of scientists, mathematicians, and like-minded
thinkers that gathered around Moritz Schlick in
Vienna in the 1920s, including Rudolf Carnap,
Herbert Feigl, Philipp Frank, Hans Hahn, Otto
Neurath, and Friedrich Waismann (see the listings
for many of these figures in this volume, along with
Vienna Circle). The pamphlet’s author was listed
simply as the ‘‘Wiener Kreis,’’ but Neurath in fact
wrote the bulk of the text, with contributions from
Hahn and Carnap (Neurath 1973). The document
announced to the European intellectual world the
Circle’s ‘‘scientific world-conception,’’ which, it
made clear, was characterized not so much by the-
ses of its own, but rather by its basic attitude, its
points of view, and direction of research:

Neatness and clarity are striven for, and dark distances
and unfathomable depths rejected. In science there are
no ‘depths’; there is surface everywhere: all experience
forms a complex network, which cannot always be sur-
veyed and can often be grasped only in parts. Everything
is accessible to man; and man is the measure of all
things. . . . The scientific world-conception knows no
unsolvable riddle. Clarification of the traditional philo-
sophical problems leads us partly to unmask them as
pseudo-problems, and partly to transform them into em-
pirical problems and thereby subject them to the judg-
ment of empirical science. The task of philosophical
work lies in this clarification of problems and assertions,
not in the propounding of special ‘philosophical’
pronouncements. (Hahn et al. [1929] 1973, 305–306;
cf. Carnap 1963, 20–34)

To what was this ‘‘spirit of enlightenment’’ direct-
ed? In practice, logical positivism directed itself to-
ward questions concerning the logical structure of
the sciences—the ‘‘clarification of problems and
assertions’’ in them. The SCW summarized, for ex-
ample, various ‘‘fields of problems’’ still to be
addressed at ‘‘the foundations’’ of arithmetic, phys-
ics, geometry, biology, psychology, and the social
sciences. Significantly, though, the scientific world-
conception also addressed ‘‘questions of life’’
(304–305) in an enlightened manner, and thereby
linked the Vienna Circle and logical positivism with
political and social sensitivity, if not activism. As the
SCW declared:

[E]ndeavors toward a new organization of economic
and social relations, toward the unification of mankind,
toward a reform of school and education all show an
inner link with the scientific world-conception; it
appears that these endeavors are welcomed and
regarded with sympathy by the members of the Circle,
some of whom indeed actively further them. (Hahn et al.
[1929] 1973, 305; cf. Carnap 1963, 20–26)

The later impression that logical positivism, and
thus logical empiricism, consisted mainly in the
systematic rejection of various philosophical tradi-
tions and methods as (worthless) ‘‘metaphysics’’ is
owed largely to A. J. Ayer’s Language, Truth, and
Logic, an early, popular, and polarizing report on
the Vienna Circle (see Ayer, Alfred Jules). The
young Ayer visited the Circle from late 1932
through March of 1933 and managed to grasp its
opposition to metaphysics, but little of its positive
program. Nevertheless, Language, Truth and
Logic’s infamous first line—‘‘The traditional dis-
putes of philosophers are, for the most part, as
unwarranted as they are unfruitful’’ (Ayer 1936,
33)—fixed for the next three decades an image of
logical positivism and empiricism. (In fairness,
Blumberg and Feigl’s [1931] earlier but less influ-
ential English presentation of logical positivism
also failed to convey logical positivism’s enlighten-
ment theme.) Ayer’s employment of logical positi-
vism’s verifiability criterion as a test for cognitive
meaningfulness, and thus as a means to attack
metaphysical claims, will be taken up below.
The second theme of logical positivism, one sub-

sequently prominent in logical empiricism, is its
close relationship to the natural sciences. Indeed,
the distance between Ayer’s understanding of
logical positivism and logical positivism itself is
clearest at the very end of Language, Truth, and
Logic, where Ayer calls for the ‘‘philosopher to
become a scientist. . . if he is to make any substantial
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contribution towards the growth of human know-
ledge’’ (Ayer 1936, 153). Ayer took himself to be
calling for an unrealized philosophical future, but
in fact logical positivism was already steeped in
science. Its adherents aspired in their philosophical
work to the sobriety and clarity of science, as
represented particularly in relativistic physics
(see Conventionalism; Space-Time). And its practi-
tioners in Vienna, Berlin, and Prague were them-
selves adept at relativistic and quantum physics;
the Circle’s Philipp Frank, in fact, succeeded
Einstein in Prague in 1912 when Einstein went to
Berlin. Yet Ayer’s insulation from actual science,
combined with his authorship of Language, Truth,
and Logic, led to the unfortunate, mistaken, and
ironic impression that logical positivism was
actually detached from contemporary science.
Steeped in science, logical positivism neverthe-

less distinguished itself from science, although what
sort of project it was exactly would be subject to
continued debate. The distinction between logical
positivism and science itself was reflected most
clearly in the fact that the former attended not to
particular domains of experience (that was the
focus of the various separate sciences) but to expe-
rience, and its logical structure, as a whole. Logic—
the study of the form of scientific statements and
the experience they describe—emerges as a third
theme of logical positivism. And it is in this context
that logical positivism’s verifiability criterion is
best appreciated. In SCW the criterion can be
glimpsed as the claim that ‘‘for us, something is
‘real’ through being incorporated into the total struc-
ture of experience’’ (Hahn et al. [1929] 1973, 308,
emphasis in original; see also Schlick [1930–1931]
1959). A claim or entity that could not be
incorporated into the ‘‘total structure of experi-
ence’’ was therefore not real, in the strongest sense,
and thus not even describable. Attempts to express
such a claim or describe such an entity were at best
confused and at worst disingenuous: metaphysics in
the most damning sense (see, e.g., Blumberg and
Feigl 1931; Carnap [1932] 1959, esp. §7).
Logic, particularly the quantificational logic ar-

ticulated by Gottlob Frege and developed in 1910
by Whitehead and Russell (1963) and in 1921 by
Wittgenstein (1961), was thus of enormous use to
logical positivism. Indeed, the Circle read Wittgen-
stein’s Tractatus painstakingly (Feigl 1969, 634).
Moreover, the logical positivists’ view of logic
allowed for a statement to be true in a language
purely by virtue of the meaning of its terms, that is,
to be analytically true; such sentences provided an
essential component of their epistemological ac-
count of mathematics and the formal sciences

generally (see Analyticity). If mathematical state-
ments were ultimately analytic statements of logic,
and if logical statements were truths that could be
produced at will, as it were, by the articulation of a
language (perhaps an artificial language) in which
they always came out true, then the truth of a
mathematical sentence could be explained by re-
ference to nothing more puzzling than a simple
convention—a decision, freely taken, to render
the sentence in question true (see Conventional-
ism). Knowledge of the truths of mathematics,
qua sentences of logic, would then be as transpar-
ent or obvious as the language itself. Such a result
embodied the enlightenment ethos of the scientific
world-conception, and, correspondingly, chal-
lenges to it (as well as to, more generally, the view
of logic at the heart of logical positivism) carried
particular weight.

It remains to recognize two further important
themes of logical positivism. One, implicit in the
generality of logic, is the unity of science (Einheits-
wissenshaft) (see Unity and Disunity of Science;
Unity of Science Movement). The SCW duly
sounded the unity-of-science theme, which would
become central to logical empiricism in the United
States: ‘‘The goal ahead,’’ the SCW stated, ‘‘is uni-
fied science. . . .The endeavor is to link and harmo-
nize the achievements of individual investigators in
their various fields of science’’ (Hahn et al. [1929]
1973, 306). Sciences, that is, were not to be distin-
guished on the basis of different methods, subject
matters, or attitudes; their attitudes and methods
did not differ, and differences in subject matter
reflected merely pragmatic divisions of labor. Just
beneath the surface of the unity-of-science theme
was the denial of a division between the natural and
social sciences, that is, between Natur- and Geistes-
wissenschaften; this denial had substantial political
import for logical empiricism (Reisch 2004).

Finally, emphasis on the unity of science served
to underscore a final theme implicit in the other
three, viz., the question of logical positivism’s own
place in the realm of inquiry or knowledge. In the
1920s and 1930s, the logical positivists struggled to
describe their work in its own terms, that is, to
describe their perspective as a philosophy informed
by but not identical to science and its world-
conception. Some, such as Schlick, subscribed to
Wittgenstein’s apparent view that the propositions
of philosophy, properly understood, were them-
selves meaningless (Wittgenstein 1961; Schlick
[1930–1931] 1959). Against Schlick’s view, Carnap
(1934) argued that a sufficiently rich metalanguage
allowed for the expression of truths about the logi-
cal structure of science, including truths about that
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metalanguage itself. This was a matter within logi-
cal positivism that was not resolved and, indeed,
became a central question for logical empiricism.

Dilution of Logical Empiricism: Analyticity and
Cognitive Significance

World War II’s significance to the development of
logical empiricism is enormous, and at present only
partly understood and appreciated (Reisch 2004).
The war interrupted work within scientific philoso-
phy in the obvious, material, way, but significantly
also by virtue of logical positivism’s perceived pe-
ripheral significance compared with the war effort.
After World War II, scientific philosophy—now a
distinctively North American endeavor, with
Carnap, Hempel, Feigl, Frank, and Hans Reich-
enbach having emigrated to the United States—
resumed work put aside in the late 1930s and
early 1940s, although it did so in a very different
cultural and political climate (see Carnap, Rudolf;
Hempel, Carl Gustav; Reichenbach, Hans).

The result, by the early 1950s, consisted of three
papers that would each have, for decades to come, a
profound effect on philosophical thinking about
science, challenging many (but, importantly, not
all) of the themes associated with logical positivism.
These papers were Quine’s (1951) Two Dogmas of
Empiricism and two essays published by Hempel in
the early 1950s (Hempel 1965) (see Hempel, Carl
Gustav; Quine, Willard Van). The former argued
against the widely accepted view that certain truths
were to be accounted for as true by virtue of the
meanings of their terms (and, indeed, the article
rejected as dogma the doctrine that there were ana-
lytic truths in this sense), while Hempel’s two papers
taken together reviewed and eventually rejected the
notion that statements on their own had cognitive
significance, by which was meant empirical mean-
ing (see Analyticity; Cognitive Significance). To-
gether the line of argument in these works pointed
scientific philosophers sympathetic to logical posi-
tivism toward a holism about the meaning of state-
ments and a pragmatism about any separation
between science and metaphysics. The result, ulti-
mately, was a nearly complete dilution, by the
1960s, of logical empiricism. An examination of
these papers (each of which, incidentally, summar-
ized discussions and work of several previous years)
will illustrate this development.

Two Dogmas of Empiricism ostensibly takes up
the following question: In virtue of what, precisely,
are certain ‘‘analytic’’ sentences, the truth of which
seems to be unavoidable, true? (Quine’s example is
‘‘All bachelors are unmarried men.’’) Recognizing

that the logical positivists’ answer appealed to the
meaning of the nonlogical terms in such sentences
(‘bachelor’ and ‘unmarried men’), Quine presses
the question of how, precisely, the meaning of
these terms manages to accomplish such a feat
(see Analyticity). A good portion of Two Dogmas
of Empiricism is given over, then, to showing how
successive versions of the putative semantic rela-
tions between terms, and between sentences and a
language, fail to provide the needed explanation of
the analytic truths in question, typically because
the purported explanation rests on concepts as
much in need of clarification as meaning itself
(Quine considers, specifically, definition, inter-
changeability salva veritate, semantic rules, and
verificationism). Having presented a comprehen-
sive, if not exhaustive, list of potential accounts
and found them all wanting, Quine proceeds to
doubt the presumption of the question, doubting,
that is, that so-called analytic sentences are true by
virtue of meaning. He then offers an alternative
view. The single exception Quine recognizes to his
list of failed accounts of analyticity, though, is
telling. Quine allows that truths arising from the
‘‘explicitly conventional introduction of novel
notations for sheer abbreviation’’ does suffice to
account for some analytic truths, for here the de-
finiendum becomes synonymous with the definiens
simply because it has been created expressly for this
purpose: ‘‘Here we have a really transparent case of
synonymy created by definition; would that all
species of synonymy were as intelligible’’ (26).
Such ‘‘explicitly conventional’’ definition is rejected
simply because it in fact is at the root of very few, if
any, of the actual existing instances of analytic
statements in the present language. Radically revis-
ing, or even discarding, present language, or more
generally present theories, is not a live option.
Quine’s rejection of explicitly conventional defi-

nition in Two Dogmas of Empiricism reflects not
just his own conservatism but, significantly, that of
the philosophy of science from the early 1950s on
(see Quine, Willard Van). The enlightenment opti-
mism of the SCW was no longer seriously consid-
ered; a departure from the past by means of the
adoption of a new, modern, scientific attitude and
the creation of a new, transparent language suit-
able to modern needs was simply dismissed.
Quine’s critical treatment/rejection of various

explanations of analytic truth is followed by his
own account of those truths. His alternative is at
once novel and conservative:

The totality of our so-called knowledge or beliefs, from
the most casual matters of geography and history to the
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profoundest laws of atomic physics or even pure mathe-
matics and logic, is a man-made fabric which impinges
on experience only along the edges . . . . A conflict with
experience at the periphery occasions readjustments in
the interior of the field . . . . But the total field is so
underdetermined by . . . experience that there is much
latitude of choice as to what statements to reevaluate in
the light of any single contrary experience . . . . If this
view is right . . . it becomes folly to seek a boundary
between synthetic statements, which hold contingently
on experience, and analytic statements, which hold
come what may. Any statement can be held true come
what may, if we make drastic enough adjustments else-
where in the system . . . . Conversely . . . no statement is
immune to revision. (42–43)

Analytic statements, then, are simply those
abandoned last, if ever, in the face of experience.
Contained in this influential metaphor, which
would come to be known as the web of belief, is
a powerful challenge to several of logical positi-
vism’s central themes (see Duhem Thesis). Quine’s
holism—reflected particularly in his insistence that
present and future language and theory be continu-
ous with past theory and language—is in consider-
able tension with the progressiveness of the Vienna
Circle (a tension embodied, indeed, in the work of
Neurath (1973) (see Neurath, Otto). Further,
Quine’s (1951) pragmatism, displayed above in his
recognition of several different but acceptable reac-
tions to ‘‘contrary experience,’’ ‘‘blurs,’’ as he puts
it, the ‘‘supposed boundary between speculative
metaphysics and natural science’’ (10).
The effect of Two Dogmas of Empiricism was

dramatic, and was only heightened when an analy-
sis from a somewhat different starting point led to
a very similar set of recommendations. Hempel’s
Empiricist Criteria of Cognitive Significance: Pro-
blems and Changes, which in many ways continued
work begun by Carnap (1936–1937), reviewed and
ultimately abandoned the thesis that there existed a
‘‘sharp dividing line . . . between those sentences
which do have cognitive significance and those
which do not,’’ or, for that matter, between signifi-
cant and insignificant, or metaphysical, systems or
theories (see Cognitive Significance; Hempel, Carl
Gustav). Posing the problem in terms of a search
for a formal relation between putatively cognitively
significant statements and ‘‘observation sentences’’
(which contain only observational terms and are
thus empirically unobjectionable), Hempel exam-
ined and rejected both verificationism (construed
as the thesis that a cognitively significant sentence
must be entailed by a consistent finite set of observa-
tion sentences) and falsificationism (that its negation
be so entailed), as well as closely related proposals,

on the grounds that each criterion either admitted
clearly insignificant claims or, alternatively, barred
clearly significant ones.

Pursuing the different tack of isolating the cog-
nitive significance of terms (on the basis of ‘‘obser-
vation’’ terms), Hempel (1965) established first the
inadequacy of the reductionist strategy Carnap
(1936–1937) had outlined for theoretical terms,
and then endorsed the semantic holism Quine also
forwarded:

It is not correct to speak . . . of the ‘‘experiential mean-
ing’’ of a term or a sentence in isolation. [A] single
statement usually has no experiential implications . . . .
[T]he occurrence of certain observable phenomena can
be derived from it only by conjoining it with a set of
other, subsidiary, hypotheses . . . [that] will usually be
observation sentences [and] accepted theoretical state-
ments. (112)

More significantly, Hempel was led from this
holism to philosophical morals that, again, echo
Quine’s. After a failed search for criteria to separate
cognitively significant from cognitively insignificant
systems or theories (by way of barring those con-
taining ‘‘isolated’’ sentences, that is, those without
‘‘experiential bearing’’), Hempel (1965) cautiously
suggests that ‘‘it is not possible to formulate . . .
criteria which would separate those . . . systems
whose isolated sentences . . . have a significant func-
tion from those in which the isolated sentences are
. . . mere useless appendages. (117)

Rather,

[C]ognitive significance . . . is a matter of degree: Signif-
icant systems range from those whose entire extralogical
vocabulary consists of observation terms, through the-
ories whose formulation relies heavily on theoretical
constructs, on to systems with hardly any bearing on
potential empirical findings. (117)

As with Quine’s conclusion in Two Dogmas of
Empiricism, such a claim constitutes (and was un-
derstood at the time to constitute) an abandonment
of the spirit of the verifiability criterion, and of
logical positivism. Moreover, here, as again with
Quine (1951), logical empiricism took direction
from Hempel’s conclusion, which (like Quine’s)
revealed a certain conservatism in opposition to
logical positivism’s ‘‘spirit of enlightenment and
anti-metaphysical factual research.’’ For example,
Hempel’s critique of cognitive significance relied
upon the appeal to the value of theory, even (indeed,
especially) theory disconnected from experience or
practice. As Hempel (1965) put it:

The history of scientific endeavor shows that if we wish
to arrive at precise, comprehensive, and well-confirmed
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general laws, we have to rise above the level of direct
observation . . . . In following . . . a narrowly phenome-
nalistic or positivistic course, we . . . deprive ourselves of
the tremendous fertility of theoretical constructs, and we
. . . often render the formal structure of the expurgated
theory clumsy and inefficient. (116)

Hempel’s brief for empirically isolated theory
contrasts deeply with the antimetaphysical spirit
of logical positivism, and would shape logical
empiricism in many ways, for decades.

Dissolution of Logical Empiricism: Unity,
Realism, and the Philosophy of Science

It is important to recognize that the challenges to
logical empiricism posed by Quine and Hempel,
among others, as deep as they were, remained in a
broadly scientific philosophical context. In other
respects, logical empiricist themes were endorsed
and elaborated. This is the case, for example,
regarding the unity of science, which figured in
logical empiricism in two significant ways.

Hempel’s studies of cognitive significance were
undertaken at nearly the same time as studies of
what Hempel called the ‘‘logic of explanation,’’ the
attempt to characterize, as with cognitive signifi-
cance, the formal relation obtaining between an
event or a regularity to be explained, an explanan-
dum, and that which explains the explanandum, the
explanans (see Explanation). Hempel was moti-
vated to pursue a logic of explanation in order to
counter the view that methodology within the so-
cial sciences, notably history, differed in kind from
what was found in the natural sciences. Both, Hem-
pel urged, accomplish explanation by showing how
the explanandum was to be expected given the laws
inevitably cited in the explanans. In his first discus-
sion of explanation, The Function of General Laws
in History, Hempel (1942) argued that historical
explanation ‘‘aims at showing that the event in
question was not ‘a matter of chance,’ but was to
be expected in view of certain . . . conditions. The
expectation referred to is not prophecy or divina-
tion, but rational scientific anticipation which rests
on the assumption of general laws’’ (39).

Hempel later attempted to extend the fundamen-
tal idea contained in his account of explanation—
that explanation consisted in subsuming the
explanandum under general laws—to both the use
of statistical laws to explain particular facts and the
explanation of the laws themselves. The explication
of scientific explanation in all its guises emerged as
a research project of great fecundity in the 1950s
and 1960s, as philosophers such as Braithwaite
(1953) and Nagel (1961) pursued the essentially

Hempelian project of providing a single explication
of scientific explanation in all its guises, including,
notably, explanations that made use of functions,
particularly within a biological context. In this re-
spect, Nagel’s (1961) account of functional expla-
nation came to exercise particular influence (see
Function). This research project remained both
popular and fruitful through the 1980s, as exempli-
fied by Kitcher and Salmon (1989). Its roots, how-
ever, lay in the unity-of-science thesis. (For an
authoritative overview of research on explanation,
see Salmon 1990 and 1998.)
Hempel also pursued a parallel, and equally fe-

cund, project with respect to confirmation; the ef-
fort here was to express the single relationship
between evidence and hypothesis as it was to be
found across all the sciences (Hempel 1965) (see
Confirmation Theory). Hempel’s efforts to capture
the confirmation relation syntactically were dealt a
fatal blow by Goodman (1955) (see Induction,
Problem of), although valuable and influential
work in this direction continued under the heading
of inductive logic in the hands of Carnap, who
made extensive use of the logical (as opposed par-
ticularly to a frequentist) interpretation of proba-
bility (Carnap 1950 and 1952) (see Inductive Logic;
Probability).
In another, different guise, the unity of science

proved far less successful. The Unity of Science
movement, an official collaboration of Neurath,
Carnap, and Charles Morris, had begun in Europe
in 1934 with enormous ambition and promise (see
Unity of Science Movement). It included interna-
tional congresses, the Journal of Unified Science (a
reincarnated version of the earlier logical positi-
vists’ organ Erkenntnis), and a separate Library of
Unified Science, containing, in one vision, two hun-
dred separate monographs (Neurath, Carnap, and
Morris 1971). But World War II, a series of person-
al disputes between the collaborators, and, possibly,
increasing (and justified) association of the Unity of
Science movement with socialism and communism
during the onset of the Cold War in the United
States resulted in the nearly complete disintegration
of the enterprise by the early 1950s. Thus the idea of
scientific unity survived, even thrived, in the search
for universal formal accounts of explanation and
confirmation, while it languished in the cultural
forum that had previously identified it with political
aims—specifically, progressive socialism (Reisch
2004).
Hempel’s welcoming of theoretical terms and

entities disconnected from observation, as well as
Quine’s appeal to purely pragmatic criteria for pre-
ferring certain ontologies to others in an account of
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the world, contributed significantly to the consid-
eration of the question of under what conditions, if
any, the success of a scientific theory warranted
belief that its central claims were in fact true or
that the entities it mentioned in fact existed. Scien-
tific realism—the position that success did warrant
actual belief in, rather than mere acceptance of, a
theory—was subsequently the focus of much de-
bate from the late 1950s on, leading in turn to
careful attention to the distinction between observ-
able and nonobservable entities and the nature of
success for scientific theories (see Scientific Real-
ism). The debate itself, quite apart from any reso-
lution it reached, demonstrated the intellectual
distance logical empiricism had come from the
attitude heralded in the SCW.
Thus by the late 1950s, logical empiricism em-

bodied a tension between the historically oriented
holism suggested by Quine and (less so) Hempel
and the pursuit of general, unified accounts of
science by way of specifying formal relations defin-
itive of explanation or confirmation. This tension
provides one (but hardly the only) means to under-
stand the reaction to Thomas Kuhn’s (1962/1970)
profoundly influential The Structure of Scientific
Revolutions, an essay that pitted an image of sci-
ence that Kuhn understood to be logical empiri-
cism against another image garnered from a close
reading of scientific changes and the texts sur-
rounding them (see Kuhn, Thomas; Scientific
Revolutions). The latter image, Kuhn argued, en-
gaged on its own terms, would transform the for-
mer and possibly lead to a rejection of both the
unity-of-science thesis and the notion that science
itself was a social institution with epistemic author-
ity and privilege that it had earned. Yet, while The
Structure of Scientific Revolutions was offered (and
is now perceived) as an attack on logical empiri-
cism, in fact several logical empiricists (most nota-
bly, Carnap) endorsed it. Such were the tensions
within logical empiricism by the early 1960s.
Logical empiricism, understood as the reexami-

nation, modification, and (alternatively) rejection
and endorsement of the themes of logical positivism,
is perhaps no more detectable within philosophy of
science in the early twenty-first century than in
current discussions of the nature and place of the
philosophical examination of science, a topic, as
mentioned above, that exercised the Vienna Circle.
A good number of logical empiricists or their heirs
subscribe to some version of Carnap’s understand-
ing of philosophy as the analysis of the logical
structure of the concepts of science; work on con-
firmation, explanation, and other general concepts
proceeds on several fronts. Others take up Quine’s

development of his own holism in his call for con-
tinuity between science and philosophical thought
about science; Quine’s ‘‘naturalized’’ account of
epistemology describes philosophy of science as
science itself. So motivated, philosopher-scientists
have contributed to a number of scientific fields
since the late twentieth century, most notably biol-
ogy and physics. Finally, a felt need to connect
philosophy of science in either guise to social and
political matters, as well as study of the traditional
aims and history of logical positivism and empiri-
cism, has reopened discussion of the social and
political dimensions of the philosophy of science
and informed, for example, the Institut Wiener
Kreis, an especially active institute of the Universi-
ty of Vienna dedicated to promoting historical
study and understanding of the Vienna Circle and
its aims. The perspective of logical empiricism thus
informs the best philosophy of science done today.

GARY HARDCASTLE
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M
ERNEST MACH

(18 February 1838–19 February 1916)

Mach was a physicist, psychologist, philosopher,
and historian of science, as well as a political figure
(for biographical detail, see Blackmore 1972). He
studied physics at the University of Vienna from
1855 to 1861, continuing there as a lecturer until
1864. After spending three years as professor of
mathematics at Graz, he received a chair at Prague,
where he stayed until 1895. For the next six years,
Mach occupied a chair in the History and Philoso-
phy of the Inductive Sciences at Vienna. He suffered
a stroke in 1898 and retired in 1901.

Mach’s Influence

As a political figure, Mach served in the Austrian
parliament and was so influential amongst the
Austrian andRussian left that LeninwroteMaterial-
ism and Empirico-Criticism as a criticism of Mach’s
anti-materialism. In physics, he was the first to un-
derstand supersonic shock waves and was a major
influence upon a generation of physicists, including
Einstein (who credited Mach for being a philosoph-
ical forerunner of relativity theory), Schrödinger,
Planck, and Heisenberg. In psychology, Mach was

a founder of Gestalt theory and made numerous
contributions to sense physiology (see Psychology,
Philosophy of ). His research onMach bands antici-
pated the modern understanding that the senses
have neural nets that preprocess information be-
fore sending it to the brain. In philosophy, he was a
major influence on the Vienna Circle (especially
Frank, Hahn, and Carnap) and remains an inspi-
ration to empiricist conceptions of science (see
Vienna Circle). He was one of the most influential
intellectuals in Vienna at a time when Vienna was
the center of Western intellectual activity.

Mach’s Psychology and Biology

Although he received his degree in physics, Mach
attended many classes in physiology, and from the
beginning of his career the majority of his research
was not in physics but in the physiology of the
senses. His central project, developed most exten-
sively in his Analysis of Sensations, was to under-
stand the relationship between sensations (the
actual phenomenal experience) and the physical
stimuli that trigger them (Mach [1914] 1984).
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How, for instance, do eyes convert light particles
into three-dimensional visual fields, when those
particles themselves contain no information about
their point of origin?

Although an empiricist in many regards, Mach
held a strong notion of the a priori, maintaining
that three-dimensional space is biologically innate
(Banks 2003). Mach differed from the Kantian
tradition by holding that the a priori is formed
through evolution and development. Thus, there
is nothing necessary about the current human spa-
tial intuition; had humans evolved differently, they
would perceive space differently. A similar account
is given for other aspects of cognition, such as the
understanding of matter, time, color, and even
mathematics. The current human condition is his-
torically contingent upon the particular evolution-
ary pathway humans accidentally took, and thus
the world known through human senses should not
be confused with the actual world.
Machwas strongly influenced byDarwin andby a

variety of evolutionary ideas that are rejected to-
day but were prominent within nineteenth-century
German culture (see Evolution). Borrowing from
the latter, Mach saw humans as nature’s way of
understanding itself, almost a waking up of nature.
Science was a continuation of this process in that it
was the ‘‘waking up’’ of humans. Evolution in pre-
scientific times was an unconscious adaptation of
organisms to their physical environments. The selec-
tion pressure was on survival and not on truth or
higher social ideals. Humans thus adapted to conve-
nient local minima and have come to misinterpret
the human view of the world for the world itself.
Thus there is a confusion between biological pro-
gramming and reality. It is the biological purpose of
science to lift humans out of this condition by un-
derstanding the nature of our psychological pro-
gramming, and to provide us with a stable
environment for future cognitive growth. It was an
optimistic outlook;Mach’s brand of positivism held
out the hope that psychology embedded within an
evolutionary framework would change the way
humans saw the world, and thus lead not only
to knowledge but, more importantly, to social-
political harmony.

Mach’s Philosophy of Physics

Two central areas dominate Mach’s philosophy
of physics: his opposition to atomism and his op-
position to Newton’s conception of absolute space
and time. Both arise from his antimetaphysical
attitude, which in turn derives from his placing
physics within a biopsychological framework.

His opposition to atomism arose from his
biological conception of the purpose of science.
For Mach, the social-political value of a scientific
worldview is that it is nonmetaphysical and stable,
and thus can provide a basis for positive scientific
and social progress. Science should be nonmeta-
physical so that all humans can agree to it. Fur-
thermore, a nonmetaphysical science is stable in
that it is not grounded in speculation but in de-
scription. This led him to favor a view of physics
that emphasized description of the phenomena
over the positing of ontologies and theories.
Descriptions are simply more stable and less likely
to be overthrown by future science, and thus pro-
vide a stable environment for cognitive change.

Turning to Mach’s theories of space and time, it
is important to note that Mach writes far more on
the psychology of space than on the physics of
space. In particular, his research on Mach bands
develops the idea that even at a sensory level, one
experiences only relations between things, and not
the things themselves (Ratliff 1965). Mach’s cri-
tique of Newton’s theories of absolute space and
time (which in turn influenced Einstein) was thus
derivative of this psychological outlook. The his-
tory of physics thus owes a small but important
debt to psychology. This is still controversial.
What is agreed upon is that Mach rejected the
mechanical view of physics and developed an in-
fluential alternative in which space, time, and mat-
ter were redefined as relations. For instance, he
defined matter in terms of its relational interac-
tions with other matter, that is, how much acceler-
ation two objects impart to each other. With space
and time, Mach similarly argued for a relational
view. Humans have no psychological access to
what space and time ‘‘are,’’ so physics should
simply mathematically describe the relations be-
tween objects.

In his influential Science of Mechanics, he argues
that space and time cannot be used to measure the
absolute changes of objects, as the very concepts of
space and time are arrived at by observing the
changes in objects (Mach [1893] 1960). That is, an
intuition of space and time is prerequisite to mea-
suring motion. Thus one cannot claim after mea-
suring a motion that one has measured ‘space’ and
‘time.’ All one can do is give mathematical
accounts of the spatial–temporal relationships of
things. Mach, then, was a radical naturalistic epis-
temologist who turned to biology and psychology
to give a naturalistic account of the entire human
condition, including physics.
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MATERIALISM

See Physicalism

MECHANISM

Interest in mechanisms has experienced a recent
upsurge in the philosophy of science generally (e.g.,
Salmon 1984; Glennan 1996) and in the philosophy
of biology and neuroscience in particular (see e.g.,
Bechtel and Richardson 1993; Craver and Darden
2001; Machamer, Darden, and Craver 2000). Scien-
tific explanation often involves identifying the
mechanism responsible for a phenomenon of inter-
est. This entry provides a generic account of what
mechanisms are and how they are appealed to in
explanations and then turns to the question of how
scientists discover them. What are mechanisms?

Four Aspects of Mechanisms

The notion of mechanism has four aspects: (i) a
phenomenal aspect, (ii) a componential aspect, (iii)
a causal aspect, and (iv) an organizational aspect.
Mechanisms can differ from one another in each of
these aspects. Consider them in turn, first using a
common mousetrap as an example and then con-
sidering the more complicated mechanism of action
potential generation in neurons:

The Phenomenal Aspect
Mechanisms do things; they are the mechanisms

of the things that they do. A mousetrap traps mice,
and the mechanism for generating action potentials
generates action potentials. These tasks performed
by the mechanism as a whole are the phenomena
explained by the working of the mechanism. There
are no mechanisms simpliciter—only mechanisms
for phenomena. A mechanism’s phenomenon par-
tially determines the mechanism’s boundaries (i.e.,
what is ‘‘in’’ the mechanism and what is not). As
Kauffman (1971) clearly emphasized, an item is
considered ‘‘part of’’ the mechanism only if it is
relevant to a mechanism’s phenomenon.

The Componential Aspect
Mechanisms have components, or working

parts. Mechanisms all have at least two compo-
nents. The old-fashioned mousetrap has six: a plat-
form, a trigger, a latch, a catch, a spring, and an
impact bar (see Figure 1). Trivially, the compo-
nents are proper parts of the mechanism as a
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whole. More restrictively, as just noted, the parts of
a mechanism are those that are relevant to the
phenomenon explained by the mechanism. The
parts are relevant to the phenomenon by virtue of
certain of their properties (and not others). But for
the rigidity of the bar and the tension on the spring,
a mousetrap would catch no mice. The buoyancy of
the platform, in contrast, is not properly included in
the mechanism for catching mice.

The Causal Aspect
The components of mechanisms act and interact

with one another. If they did not, they would not
do anything. Pressing the trigger releases the catch,
allowing the spring to launch the impact bar. The
verbs in this description of the mousetrap refer to
the relevant causal relations among the component
parts. Talk of causal relations is a schematic place-
holder to be filled in with one or more appropriate
accounts of the kinds of causing exhibited in a
given case. Philosophical attempts to develop uni-
vocal analyses of such causal relationships have yet
to garner widespread acceptance. Yet the intransi-
gence of the causal relation to a single uniform
philosophical analysis should not distract attention
from the central role that causal relations play in
mechanistic explanations.

The Organizational Aspect
The components of mechanisms and their causal

relations are organized spatially and temporally in
the production of the phenomenon. The spatial or-
ganization of amechanism includes the relative loca-
tions, shapes, sizes, orientations, connections, and
boundaries of the mechanism’s components. In the
mousetrap, the trigger and the catch have to be so
located with respect to one another that a small
amount of pressure on the trigger moves the trigger
bar enough to dislodge from the catch. The catch is
circular and accommodates the size of the trigger
bar. When the mechanism is loaded, the parts are
connected to one another: The trigger bar restrains
the blunt bar because it is stuck in the catch. As the
mousetrap ‘‘fires,’’ temporal organization takes
center stage. The temporal organization of amecha-
nism includes the order, rates, durations, and fre-
quencies of the activities in the mechanism. If a
mousetrap is to work, it should work quickly, it
should not discharge until there is pressure on the
trigger, and there should not be significant delays
between the steps of its working. Spatial and tem-
poral organization are two important varieties
of mechanistic organization. There are familiar
patterns of mechanistic organization that can be
found in different mechanisms for different phe-
nomena. Some mechanisms are feed-forward, with

Fig. 1. The Mousetrap.
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each step following upon its predecessor without
forks, joins, or cycles (like the common mousetrap);
others may work in parallel or have significant
feedback connections.

A Neurobiological Example: The Mechanism of
the Action Potential

Mousetraps fire, and so do neurons. The firing
of a neuron is known as an action potential. Action
potentials are changes in the electrical potential
difference across the cell membrane that propagate
along the length of the neuron. This difference,
known as the membrane potential (Vm), consists
of the separation of charged ions on either side of
the membrane. In the neuron’s resting state, posi-
tive ions line up against the membrane’s extracellu-
lar surface, and negative ions line up on the
intracellular side, producing a polarized resting po-
tential (Vrest) of roughly �60 mV. The action
potential (as indicated in Figure 2) consists of (I)
a rapid rise in Vm (reaching a maximum value of
roughly þ20 mV), followed by (II) an equally rapid
decline in Vm to values below Vrest, and then (III)
an extended hyperpolarized afterpotential during
which the neuron is less excitable. These three fea-
tures characterize the phenomenon to be explained
by the action potential mechanism.

The components of this mechanism include the
cell membrane, positively charged sodium (Naþ)
ions, positively charged potassium (Kþ) ions, and
two types of voltage-sensitive ion channels that
selectively allow, respectively, Naþ or Kþ ions to
diffuse through the membrane. It is the temporally
organized activities of these channels that produce
the action potential phenomenon.

The mechanism of the action potential starts with
a cumulative depolarization of the cell body (i.e.,
Vm becomes greater than Vrest), typically through
the effect of neurotransmitters on ion channels in
the cell’s dendrites (the ‘‘receiving’’ ends of the neu-
ron). Action potentials are generated in the axon
hillock, an ion-channel-dense region of membrane
at the interface of the cell body and the axon (the
‘‘sending’’ end of the neuron). Depolarization of
the cell body opens voltage-sensitive Naþ channels
(increasing membrane conductance to Naþ), allow-
ing Naþ to diffuse down its concentration gradient
from the Naþ-rich extracellular fluid into the rela-
tively Naþ-poor intracellular fluid (illustrated by
the membrane conductance curve for Naþ in Figure
2). The resulting flood of Naþ drives the voltage of
the cell toward the Naþ equilibrium potential (ENa;
roughly þ55 mV), accounting for the rapid rising
phase of the action potential (I).
This rapid depolarization of the membrane has

two consequences that account for the declining
phase of the action potential (II). The first is the
inactivation of the Naþ channel, which slows and
eventually stops the ascent of Vm toward ENa. The
second is the delayed activation of voltage-sensitive
Kþ channels, increasing the Kþ conductance of the
membrane and allowing Kþ to diffuse down its
concentration gradient from the Kþ-rich intracel-
lular fluid into the Kþ-poor extracellular fluid. This
diffusion of Kþ drives the membrane potential back
down toward the Kþ equilibrium potential (EK;
roughly �75 mV) and even below the resting
potential of the membrane.
Thus begins the final, afterpotential phase of the

action potential (III), which is characterized by both
the hyperpolarization of the membrane (i.e., Vm is

Fig. 2. The Action Potential.
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lower than Vrest) and a period of reduced excitabil-
ity. The membrane hyperpolarizes after the action
potential because Kþ channels are slow to return to
their resting closed state. The residual Kþ conduc-
tance tugs Vm away from Vrest and toward EK.
The parts in the mechanism for generating action

potentials are the membrane, the ions, and the ion
channels. These parts are causally connected; they
act and interact in regular ways to produce the
action potential. These activities depend crucially
upon the spatial organization of the components;
ion channels span the membrane, allowing ion
movement between the intracellular and extracellu-
lar fluids. Spatial organization is also fundamental
to understanding the molecular mechanisms of
channel activation and inactivation and for under-
standing the propagation of action potentials along
axons. Yet, it is temporal organization that is most
evident in the mechanism of the action potential; it
is the relative orders and durations of the activa-
tion and inactivation of Naþ and Kþ channels that
explain the characteristic waveform (I, II, and III)
of the action potential.

Levels of Mechanisms

Often mechanisms are nested within mechanisms.
In such cases, some phenomenon (c) of a mecha-
nism (M) is explained by the organized activities (f)
of lower-level components (X ) that can themselves
be taken as phenomena to be explained by the
activities (r) of still lower level components (Z ).
Thinking about mechanisms provides a straightfor-
ward way to think about levels (see Craver 2001b).
In this case, the relationship between lower and
higher mechanistic levels is a compositional rela-
tionship with the additional restriction that the
lower-level parts are components of (and hence
organized within) the mechanism at the higher
level. The requirement that lower-level parts be
organized (at least spatially and temporally) within
the higher-level mechanism distinguishes mechanis-
tic levels from mere aggregates, such as piles of
sand (Wimsatt 1986); from mere collections of im-
proper parts, such as the cubes into which a televi-
sion might be arbitrarily sliced (Haugeland 1998);
and from mere inclusive sets, such as the collected
songs of the Ramones. Lower mechanistic levels
are entities and activities organized to exhibit the
behavior of the mechanism as a whole.
Mechanistic levels should not be confused with

intuitive ontic levels (e.g., Oppenheim and Putnam
1958), which map out a monolithic stratigraphy
of levels across theories, sciences, and types of
entities. Just as there are no mechanisms simpliciter,

there are no mechanistic levels simpliciter. Mecha-
nistic levels, instead, are defined only with respect
to some highest-level mechanism M and its phe-
nomenon c (pronounced ‘‘psi’’). This, however,
does not mean that the investigator cannot move
upward, treating M as part of a yet higher level
mechanism that generates its own phenomenon.
Different levels of a mechanism involve different
entities and activities. Accordingly, different voca-
bularies are typically used to describe mechanisms
at different levels (Bechtel 1995). Exactly how
many levels there are and how they are to be indi-
viduated are empirical questions that are answered
differently for different phenomena.

Representing Mechanisms

There are many conventions for describing and
representing mechanisms. Verbal accounts are gen-
erally insufficient to convey an understanding of a
mechanism, especially if there are any nonlinearities
in its behavior. Accordingly, verbal descriptions are
often accompanied by diagrams representing the
components, their activities (often depicted with
arrows), and the relevant features of their organiza-
tion (see Figure 1 above). Temporal relations are
often represented spatially, either with labeled
events conjoined by arrows or in separate frames.
Diagrams afford the viewer the opportunity to fol-
low through the parallel sequences of activities
within themechanism in one glance.With increasing
frequency, the working of a mechanism may be
represented in animated shorts. Extremely compli-
cated mechanisms, however, frequently require the
viewing time afforded by static two-dimensional
representations so that aspects of the mechanism
can be taken in piecemeal.

Descriptions of mechanisms, whether verbal or
pictorial, may be more or less gappy, with holes or
question marks to be filled in as details of the
mechanism are discovered. Sometimes these are
appreciated by the person portraying the mecha-
nism, but many times the gaps are not even recog-
nized until, for example, another component is
discovered and researchers try to figure out what
it contributes. Descriptions of mechanisms may
also be more or less abstracted from the details of
the operation of any particular mechanism, high-
lighting broad patterns of organization (e.g., with
equations) or exhibiting precisely the spatial,
temporal, and hierarchical organization of the
components and activities of the mechanism.

Often the activities within a mechanism are
characterized mathematically. For example, in de-
scribing the action potential mechanism, equations
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are advanced describing the changes in magnitude
of Naþ concentrations over time. Once such equa-
tions are developed, mathematical models of the
overall operation of the mechanism can be
advanced.

Mechanistic Explanations

Since mechanisms are often responsible for
generating phenomena for which explanations are
sought, it is not surprising that scientists frequently
advance accounts of mechanisms as explanations.
That is, to explain an action potential, they proceed
much as in the example above—identifying the
components of the responsible mechanism, describ-
ing the activities performed by the components, and
showing how these components and activities are
organized. They frequently present this informa-
tion in diagrams, and often the account offered is
gappy. Presenting a mechanism as an explanation,
however, does not fit the standard deductive-nomo-
logical account of explanation, according to which
explanation involves deriving a statement of the
phenomenon to be explained from laws and rele-
vant initial conditions. It is not laws that do the
explanatory work but the account of the operation
of the mechanism.

One might try to reconcile the two accounts of
explanations by insisting that there is a law char-
acterizing each mechanism. Typically, however,
there is too much variability in a given mechanism
(e.g., in the generation of action potentials in
different neurons) for this to be plausible. It is
better to recognize mechanistic explanation as an
alternative model of explanation. Its prevalence in
a variety of sciences such as physiology and neuro-
science may account for the fact that these sciences
have not been the primary source of examples of
deductive-nomological explanation and have been
relatively neglected by philosophers of science.
Once mechanisms are recognized for their explana-
tory role in these sciences, though, we can also
identify a number of philosophical issues to be
pursued. One of these concerns their discovery.

How Are Mechanisms Discovered?

Characterizing the Phenomenon
One of the first tasks in discovering mechanisms

is identifying the phenomenon—determining what
it is that the mechanism does. The world does
not come obviously prepackaged in terms of phe-
nomena. How one characterizes the phenomenon
critically affects how one goes about trying to
discover the responsible mechanism and whether

that quest will prove successful. Accordingly, char-
acterizations of phenomena prove controversial
and frequently are revised in the course of inquiry
as one discovers that the mechanism does some-
thing different than one thought.
Phenomena are often subdivided, consolidated,

or reconceptualized entirely as the discovery pro-
cess proceeds. Researchers may recognize the need
to subdivide a phenomenon into many distinct phe-
nomena, as when learning and memory researchers
were forced to recognize that there were many
different kinds of memory requiring more or less
distinct mechanisms to explain them. Alternatively,
researchers may be forced to consolidate many
different phenomena into a single phenomenon, as
when it became understood that burning, respiring,
and rusting were all due to a common mechanism
and thus are examples of one phenomenon, oxida-
tion. Finally, investigators may need to reconceptu-
alize the phenomenon to be explained entirely.
For example, early physiologists focused on the
fact that animals burn foodstuffs and release heat.
But after further investigation, researchers rechar-
acterized this phenomenon as transforming energy
into usable forms (e.g., ATP bonds).

Identifying Components
The discovery of mechanisms also involves iden-

tifying the components of the mechanism and their
activities. Bechtel and Richardson (1993) used
the term decomposition to describe analysis of a
phenomenon into activities that, when properly
organized, exhibit the phenomenon. In one of their
main examples, they describe how the biological
process of fermentation, over three decades of re-
search, was decomposed into a set of more basic
chemical reactions (oxidations, reductions, phos-
phorylations, etc.). This is functional decomposition.
But frequently the process of decomposition begins
by breaking the mechanism apart into component
entities and only then investigating what the com-
ponents do. This is structural decomposition. Ulti-
mately, one measure of the adequacy of either form
of decomposition is that it maps onto the other so
that specific components are related to particular
activities. Bechtel and Richardson call this identifi-
cation of activities with components localization.
Often the search for the components of a mecha-

nism is guided by an accepted store of components
and activities that are reasonably well understood
by a science at a particular time and that are avail-
able for use in thinking about how a mechanism
works (Craver and Darden 2001). In the early
stages of mechanism discovery, there may be no
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such store; there is either no idea of, or consider-
able controversy over, what the components and
activities might be. The brain provides a useful
example (Mundale 1998). There has been consider-
able controversy, for example, about what counts
as a brain region, with different investigators using
different criteria to divide the brain into parts
at different times. Early attempts to map brain
areas focused on the sulci and gyri resulting from
the folding of cortex. Although prominent features
of the brain, these tend not to be closely linked to
component activities. With the identification of
different types of neurons and the existence of
cortical layers of varying thicknesses, numerous
early-twentieth-century scientists, including Korbi-
nianBrodmann, used these cytoarchitectural features
to demarcate brain areas. Brodmann explicitly
thought that different areas were likely to perform
different operations, but he lacked any means for
linking the regions he differentiated with function.
More recent brain mappers have invoked yet addi-
tional criteria such as connectivity to other regions
to identify brain areas. A major reason for contro-
versy over these is that researchers are interested in
components that perform the activities that gener-
ate the relevant phenomena. As the sulci and gyri of
the brain illustrate, it is possible to differentiate
structures within a mechanism that are not working
components, that is, parts that carry out the relevant
activities. In the relevant sense, these are not com-
ponents of the mechanism. Similar challenges arise
in functional decomposition—one may propose a
decomposition into activities but not ones perfor-
med by any of the mechanism’s components. More-
over, as hinted above, the search for components
and for activities is interdeterminate—conceptions
of the activities thought to be performed guide the
identification of components, and vice versa.
How do scientists arrive at satisfactory decom-

positions that describe mechanisms in terms of
their organized parts and activities? Often scientists
begin the discovery process by proposing that there
is a single component in the mechanism that alone is
responsible for the phenomenon (e.g., attributing
pleasure to activation of the brain’s pleasure cen-
ter). Sometimes this claim is correct, but even when
it is, the task of identifying the mechanism that
generates the phenomenon awaits decomposition
of that component itself.
True decomposition is frequently guided either

by the available store of components or by the avail-
able tools for investigating these components. Often
scientists, functioning much like engineers, attempt
to organize known components and activities in
such a way that they might possibly produce the

phenomenon. This process may involve reasoning
analogically from other mechanisms (discovered in
nature or human artifacts) and the activities per-
formed in them. Such ‘‘how possibly’’ reasoning is,
of course, fallible, since even two phenomena that
are very similar may be generated by two very dif-
ferent mechanisms. In fact, sometimes the discovery
process is slowed dramatically by pursuit of false
leads generated by this engineering heuristic. On
the other hand, even an erroneous proposal often
advances the inquiry, since now experimental
evidence can be generated that points to a more
adequate decomposition. Experimental strategies
for decomposing a mechanism are discussed further
below.

Discovering the Organization of a Mechanism

Beyond delineating the phenomenon and reveal-
ing the components, a third major goal in the dis-
covery of a mechanism is to determine how these
components and activities are organized in the
mechanism. Typically there are both spatial and
temporal aspects to the organization of a mecha-
nism. For example, the rate and duration of the
phenomenon places time constraints on the activ-
ities of the components, and uncovering the order,
rate, and duration of the steps in a mechanism often
provides important clues into how the mechanism
works. Likewise, discovering aspects of the spatial
organization of a mechanism (the size, shape, posi-
tion, orientation, etc., of the components) is often
crucial for suggesting possible mechanisms and for
ruling out others (see Craver and Darden 2001).

The relative importance of spatial and temporal
organization varies frommechanism to mechanism.
Spatial organization is of fundamental importance
in, for example, the mechanisms of enzyme degra-
dation because enzymes that can break down cellu-
lar substances need to be kept separate from other
cellular substances that are not to be broken down.
Spatial organization also helps provide efficiency in
production mechanisms in which intermediate pro-
ducts are literally passed from one activity to the
next (as in the Kreb’s cycle).

If a phenomenon involves a change from one
state or set of conditions to another (e.g., from
glucose to alcohol, from sensory stimulus to recog-
nition), it is common to think of that change as
being executed by a linear sequence of steps. In
part this is common because human conscious cog-
nitive activities are serial—humans proceed from
thinking of one thing to thinking of another. But,
for very good reasons, such as ensuring proper
regulation of a process, many natural mechanisms
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are not organized linearly. As a result, they are
difficult for humans to conceptualize, at least with-
out the aid of external representations such as dia-
grams in which one can represent backward as well
as forward linkages.

The naturalness of linear organization means
that in trying to fit multiple parts and activities
together into a coherent description of a mecha-
nism, researchers often begin by trying to organize
them linearly. Often researchers begin to appreciate
more complex modes of organization only when
these attempts fail to account for the phenomenon.
In modeling a chemical process, for example, one
may find that there is no way to link together
known basic reactions to get from the initial input
to the product. This often leads to the exploration
of more complex modes of organization such as a
cycle. Thus, one common pattern in the process
of discovering mechanisms is to begin with linear
organization and then add complexity as required.

Experiments in Mechanism Discovery

Typically, the components, activities, and org-
anization of a mechanism cannot be understood
without the aid of well-designed experiments. Ex-
perimentation figures not just in the testing of
models of mechanisms that have been hypothesized
independently, but in the very process of discover-
ing the mechanism.

Experimentation requires some means of inter-
vening in the operation of the mechanism as well as
a means of recording the effects of those interven-
tions. Sometimes interventions into a mechanism
are performed ‘‘by nature,’’ through accidental
damage, disease, or genetic mutation or variation.

Other times the interventions are intentional and
designed by the researcher to perturb some isolated
aspect of the phenomenon or some component or
activity in the mechanism.
A taxonomy of experimental approaches to de-

veloping and testing descriptions of mechanisms
can be developed by focusing on where the inter-
vention and recording techniques are applied
(Bechtel and Richardson 1993; Craver 2001a). In
the sense discussed above, a phenomenon and the
mechanism that produces it are at two mechanistic
levels, the phenomenal level (LP) and the level of
the mechanism (LM) (see Figure 3). As illustrated
in Figure 3, experiments may intervene and record
entirely at the phenomenal level, bridge phenome-
nal and mechanistic levels, or intervene and record
entirely within the mechanistic level.
First, both the intervention and the recording

may be conducted at LP without going down to
LM (see Figure 4). For example, one can intervene
to vary the inputs to a mechanism or the conditions
under which it operates (e.g., temperature) and re-
cord variations in the phenomenon. Much experi-
mentation in cognitive psychology (e.g., requiring
subjects to perform a task under varying conditions,
such as cognitive load, and using reaction time as
the measure of the effect) is of this sort and, when
done well, can provide abundant information
about the internal design of the mechanism. For
example, evidence that two tasks interfere with
each other provides further evidence that some
component or components may be involved in
both tasks. A great deal can also be learned about
a mechanism by determining the range of input
conditions under which it works properly and
under which it fails or malfunctions.

Fig. 3. Phenomenal Level (top) and
Mechanism Level (bottom).
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Second, experiments may bridge LP and LM.
(Many experiments bridge several such levels at
once.) Such experiments may be top-down (inter-
vening at LP and recording at LM) or bottom-up
(intervening at LM and recording at LP), and the
experimental intervention may be either excitatory
(somehow stimulating the target of the intervention)
or inhibitory (somehow removing or impairing the
target of the intervention). Top-down excitatory
experiments are prevalent in cognitive neurosci-
ence, where researchers intervene to engage an or-
ganism in some cognitive task while recording the
activities of component brain regions, neurons, or
molecules. Bottom-up excitatory experiments are
also common. Neural stimulation studies, for ex-
ample, use electrodes to excite individual neurons,
and the effects are recorded for the cognitive phe-
nomenon in which those neurons are involved.
Additionally, bottom-up inhibitory experiments
are a staple of most sciences that search for
mechanisms. In neuroscience, for example, one
may intervene to remove a brain region, a receptor
molecule, or a neurotransmitter and record the
effects on the phenomena in which those compo-
nents are putatively involved. It is not uncommon
for researchers to find a way to impair the activity
before they figure out what the relevant compo-
nents are or which are being affected. For example,
one can discover a chemical poison that impairs a
metabolic process but not know what component
of the mechanism the poison is acting upon.

Third, inhibitory and excitatory techniques can
also be applied within LM. In this case, one inter-
venes to excite or inhibit some component or activ-
ity in the mechanism and then records the results of
that intervention elsewhere in the mechanism. This
form of experiment is especially important for de-
termining how the components of the mechanisms
are organized together in the production of the
phenomenon.

There are significant epistemological challenges
in interpreting the results of excitatory and inhibito-
ry interventions into the working of the mechanism.
Bottom-up inhibitory experiments may be foiled by
redundancy, reorganization, and failures of speci-
ficity in the intervention. Intervention to remove or
inhibit a component or activity may result in little
or no change to the phenomenon if the removed or
inhibited component is redundant (like the human
kidney). Likewise, the mechanism may reorganize
in the face of a loss of its component, leaving the
phenomenon intact or only mildly transformed. In
general, in removing a part of a mechanism and
observing the behavior of the mechanism as a
whole, researchers learn not what the removed
part does but rather what the rest of the mechanism
can do in its absence. Finally, the intervention may
have nonspecific effects on other components in
the mechanism, thereby indirectly altering the
phenomenon and foiling the inference from the
recorded changes to the function of the inhibited
part. This problem is often exacerbated in ‘‘natural

Fig. 4. Points of intervention and recording in experiments. Experiments may (a) both
intervene and record at the phenomenal level, (b) intervene at the phenomenal level and record
at the mechanistic level, (c) intervene at the mechanistic level and record at the phenomenal
level, or (d) both intervene and record at the mechanistic level.
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experiments’’ in which the intervention has not
been tightly controlled by an investigator and so
may have had a rather nonlocal impact on the
components of the mechanism.

Similar epistemological difficulties attend the use
of top-down excitatory experimental strategies. One
example of such an experiment is to provide a stim-
ulus to an organism and record from individual
neurons in its brain or to use neuroimaging to re-
cord where there is increased blood flow in the
brain. The epistemic challenges here are no less
than when the intervention is within themechanism.
Activity in a part of a mechanism when the whole
mechanism has been stimulated shows only that the
component in question does respond to the stimula-
tion. It does not yet show what activity it performs.
Many neurons in the brain, for example, will re-
spond when the organism is presented with a visual
stimulus. One can gain more of a clue as to what a
component is contributing by varying the interven-
tion and determining the range of interventions to
which the component is responsive (e.g., that it is
only responsive to visual stimuli moving to the left).
Even so, a given active neuron may perform an
activity that is largely incidental to the phenomenon
one is investigating (e.g., how objects are identified).

One way investigators begin to acquire confi-
dence in their physical and functional decomposi-
tions is by drawing upon multiple modes of
investigation, especially by invoking both inhibi-
tion and excitatory interventions. If lesioning a
component eliminates the phenomenon of interest
and exciting it produces the phenomenon, compel-
ling evidence is provided that the component fig-
ures in generating that phenomenon. But just what
does it contribute? Often answering that question
depends on formulating a hypothesis about what
many different components are contributing, and
developing an account of how the components to-
gether produce the phenomenon. For example,
researchers working on how the brain recognizes
objects identified different brain regions in which
individual cells would respond to different aspects
of a stimulus—some responded whenever a given
color was present, another when a given shape was
present, and yet others when a particular object
was present. By also knowing how these various
brain regions were connected to each other,
researchers began to piece together an account of
the overall mechanism (Bechtel 2001).

As researchers reach the stage of reasonably
worked out hypotheses about what different com-
ponents contribute, additional tools can be invoked
to help figure out the mechanism. For example,
researchers often begin to build models, including

computational ones, that characterize what each
component is thought to contribute and to simu-
late their interaction. To the degree that the model
predicts the phenomenon, one acquires confidence
that one’s account is at least close to correct. (The
fit between a model and the phenomenon is often a
matter of degree, and the degree of fit deemed
sufficient often changes as research on the mecha-
nism proceeds.) But failures are equally informa-
tive, since they often lead researchers to posit yet
unidentified components and activities and begin
to seek evidence for them.
Not surprisingly, there is no foolproof proce-

dure for discovering mechanisms. But there are a
range of strategies that can be identified by careful
examination of actual science.

Conclusion

Four aspects of mechanisms have been identi-
fied: (i) the phenomenal, (ii) the componential,
(iii) the causal, and (iv) the organizational. The
generation of a phenomenon is often the product
of a mechanism, and describing the mechanism
provides an explanation of the phenomenon. The
sciences concerned with identifying mechanisms
have developed a variety of conceptual and experi-
mental tools for this purpose. The philosophical
analysis of mechanisms and their discovery is still
in a relatively early stage but has advanced far
enough that it is safe to predict that careful atten-
tion to mechanisms and mechanistic explanation is
likely to yield significant advance in the philosoph-
ical understanding of science.

CARL CRAVER

WILLIAM BECHTEL
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METHODOLOGICAL INDIVIDUALISM

Methodological individualism (MI) is a set of
related but distinct theses about how the social
sciences should proceed. Drawing inspiration
from the atomist program in natural science, MI
holds that all social explanation should be in terms
of individuals. Classic figures in the history of the
social sciences such as Weber advocated some ver-
sion of the doctrine, which is espoused by major
schools of thought in economics and elsewhere in
the social sciences (Blaug 1992; Gordon 1991). It is
opposed by the holist tradition that began with the
founders of sociology (Durkheim 1965) and con-
tinues to this day throughout the social sciences.
While it has been usually treated as a conceptual or
philosophical thesis, MI is probably best thought
of as a series of more or less empirical theses.
Most individualist claims can be classified under

one of the following four types (Kincaid 1996 and
1997):

1. Ontological claims:
(i) Societies are composed of individuals.
(ii) Societies do not act independently of

individuals.
(iii) Social entities do not exist.

2. Claims about theory reduction:
(iv) Any social theory is in principle reduc-

ible to a theory referring entirely to
individuals. (see Reductionism)

3. Claims about explanation:

(v) Theories referring only to individuals
can fully explain all social phenomena.

(vi) Individualist mechanisms are a neces-
sary condition for social explanation.
(see Explanation)

4. Claims about confirmation:
(vii) No social theory without individualist

mechanisms can be well confirmed; and
(viii) Searching for individualist theories is

the best route to successful social sci-
ence (see Confirmation Theory)

There are, of course, various real and alleged
interconnections among these claims.

Perhaps the most common and logically central
claim is the reductionist one. To reduce one theory
to another is to show that the reducing theory
can do all the explanatory work of the reduced
theory, which is only a special case of the reduc-
ing theory. Since different theories have different
vocabularies, theory reduction requires systematic
linkages between the categories of the two theories.
Individualism in its reductionist guise thus claims
that the concepts of the social sciences can be
equated with descriptions of individual behavior
in such a way that all social science explanations
can be put in individualist terms.

Many have claimed that this reductionist thes-
is follows from the ontological truism that society
is made of and does not act independently of
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individual people (Watkins 1973). That conclusion
does not follow, however. Chairs are made of mole-
cules, but there are so many ways of making a chair
that it is unlikely that a systematic connection will
be found that would allow the replacement of the
category ‘chair’ with some molecular description,
however complex. Social entities such as corpora-
tions or states may have a similarly loose relation
to the individual behaviors constituting them.
Whether that is the case is an empirical issue that
is unlikely to have any general answer across all
domains of social research.

While the ontological claim that society does
not exist and act independently of individuals is
quite plausible, the presumed failure of theory re-
duction mentioned above argues against the fur-
ther ontological claim that societies do not exist. If
there are successful theories that make essential
reference to social entities, that is one good reason
to countenance their existence.

Of course the methodological individualist might
deny the assumption that social explanations—
explanations in terms of social entities—ever suc-
ceed in the first place. Two versions of this claim
were identified above: No explanation is adequate
unless it is entirely in terms of individuals (claim
[v]) and some reference to individuals is necessary
(claim [vi]). The latter, logically weaker claim is
usually put as a claim about mechanisms: explana-
tions in terms of social entities are only acceptable
if the individualist mechanisms bringing them
about are provided (see Mechanism).

To be interesting, these theses should be indepen-
dent of assertions about theory reduction. It is
unclear, however, that the stronger of the two is
independent. If an individualist theory can fully
explain everything that a nonindividualist theory
can, then it can state those explanations only if it
can relate the categories of the nonindividualist
theory in every case to its own. But this goes back
to the requirements for reduction.

The claim that individualist mechanisms are
needed for explanation is widespread (Elster 1985;
Little 1989). It is often defended as an instance of
the general truth that all explanations require citing
the mechanism involved. The general principle is
implausible and of dubious value. It is implausible
because one seemingly explains one macroscopic
physical event by a previous one without any idea
of the mechanism—‘‘the crash of the plane caused
the collapse of the building’’ is explanatory even
without describing how it did so. The general prin-
ciple is of dubious value because ‘mechanism’ is ill-
defined. There can bemechanisms at many different
levels of detail, so a demand for mechanisms is

ambiguous. Individualists need to show that the
mechanism cannot be social—as when competition
between firms is cited to explain prices—and that
it must be about individuals instead of neurons or
genes.
Even if individualist mechanisms are needed to

explain, this may not be much of a victory for
methodological individualism. The mechanisms in
question are likely to invoke the role individuals
play and the constraints they face in institutions.
Many game-theoretic and rational choice accounts
provide individualist explanations, but they take
norms, rules of the game, institutional constraints,
and other such nonindividualist explainers as givens
(see Game Theory).
Another motivation for individualist mechan-

isms is confirmation. The basic idea is that mech-
anisms are needed to rule out confounding cases.
Aside from the question of levels raised above, this
rationale suffers from the obvious fact that scien-
tific claims can be confirmed without mechanisms.
Newton’s laws of motion were predictively very
successful for a long period of time without any
account of the underlying cause of gravity; Darwin
had a similar success in describing evolution with
an incorrect mechanism of genetic transmission.
No doubt mechanisms play a useful role in con-
firming and explaining. But when, where, and at
what level of detail they are useful is an empirical
question that depends on the context.

HAROLD KINCAID
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MIND-BODY PROBLEM

See Consciousness; Intentionality; Physicalism;
Supervenience

MOLECULAR BIOLOGY

The term ‘molecular biology’ was introduced by
Warren Weaver in 1938 in an internal report of
the Rockefeller Foundation: ‘‘And gradually there
is coming into being a new branch of science—
molecular biology . . . in which delicate modern
techniques are being used to investigate ever more
minute details of certain life processes’’ (as quoted
in Olby 1974, 442). What Weaver may have only
dimly foreseen is that these new techniques would
ultimately transform the practice of biology in a
way comparable only to the emergence of the theo-
ry of evolution in the nineteenth century. At the
beginning of the twenty-first century, molecular
biology has become most of biology, either consti-
tutively, insofar as biological structures are charac-
terized at themolecular level as a prelude for further
study, or at least methodologically, as molecular
techniques have become a preferred mode of exper-
imental investigation of a domain. Recent
biological work at the organismic and lower levels
of organization (cytology, development, neurobiol-
ogy, physiology, etc.) increasingly fall under the
former rubric. Work in demography, epidemiology,
and ecology falls under the latter, with ecology per-
haps being the subdiscipline within biology that has
most resisted molecularization. Work in evolution
falls under both: constitutively, when the evolution
of molecules and molecular structures forming
organisms is studied for its own sake, and methodo-
logically, whenmolecular techniques (most notably,
DNA sequencing) are used to reconstruct evolu-
tionary history. This article will be largely restricted
to the constitutive aspect ofmolecular biology, since

that is what has so far (perhaps deservedly) com-
manded most philosophical attention.

The decade following Weaver’s introduction of
molecular biology saw the steady increase in the
use of ‘‘delicate’’ molecular techniques, in particu-
lar, x-ray crystallography, to study biological
macromolecules ‘‘minutely,’’ increasingly with an
emphasis on proteins. The central problem was the
elucidation of the three-dimensional structures (the
relative positions of the atoms) of biological
macromolecules. The structure of proteins was sup-
posed to explain their behavior. Proteins were sin-
gled out because they were believed to be the most
important of these macromolecules. In particular,
since the establishment of biochemistry as a disci-
pline in the 1920s, enzymes and their interactions
had been held to be the key to understanding me-
tabolism (the catchall term for the complex chemi-
cal reaction systems that characterize life). All
enzymes are proteins. Until the early 1940s, it was
believed that the hereditary material (the genes)
was also likely to be proteins. The nucleic acids,
constructed out of only four nucleotide base types
(adenosine [A], cytosine [C], guanine [G], and thy-
mine [T]), were believed to be insufficiently com-
plex to be able to specify the immense variety of
known genes.

However, experimental work starting in the early
1940s showed that the hereditary substance—
specifying ‘genes’ (see Genetics)—was deoxy-
ribonucleic acid (DNA). Attention then shifted to
deciphering the physical structure of DNA, a prob-
lem that was solved by Watson and Crick (1953)
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with their double-helix model. The construction of
this model and its subsequent confirmation marks
a development of signal importance for modern
biology (Sarkar 2005, Ch. 1). It ushered in the
‘‘classical’’ age of molecular biology (see the next
two sections) with an intriguing informational in-
terpretation of biology (see Biological Informa-
tion). Important conceptual innovation also came
from Monod and Jacob in the early 1960s, who
constructed the allostery model to explain cooper-
ative behavior in proteins and the operon model of
gene regulation (Monod 1971; Jacob 1973; see
below). Genes were interpreted as DNA sequences
either specifying proteins (the structural genes) or
controlling the action of other genes (the regulatory
genes). Perhaps the most important development in
classical molecular biology was the establishment
of a genetic ‘‘code’’ delineating the relation of
DNA sequences to amino acid residue sequences
in proteins. (BothDNAand protein are linearmole-
cules in the sense that they consist of units
connected in a chain through strong [covalent]
chemical bonds.) Gene expression took place by
the transcription of DNA to ribonucleic acid,
RNA, at the chromosomes (in the nucleus), and
the translation of these transcripts into protein at
the ribosomes (in the cytoplasm). The one gene–one
enzyme credo of classical genetics was transformed
into the one DNA segment–one protein chain credo
of molecular biology (see Genetics).

Crucial to the program of molecularizing bio-
logy was the expectation—first explicitly stated
by Waddington (1962)—that gene regulation ex-
plained tissue differentiation and, ultimately,
morphogenesis in complex organisms. Genetic re-
ductionism, the thesis that genes alone can explain
organismic features, long predates molecular biolo-
gy (Sarkar 1998). However, the molecular interpre-
tation of the gene allowed the general explanatory
success of molecular biology to be co-opted as a
success of molecular genetics. In such a context,
Waddington’s thesis was positively received and
helped usher in an era dominated by developmental
genetics, according to which organismic develop-
ment was to be understood through the action of
genes. Mayr (1961) and others introduced the meta-
phor of the genetic program to characterize the
putative relation between genomicDNAand organ-
ismic features. As molecular genetics began to dom-
inate the research agenda of molecular biology in
the 1970s, the emergence of organismic features
came to be viewed as determined by ‘‘master control
genes’’ (Gehring 1998). This view was initially sup-
ported by the demonstration that some DNA
sequences (such as the homeobox) were conserved

across a wide variety of species. DNA came to be
viewed as the molecule ‘‘defining’’ life, a view that
helped initiate the massive genome sequencing
projects of the 1990s, which were supposed to pro-
duce a gene-based complete biology that delivered
on all the promises of molecular developmental
genetics. In general, because of the presumed pri-
macy of DNA in influencing organismic features,
starting in the early 1960s, molecular genetics began
to dominate research in molecular biology.
Genetics and development were the earliest

biological subdisciplines to be redefined by molec-
ular biology. In the case of evolutionary biology, as
early as the 1950s, Crick (1958) pointed out that the
genotype/phenotype relation could be reinterpreted
as the relation between DNA and protein, with
proteins constituting the subtlest form of the exp-
ression of a phenotype of an organism. Conseq-
uently, the evolution of proteins (and, later, DNA
sequences), especially the question of what main-
tained their diversity within a population, became a
topic of investigation—in the 1960s, these studies
led to the neutralist challenge to the received view
of evolution (see Evolution). More importantly,
changes at the level of DNA sequences, provided
that these were selectively neutral, permitted the
construction of a ‘‘molecular clock’’ that could
be used to reconstruct evolutionary history more
accurately than could be achieved by traditional
morphological methods (see Population Genetics).
Meanwhile, biochemistry and immunology were

reconstituted by the new molecular biology in ways
that were not unexpected. That enzyme interac-
tions and specificity would be explained in molecu-
lar terms was no surprise (see ‘‘Classical Molecular
Biology’’ below). However, immunological speci-
ficity was also believed to be explainable by the
same mechanism. This model of immune action
was coupled to a selectionist theory of cell prolifer-
ation to generate the clonal theory of antibody
formation, which combined molecular and cellular
mechanisms in a novel fashion (see Immunology).
In both biochemistry and immunology, what was
largely at stake was the development of models
that could explain the observed specificity of inter-
actions: Enzymes reacted with only very few sub-
strates; antibodies were highly specific to their
antigens.
By the late 1970s, it became clear that the sim-

plicity of the picture of genetics inherited from
the 1960s was being lost. The initial picture was
generated from an exploration of the genomes of
prokaryotes (single-celled organisms without a nu-
cleus), especially the bacterium Escherichia coli. In
prokaryotes, every piece of DNA has a structural
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or regulatory function. In the 1970s, it was discov-
ered that the genetics of eukaryotes (organisms
with cells with nuclei) turned out to have an unex-
pected complexity. In particular, large parts of the
genomic DNA sequences apparently had no func-
tion: These segments of ‘‘junk’’ DNA were inter-
spersed between genes on chromosomes and also
within genes. After RNA transcription, noncoding
segments within genes were spliced out before trans-
lation. Gene regulation in eukaryotes was qualita-
tively different and more complicated than in
prokaryotes. Some organisms used nonstandard
genetic codes and other alternatives (see Sarkar
1996 for a detailed account.)
Subsequent work in molecular biology has only

added to this picture of complexity, so much so
that it is reasonable to suspect that the classical
picture is breaking down. RNA transcripts are sub-
ject to alternative splicing, with the same DNA gene
corresponding to several proteins. RNA is edited,
with bases added and removed, before translation
at the ribosome, to such an extent that it is some-
times difficult to maintain that some gene actually
does code for a given protein. There is no obvious
relation between the number of genes in an organ-
ism and its morphological or behavioral complexi-
ty. Most importantly, it now appears that a fair
amount of the DNA thought to be junk is tran-
scribed into RNA though not translated. Thus,
presumably, much of the so-called junk DNA is
functional, though the nature of these functions
remains controversial.
This article will concern both classical molecular

biology and the postgenomic molecular biology of
the modern era. It will not only discuss issues in the
philosophical interpretation of the classical era,
which are fairly well characterized, but also include
more speculative discussions of issues raised by
recent developments.

Classical Molecular Biology

Classical molecular biology can be viewed in conti-
nuity with both the genetics and the biochemistry
of the era that preceded it. From biochemistry—in
particular, the study of enzymes in the 1920s and
1930s—early molecular biology inherited the mech-
anistic proposal that the function or behavior of
biological molecules was ‘‘determined’’ by its struc-
ture, an idea that went back to Ehrlich’s ‘‘side-
chain’’ theory in the late nineteenth century. In
the 1950s, structural modeling of biological macro-
molecules, especially proteins, was pioneered by
Pauling and his collaborators using data from

x-ray crystallography (see, e.g., Pauling and Corey
1950). By the early 1960s, a handful of such struc-
tures were fully solved. These structures, along
with the structure of DNA, seemed to confirm the
hypothesis that structure explains behavior. Per-
haps more surprisingly, it was found that structural
interactions seemed to be mediated entirely by the
shape of active sites on molecules and that
the sensitive details of structure and shape were
maintained by very weak interactions.

These experimental observations led to four
seemingly innocuous rules about the behavior of
biological macromolecules, which in the 1960s
and 1970s formed the theoretical core of molecular
biology (Sarkar 1998, 149–150):

1. The weak interactions rule: The interactions
that are critical in molecular processes are
very weak.

2. The structure-function rule: The behavior of
biological macromolecules can be explained
from their structures, as determined by tech-
niques such as crystallography.

3. The molecular shape rule: These structures, in
turn, can be characterized entirely by molecu-
lar size, external shape (especially), and some
general properties (such as hydrophobicity) of
the different regions of the surfaces;

4. The lock-and-key fit rule: In molecular inter-
actions, molecules interact only when there is
a lock-and-key fit between the two molecular
surfaces. There is no interaction when these
fits are destroyed.

A lock-and-key-fit thus based on shape is an ob-
vious way of achieving stereospecific capacity, thus
resolving the critical problem for classical molecular
biology. Because they are most intimately involved
in the explanation of specificity, themolecular shape
and lock-and-key-fit rules are the most important in
this respect. In what follows, these will be called the
rules of classical molecular biology.

In the 1960s and 1970s, these rules were deployed
with remarkable success.Asnoted earlier, enzymatic
and immunological interactions were among those
that were immediately brought under the aegis of
the new molecular biology. Two other cases are
even more philosophically interesting:

. The allostery model explains why some mole-
cules such as hemoglobin show cooperative
behavior. In the case of hemoglobin, there is
a nonlinear increase in the binding of oxygen
after binding is first initiated. This is explained
by conformational—shape—changes in the
molecular subunits of hemoglobin; and
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. The operon model explains feedback-mediated
gene regulation in prokaryotes: The presence
of a substrate activates the production of a
protein that interacts with it, and its ab-
sence inhibits that production (see Monod
1971 for an accessible accurate account of
these two examples and a conceptual summary
of theoretical reasoning in early molecular
biology).

Both cooperativity and feedback phenomena
formed part of the traditional repertoire of holists
in biology (see the next section, which will discuss
the philosophical significance of the success of such
structural explanation in molecular biology).

However, the 1950s also saw the elaboration of
a radically different model of biological specificity,
based on the concept of information, which was
introduced into genetics only in 1953 (Sarkar 1996).
This concept soon came to play a foundational
role in molecular genetics. DNA was supposed to
be the repository of biological information, a
genetic ‘‘program’’ was supposed to convert this
information into the adult organism, and new in-
formation was supposed to result from random
mutation (and be maintained by selection) and
never incorporated into the genome from the envi-
ronment. Crick (1958) enshrined these assumptions
in what he called the central dogma of molecular
biology:

This states that once ‘‘information’’ has passed into pro-
tein it cannot get out again. In more detail, the transfer of
information from nucleic acid to nucleic acid, or from
nucleic acid to protein may be possible, but transfer
from protein to protein, or from protein to nucleic acid
is impossible. (153) (emphasis in original)

Information, according to Crick, was the se-
quence of nucleotide bases in DNA or the sequence
of amino acid residue in protein molecules. Note
the contrast here with the stereospecific physical
model of specificity. The dogma has continued to
be an important regulative principle of molecular
biology in the sense that it is presumed for further
theoretical reasoning: Whether it survives recent
developments will be discussed later in this essay.

However, the complexities of eukaryotic genetics,
as discovered in the 1970s and 1980s, already began
to challenge the central dogma (but see Thiéffry and
Sarkar 1998). Much of this work was made possible
by the development of technologies based on the
polymerase chain reaction in the 1980s. There were
five salient discoveries that challenged the simple
picture inherited from prokaryotic genetics (Sarkar
2005, Ch. 8) (see Genetics):

1. The genetic code is not fully universal, the
most extensive variation being found in mito-
chondrial DNA in eukaryotes. However,
there is also some variation across taxa (see
Fox 1987 for a review).

2. DNA sequences are not always read sequen-
tially in blocks. There are overlapping genes,
genes within genes, and so on (Barrell, Air,
and Hutchison 1976). Thus, two or more dif-
ferent proteins could be specified by the same
gene.

3. As noted earlier, not all DNA in the genome
is functional. Intervening sequences—within
and between structural genes—must be
spliced out from transcripts (Berget, Moore,
and Sharp 1977; Chow et al. 1977). This dis-
covery helped resolve the so-called C-value
paradox (Cavalier-Smith 1978), that is, the
absence of any obvious correlation between
the size of the genome and the morphological
and behavioral complexity of an organism.

4. The same transcript may be spliced in differ-
ent ways (Berk and Sharp 1978). One conse-
quence of such alternative splicing is that, as
with overlapping genes, two or more different
proteins could be specified by the same gene.

5. Besides splicing, RNA is sometimes subject
to extensive editing before translation at the
genome (Cattaneo 1991).

These developments have led to skepticism of the
relevance of the coding model of the DNA/protein
relationship and of the informational model of
specificity (see the next section). Though philoso-
phers (and some biologists) have been slow to rec-
ognize this, the credo of one DNA segment–one
protein chain has long become irrelevant in molec-
ular biology. The modern era presents even more
significant challenges, as later sections of this essay
will underscore.

Philosophical Interpretations

Philosophy of biology only emerged as a recogniz-
able part of philosophy of science only in the late
1960s. In the early years, considerable attention
was paid to molecular biology, especially with re-
spect to the issue of reductionism, but starting in
the late 1970s, attention within philosophy of biol-
ogy began to be concentrated solely on evolution-
ary theory, much to the detriment of the field.
Attention shifted back to molecular biology in the
1990s, with some work now being done on the
question of biological information besides reduc-
tionism. Since then, classical molecular biology has
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been increasingly scrutinized by philosophers,
though not as much as it deserves. This section
will focus on reduction and information. However,
important philosophical work has also been done
on other forms of conceptual change in molecular
biology and, lately, experimentation in the field
(Culp 1995; Rheinberger 1997).

Reduction
The first question about molecular biology that

interested philosophers was whether it could be
interpreted as a reductionist enterprise in the same
way as the kinetic theory of matter was reductionist
within classical physics (see Reductionism). The
model of reduction then in vogue was due to Nagel
(1961) with some modification by Schaffner (1967):
It viewed reduction as a deductive-nomological ex-
planation but with the reduced laws as the expla-
nanda (see Explanation; Nagel, Ernest). The debate
soon centered on the question of whether molecu-
lar genetics was reducing or replacing Mendelian
genetics. While Schaffner (1967) made the case for
successful reduction, this position was attacked by
Hull (1972) on the grounds that molecular biology
did not have laws and theories (as logical emp-
iricists envisioned those entities). Subsequently,
an antireductionist consensus developed (also
influenced by Kitcher [1984]).
This consensus was subsequently challenged by

Sarkar (1989 and 1998), Waters (1990), and others,
but only by rejecting the Nagel-Schaffner formal
model as being relevant to substantive questions
about reduction. (Even earlier, Wimsatt [1976] had
argued against the relevance of the Nagel-Schaffner
model.) In these analyses, what is at stake is that
properties of wholes are being explained by proper-
ties of parts interacting locally. The allostery and
operon models are philosophically critical exem-
plars of this approach because the former explains
cooperativity and the latter feedback, both of which
formed part of the conceptual repertoire of tradi-
tional holists (see Emergence). Enzymatic and im-
munological specificity provide more mundane
examples. However, most of these cases are much
simpler than that of providing fully reductionist
explanations of quintessentially Mendelian genetic
phenomena such as the segregation or assortment
of alleles. In these cases—central to the question of
reducing Mendelian genetics to molecular genet-
ics—reductionist explanation remains piecemeal
and, in many ways, incomplete. However, there is
every reason to believe that the relevant lacunae
will be filled without requiring new conceptual or
theoretical resources.

Nevertheless, even during the classical era, a few
anomalies remained, though none serious enough
to call into question the viability of the reductionist
project. In particular, there has never been a suc-
cessful parts-whole account of dominance (that is,
the dominance of one trait or allele over another)
(see Genetics). There is some reason to believe that
explaining dominance at the molecular level will
require appeal to topological properties of net-
works, but such a move would take explanation
beyond the reductionist realm (see ‘‘Philosophical
Speculations’’ below).

Information
Though it is commonplace to talk of biological

information, no successful formal definition of the
concept in the context of molecular biology has
ever been given. Because of difficulties that the
concept of information encountered in the late
1980s and 1990s, this failure led Sarkar (1996) to
suggest that information in molecular biology was
a metaphor masquerading as a theoretical concept
(Griffiths 2001) (see Scientific Metaphors). For
Crick (1958), information consisted of sequences,
of DNA or protein. Informally, this is what ‘in-
formation’ is probably taken to mean in most
contexts. The first point to note is that any
such definition would require that the concept of
information being used not be Shannon’s (1948)
communication-theoretic notion of information,
which requires the estimation of the frequency of
symbols drawn from a set. Thus, mathematical
information theory based on Shannon’s concept
simply becomes irrelevant in this context (for a
contrary position, see Yockey 1992). At the very
least, any usable concept of biological information
must refer to individual sequences and be symbolic,
semantic, or semiotic, in the sense that it must
capture the idea that the sequence is a ‘‘sign’’ for
something else (Sarkar 2005, Ch. 10). As such, it
must account for biological specificity.

The concept was central to two related theoreti-
cal interpretations within molecular biology:

(a) that the DNA/protein relation is a genetic
code, typically extended to suggest that all
phenotypic traits are encoded in the DNA of
the genome; and

(b) that the genome constitutes a genetic pro-
gram for the organism.

As discussed earlier, developments within eu-
karyotic genetics began to limit the scope of the
genetic code in the 1970s. Any claim of the exis-
tence of a genetic program at the very least consti-
tutes a claim of genetic reductionism, and at the
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very worst a claim of genetic determinism. Genetic
reductionism must be clearly distinguished from
physical reductionism (the physical explanation of
properties of wholes from properties of parts,
which was discussed earlier). Genetic reductionism
is the claim that organismic features are satisfacto-
rily explained by appeal to properties of genes or
DNA (without recourse to properties of other
molecules). It is, for instance, central to the project
of developmental genetics. Such a reductionism
was never very plausible; consequently, the meta-
phor of a genetic ‘‘program’’ was always troubled
(Keller 2000). Nevertheless, the ‘‘program’’ meta-
phor was quite influential during the heyday of de-
velopmental genetics. As the next two sections will
underscore, it does not survive even in a mitigated
form in the postgenomic era. The failure of genetic
reductionism makes any stronger claim of genetic
determinism irrelevant.

Viewing information as sequence, Crick (1958)
also proposed the sequence hypothesis: that the
sequence of amino acid residues in a protein (also
called its primary structure) determines its three-
dimensional conformation (also called its tertiary
structure). Attempting to show how this comes
about came to be called the protein folding problem.
It has never been successfully solved, and not for
lack of effort (Sarkar 1998). Moreover, for many
proteins, it is known that sequence alone is insuffi-
cient for specifying three-dimensional conforma-
tion. It may even be the case that the same
sequence can lead to several different conforma-
tions. This failure casts additional doubts on the
utility of the concept of biological information
stored in the genome, at least in the sense Crick
intended it. Even if the genetic code were as excep-
tionless and predictively successful as was believed
in the 1960s, all that it would allow is the inference
of an amino acid residue sequence from the DNA.
If the protein sequence does not determine its con-
formation, ipso facto, the DNA sequence cannot.
It follows that the information within the DNA
cannot specify phenotypes even further removed
from the genome.

To the extent that the genetic code still remains
useful, a proper explicationof the concept of biologi-
cal information remains an unaccomplished philo-
sophical task of some importance (see Biological
Information).

The Modern Era

By the ‘‘modern era’’ of molecular biology is meant
the period beginning with the production of large
genomic sequences in the 1990s. It is also referred

to as the Genomic, Postgenomic, or, less accurate-
ly, Proteomic era (‘‘proteomic’’ is less accurate be-
cause, to date, there has been limited progress in
proteomics; see below). What marks this era is the
study of large genomic sequences, and not individ-
ual alleles that had been previously identified by
their phenotypic effects.

Genomics and Postgenomics
Genomics was ushered in by the decision to se-

quence the entire human genome as an organized
project (the Human Genome Project [HGP]), in-
volving a large number of laboratories in the late
1980s. Subsequently, similar projects were estab-
lished to sequence the genome of many other spe-
cies. To date, genomes of over 150 species have
been sequenced. Almost every month sees the an-
nouncement of the completion of sequencing for a
new species. The sheer volume of sequence infor-
mation that has been produced has spawned a new
discipline of ‘‘bioinformatics’’ dedicated to the
computerized analyses of biological data.
When the HGP was first proposed, there was

considerable controversy among biologists about
its wisdom (Tauber and Sarkar 1992; Cook-Deegan
1994). There were:

(i) doubts about its ability to deliver on the
bloated promises made by proponents of its
scientific and, especially, medical benefits;

(ii) questions whether such organized ‘‘Big Biol-
ogy’’ projects were wise science policy be-
cause of their potential effect on the ethos
of biological research; and

(iii) worries that society would be legally and
medically ill-prepared to copewith the results
of sequencing that came too rapidly, in con-
trast to the normal slower accumulation of
human genomic sequence information. It
was feared that legislation protecting genetic
privacy and preventing genetic discrimina-
tion would not be in place; there would be a
shortage of genetic counselors; and so on.

In one important respect, the critics were correct:
There have been few immediate medical benefits
from the HGP, and no significant such innovation
seems forthcoming. Instead, recent work under-
scores the importance of gene/environment interac-
tions that critics had routinely invoked to criticize
the claims of the HGP (see Heredity and Heritabil-
ity). However, in another sense, even the most
acerbic critics should now accept that the scientific
results of the sequencing projects, taken together,
have been breathtaking.
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Contrary to the expectations of theHGP’s propo-
nents, few successful predictions about organismic
development have come from sequence information
alone (Stephens 1998). However, genomic research
is persistently throwing up surprises:

1. The most important surprise from the HGP is
that there are probably only about 30,000
genes in the human genome, compared with
an estimate of 140,000 as late as 1994 (Hahn
andWray 2002). In general, plant genomes are
expected to contain many more genes than
the human genome. Morphological or behav-
ioral complexity is not correlated with the
number of genes that an organism has. This
has been called the G-value paradox (ibid).

2. The number of genes is also not correlated
with the size of the genome, as measured
by the number of base pairs. The fruit fly
Drosophila melanogaster has 120 million
base pairs but only 14,000 genes; the worm
Caenorhabditis elegans has 97 million base
pairs but 19,000 genes; the mustard weed
Arabidopsis thaliana has only 125 million
base pairs and 26,000 genes; while humans
have 2,900,000,000 base pairs and 30,000
genes (Hahn and Wray 2002).

3. At least in humans, the distribution of genes
on chromosomes is highly uneven. Most of
the genes occur in highly clustered sites. Most
of these genes are expressed in many tissues—
the so-called ‘‘housekeeping’’ genes (Lercher,
Urrutia, and Hurst 2002). However, the spa-
tial distribution of cluster sites appears to be
random across the chromosomes. (Cluster
sites tend to be rich in C and G, whereas
gene-poor regions are rich in A and T.) In
contrast, the genomes of arguably less com-
plex organisms, includingD. melanogaster, C.
elegans, and A. thaliana, do not have such
pronounced clustering.

4. Only 2% of the human genome codes for pro-
teins, while 50 % of the genome is composed
of repeated units. Coding regions are inter-
spersed by large areas of noncoding DNA.
However, some functional regions, such as
HOX gene clusters, do not contain such inter-
vening sequences.

5. Scores of genes appear to have been horizon-
tally transferred from bacteria to humans and
other vertebrates, though apparently not to
other eukaryotes. However, this issue remains
highly controversial.

6. Once attention shifts from the genome to the
proteome, or the protein complement of a cell

(see below for more detail), a strikingly dif-
ferent pattern emerges. The human proteome
is far more complex than the proteomes of
the other organisms for which the genomes
have so far been sequenced. According to
some estimates, about 59% of the human
genes undergo alternative splicing, and there
are at least 69,000 distinct protein sequences
in the human proteome. In contrast, the
proteome of C. elegans has at most 25,000
protein sequences (Hahn and Wray 2002).

7. It now appears that noncoding DNA is
routinely transcribed into RNA but not
translated in complex organisms (Mattick
2003). It seems that these RNA transcripts
form regulatory networks that are critical to
development. Interestingly, the amount of
noncoding DNA sequences in organisms
appears to grow monotonically with the mor-
phological complexity of organisms.

8. At least in A. thaliana, there is evidence of ge-
nome-wide non-Mendelian inheritance during
which specifications from the grand-parental,
rather than parental, generation are transmit-
ted to organisms (Lolle et al. 2005).

An important task of modern molecular biology
is to make sense of these disparate unexpected dis-
coveries. One conclusion seems unavoidable: Any
concept of the gene reasonably close to that in
classical genetics will be irrelevant to the molecular
biology of the future (see Genetics).

Proteomics
The term ‘‘proteome’’ was introduced only in 1994
to describe the total protein content of a cell pro-
duced from its genome (Williams and Hochstrasser
1997). Unlike the genome, the proteome is not even
approximately a fixed feature of a cell (let alone an
organism), but changes over time during develop-
ment. Deciphering the proteome, and following its
temporal development during the life cycle of each
tissue of an organism, has emerged as the major
challenge for molecular biology in the postgenomic
era. This project has been encouraged by the dis-
covery of unexpected universality of developmental
processes at the level of cells and proteins (Gerhart
and Kirschner 1997). For instance, even though
hundreds of genes are known to specify molecules
involved in transport across cellular membranes,
there are only about twenty transport mechanisms
in all living systems. The emergence of proteomics
in the wake of the various sequencing projects sig-
nals an acceptance of the position that studying
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processes largely at the DNA level will not suffice
to explain phenomena at the cellular and higher
levels of organization. Even genomics did not go
far enough; a sharper break with the past will be
necessary.

Nevertheless, in one very important sense, the
emergence of proteomics recaptures the spirit of
early molecular biology, when all molecular types,
but especially proteins, were the foci of interest, and
the deification of DNA had not replaced a pluralist
vision of the molecular basis for life. In the late
1960s, Brenner and Crick proposed ‘‘Project K, the
complete solution of E. coli.’’ E. coli (strain K-12)
was selected as a model organism because of its
simplicity (as a unicellular prokaryote) and ease
of laboratory manipulation. Project K included:
(i) a ‘‘detailed test-tube study of the structure and
chemical action of biological molecules (especially
proteins)’’; (ii) completion of the models of protein
synthesis; (iii) work on the structure and function
of cell membranes; (iv) the study of control
mechanisms at every level of organization; and (v)
the study of the behavior of natural populations,
including population genetics. Once E. coli was
solved, and biology was supposed to move on to
more complex organisms (Crick 1973, 67).

Notice that DNA receives no preferential atten-
tion at the expense of other molecular components
in Project K and that the centrality of proteins as
the most important active molecules in a cell is
recognized. Project K accepts that there is much
more to the cell than DNA; it accepts that no
simple solution of the cell’s behavior can be read
from the genomic sequence. After a generation of
infatuation with DNA and genetic reductionism,
the aims of proteomics return in part to the vision
of biology incorporated in Project K. However, at
least in one important way, that project went even
beyond proteomics as currently understood: It
emphasized all levels of organization, whereas the
explicit aims of proteomics are limited to the pro-
tein level. The future will probably require further
expansion.

Meanwhile, work on proteins has also generated
unexpected challenges. In particular, the four rules
of classical molecular biology have not survived
intact, and at least the last three will require some
modification. It now appears—though the essential
idea goes back to the 1960s—that the fit between
interacting sites of protein molecules is more dy-
namic than in the classical model, with the active
site often ‘‘inducing’’ an appropriate fit (see e.g.,
Koshland and Hamadani 2002). It also appears
that a more complicated model than the original
allostery model will be required to account for

many cases of cooperativity. A systematic philo-
sophical appraisal of these developments is yet to
be undertaken.

Philosophical Speculations

The developments described in the last section are
so recent that any attempt to interpret their philo-
sophical significance must remain partly specula-
tive. Some of the empirical generalizations noted
will undoubtedly be challenged by further work in
the near future—if the recent past of molecular
biology is any guide to its future. Moreover, there
has been very little philosophical attention to these
developments.

Beyond Reduction?
That the four rules of classical molecular biology

are being challenged, at least to some extent, is not
reason enough to generate any new skepticism
about the reductionist interpretation of explana-
tion in molecular biology. They do not bring
the physical explanation of wholes by parts into
question. However, if an RNA-based (or other)
regulatory network turns out to be crucial to
explaining development (and evolution, as Mattick
2003 argues), the reductionist interpretation may
be in trouble. If network-based explanations are
ubiquitous, it is quite likely that what will often
bear the explanatory weight in such explanations
is the topology of the network. As noted earlier,
some classical phenomena such as dominance have
already been known to resist straightforward
reductionist explanation (Sarkar 1998).
Topological explanations have not received the

kind of attention from philosophers they deserve,
even though networks have lately entered the cen-
ter stage of scientific attention (Mattick and Gagen
2005). Here ‘‘topology’’ refers to the connectivity
properties of systems such as networks, which, with-
out loss of generality, can be modeled as directed
graphs. The vertices of such a graph represent com-
ponents of a system, and edges (between vertices),
with appropriate directionality and weights, rep-
resent interactions between such vertices. How
topological an explanation is becomes a matter of
degree: The more an explanation depends on indi-
vidual properties of a vertex, the closer an ex-
planation comes to traditional reduction (the
components matter more than the structure) (see
Reductionism). Conversely, the more an explana-
tion is independent of individual properties of a
vertex, the less reductionist it becomes. In the lat-
ter case, if explanations invoke properties of a
graph that measure its connectivity, then these are
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topological explanations. Such connectivity mea-
sures include the number of edges in the graph,
the distribution of edge degree between vertices
(the ‘‘degree’’ of a vertex being the number of
edges incident on it), and so on. (For a review of
network theory, see Newman 2003). If topological
explanations become necessary in molecular biolo-
gy, it will mark a serious philosophical break with
the reductionist classical era.

Beyond DNA Information?
Asnoted earlier, there is as yetno fully satisfactory

accountofbiological information that is appropriate
for molecular biology. However, the developments
within eukaryotic genetics and, especially, geno-
mics strongly suggest that the view that DNA is
the sole carrier of information, however it is char-
acterized, cannot be sustained at least for organ-
isms more complicated than prokaryotes and
perhaps not even for them. Most of the critical
interactions that determine the future behavior of
a cell seem to occur at the level of RNA: splicing,
RNA editing, and so on. Because of this feature of
cellular interactions, Sarkar (2005, Ch. 14) has
speculated that the DNA genome consists of a
relatively static set of sequestered modular tem-
plates (resulting in the ‘‘SMT model’’ of the cell),
far from the classical view of the genome coding a
program for development. The failure of the se-
quence hypothesis for many proteins only increases
skepticism about the classical picture.
TheroutinegenerationofuntranslatedRNAtran-

scripts from the genome also suggests that should
cellular processes be viewed informationally, RNA
networks form a parallel information-processing
system partly independent from the genomic
DNA (Mattick 2003). At present, it is unclear
whether such information must also be viewed
semiotically, though it seems likely, since the sim-
plest way in which RNA sequences can be viewed
as carriers of information is by the specification of
information by the RNA sequences.
Similarly, the discovery of ubiquitous non-

Mendelian genetic specification in A. thaliana
(Lolle et al. 2005) also suggests that there is yet
another parallel system of heredity that can also
potentially be viewed informationally and, once
again, is not specified through DNA. It is also
possible that all such phenomena are best inter-
preted not informationally but using the more
traditional—generally structural—conceptual ap-
paratus of physics and chemistry. However, the
distinction between the two frameworks becomes
blurred in the case of RNA because the relation

between the sequence and three-dimensional con-
formation seems to be relatively straightforward, at
least much more so than in the case of proteins.

Finally, in these discussions of biological infor-
mation, two issues should be distinguished:

. whether an informational framework for mo-
lecular biology is of any use; and

. whether, within any such framework, DNA
(or, more restrictively, genomic DNA) is the
sole repository of that information.

The problems mentioned here provide a forceful
argument against the second claim, leaving open
the status of the first.

Toward a Dynamic Account of the Organism
One problem with informational interpretations

of molecular biology is that they have always been
static: Time does not enter explicitly into accounts
of biology based on the transfer of information,
though, implicitly, such transfer must take place
during some time interval. Recall that the proteome
is not a static feature of the organism, let alone the
cell: Proteomics requires a commitment to the
characterization of cellular and organismic change
over time. Moreover, the recent discoveries of po-
tentially ubiquitous RNA network-based regula-
tion also underscore the importance of dynamic
accounts explicitly taking time into consideration.
Moreover, new microarray techniques and their
extensions are increasingly making temporal stages
of cellular changes empirically accessible. The chal-
lenge remains to develop a theoretical framework
to interpret the empirical information.

Any such framework can begin with either a
physicalist or an informational characterization of
cellular processes or a mixture of both, though
prospects for a physicalist account do not seem
particularly promising because of the sheer com-
plexity of the molecular networks involved (Sarkar
2005, Ch. 10). But a dynamic informational ac-
count also leads to uncharted territory. In retro-
spect, what seems surprising is how successful the
static framework for classical molecular biology
has been, given that organisms are obviously dy-
namic entities undergoing development over time.

Conclusions: An Invitation

Molecular biology has not received the extent of
philosophical attention it deserves, and the little it
has received has been limited to the classical period
(see Darden and Tabery 2005 for a more detailed
summary than what has been presented here).
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There are at least two reasons why philosophers
should invest more work on the subject:

. Without at least a partial methodological
commitment to molecular concepts and tech-
niques, any subdiscipline within biology will
likely soon be relegated to irrelevance. Philos-
ophy of biology that does not take molecular
biology into account will remain incomplete.

. Modern molecular biology raises fundamen-
tally new epistemological questions, especially
about the relevance of physical and semiotic
informational accounts that have dominated
discussions of biology for the last century.
The deployment of philosophical (particularly
formal) techniquesmaycontribute significantly
to the advancement of the field.

The most important task in the philosophy of
biology for the next few decades will be to concep-
tualize the functional role of DNA within the cell
so as to explain the surprising organization and
other properties of the genome that were discussed
earlier. Physical and informational accounts will
probably have to interact in order to create a con-
sistent satisfactory picture. As the last section indi-
cates, any such attempt must necessarily begin with
a clearer account than what is currently available
of what ‘information’ means in a biological con-
text. This is probably where philosophers have the
most to contribute to the future of molecular biol-
ogy (see Biological Information). Perhaps techni-
ques from formal epistemology or semantics will
enable progress where traditional biological tools
have largely failed.

SAHOTRA SARKAR
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N
ERNEST NAGEL

(16 November 1901–20 September 1985)

Nagel was born in Bohemia and came to the
United States when he was ten years old. He
became a naturalized citizen of the United States
in 1919. In 1923, he received a B.A. from the Col-
lege of the City of New York, in 1925, a master’s
degree in philosophy from Columbia University,
and in 1931, a Ph.D. in philosophy from Columbia.
Most of his academic career was spent at Colum-
bia, beginning with his appointment in 1931 and
ending with his retirement in 1970. During his last
three years at Columbia, he held the position of
university professor. He died in New York City.

Nagel received many honors. He was a Guggen-
heim Fellow in 1934–1935 and 1950–1951. In 1954,
he was elected to the American Academy of Arts
and Sciences, and in 1962 to the American Philo-
sophical Society. He was elected to the United
States National Academy of Sciences in 1977.

During his more than forty years of active intel-
lectual life at Columbia—he continued to partici-
pate in seminars and other activities after his
retirement—Nagel played a central role in the in-
tellectual life of Columbia and, in a more general

way, of New York City. For several generations of
students and colleagues, his critical philosophic
spirit and his detailed attention to scientific meth-
odsmade him an exemplar of how philosophy could
be related to the sciences, both natural and social.
His lecture courses and seminars were attended not
merely by students of philosophy, but by a wide-
ranging mixture of students from the natural and
social sciences, as well as professional disciplines.
These activities extended to a series of famous
seminars with colleagues in other disciplines. Per-
haps the best known was his long-standing seminar
with Paul Lazarsfeld on methodology in the social
sciences.
Nagel’s own intellectual mentors were primarily

Morris R. Cohen and John Dewey. Dewey was
jointly appointed in philosophy and education at
Columbia and was active there during the first
decade or so of Nagel’s years at Columbia. With
Cohen, Nagel wrote what was probably the most
influential textbook in logic and scientific method
in the United States published in the first half of the
twentieth century.
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Major Works

The textbook that Nagel coauthored with Cohen
was An Introduction to Logic and Scientific Method
(Cohen and Nagel 1934). Nagel’s (1939a) ‘‘Prin-
ciples of the Theory of Probability,’’ which was a
contribution to the International Encyclopedia of
Unified Science (Neurath, Carnap, and Morris
1939), was published separately (see Unity of Sci-
ence Movement). Collections of Nagel’s articles
were published under the titles Sovereign Reason
and Logic without Metaphysics (Nagel 1954 and
1956). His most important work was The Structure
of Science (Nagel 1961); then, much later, Teleolo-
gy Revisited (Nagel 1979) was published. What is
important about his career is not only his teaching
at Columbia and his role in New York City’s intel-
lectual life, but also the very large number of arti-
cles he published on a great variety of philosophical
topics and, perhaps equally important, the exten-
sive critical reviews, published mainly in the Jour-
nal of Philosophy, of many major philosophical
works in the philosophy of science.
Some extended major critical analyses are to be

found in his articles on Russell’s philosophy of sci-
ence (Nagel 1944; Russell 1944), Dewey’s theory of
natural science (Nagel 1950), andCarnap’s theory of
induction (Nagel 1963). In these three articles,Nagel
shows many philosophical sympathies. But the
striking thing about his approach is the carefulness
of his critical appraisal of significant issues.

Criticism of Carnap

Nagel’s critical spirit is reflected in his analysis of
Carnap’s use, in one form or another, of Laplace’s
([1812] 1952) classical principle of indifference (see
Carnap, Rudolf; Inductive Logic; Probability).

I wish next to raise an issue that concerns not only c* but
also the whole continuum of inductive methods Carnap
regards as possible candidates for explicating the notion
of evidential support. Among the conditions he lays
down which any reasonable c must satisfy, there are
two that bear considerable resemblance to the notorious
Principle of Indifference, often regarded as the Achilles
heel of the classical theory of probability. The first of
these stipulates that all the individuals are to be treated
on par, the second introduces a similar requirement for
the primitive predicates. (Nagel 1963, 797)

Here is Carnap’s response:

Nagel expresses doubts about the validity of those prin-
ciples of my theory which are related to the classical
principle of indifference. . . . Nagel raises objections
especially against A7 [axiom of indifference] and in
this context uses an illustration which refers to samples

of water, taken either from different sources or from the
same reservoir which is known to be homogeneous, and
the like. What Nagel says about these situations and the
attitude a scientist would take with respect to such sam-
ples is certainly correct, but it is no argument against A7.
If the scientist X knows anything about the individuals
a1, a2, a4, a5 other than that they come from the same
reservoir, and if he knows either that the water in that
reservoir is homogeneous or that it is not, then the
knowledge of X is much stronger than the evidence
e to which A7 refers. The special case of A7 formulated
by Nagel is applicable only if, first, X does not know
anything about the individuals a1, a2, a4, a5 other than
that they have the property M and if, second, he does not
know with regard to any other individual whether or not
it has the property M. Nagel’s error here is a case of what
I shall later call the fallacy of incomplete evidence.
(Carnap 1966, 991)

What is perhaps most interesting about Carnap’s
response to Nagel is that he does not say how to
proceed if his axiom A7 of invariance is violated.
Nagel, on his part, is not really suggesting a de-
tailed alternative solution but is proposing a course
of prudence in not endorsing too easily the princi-
ple of indifference.

Major Articles

Also to be mentioned is Nagel’s (1955) presidential
address to the American Philosophical Associa-
tion, published as ‘‘Naturalism Reconsidered.’’ It
is equally worth mentioning some of the important
and later much cited articles of Nagel. A reflection
of his wide-ranging historical interests, as well as
philosophical ones, is his influential article on the
relation between the development of modern logic
and the development of axiomatic methods in the
nineteenth century (Nagel 1939b). Equally impor-
tant is his still much cited, informal, but detailed,
argument on how physicists conceive of the reduc-
tion of thermodynamics to statistical mechanics
(Nagel 1949) (see Reductionism). This is a subject
of great technical complexity. Nagel provides a
clear analysis, showing the main ideas of the reduc-
tion, without losing the reader in the inevitable and
complicated technical details. Other important
works dealt with psychoanalytic theory (Nagel
1959), a much-debated topic at the time, and his-
torical determinism (Nagel 1960).

The Structure of Science

General Issues
Nagel’s (1961) most important work was his

magisterial book on the philosophy of science,
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The Structure of Science. It is a mark of the depth
and importance of this work that more than forty
years later it is still a primary reference for students
in the philosophy of science. In the introductory
chapter, three broad areas are identified as those of
major importance for analysis. They are the

1. Logical patterns exhibited by explanations in
the sciences,

2. Construction of scientific concepts, and
3. Testing and validation of scientific inferences

and their conclusions.

The next four chapters are general ones. Chapter
2 concentrates on patterns of explanation;Chapter 3
on the deductive pattern of explanations, in terms of
both individual events and of laws; Chapter 4 focus-
es on the character of scientific laws, especially the
questions of their universality and necessity, a topic
that has a long history in philosophy, reaching back
to Aristotle. Chapter 5 is concerned with experi-
mental laws and theories. Nagel identifies three
major components of theories. The first component
is the abstract or systematic calculus; the second is a
set of rules that assign an empirical content to the
concepts of the abstract system; and the third is an
interpretation or model for the abstract calculus.
What is important about Nagel’s treatment of
thesematters is that he providesmanymore detailed
scientific illustrations than will be found in many
comparable works. In this chapter he also provides
a detailed treatment of the rules of correspondence
for moving from the theory and its concepts to
experimental data. Chapter 6 deals with the cogni-
tive status of theories. What is important is the
contrast between three views—the descriptive
view, the instrumental view, and the realist view of
theories. There is here, and in many other parts of
Nagel’s work, an important tension between the
instrumental view, in which he is influenced by
Dewey, and the realist view, which he sees as close
to much of the language and thought of scientists.

Foundations of Physics and Biology
In broad terms, Chapters 7–11 deal with the

foundations of physics. Chapter 7 focuses on the
science of mechanics and is important in providing
a clear account of why mechanical explanations
have played such a prominent role in scientific
thinking. Chapter 8 is on space and geometry,
with reference to space in Newtonian or classical
physics especially. Chapter 9 is on geometry in
physics, particularly on the transition from classi-
cal physics to the geometric approach of general
relativity theory. Chapter 10 focuses on causality

and indeterminism in physical theory. Nagel gives a
detailed analysis of the language, concepts, and
laws of quantum mechanics. In this chapter, he
also gives a careful and nuanced account of the
way in which quantum mechanics is indeterminis-
tic, and also of the way in which it is not. Here is a
good passage about the way in which quantum
mechanics is deterministic:

[A]n examination of the fundamental equations of quan-
tum mechanics shows that the theory employs a defini-
tion of state quite unlike that of classical mechanics,
but that relative to its own form of state-description,
quantum theory is deterministic in the same sense that
classical mechanics is deterministic with respect to the
mechanical description of state. However, the state-
description employed in quantum theory is extraordi-
narily abstract; and, although its formal structure can
be readily analyzed, it does not lend itself to an intui-
tively satisfactory nontechnical exposition. (Nagel 1961,
306)

Chapter 11 is on the reduction of theories, and
Nagel returns here to his well-known formulation
of the reduction of thermodynamics to statistical
mechanics. Important sections are added on emer-
gence and wholes and sums and organic unities,
which take us well beyond considerations of ther-
modynamics. The last section contains one of the
most extensive discussions of scientific psychology
in the book, with critical attention to the claims of
Gestalt psychologists. The careful analysis of ho-
lism in this chapter is rightly regarded as one of the
classical examples of critical thought in modern
philosophy of science (see Emergence). The section
begins by distinguishing eight senses of ‘whole’ and
‘part.’ Toward the end of the section, Nagel has
this to say about organic unities:

[L]et us turn to . . . what appears to be the fundamental
issue in the present context. That issue is whether the
analysis of ‘‘organic unities’’ necessarily involves the
adoption of irreducible laws for such systems, and
whether their mode of organization precludes the possi-
bility of analyzing them from the so-called ‘‘additive
point of view.’’ The main difficulty in this connection
is that of ascertaining in what way an ‘‘additive’’ analy-
sis differs from one which is not. The contrast seems to
hinge on the claim that the parts of a functional whole
do not act independently of one another, so that any
laws which may hold for such parts when they are not
members of a functional whole cannot be assumed to
hold for them when they actually are members. An
‘‘additive’’ analysis therefore appears to be one which
accounts for the properties of a system in terms of
assumptions about its constituents, where these assump-
tions are not formulated with specific reference to the
characteristics of the constituents as elements in the

NAGEL, ERNEST

493



system. A ‘‘nonadditive’’ analysis, on the other hand,
seems to be one which formulates the characteristics of
a system in terms of relations between certain of its parts
as functioning elements in the system.

However, if this is indeed the distinction between
these allegedly different modes of analysis, the difference
is not one of fundamental principle. We have already
noted that it does not seem possible to distinguish sharply
between systems that are said to be ‘‘organic unities’’ and
those which are not. Accordingly, since even the parts of
summative wholes stand in relations of causal interde-
pendence, an additive analysis of such wholes must in-
clude special assumptions about the actual organization
of parts in those wholes when it attempts to apply some
fundamental theory to them. There are certainly many
physical systems, such as the solar system, a carbon atom,
or a calcium fluoride crystal, which despite their complex
form of organization lend themselves to an ‘‘additive’’
analysis; but it is equally certain that current explanations
of such systems in terms of theories about their constitu-
ent parts cannot avoid supplementing these theories with
statements about the special circumstances under which
the constituents occur as elements in the systems. (Nagel
1961, 394–395)

Chapter 12 is on mechanistic explanation in
biology. This chapter anticipates the contents of
Nagel’s John Dewey lectures, which were delivered
at Columbia in 1977 and published in the Journal
of Philosophy in the same year, and also in Nagel’s
1979 book, Teleology Revisited. This chapter and
the later lectures provide a careful account of the
importance of a scientific notion of teleology in
biology, with a particular emphasis on the structure
of teleological explanations. In the last part of the
chapter Nagel clears a critical path between the
rhetorical excesses of some organismic biologists
and the unsupported dogmatism of some mecha-
nistic biologists.

Social Sciences and History
Chapter 13 is on methodological problems in the

social sciences, with an emphasis on work in soci-
ology, but with comments as well on issues in psy-
chology, economics, and anthropology. A notable
feature of this chapter is Nagel’s critique of the
well-known view of John Stuart Mill that experi-
mentation in the social sciences is not possible.
Nagel shows that in fact Mill was not at all success-
ful in trying to draw a sharp line between the
possibility of experimentation in the natural
sciences and in the social sciences. Chapter 14 is
on explanation and understanding in the social
sciences. Nagel concentrates on three important
issues. The first is why statistical generalizations
are to be expected as appropriate explanations of

many social phenomena. The second is what the
scientific status of functionalism is in the social
sciences. Here ‘‘functionalism’’ refers to the doc-
trine that every social aspect of a culture of society
has some purposive role to play, much in the spirit
of teleological approaches in biology. The third
issue concerns whether or not methodological indi-
vidualism is the correct way to think about the
methods and aims of the social sciences. One too
simple view is that sociology should be reducible to
psychology, group behavior to individual behavior.
Nagel’s detailed analysis of the subtle aspects of
this controversy is among the best in the extensive
literature. The final chapter, Chapter 15, is on pro-
blems in the logic of historical inquiry. Much of the
focus is on philosophical problems of the nature of
history that have been current for a very long time
but remain controversial. To provide insight into
how Nagel approaches these matters, two extensive
quotations are cited. The first is on the selective
character of historical data and the accompanying
analysis:

It is a platitude that research in history as in other areas
of science selects and abstracts from the concrete sub-
ject matter of inquiry, and that however detailed a his-
torical discourse may be it is never an exhaustive
account of what actually happened. Curiously enough,
although natural scientists have rarely been agitated by
parallels in their own branches of study to these obvious
features of historical inquiry, the selective character of
historical research continues to be a major reason his-
torians give for the sharp contrast they frequently draw
between other disciplines and the study of the human
past, as well as the chief support for the skepticism many
of them profess concerning the possibility of achieving
‘‘objective’’ historical explanations. . . . Were this doc-
trine sound, every historical account that could be con-
structed by a finite intelligence would have to be
considered a necessarily mutilated version of what actu-
ally happened; indeed, all science and all analytical
discourse would have to be condemned in an identical
manner. But the claim that all historical explanations are
inherently arbitrary and subjective is intelligible only on
the assumption that knowledge of a subject matter must
be identical with that subject matter or must reproduce it
in some fashion; and this assumption, as well as the
claim accompanying it, must be rejected as absurd.
Thus, a map cannot be sensibly characterized as a dis-
torted version of the region it represents, merely because
the map does not coincide with the region or does not
mention every item that may actually exist in that re-
gion; on the contrary, a ‘‘map’’ which was drawn to
scale and which omitted nothing would be a monstrosity
utterly without purpose. (Nagel 1961, 576–577)

Nagel’s vivid map analogy is a characteristic fea-
ture of both his lectures and his writing—finding

NAGEL, ERNEST

494



something concrete and familiar, but serious, to
illuminate the argument.

The second problem concerns historians’ use of
counterfactuals:

[N]o mention has thus far been made of a familiar special
form in which historians frequently assign an order of
relative importance to events, namely, when they assert
contrary-to-fact conditionals about the past. . . . To cite a
famous example, many historians believe that the battle
of Marathon in 490 B.C. was one of the decisive military
conflicts in human history; and they support this belief
by the contrary-to-fact judgment that, had the Persians
been victorious, an Oriental theocratic-religious culture
would have been established in Athens, with the conse-
quence that Greek science and philosophy, in which
Western civilization has its roots, would not have been
developed . . .. Contrary-to-fact judgments are unavoid-
able except by eschewing all judgments of relevance
and all attempts at explaining what has happened. We
had occasion to note much earlier [in chapter 4] the
intimate connection between scientific laws and coun-
terfactual statements; and, since historical explanations
require at least the tacit use of general assumptions, such
explanations thereby assert at least by implication
contrary-to-fact conditionals . . .. Nevertheless, it is in
general by no means an easy task to provide reasonably
firm grounds for contrary-to-fact judgments in human
history. The task is undoubtedly more difficult than the
analogous task in many other disciplines, partly because
(as has so often been noted) it is impossible to perform
experiments on nonrecurrent events, but in large mea-
sure because of the paucity of relevant data on most
of the questions about which historians make such
judgments. Despite these disadvantages, the task is not
quite so hopeless as is frequently claimed. (Nagel 1961,
588–589)

Nagel’s way of doing philosophy is nicely illu-
strated by this quotation. He is skeptical of bold
philosophical claims of absolute distinctions—for
example, between the methods of physicists and
those of historians. But he is happy to focus on
distinctions or similarities that have serious con-
ceptual or empirical support. It is sweeping, overly
general pronouncements about science, its methods
or its structure, that spur his critical spirit to dig
into the details whatever the subject matter, be it
motion of atoms or battles of the past.

The sweep of this work, with detailed analysis
ranging from quantum mechanics to history, is
unique among major works in the philosophy of
science published in the second half of the twenti-
eth century. In considering mathematically devel-
oped parts of science, such as quantum mechanics,
he was usually, but not always, successful in con-
veying a definite sense of the major conceptual
issues without using explicitly the mathematical

concepts on which specific results depended. The
goal, with philosophical readers in mind, was to
talk about details but to minimize mathematical
formulations and computations. How Nagel felt
about the desirability of entering into the intrica-
cies of any scientific discipline on which one wished
to make philosophical remarks is well exemplified
by the following quotation on the theory of
natural science by Dewey, a philosopher whom
Nagel admired but of whom he was appropriately
critical:

But there are also less external reasons for the hesitations
which even those in full sympathy with Dewey’s aims
and over-all conclusions have experienced with his
account of natural science. The great William Harvey
is reported to have said of Francis Bacon that he wrote
about science like a Lord Chancellor. Of Dewey it can
be said with equal justice that he writes about natural
science like a philosopher, whose understanding of
it, however informed, is derived from second-hand
sources. With rare exceptions, the illustrations he
supplies for his major theses on the nature of physical
science and its methods come from everyday inquiries
of a fairly elementary kind, or from popularized versions
of the achievements of theoretical physics. It is indeed
curious that a thinker who has devoted so much effort to
clarifying the import of science as has Dewey, should
exhibit such a singular unconcern for the detailed artic-
ulation of physical theory. (Nagel 1950, 247)

Writing this summary of The Structure of Sci-
ence, almost a half a century after it was first
published, it seems appropriate to end by some
comments on aspects of science and the philosophy
of science that were not so evident in that earlier
period but are now salient.
The first is that the treatment of causality by

Nagel is too centered on determinism. At the time
he was writing, one could scarcely find mention of
the word cause in a standard statistical analysis of
data, even if that were implicit in the design of the
experiment from which the data arose. The situa-
tion is very different now. There is a large and
complicated literature on probabilistic causality,
but much of what Nagel has to say about causality
is not affected by this move from deterministic to
probabilistic conceptions.
The second and related point is that the discus-

sions of statistical laws and statistical generaliza-
tions, especially in the social sciences, seem too
purely empirical after half a century of building
probabilistic or stochastic models of all kinds of
psychological, economic, and social behavior. The
origin of such models can be traced back to before
the second half of the twentieth century, but the
renaissance certainly did not occur until then.
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Their impact has been profound and has made
probabilistic modeling and ways of thinking an in-
tegral part of the social sciences and also, at the
beginning of the twenty-first century, of biology.
But there is little in this new emphasis that goes
against any fundamental tenets of Nagel’s view of
the structure of science or the place of probability in
it. If it had happened earlier, it is a move he would
have applauded.
Third, the various chapters on the social sciences,

with their emphasis on sociology, anthropology,
and history, seem, in many ways, out of kilter with
the main theoretical developments in the social and
behavioral sciences over the past several decades.
These developments have centered on the increasing
use of mathematically formulated models and the-
ories, in economics especially, and also, to a lesser
degree, in psychology. If new chapters were to be
added, one on the structure of modern theories of
economics and another on psychology, it would be
very appropriate. In terms of themost recent events,
the one on psychology would also move, in a de-
tailed way, toward the intimate involvement with
the neurosciences, which will, in the rest of this
century, surely have a profound impact on our sci-
entific conception of human nature, and on the way
that psychologists formulate their theoretical ideas
and philosophers of science modify their concep-
tions about the nature of language and mental rep-
resentation. But, again, Nagel would be the last to
be surprised at such developments, and they would
not disturb, in a deep way, his insistence that what
he was after in The Structure of Science was to give
the general framework of the scientific method, not
the current details of specific disciplines.

PATRICK SUPPES
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NATURAL KINDS

See Induction, Problem of; Species
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NATURAL NECESSITY

See Laws of Nature

NATURAL SELECTION

In modern evolutionary biology, a set of objects is
said to experience a selection process precisely when
those objects vary in fitness (see Fitness). For exam-
ple, if zebras that run fast are fitter than zebras that
run slow (perhaps because faster zebras are better
able to avoid lion predation), a selection process is
set in motion. If the trait that exhibits variation
in fitness is heritable—meaning, in our example,
that faster parents tend to have faster offspring
and slower parents tend to have slower offspring—
then the selection process is apt to change trait
frequencies in the population, leading fitter traits
to increase in frequency and less fit traits to decline
(Lewontin 1970). This change is the one that selec-
tion is ‘‘apt’’ to engender, rather than the one that
must occur, because evolutionary theory describes
processes other than natural selection (e.g., muta-
tion, recombination, migration, drift, inbreeding)
that can change trait frequencies and can nullify
the effects that selection is disposed to bring about
(see Evolution). This iswhyheritable variation in fit-
ness is neither necessary nor sufficient for evolution
(Brandon 1990).

The logical schema just described is very ab-
stract; the zebra example involves conspecific
organisms, but it also is possible that the ‘‘objects’’
in a selection process might be genes, or groups of
conspecific organisms, or communities of organ-
isms from different species. The schema also leaves
open how often selection actually brings about the
effects that it would cause if there were no counter-
acting forces. Thus, the question of how the schema
applies to the living world gives rise to many
empirical questions, some of which have interesting
philosophical dimensions.

Adaptationism

At the close of his introduction to On the Origin of
Species, Darwin [1859] 1964, 6 says that natural
selection is ‘‘the main but not the exclusive’’ cause
of evolution. In reaction to misinterpretations of his
theory,Darwin felt compelled to reemphasize, in the
book’s last edition, that there was more to evolution
than natural selection. It remains a matter of con-
troversy in evolutionary biology how important
natural selection has been in the history of life.
This is the point of biological substance that pres-
ently divides adaptationists and anti-adaptationists.
The debate over adaptationism also has a separate
methodological dimension, with critics insisting
that adaptive hypotheses be tested more rigorously
(Gould and Lewontin 1979; Sober 1993).
Although it is widely agreed that natural selec-

tion has been an important cause of the similarities
and differences that characterize the living world,
the question remains of how important nonselec-
tive processes have been. For example, the under-
lying genetic system can ‘‘get in the way’’ of natural
selection, preventing the fittest of the phenotypes
found in a population from evolving to fixation.
The simplest example of this is heterozygote supe-
riority: If there are three genotypes at a locus and
the heterozygote is the fittest, the genetic system
will prevent that genotype and its associated pheno-
type from evolving to 100% representation. Adap-
tationists tend to minimize the practical import
of this theoretical possibility (saying, for example,
that heterozygote superiority is rare), whereas
anti-adaptationists often take it very seriously
indeed.
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Gould and Lewontin (1979) criticized adapta-
tionists for inventing ‘‘just-so stories,’’ in which
claims about adaptive significance are accepted
only because they seem intuitively plausible. They
also complained that adaptationism was unfalsifi-
able, since a new adaptive explanation could be
invented if an old one were empirically discon-
firmed; unfortunately, this point also applies to the
pluralism about evolutionary processes that anti-
adaptationists have favored. Gould and Lewontin
also criticized adaptationists for taking a naively
atomistic approach to how traits are individuated.
Although few biologists would regard five fingers
on the left hand as a different trait from five fing-
ers on the right (because they do not evolve inde-
pendently), adaptationists have argued that female
orgasm in humans evolved independently of male
orgasm, subject to its own selection pressures. It is a
characteristic anti-adaptationist suggestion that fe-
male orgasm is to male orgasm as male nipples are
to female nipples; the traits in each pair are products
of the same developmental processes. Both evolved
because there was selection in one sex for the trait,
and the trait emerged in the other as a correlated
consequence (Lloyd 2003).
Adaptationists have replied to these criticisms in

several ways. One reply has been to insist that the
idea of natural selection is an indispensable tool for
biological investigation (Dennett 1995). A second
has been to assert that selection is the only natural
process that can account for adaptive complexity
(Dawkins 1982). It is noteworthy that these adap-
tationist replies do not address the methodological
objections that the critics advanced.
One positive outcome of the controversy has been

the development of more rigorous methods for test-
ing adaptive hypotheses—for example, controlling
for the influence of nonselective processes (Harvey
and Pagel 1991; Orzack and Sober 2001). It is to be
hoped that biologists will recognize that global
affirmations or denials of the importance of natural
selection are not required before one studies the evo-
lution of a particular trait in a particular group of
organisms. Adaptationism and anti-adaptationism,
as general biological claims, are summary conclu-
sions that might be drawn after the evolution of a
range of traits is understood; they are not needed as
premises.

The Units of Selection Problem

Although Darwin usually thought of natural selec-
tion in terms of different organisms in the same
species competing with each other, he also thought
there were traits in nature that should be explained

by postulating a process of group selection, wherein
different groups in the same species compete with
each other. This idea came in for severe criticism
during the 1960s, and it remains controversial to
this day (see Altruism). The logical schema for the
process of evolution by natural selection also has
been applied to the genes that exist in a single
organism; this is the process of intragenomic con-
flict. The genes in a single organism often sink or
swim together—they are equal in fitness, in that
each has the same chance of finding its way to
the next generation. However, genes in the same
organism sometimes compete. For example, in the
process of meiotic drive, heterozygotes produce
gametes that bear one allele disproportionately
more than the other. Multilevel selection theory
(Sober and Wilson 1998) is the idea that there are
different ‘‘units of selection’’—that natural selec-
tion occurs among genes in the same organism,
among organisms in the same group, among groups
in the same species, and perhaps even among species
in the same monophyletic taxon (Gould 2002). This
idea contrasts with the doctrine of the selfish gene,
which says that natural selection should be thought
of as a process that exists exclusively at the genetic
level (Dawkins 1976; Sterelny and Kitcher 1988).

When Darwin discussed the evolution of altruis-
tic characteristics, he saw that there could be a
conflict of interest between what was good for the
individual and what was good for the group. More
recent work has shown that this type of conflict can
arise at levels of organization that Darwin was
unable to consider. For example, driving genes in
the house mouse are favored at the intragenomic
level but are selected against at the level of whole
organisms, since they render males sterile when
found in double dose. There also is selection
against the driving gene at the group level, since
groups whose males are all homozygotes go extinct,
and the copies of the gene found in females are
thereby taken out of circulation (Lewontin 1970).
It is intuitive to think of selection processes at
different levels as component vectors that serve
to increase or reduce the frequency of a trait; the
net effect of selection at all levels is the result of
combining these vectors into a single resultant.

Gradualism

Darwin thought of natural selection as acting on
variations that have small effects—a complex ad-
aptation, like the vertebrate eye, does not appear
all at once. This point pertains to the question of
how a trait first originates in a single individual—
whether its parents had 99% of an eye, or no eye at
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all. In either case, once the complex trait is found in
a single individual, the question must be faced of
how the trait is to become common in the popula-
tion. Both saltationists (those who believe that evo-
lution involves ‘‘jumps’’) and gradualists may want
to invoke the process of natural selection to account
for this. Saltation, therefore, is not an alternative to
natural selection. Although Darwin did not know
about Mendelian genes, much subsequent work in
genetics has vindicated his gradualism. However,
recent work indicates that single mutations some-
times produce large effects—for example, the HOX
gene can cause a leg to appear on the head of a fruit
fly. Contemporary biologists usually do not see this
as diminishing the importance of natural selection.

If Darwinian gradualism, strictly construed, is to
transform an ancestral population in which the
organisms have no eyes at all into a descendant
population in which all organisms have 100% of
an eye, it is essential that n% of an eye represent an
advantage compared with (n – 1)%. In terms of the
fitness functions depicted in Figure 1, Darwinian

gradualism can occur when the fitnesses obey the
pattern in line 1, but not when they conform to
lines 2 or 3. However, recall that contemporary
evolutionary theory describes processes other than
strict Darwinian gradualism (for example, drift, to
be described later, allows a less fit trait to replace
one that is fitter), and so the evolution of traits
whose fitness profiles conform to lines 2 and 3 is
by no means impossible.
In thinking about whether a trait can evolve in

conformity with the rules of Darwinian gradual-
ism, it is important to consider the possibility that a
trait might start evolving for one reason and then
continue evolving for another. Perhaps rudimenta-
ry and complex eyes both evolved for the same
adaptive reason, because they help the organism
process information about the environment that is
contained in light (Dawkins 1996). However, this
pattern seems less plausible for the case of wings.
Even if later wing evolution was driven by the
usefulness of flying, it is hard to see how the evolu-
tion of rudimentary wings could have proceeded in
this way, since 5% of a wing provides no lift at all;
being able to fly is a threshold effect. Kingsolver
and Koehl (1985) argue that insect wings began
evolving as devices for regulating temperature and
continued to evolve as devices for flying.

Progress

Is the process of natural selection an instrument of
progress? This question must be divided in two,
distinguishing the issue of moral progress from
that of improvement in fitness. With respect to
the former, Darwin clearly recognized that the pro-
cess of natural selection involves a mountain of
suffering and death; indeed, he sometimes expressed
revulsion at the adaptations that natural selection
produces. One grisly example that repeatedly drew
his attention was the ability of parasitic wasps to
paralyze their hosts and lay eggs in them; when the
eggs hatch, the young feed on the living caterpillar,
leaving its brain for last (Gillespie 1979). At the
same time, Darwin often expressed approval of the
changes that selection brings about in nature, and
he often did so as well in connection with the work-
ings of selection in human evolution. Whatever
moral ambivalence Darwin may have felt about
natural selection, it is interesting that Darwin’s
‘‘bulldog,’’ Thomas Henry Huxley (1893) thought
that there was a profound conflict between what is
good for us in terms of fitness and what is good for
us in terms of morality, with morality obliging us to
control the instincts that natural selection has put
in place. These critical assessments of the moral

Fig. 1 What are the fitness consequences of having n% of a
wing or an eye, as opposed to having (n – 1)%? According to
line 1, each small increase represents an increase in fitness.
According to line 2, having more of the trait makes no
difference in fitness until a threshold (t) is crossed. Line 3
also depicts a threshold effect, but here having more of the
wing or eye is deleterious, not neutral, until the threshold is
crossed. Evolution via the pure process of Darwinian
gradualism requires the monotonic increase that line 1
exhibits and cannot occur if the fitnesses are those
represented by lines 2 or 3. However, evolutionary theory
countenances processes additional to that of ‘‘pure
Darwinian gradualism,’’ so, in fact, the theory says that it is
possible for a trait to evolve under all three scenarios.
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significance of natural selection contrast starkly
with the wholesale endorsement of the process
that the political movement called Social Darwin-
ism supplied. Social Darwinism used Darwin’s the-
ory to construct a moral justification for ruthless
capitalism, according to which the weak had to be
crushed to make way for the strong. Many modern
biologists, sobered by the political misuses of Dar-
winism, now draw back from this ideological en-
dorsement. They want their science to be value free;
that is, a scientific theory has the job of saying what
changes occur in nature and why, but it is not a
scientific problem to say whether those changes
represent good news or bad. (See Ruse 1997 for
more on how the concept of progress figures in the
thinking of different evolutionists.)
With respect to the second sort of progress—the

effect of selection on fitness—Darwin thought of
the process as an improver. He says that ‘‘as natu-
ral selection works solely by and for the good of
each being, all corporeal and mental endowments
will tend to progress towards perfection’’ (Darwin
1859, 489). Modern evolutionary theory makes it
clear, however, that the process of natural selection
need not improve the fitness of organisms. Quite
apart from whether improving fitness is a good
thing, selection can reduce the average fitness of
the organisms in a population, even when the phys-
ical environment is static. If altruists compete
against selfish individuals in a single persisting pop-
ulation, selfishness will go to fixation, with the
result that the individuals in the population at the
end of the process are less fit than their ancestors
were when the process began. Adam Smith’s opti-
mistic picture of an invisible hand increasing the
wealth of nations has been supplemented (though
not replaced) by the pessimistic picture of the trag-
edy of the commons. Selection can improve aver-
age fitness, but it also can reduce it (Sober 1993,
97–99).

The Propensity Interpretation of Fitness

Alfred Russel Wallace, the codiscoverer of the the-
ory of evolution by natural selection, suggested to
Darwin that he drop the expression ‘‘natural selec-
tion’’ because it misleadingly suggested conscious
choice; Wallace preferred Herbert Spencer’s phrase
‘‘the survival of the fittest’’ to characterize the the-
ory (Hodge 1992). Darwin embraced this summary
slogan; however, it gave rise to the criticism that
the theory is a tautology. If the fit are defined as
those who survive, one cannot explain why one set
of organisms survived to reproductive age while
another did not by saying that the former were

fitter. The first step in replying to this criticism
is provided by the propensity interpretation of fit-
ness (Mills and Beatty 1977; Brandon 1990; Sober
1984). Fitness is to reproductive success as solubili-
ty is to dissolving—fitness is a dispositional prop-
erty. In particular, it is a probabilistic disposition, a
propensity. A fair coin is disposed to land heads
more often than one that is biased in favor of tails.
If one organism is fitter than another, then the first
will probably be more reproductively successful.
The natural way to represent this mathematically
is in terms of the idea of a probabilistic expectation.
If an organism has a probability pi of having exact-
ly i offspring (i ¼ 0, 1, 2, 3, . . .), then its expected
number of offspring is 3i( pi). The expected number
of offspring is not the exact number one should
expect the organism to have; rather, it is the average
number the organism would have if it got to live its
life again and again under identical circumstances.
Thus, the first line of reply to the charge that the
statement ‘‘a is fitter than b if and only if a is more
reproductively successful than b’’ is a tautology is to
point out that the statement is not even true. If the
rejoinder comes that it is then a matter of definition
that ‘‘a is fitter than b if and only if a has a higher
expected number of offspring than b,’’ the reply here
is that every theory contains definitions. Even if
this is the proper definition of fitness, it does not
follow that the entire theory is tautologous; evolu-
tionary biology is full of empirical claims. (For
discussion of whether fitness should be defined as
a probabilistic expectation, see Sober 2001.)

Chance in Evolution

One reason that fitness should be understood as a
probabilistic quantity and not as an organism’s
actual degree of reproductive success is that evolu-
tionary theory describes a nonselective process that
can lead organisms to enjoy different degrees of
reproductive success. This is the process of random
genetic drift, which Motoo Kimura (1983) devel-
oped to explain the huge amounts of molecular
variation observed in natural populations. Drift
occurs when traits change frequency by random
walk; this occurs when they are identical, or nearly
identical, in fitness. Here we find a disanalogy with
a deterministic propensity like solubility: If a and b
are both immersed and a dissolves while b does not,
then a must have been soluble and b must have
been insoluble. But if a is more reproductively
successful than b, it is not inevitable that a was
fitter than b.

When should a difference in reproductive success
be attributed to natural selection? If two identical
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twins are on a mountaintop and one is killed by a
lightning strike while the other is not, should we
conclude that the second twin was fitter (Beatty
1991)? One way to answer this question in the
negative is to argue that there is no phenotypic
difference between the two twins that could form
the basis for saying that they differed in fitness.
This brings out another feature of the propensity
interpretation—just as a tossed coin has a given
propensity to land heads by virtue of its physical
makeup, so an organism has whatever degree of
fitness it has in a given environment by virtue of its
genetic and phenotypic characteristics. However,
the fact remains that the first twin was standing in
one place while the second was standing in another
when the lightning struck. Is this not a phenotypic
difference? It is not relevant that the property of
standing in a given place on a given day is not
heritable; selection does not require heritability,
though evolution by natural selection does. A dif-
ferent approach to the twins problem is to think of
it statistically. If two coins are each tossed once, and
the first lands heads and the second tails, standard
statistical practice does not allow one to reject the
null hypothesis, which says that they are identical in
their probabilities of landing heads. A similar con-
clusion can be drawn about the twins. Notice that it
does not matter that the two individuals happen to
be genetically identical.

To understand the relationship between selection
and drift, it is important to distinguish process
from product. Evolution in finite populations al-
ways includes the process of drift, whatever change
in trait frequencies may result. In similar fashion,
the possibility of sampling error exists when a fair
coin is tossed ten times, regardless of whether the
outcome is nine heads and one tail or five of each.
And no matter which outcome occurs, it is a mis-
take to ask ‘‘how much’’ of the outcome was due to
the coin’s fairness and how much was due to finite-
ness of sample size. It is useful to have both selec-
tion and drift in evolutionary theory because both
categories are needed to describe relevant similari-
ties and differences. Two populations may be char-
acterized by the same suite of trait fitness values
even though they differ in size, and two popula-
tions may have the same size even though they are
characterized by different suites of fitness values.

Chance is said to enter evolutionary theory in two
ways. First, mutations are said to occur ‘‘by
chance.’’ Second, random genetic drift is described
as a ‘‘chance process.’’ The term ‘‘chance’’ has
different meanings in these two remarks. The point
about mutations is just that they do not arise be-
cause they would be useful. This has nothing to do

with whethermutations are deterministically caused
or arise by an irreducibly probabilistic process. The
relation of random genetic drift to the possibility of
an underlying determinism raises issues that are
more subtle.Whenwetalkaboutdifferentorganisms
havingdifferentprobabilities of survivinganddiffer-
ent expected numbers of offspring, how are these
probabilities to be interpreted? Reasoning about
Newtonian theory, Laplace ([1814] 1951) famously
opined that if determinism is true, then probabilities
(other than 0 and 1) are merely subjective—they
reflect an agent’s lack of information, not the ob-
jective chanciness of events. If this is right, then
interpreting the probabilities used in evolutionary
theory depends on facts about microphysics
(Rosenberg 1994). However, it is worth contem-
plating a possibility not dreamt of in Laplace’s
philosophy. Perhaps nonextreme probabilities at
the macro level can be objective even if determin-
ism is true at the micro level. The actual relative
frequency interpretation of probability allows for
this possibility, although it is inadequate in other
respects as an interpretation of the probability
concepts used in science. Perhaps other, more ade-
quate, interpretations of probability can allow
macroprobabilities to be both objective and inde-
pendent of whether microdeterminism is true.

What Does Natural Selection Explain?

If selection (in the form of lion predation) over
many generations has favored fast zebras over slow
ones, selection can explain why all present-day
zebras run fast. But does it explain, in addition,
why this or that individual runs fast? Sober (1984)
answered this question in the negative: Selection
explains only the frequencies of traits in a popula-
tion, not why individuals have the traits they do.
Selection is like an entrance exam—if you are re-
quired to speak English to gain admission to a
room, the test explains why the room is composed
entirely of English speakers. However, the test does
not explain why the individuals in the room (Sam,
Aaron, etc.) speak English. The phenotypes that
individuals develop are to be explained by their
genes and environment, not by the process of natu-
ral selection. Neander (1995) criticized this position
on a number of grounds. One criticism involves an
appeal to transitivity: If selection can explain why
all the individuals in a given generation have a trait,
and if the individuals in the next generation have
the traits they do because they inherited them
from the previous generation, then by transitivity,
selection helps explain why the offspring have the
traits they do.
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Are There Laws in Evolutionary Biology?

Beatty (1991) argued that biological regularities
hold only because this or that contingent event
occurred in the evolutionary process. For example,
if a population obeys Mendel’s ‘‘law’’ of assort-
ment, which says that Aa heterozygotes produce
equal numbers of A- and a-bearing gametes, this
is because there has been sufficiently strong selec-
tion against meiotic drive in ancestral populations
for this fair Mendelian mechanism to evolve. How-
ever, it is a historical contingency that this type of
selection pressure actually occurred. Sober (1997)
replied that even if a regularity of the form ‘‘All Hs
are F ’’ is a contingent consequence of the earlier
evolutionary event E, it still can be the case that ‘‘if
E is true earlier, then it will be true later on that all
Hs are F ’’ is an evolutionary law. Rosenberg (1994)
develops a different set of reasons for thinking
that there are no biological laws other than the
principle of natural selection. A separate puzzle
about the status of laws in evolutionary biology
concerns the fact that they appear to be a priori
mathematical truths when spelled out carefully
(Sober 1984). This distinguishes them from physi-
cal laws like the law of universal gravitation, which
is empirical. A possible explanation for why the
dynamical laws of evolution should be a priori
may be found in the fact that fitness and other
biological properties are multiply realizable (see
Sober 1999 for discussion).

ELLIOTT R. SOBER
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NATURALISM

See Epistemology; Evolutionary Epistemology;
Quine, Willard Van

NATURALIZED EPISTEMOLOGY

See Epistemology; Evolutionary Epistemology

JOHN VON NEUMANN

(28 December 1903–8 February 1957)

It is widely acknowledged that John von Neumann
was a unique scientific genius. His contributions
covered the most diverse domains of pure and
applied mathematics: from the axiomatization of
set theory to the numerical analysis of nonlinear
partial differential equations using computers. He
chiefly influenced the style of modern mathematical
physics and laid the mathematical foundations of
quantum physics; his work on game theory opened
up a whole new branch of mathematical economics;
he played a major role in the design and theoretical
understanding of the first computers; and his last
writings have stimulated debates in artificial intelli-
gence. During and after the Second World War, in
particular under the Eisenhower presidency, von
Neumann played an increasingly important role
on a large number of military advisory committees.

Von Neumann’s importance for philosophy of
science, both historically and systematically,

emerges from the foundational nature of some of
the theories he developed, the universal outlook of
his writings, the philosophical significance of a
mathematically rigorous analysis of basic theoreti-
cal concepts, and a few explicitly methodological
papers. Philosophers have often been intrigued by
the visionary or utopian nature of some of his
ideas. Yet these utopias were typically coined in
rather precise mathematical terms, so that they
amounted to highly motivating mathematical con-
jectures of the greatest possible scope. No wonder
that the organizers of the 1954 International Con-
gress of Mathematicians invited von Neumann to
deliver ‘‘an address of the same nature as Hilbert’s
famous address in 1900’’ because they considered
him as ‘‘probably the only active mathematician in
the world who is master of mathematics to such a
degree’’ (Rédei and Stöltzner 2001, 227). Von Neu-
mann’s answer was simultaneously modest and
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utopian. Instead of twenty-three problems, he men-
tioned a single field close to his heart—the role of
operator theory in quantum mechanics—and he
developed it into a quest for a new relationship
between logic and probability.
In his later years, von Neumann’s far-reaching

optimism about the role of mathematics in the
sciences—from numerics to Hilbert’s axiomatic
method—was complemented by the then wide-
spread idea that technology was able to control
practically all aspects of politics and society. In
this vein, he advocated game theory as a tool for
strategic analyses and contemplated the idea of
global weather control (von Neumann 1955).

From Mathematical Wunderkind to
Military Strategist

Von Neumann usually impressed his company by
his exceptional calculational powers and his ency-
clopedic memory, which reached far beyond his
scientific interests. It has often been observed that
his greatest pleasure was simply thinking.
János (Jáncsi) Neumann was born in Budapest

as the first of three brothers into the family of the
banker Max Neumann, who was given a title by the
emperor Franz Josef I in 1913. At first educated
privately, above all in foreign languages, he entered
the Lutheran gymnasium, where his extraordinary
mathematical abilities prompted his teacher to
arrange tutoring by university professors. Still at
school, he coauthored his first mathematical paper.
Of great importance to the young von Neumann
were the table conversations in his father’s house,
where he came to meet eminent Budapest scien-
tists, artists, and businessmen (cf. Macrae 1992;
Vonneumann 1987).
In addition to his mathematical studies at Ber-

lin, Göttingen, and Budapest (until 1926), von
Neumann took a degree in chemical engineering
at the Technical University in Zurich (in 1925).
Apart from the Budapest mathematicians, he was
influenced by Erhard Schmidt, Weyl, and the Hil-
bert school. In 1927 he was appointed as a Privat-
dozent at the University of Berlin, where he
interacted with Schrödinger. In 1929, he moved to
Hamburg, but he began to believe that his pros-
pects to obtain a chair in Germany, let alone in
Hungary, were dim. After visiting Princeton Uni-
versity in the United States the following year, he
was offered a professorship there. In 1933, von
Neumann became one of the four founding perma-
nent faculty members of the Institute for Advanced
Study and remained there until his untimely death
from bone cancer.

Shortly after his naturalization as a United States
citizen in 1937, von Neumann became actively in-
volved in military research into problems of ballis-
tics, explosion shockwaves, the implosionbomb, the
hydrogenbomb, andnuclearmissiles, amongothers.
The respective nonlinear problems occupied the
various computer projects he was associated with.
In 1943, he arrived at Los Alamos to work on the
Manhattan Project. He was also spending most of
his time on an increasing number of advisory com-
mittees. In 1954, President Eisenhower appointed
him to the Atomic Energy Commission. In 1956,
some of the military leaders of these committees
gathered around his bed in Walter Reed Hospital.

Among the reasons for this striking influence, his
friend Ulam counts his ability ‘‘to commune with
the physicists, understand their language, and to
transform it almost instantly into a mathemati-
cian’s schemes and expressions. Then, after follow-
ing the problems as such, he could translate them
back into expressions in common use among phy-
sicists’’ (Oxtoby, Pettis, and Price 1958, 37). Admi-
ral Elliott B. Strauss praised his ‘‘invaluable faculty
of being able to take the most difficult problem,
separate it into its components, whereupon every-
thing looked brilliantly simple, and all of us won-
dered why we had not been able to see through to
the answer as clearly as it was possible for him to
do’’ (Oxtoby et al. 1958, 4). During the Cold War
years, von Neumann, appalled by Stalinism and
totalitarianism, advocated a strategy of military
strength; he criticized the opinions of those of his
former colleagues on the Manhattan Project who
campaigned for global disarmament.

Set Theory and the Foundational Program

Von Neumann’s (1925 and 1928) first major break-
through was his axiomatization of set theory. While
Zermelo-Fraenkel (ZF) set theory used an axiom
scheme that generated infinitely many axioms, von
Neumann made do with finitely many. Unlike
Zermelo, von Neumann held that the naive intui-
tion of a set was of minor importance for the choice
of the proper axiomatization.

Basic to von Neumann’s axiom system were the
concept of class and the element relation. This was
in contrast to the program of naive set theory advo-
cated by Cantor and by Hausdorff, for whom all
predicate-extensions were considered as sets. Von
Neumann’s axiom system avoided the set-theoretic
antinomies because the classes formed in them need
not be sets. Thus von Neumann did not restrict the
scope of predicate-extensions but allowed certain
predicates to specify only classes. His works also
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motivated the set theories of Bernays and Gödel
(with classes and sets as two different entities),
which are intimately related in the sense that either
all three are consistent or none is. The theory of
classes is only a conservative extension of ZF, and
no axiomatization of naive set theory has yet been
given—as, for instance, Quine’s New Foundations
intended.

A crucial step in Hilbert’s axiomatic method was
to prove the consistency of an axiom system, be it
set theory or relativity theory, relative to the con-
sistency of arithmetic (see Hilbert, David). In order
to establish the latter, and thus to provide an ab-
solute justification for mathematical knowledge,
Hilbert developed a new proof theory, which he
called meta-mathematics. Von Neumann (1927a)
wrote a long paper that discussed the general
aspects of this program and brought some new
rigorous results. Seen in retrospect, some of them
came close to indicating the actual limits of
Hilbert’s original program.

At the 1930 Königsberg meeting organized by the
Vienna Circle, von Neumann (1931b) acted as the
advocate of Hilbert’s formalism. When in discus-
sions there, Gödel first mentioned his incomplete-
ness result in public, and von Neumann quickly
admitted that Hilbert’s foundationalist program in
its original form had become infeasible, though not
based on wrong intentions. However, Gödel’s
results, which von Neumann quickly reproduced
and extended, did not tarnish the value of the axi-
omatic method in mathematics and the empirical
sciences because, as vonNeumann (1947) would put
it, the concepts of classical mathematics, ‘‘stood on
at least as sound a foundation as, for example, the
existence of the electron. Hence, if one is willing to
accept the sciences, one might as well accept the
classical system of mathematics’’ (6). Mathematics
did not amount to just abstraction and absolute
rigor. It was instead characterized by its peculiar
relationship to the empirical sciences. ‘‘Some of
the best inspirations of modern mathematics (I be-
lieve, the best ones) clearly originated in the natural
sciences’’ (2). In virtue of this intimate connection,
mathematics and the empirical sciences shared
many pragmatic criteria of success, among them
unificatory power and simplicity, but mathematics
additionally required ‘‘elegance’’ in its ‘‘‘architec-
tural,’’ structural makeup (Stöltzner 2001).

Quantum Physics

In a 1954 questionnaire for the National Academy
of Sciences, von Neumann listed as his three most
important contributions: operator theory, the

foundations of quantum mechanics (QM), and the
ergodic theorem. The first two originated in his
1927 works with Hilbert and Nordheim and were
elaborated in the 1932 book Mathematical Founda-
tions of Quantum Mechanics. On the surface, the
book’s aim was to give a mathematically satisfac-
tory formulation of QM in terms of operators in
Hilbert space without resorting to Dirac’s then ill-
defined delta functions. But its lasting importance
was to supply a concise and mathematically rigor-
ous reference frame for subsequent debates about
the interpretations of quantum mechanics.
Most influential were the ‘‘no-hidden-variable

theorem’’ and the theory of measurement. Taking
causality as tantamount to complete determination,
von Neumann phrased the notorious causality
problem of QM as a question of fact that could be
resolved mathematically, accepting certain axioms.
Since the dispersion of quantummechanical ensem-
bles was beyond doubt, the only way to restore
causality was to posit hidden parameters, not
contained in QM, that permitted a further subdivi-
sion of the ensembles. All such attempts contra-
dicted the axioms assumed by von Neumann, and
he consequently surmised that any causal modifica-
tion of QM would amount to a drastically different
theory of atomic phenomena. Contrary to his
expectations, such modifications can recover quan-
tum mechanical predictions, and Bell’s analysis
(1966) pinpointed the part of von Neumann’s
axiom system that prevented this from happening
(see Locality). It was too restrictive to assume that
if the physical quantitiesR, S, . . . have the operators
R, S, . . . , then the quantity R þ S þ . . . has the
operator R þ S þ . . . Physically, this was reason-
able when results of measurement were identified
with properties of isolated systems, but ‘‘quite un-
reasonable when one remembers with Bohr ‘the
impossibility of any sharp distinction between the
behaviour of atomic objects and the interaction
with the measuring instruments which serve to de-
fine the conditions under which the phenomena
appear’’’ (Bell 1966, 447).
Von Neumann’s theory of measurement was

based on the distinction between the irreversible
measurement process and the deterministic unitary
time evolution inbetween. Let I be the object system,
II the measuring device, and III the observer. Von
Neumann showed that the boundary, the Heisen-
berg cut, could be placed either between IþII and
III or between I and IIþIII. Von Neumann empha-
sized that III remains outside any calculation:

[f]or, subjective perception leads us out of the latter, or
more precisely: it leads into the intellectual inner life of
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the individual, which is uncontrollable since it must be
taken for granted by any attempt of [empirical] control.
. . . Nevertheless, it is a fundamental requirement of the
scientific world view—the so-called principle of the
psycho-physical parallelism—that it must be possible
so to describe the (in reality) extra-physical process of
the subjective perception as if it would occur in the
physical world, i.e., to assign to its parts equivalent
physical processes in the objective environment, in
ordinary space. ([1932] 1955, 223f.).

That the Heisenberg cut could be shifted arbi-
trarily between I and III was interpreted as suggest-
ing a psycho-physical principle. The ‘‘as if ’’ in the
above quotation has sparked debates as to whether
von Neumann took the collapse of the wave packet
to be a physical process (Barrett 1999) or not
(Becker 2004), and what the philosophical content
of the principle of psycho-physical parallelism was.
To some extent, such an alternative ascribes too
realist an aspiration to the early von Neumann. As
strange as it seems in retrospect, he advocated both
a descriptivist approach in the style of logical em-
piricism ([1932] 1955, Chs. 1–4) and a metaphysical
subject/object distinction (ibid, Chs. 5–6) that bla-
tantly contradicted the empiricist criterion of mean-
ing (See Quantum Measurement Problem; Vienna
Circle).
Motivated by problems with a frequentist inter-

pretation of quantum probabilities, shortly after
1932, von Neumann became dissatisfied with the
Hilbert-space framework and investigated what are
today called ‘‘type II1 von Neumann algebras’’ (cf.
Rédei 1997). Physically, this amounted to consid-
ering the quantum theory of systems with infinitely
many particles as more fundamental than QM. Von
Neumann also developed—though this was initially
hardly noticed by physicists—the mathematical
means for a more general algebraic approach to
quantum physics: the infinite-dimensional tensor
product, operator algebras or rings of operators,
nondistributive lattices or quantum logic, and con-
tinuous geometry. The Stone–von Neumann
uniqueness theorem rigorously established that in
QM all representations of the canonical commuta-
tion relations for a finite number of degrees of
freedom are equivalent up to isomorphism. This
also gave a rigorous justification to the equivalence
of the Heisenberg and Schrödinger version of the
theory. Von Neumann (1931a) worked with the
Weyl form of the position and momentum operators

UðsÞ ¼ expð� i

�h
sxÞ;UðrÞ ¼ expð� i

�h
rpÞ; s; r 2 ℜ

� �

because the unbounded operators themselves give
rise to a plethora of domain problems, which might

even yield inequivalent representations that are not
physically pathological (see Summers 2001; Thirring
1981). It took some time until physicists realized that
the existence of inequivalent representations is quite
the standard case in quantum statistical mechanics,
which involves infinitely many degrees of freedom
(e.g., the theory of ferromagnetism), and quantum
field theory, where the Fock representation in which
the theory is built up by creating and annihilating
particles in the vacuum is not equivalent tomost inter-
acting interpretations (see Quantum Field Theory).

The great value of the operator algebras devel-
oped by Murray and von Neumann (1936) became
clear only during the renaissance of mathematical
physics in the 1960s. They not only exhibit a rich
variety of algebraical and topological features but
also permit a unified approach to problems of
quantum mechanics, quantum statistical mechan-
ics, and quantum field theory. As the Hepp-Bell
debate showed (Hepp 1972; Bell 1975), this ap-
proach could also venture a stand on the measure-
ment problem. Over the years the C*-algebraic
quantum field theory developed by Haag and
Kastler has produced many rigorous results about
the conceptual structure of quantum field theory,
among them the issues of locality, spontaneous
symmetry breaking, and gauge invariance. An in-
creasing number of philosophers of science avail
themselves of this approach in analyzing the struc-
ture of quantum field theory (e.g., Clifton and
Halvarson 2001) (see Quantum Field Theory).

In the same year, Birkhoff and von Neumann
(1936) published their seminal paper on quantum
logic. In contrast to von Neumann algebras, quan-
tum logic, or the study of nondistributive ortho-
modular lattices, took off much quicker and has
since become a research field in its own right (see
Quantum Logic). While the subsequent develop-
ments would emphasize the logical aspects, von
Neumann’s own conception of quantum logic
remained intimately related to his research pro-
gram in axiomatic quantum physics. Already in
the Mathematical Foundations, he held that ‘‘that
the concept of ‘simultaneous decidability’ repre-
sents a refinement of the concept of ‘simultaneous
measurability’’’ (von Neumann [1932] 1955, 134).
With von Neumann algebras in place and the fre-
quency interpretation of probability abandoned at
the end of the 1930s, von Neumann kept searching
for a way to ‘‘interpret the algebraic structure re-
presenting quantum logic as the algebra of random
events in the sense of a non-commutative probabil-
ity theory’’ (Rédei and Stöltzner 2001, 154).

Ever since Boltzmann’s statistical derivation of
the second law of thermodynamics, the problem of
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ergodicity has enjoyed philosophical significance.
Historically, the ergodic hypothesis was the indis-
pensable link between the deterministic kinetic
theory of gases and the indeterministic behavior
macroscopically observed in phenomena, such as
Brownian motion, that were governed by the sec-
ond law of thermodynamics. When the precise na-
ture of the problem became clearer through the
work of the Ehrenfests, it quickly turned out that
Boltzmann’s original version was too strong for
realistic systems. Boltzmann demanded that the
orbit of a mass point densely cover the energy
shell, so that the mean value of a physical quantity
on this shell (mathematically speaking, any real-
valued function on phase space) was equal to the
time average. G. D. Birkhoff (1931) and von
Neumann (1932) found a more appropriate defini-
tion of ergodicity based on the partition of states
following which a dynamically invariant state was
ergodic if it could not be decomposed further into
invariant states, and proved the pointwise andmean
ergodic theorems, respectively. Also, the stronger
condition of mixing, when the time average is
replaced by the limit, goes back to von Neumann.
Subsequently, other notions of ergodic behavior
were introduced, and ergodic theory has become
an important measure-theoretic tool for analyzing
all sorts of dynamical systems (Mackey 1990). Von
Neumann (1927b; [1932] 1955) also gave a defini-
tion for the entropy of a quantum mechanical sys-
tem that showed the difference between the classical
and quantum concepts. The field has since devel-
oped in various directions involving the relationship
between entropy and information, the characteriza-
tion of chaotic behavior, and a rigorous analysis of
large quantum systems. Von Neumann’s operator-
theoretic methods, for instance, permitted an
extension of the concept of equilibrium to infinite-
dimensional systems (see Thirring 1983).

Game Theory and the Expanding
Economy Model

‘‘Among the many areas of mathematics shaped
by this genius, none shows more clearly the influ-
ence of John von Neumann than the Theory of
Games’’ (Kuhn and Tucker 1958, 100). When von
Neumann ([1928] 1959) published his first paper on
game theory, there existed, in contrast to quantum
mechanics, neither well-entrenched scientific con-
cepts nor a ready-to-use mathematical theory such
as Hilbert’s theory of integral equations. The intro-
duction to Theory of Games and Economic Behav-
ior, coauthored with the economist Morgenstern
(von Neumann and Morgenstern 1944), was quite

explicit that ‘‘mathematical discoveries of a stature
comparable to that of calculus will be needed in
order to produce decisive success in this field’’ (6).
Rather than importing an unsatisfactory theory
formulated in terms of mathematical concepts use-
ful in physics, economists should strive for a math-
ematically precise formulation of elementary facts
about simple games and, constantly comparing
them with empirical evidence, approach realistic
situations.
Von Neumann’s most important achievement in

game theory was the minimax theorem. It originally
stated that every two-person, zero-sum game with
finitely many pure strategies has a determined solu-
tion. Although in virtue of further developments its
reputation changed from being ‘‘considered the
elegant centerpiece of game theory’’ to an overly
special case, it is beyond doubt that ‘‘the most fun-
damental concepts of the general theory—extensive
form, pure strategies, strategic form, randomiza-
tion, utility theory—were spawned in connection
with the minimax theorem’’ (Aumann 1987, 6f).
The Theory of Games focused on games of 3, 4,
and ultimately n players, of both zero-sum and
non-constant sum varieties. It took cooperation as
a given and developed a solution concept, the stable
set, which showed how any game could give rise to
various stable coalition formations, depending on
the payoffs available and assuming that a coalition
played a 2-person, zero-sum, and thus minimax,
game against its nonmembers (see Game Theory).
Through the work of von Neumann and John

Nash, game theory became a general methodology
that in principle applied to all kinds of interactive
situations, from the formation of an industrial oli-
gopoly to the emergence of the social contract, and
had consequences for philosophical ideas about
rationality (especially decision making) and ethics.
More than his contributions discussed so far, von
Neumann’s works on game theory were embedded
into the sociopolitical context of the day. His
development of game theory in the late 1930s was
sparked by sociopolitical developments in his na-
tive Hungary, and parts of the theory soon found
application to operations research problems during
World War II (see Leonard 2005).
Von Neumann also strongly furthered the devel-

opment of mathematical economics by his expand-
ing economy model. It is a closed pure production
model with a profitless economy in which overpro-
duced goods are free, and inefficient processes are
not used. Assuming that every good appears either
as output or input and that the total value of all
goods is positive, von Neumann could prove the
existence of a constantly expanding economy.
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Mathematically, the problem corresponded to a
system of inequalities and required a generalization
of Brouwer’s fixed point theorem. By interpreting
the quantities and prices as vectors of a mixed strat-
egy in a zero-sum game, von Neumann’s model can
be related to the minimax theorem. There is some
disagreement in the literature as to whether von
Neumann’s expanding economy was ‘‘unlike any
other economicmodel that preceded it’’ (Thompson
1987, 248) or whether ‘‘his contribution is funda-
mentally a technical one’’ (Dore, Chakravarty, and
Goodwin 1989, 6) because essential features had
been discovered before. Scholars also disagree
whether it extends the tradition of classical political
economy or represents a special case of the Arrow-
Debreu-McKenzie model of pure exchange.

Computers, Automata, and the Brain

There are disagreements about the relative credits
for the development of the first modern electronic
computer. Goldstine (1983) puts von Neumann on
top because he not only made substantial contribu-
tions, among them the stored-program concept, but
also integrated all of them into a coherent whole.
Although the computer at the Institute of Advanced
Study (IAS) was never the most powerful machine,
its logical design and the IAS reports deeply in-
fluenced a rapid and decentralized development
around the world (cf. Aspray 1990; Heims 1980).
‘‘Von Neumann is the father of modern scientific

computing. His work in the major areas of this
field—numerical analysis, numerical algorithms,
computations, mathematical modeling, and asymp-
totic analysis—stands today as vital and seminal’’
(Glimm, Impagliazzo, and Singer 1990, 185). This
gave applied mathematicians important tools to
study realistic nonlinear problems instead of simpli-
fied toy models, and led to a substantial reconfigu-
ration of the terrain between fundamental theory
and actual experiment. New topics of interest to
philosophers of science thus emerged; they include
chaos theory, design and evaluation of large experi-
ments on the computer, and the questions of what
a simulation actually shows.
Von Neumann also analyzed the abstract foun-

dations of computing. In this he could build on
ideas that had emerged in the foundational
debates, such as Gödel numbering or the universal
Turing machine (see Turing, Alan). A von Neu-
mann machine, as it was later called, consists of
five components: the finite uniform memory in
which instructions are stored, a central control
unit that interprets instructions, a central arithme-
tic unit that executes operations on the data

contained in memory, and the input and output
organs.Memory contents can be either instructions,
if executed, or data, if processed. As the machine
can thus modify its own program during execution,
von Neumann (1993) thought it to be brain-like.
During the last years of his life, von Neumann
attempted to develop a general theory of informa-
tion processing automata that embraced both the
technological and the biological realm and could
thus serve as a rigorous and highly abstract basis
to study the similarities and dissimilarities between
computers and the brain. In this project he also
employed the neural networks of McCulloch and
Pitts (see Artificial Intelligence).

An important part of von Neumann’s work was
the theory of reliable computation with unreliable
components, which he modeled by adjoining a
probability space to a network model. In this way
the failure of the components was determined in
the mean. Although this thermodynamic approach
did not quite succeed, it provided important
insights into how complex structures could still
function reliably even if their components are as
unreliable as nerve cells.

Complexity studies also triggered von Neumann’s
(1966) theory of self-reproducing automata. Its aim
was not just to produce identical copies of an au-
tomaton but to find conditions under which
machines were capable of evolution, that is, of inter-
acting with the environment and producing mac-
hines of increasing complexity. ‘‘A real difficulty
here is that of striking the proper balance between
formal simplicity and ease of manipulation, on the
one hand, and approximation of the model to real
physical machines, on the other hand’’ (Shannon
1958, 126). Artificial life, as this subject is called
nowadays, could be trivial or intractable. Von
Neumann investigated both the idea of a universal
machine capable of constructing any automaton
with finite means and a more specific model based
on reproducing cells that had 29 possible states
and interacted with their nearest neighbors. Today
there exists a variety of self-reproducing automata,
most famous among them the Game of Life (see
McMullin 2000).

Already suffering from his fatal illness, von
Neumann (1958) completed a small booklet in
which he compares a serial digital computer and
the neural machinery in the brain from the stand-
point of information theory. Although neurons
appear to operate digitally, their rather complex
structure and their dependence on certain global
potentials make them take on features of an
analog machine as well. By a series of comparative
numerical estimates, he concluded that the neural

NEUMANN, JOHN VON

508



machinery compensates missing logical depth, and
poor reliability of its components by logical
breadth, that is by a highly parallel architecture.

Assuming that the brain contains both a lan-
guage proper based on logic and a mathematical
language based on numbers, von Neumann (1958)
advanced a provocative thesis on the foundations
of mathematics. Since the arithmetical part of neu-
ronal activity was of an essentially statistical char-
acter and was short of arithmetical depth, ‘‘the
nervous system appears to be using a radically
different system of notation from the ones we are
familiar with in ordinary arithmetics and mathe-
matics’’ (79). Distinguishing the complete code
(machine language) and the short code (high-level
programming language), he adopted the idea that a
Turing machine can imitate the behavior of any
other machine. Mathematics thus may well be just
a short code, ‘‘a secondary language, built on the
primary language truly used by the central nervous
system’’ (82). ‘‘Just as languages like Greek or
Sanskrit . . . it is only reasonable to assume that
logics and mathematics are similarly historical,
accidental forms of expression’’ (81).

To be sure, von Neumann advocated neither
the contingency of mathematical truth nor a radi-
cally empiricist stand in the foundations of mathe-
matics. One must rather view his ‘‘systematized set
of speculations’’ (von Neumann 1958, 1) as a con-
tinuation of the pragmatist or opportunist concep-
tion of the axiomatic method outlined in The
Mathematician (von Neumann 1947).

MICHAEL STÖLTZNER
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OTTO NEURATH

(10 December 1882–22 December 1945)

Otto Neurath was born in Vienna, the son of Wil-
helm Neurath, the political economist and social
reformer. After initially studying mathematics and
physics, and then history, philosophy, and econom-
ics, he followed Ferdinand Toennies’ advice to
move to Berlin, where he received a doctoral degree
in the history of economics in 1906. He studied
under Eduard Meyer and Gustav Schmoller, and
he was awarded the degree for two studies of
economic history of antiquity, one on Cicero’s De
Officiis and the other with an emphasis on the

nonmonetary economy of Egypt. With a grant
from the Carnegie Endowment for International
Peace, a subsequent study of the Balkan wars before
World War I led to his theory of war economy as a
natural (nonmonetary) economy. In 1919, the short-
lived Bavarian socialist government appointed him
head of the Central Planning Office. His program
for full socialization was based on his theory of
natural economy and a holistic requirement to
bring different institutions and kinds of knowledge
together in order to understand, predict, and
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control the complex phenomena of the social
world: unity of science at the point of action.

From 1920 to 1934, Neurath participated
actively in the development of Vienna’s socialist
politics, especially in housing and adult education.
He founded the Social and Economic Museum of
Vienna,wherehedevelopedandapplied the ‘‘Vienna
method’’ of picture statistics and the ISOTYPE
language (International System of Typographic Pic-
ture Education). Like the thought of other Viennese
philosophers such as Wittgenstein and Popper,
Neurath’s philosophy was inextricably linked to
pedagogical theory, and also, as in Popper’s case,
political thought (see Popper, Karl Raimund). In
1928, he helped found the Verein Ernest Mach,
which, with the publication in 1929 of an intellectual
manifesto, became the public face of the Vienna
Circle (see Vienna Circle). Subsequently he created
the International Foundation for Visual Education
in The Hague and spearheaded the International
Unity of Science Movement. The latter, inspired
by a tradition culminating in the French Encyclope-
dists of the Enlightenment, launched the project of
an Encyclopedia of Unified Science (see Unity of
Science Movement). As with the pictorial lan-
guages, the scientific encyclopedia was supposed to
promote scientific and social cooperation and prog-
ress at an international level. Neurath fled from the
Nazis, first to The Hague, and then, in 1940, to
England, where after nine months in an internment
camp, he resumed activities related to the ISOTYPE
language and the unity of science. He died in Ox-
ford, England (see Cartwright, Cat, Fleck, and
Uebel 1996 for more detail).

Science and Society: Empiricism in the Social
Sciences (1910–1931)

Neurath championed the ‘‘scientific attitude.’’ He
denied any value to philosophy over and above the
pursuit of work on science, within science, and for
science.Fromthis naturalistic viewpoint, philosophy
investigates the conditions of the possibility of sci-
ence as they appear within science itself, namely, in
terms of physical, biological, social, psychological,
linguistic, logical, mathematical, and other condi-
tions. His views on the language, method, and unity
of science were motivated throughout by his interest
in the social life of individuals and their well-being.
To theorize about society is inseparable from
theorizing for and within society. Science is in every
sense a social and historical enterprise. It is as much
about social objectives as it is about physical objects,
and about social realizations as much as about
empirical reality.

Neurath drew from the spirit, if not the letter,
of two major turn-of-the-century thinkers: Ernest
Mach and Karl Marx. Mach introduced a radical
antimetaphysical approach to the analysis of sci-
ence, which Neurath embraced in part because he
believed that metaphysical obscurantism, whether
in German philosophy or theology, underwrote so-
cial institutions that attacked Enlightenment values
such as equality, freedom, and progress (see Mach,
Ernest). Neurath’s aim was to apply an empirical
attitude in the social sciences. He attacked the dis-
tinction drawn by Dilthey, Rickert, and Weber be-
tween the natural and the cultural (or social)
sciences, which he thought rested on metaphysical
concepts and nonempirical methods (the ‘‘empathic
method’’ of understanding). A purely empiricist
language would represent a big step toward unified
science. Methodologically, the job of the social
sciences, like the natural sciences, would be to estab-
lish empirical correlations, statistical when possible,
about the behavior of social wholes or complexes or,
failing that, partial correlations between aspects
or parts thereof, to determine the limits of their
validity, and to infer predictions about the future
(including, as a distinctive feature, the possibility of
self-fulfilling or self-refuting prophecies).
Neurath saw in Marxism a model of empirical

social science without metaphysics, of a tool for
social reform and also for the unification of sociol-
ogy, political theory, and economics. He never
considered himself an orthodox Marxist. However,
Marx inspired in him a belief in historical holism,
that there is an ineliminable social and historical
context of language, concepts, and beliefs. He also
inspired a belief in pragmatic holism, the Enlight-
enment idea that the scientific attitude and the
compilation of knowledge possess a practical and
socially redemptive (revolutionary) value—the so-
cial scientist is also a social engineer. This influence
is reflected in Neurath’s work in natural economy
and his activities as a social planner. During the
1910s, he articulated an ecological program based
on central planning and a nonmonetary economy.
It was directed not toward the increase of monetary
wealth, but toward replacing the anarchy of waste-
ful capitalistic production with the nonwasteful
allocation of exhaustible resources and goods in a
way that increased the standard of living of society
as a whole (‘‘Epicurean socialism’’).
Such views led to the so-called calculation

debates about rational choice. In 1920, in the ear-
liest one, Ludwig von Mises objected to socialism
on the grounds that it precluded the possibility of
rational economic action in the absence of a single
unit of comparison and the commensurability of
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different values in terms of that unit. Neurath dis-
missed as ‘‘pseudorational’’ the view that all deci-
sions are or even can be the outcome of algorithmic,
unambiguous procedures of technical calculations
in an ideal language. Instead, his method acknowl-
edged the limits of rules of reasoning and required
an empirical judgment of needs and goals; it sug-
gested, for instance, ‘‘qualitative exactness’’ as
exhibited by the logic of relations. His method was
supposed to be based on rationality in place of
pseudorationality. Comparison between wholes
(plans) could not always rest on a commensurability
of their parts:

The question might arise, should one protect coal mines
or put greater strain on men? The answer depends for
example onwhether one thinks that hydraulic powermay
be sufficiently developed or that solar heat might come to
be better used, etc. If one believes the latter, one may
‘‘spend’’ coal more freely and will hardly waste human
effortwhere coal can be used. If however one is afraid that
when one generation uses too much coal thousands will
freeze to death in the future, one might use more human
power and save coal. Such andmany other non-technical
matters determine the choice of a technically calculable
plan. . . . [W]e can see no possibility of reducing the
production plan to some kind of unit and then to com-
pare the various plans in terms of such units. (Neurath
1973, 263)

In general, because reasons underdetermine
actions, these could not always be technical deci-
sions, the outcome of a calculus of reasons without
attention to local contexts and to ethical and polit-
ical judgments. In a later debate on calculation,
Neurath argued that a centralized program re-
quired the coordination of available knowledge,
in his case in the form of a plan for a practical,
cooperative unification of the sciences.
Neurath’s ideas also reflect the influence of the

French conventionalist thinkers Poincaré (on
underdetermination in geometry) and Duhem (on
holism in physics) (see Conventionalism; Duhem
Thesis; Poincaré,Henri). Their workwas a recurrent
topic of discussion among Neurath, Hans Hahn,
and Philip Frank in the 1910s, in the so-called First
Vienna Circle. Neurath’s theoretical holism for the
natural and social sciences is the view that a multi-
plicity of theories are equally supported by the
same data (underdetermination) and individual
hypotheses cannot be tested in isolation but only
accompanied by auxiliary ones (holism). From a
purely logical point of view, scientific methodology
is open-ended. Just as Neurath rejected idealized
languages and procedures in the practice of science,
he also rejected overidealistic aims. For Neurath the
objective was not to determine which theory was

true, but which theory, or combination of theories,
should be used in a given context for a given pur-
pose. This may involve a decision that is ethical or
political: The social scientist should examine all
possible theories, scenarios, and predictions that
fit the available data, in order (like an engineer)
to design social machines that had never been built.
In the 1910s, Neurath conceived of both economic
and historical theorizing in a combinatorial fash-
ion, viz., as exploring all possible combinations of
given elements.

Neurath rejected all pictures of ‘‘ideal’’ science as
gross metaphysics. His attention to the inextricable
link between science and society had several impli-
cations:

1. The amount of knowledge available can
never be exhaustive.

2. The uncertainty involved in justifying deci-
sion making ‘‘scientifically’’ can be honestly
and rationally eliminated only through the
introduction of nonempirical ‘‘auxiliary
motives’’ (to deny this limitation on the
power of scientific logical justification
amounts to pseudorationalism).

3. The empirical language of coordinated scien-
tific practice cannot be precise and atomic,
since the introduction of vague terms is as
inevitable as it can be useful.

4. Nor can such an empirical languagebe private,
since language is essentially social.

5. Abstract analysis of complex phenomena
prompts the adoption of amultiplicity of idea-
lized concepts such as social factors or indica-
tors, which are value laden and historically
contingent.

Scientific Language and Scientific Method:
The Vienna Circle and Neurath’s Logical
Empiricism (1931–1935)

Neurath’s later views on the language and method
of science expressed his simultaneous response to
problems in the social sciences and to philosophical
issues addressed by the Vienna Circle between 1928
and 1934 and by Karl Popper (see Popper, Karl
Raimund; Vienna Circle). A primary aim of the
Vienna Circle was to account for the objectivity
and intelligibility of scientific method and concepts.
Their philosophical approach was to take the
so-called linguistic turn, that is, to investigate the
formal framework of scientific knowledge (the em-
phasis on language was familiar to Neurath from
Toennies’ formal approach to sociology and
social signs). The dominant, and later popularized,

NEURATH, OTTO

512



position was that revisable theoretical scientific
statements should stand in appropriate logical rela-
tions to unrevisable statements about elementary
observations (data), called ‘‘control sentences’’ or
‘‘protocol sentences’’ (see Protocol Sentences). Such
relations would provide theoretical terms with cog-
nitive meaning or sense, and theoretical statements
with verification.

Neurath took the objectivity of scientific knowl-
edge to be provided by the public and social na-
ture of its representations and rules for acceptance.
By 1931, his proposal for unifying scientific lan-
guage was ‘‘radical physicalism’’: Scientific state-
ments must speak of material events and things in
space and time (not necessarily in the language
of physics) (Neurath 1983, 52–90) (see Physical-
ism). Physicalism was stimulated by Marx’s mate-
rialism and also by Neurath’s links to the Neue
Sachlichkeit (New Objectivity or New Factuality),
the movement around the Bauhaus School in
Dessau (where he and Carnap lectured). Objectivi-
ty and the avoidance of metaphysical nonsense
require that statements be compared with state-
ments, not with ‘‘reality.’’ Protocol statements pre-
serve linguistic empiricism by replacing talk of
reality (contra Popper and Schlick) and of subjec-
tive sense experience (contra Schlick and early Car-
nap). With regard to the latter, he anticipated
Wittgenstein’s private language argument as cen-
tral to the controlling function of protocol state-
ments. Neurath motivated the social dimension
of language by considering the case of the isolated
Robinson Crusoe, whose own successful use of
control statements requires intersubjective fea-
tures of language. The correspondence between
Neurath’s epistemology and social thought is no
surprise. Connections between private experience
and private property had been drawn by Berkeley
and others. More directly, Marx himself had ar-
gued that language was essentially social, and had
used the Crusoe example to conclude that Crusoe’s
planning is a model of control in a moneyless
socialized economy.

Neurath’s protocol sentences are not atomistic
reports of private experiences—Machian ‘‘red here
now’’ (Neurath 1983, 91–99). They are syntactically
complex; the complexity being in part the result of
the physicalist or public status of the information,
including the physicalist description of the fact,
the spatiotemporal coordinates of the recorded
event, a public reference to the observer, and, pos-
sibly, the physiological characterization of the
experience. Likewise, they are also ‘‘rich in theory’’
and include vague unanalyzable ‘‘cluster concepts’’

(Ballungen) from ordinary languages. Lacking the
ideal precision of some theoretical terms, scientific
language becomes a historically shaped ‘‘jargon.’’
Neurath rejected both Carnap’s method of veri-

fication and Popper’s method, and logic, of fal-
sification. He also rejected the foundationalist
tradition of seeking a secure basis for knowledge,
whether in a priori principles or in sense data. His
Duhemian and historical holism extended to all
sciences as well as to logic and mathematics. More
importantly, it also extended to the empirical data,
that is, to the protocol sentences. Even though pro-
tocol sentences provided the necessary stability to
scientific inquiry that theoretical hypotheses lacked,
their scientific status, insofar as they had any, was
underwritten by their testability and revisability
when confronted with other protocol sentences.
The structure of the protocols captures the possibil-
ity of testing. This leads to the Neurath Principle: In
case of conflict between a theoretical prediction and
a protocol sentence, either could in principle be
rejected. The adequacy of this rule is borne out
by actual scientific practice. Neurath’s naturalism,
holism and antifoundationalism are best illustrated
by his image of a boat: ‘‘We are like sailors who have
to rebuild their boat on the open sea, without ever
being able to dismantle it in dry-dock and reconstruct
it from its best components’’ (Neurath 1983, 92).

Unity of Science and the Encyclopedia
Model (1931–1945)

The boat image also illustrates Neurath’s concep-
tion of the unification of the sciences as a historical,
nonfoundational, and communal enterprise. De-
spite popular approaches suggesting a hierarchical/
pyramidal structure, due to, among others, Comte
and Ostwald (and, later, Carnap), from 1910,
Neurath’s approach to unification was thoroughly
antireductionist: cognitively, logically, and prag-
matically. Electron talk is irrelevant to understand-
ing and predicting the complex behavior of social
groups. He also dismissed the idea of one method
and one ideal language—for instance, of mathe-
matics or physics, to be followed by all the other
sciences. In other words, he opposed the ideal of a
‘‘system model’’: an axiomatic, deductively closed,
and complete hierarchy. Instead he proposed the
‘‘encyclopediamodel’’: amore or less coherent totali-
ty of scientific statements at a given time, in flux,
incomplete, andwith linguistic imprecisions and logi-
cal gaps, unified linguistically by the jargon of physi-
calism, the cooperative and empiricist spirit, and the
acceptance of a number of methods or techniques
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(Neurath 1983, 145–158, 213–229). Neurath spoke
of a ‘‘mosaic,’’ an ‘‘aggregation,’’ and an interdisci-
plinary ‘‘orchestration’’ of the sciences (Neurath
1983, 230–242). Correspondingly, his later political
writings emphasized internationalism, democracy,
and plurality of institutional loyalties.

JORDI CAT
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NEUROBIOLOGY

Most of the issues found in traditional philosophy
of science are recapitulated in the philosophy of
neuroscience. In particular, philosophers of neuro-
science worry about what counts as appropriate
empirical justification for a theoretical claim, how
to determine which level of organization is the cor-
rect one for a scientific explanation, what explana-
tions should look like, whether all explanations will
or should reduce to some primitives, and how what
is learned about the mind/brain should affect larger
social, economic, and political decisions (Bechtel et
al. 2001; Schaffner 1993) (see Explanation; Reduc-
tionism). In addition, philosophers of neuroscience
concern themselves with some traditional aspects of
philosophy of mind, including how it is a brain can
represent, if it does, and how and whether this rep-
resentation ties to other notions of representation in
cognitive science and beyond (Bechtel et al. 2001)
(see Cognitive Science). It is difficult to focus on
only one of these concerns to the exclusion of
the rest. Most likely, as some particular aspect of

the practice of neuroscience becomes understood,
others will be as well. What follows discusses these
areas of concern as they differ from traditional argu-
ments. This discussion therefore should be seen as a
complement to the very rich literature in traditional
philosophy of science and of mind.

Theory-Laden Observations and Single-Cell
Recordings

It is almost a truism in philosophy of science that
there is no real distinction between observation
and theory. That is, all scientific observations are
filtered through and by a prior theoretical frame-
work. Raw data become observations as they are
interpreted regarding how they either fit or belie
hypotheses (Woodward 1989). In short:what counts
as an observation and how that observation func-
tions in the business of science is heavily mediated
by theory. In neuroscience in particular, it is easy to
change the fundamental nature of observations
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using accepted methodological techniques for
manipulating raw data. The line between good
data tinkering and fudging the data is quite thin.

Good data allow scientists to discriminate among
competing claims about phenomena (Suppe 1989).
The particular practices of the scientific subfield
define how to judge whether data are good. Some-
times these practices involve explicit calculations
and formal derivations; sometimes they involve
matters of personal judgment and skill. The cases
in neuroscience involve both. In particular, it is a
matter of personal judgment in single-cell recording
when to employ certain computational procedures.
Different sorting techniques give rise to different
data, so which techniques to employ is an important
question. But it is not a question for which any
good algorithm exists to answer it.

In 1791, Luigi Galvani was the first person who
demonstrated the link between neural commu-
nication and electrical impulses when he stimu-
lated frogs’ legs with electricity and made them
twitch. But not too much could be made of this
discovery until the 1920s, when scientists developed
the technology that allowed them to measure nerve
impulses directly using amplified signals sent via
electrodes. Not surprisingly, single-cell recording
devices have improved much since then. Most im-
portantly, perhaps, E. V. Evarts (1968) developed
techniques for recording from single nervous cells
in alert moving animals. But it has been only dur-
ing the last decade or so that neuroscientists have
been able to record from the extracellular space
of a large number of neurons from awake and
behaving animals.

When scientists record with an electrode near a
single cell, they do pick up the cell’s action poten-
tials, which is what most people think of when they
think of neuronal communication. But they also
record things that look like action potentials but
are actually voltages generated by axonal bundles,
or the field potentials from parallel sets of den-
drites. Moreover—and especially if the microelec-
trode has a relatively low impedance—extracellular
electrodes pick up signals from several neurons at
the same time, recording from all the cells in a
nearby area.

The problem is how to differentiate the contribu-
tions of the different cells and cell parts with single
lump recording. In many cases scientists care only
about one particular action potential; the rest, from
their perspective, is background noise. The chal-
lenge is how to separate what they want from all the
electrical signals they do not want. The challenge is
how to move from the recordings of the electrode’s
output to genuine, reliable, and informative data.

This challenge is compounded by the noisy na-
ture of the recordings themselves. Some of the
noise is mechanical and comes from the amplifiers,
but some is biological and comes from the neurons.
Brain cells jitter around constantly (cf. Connors
and Gutnick 1990). Neurons are not quiet until
they fire off a spike, as some might think. Instead,
they are always producing some activity or other.
All in all, scientists have to cull their data from
quite a din.
Finally, because scientists cannot assume that

anything in a recording remains constant, it is dif-
ficult to get a theoretical hook into the waveform.
Spike shapes can change over time, electrodes can
drift during recording sessions, changing position
relative to the cells, which would also alter the
spike amplitudes, and the electrical properties of
electrodes vary with changes in tip condition
or background impedance. Gathering data from
single-unit activity presents neuroscientists with a
serious technical challenge.
In order to get usable data (to get genuine obser-

vations) out of what the electrode transmits, scien-
tists must isolate each neuron’s contributions to the
recorded waveform. They first need to ascertain
exactly how many neurons the recorded waveform
reflects. How can they do this if they have a mess of
overlapping action potentials and field potentials
from a variety of cells at different and unknown
distances from the electrode? This question be-
comes particularly vexing if other neurons in the
same area have spikes of the same or similar shape
and amplitude.
There are several decomposition algorithms, al-

beit imperfect ones (Lewicki 1998). Each represents
a different way to move from raw output to inter-
preted and interpretable data, giving scientists dif-
ferent ways of refining the waveforms they have
recorded so that they can later interpret them.
Each is what philosophers are thinking about
when they talk about the theory-ladenness of
data. Scientists have to choose what to do with
their measurements in order to get something that
can be scientifically useful. And how they choose is
determined by previously accepted theories.
But even with all these advanced sorting techni-

ques, it is still hard to predict the number of neu-
rons eliciting the data. Ideally, scientists would like
to claim that one neuron generates each cluster of
spikes they have identified, but if the cells are firing
in complex bursts, or if there is nonstationary
noise, or if the spike trains overlap one another,
they cannot get accurate classifications at all. It is
simply an unsolved problem how to decompose
coincident action potentials with variable spike
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shapes. The best scientists can do at this point is
guess. Their guesses are informed by their years of
experience, but they are guesses nonetheless.
Guessing is not quite what philosophers of sci-

ence have in mind when they talk about the theory-
ladenness of observation. Their vision of creating
data is one of amore ‘‘scientific method.’’ That is, to
pull data out of the dial movements or changes in
color or squiggles on the page, philosophers gener-
ally hold that there is some explicit background
theory, devised in some other scientific inquiry,
that scientists learn and then use to interpret
what they are seeing or measuring as something
useful for their studies. But there is a theoretical
gap in the move from raw recordings to genuine
data, which cannot be filled with any sort of
decision-making algorithm. The best scientists can
do at this point is simply leap across the gap, on
blind faith, with an eye to where they want to go.
Neurophysiology travels in a cognitive circle;

scientists use what they know to cull data that
support what they believe to be the case. Neverthe-
less, progress is not stymied. Knowledge accrues in
small increments, with each set of single-cell
recordings altering the face of what is known
a wee bit at a time. Because neurophysiological
sorting techniques rely so heavily on previously
accepted neurophysiological hypotheses, there will
likely never be an abrupt or dramatic conceptual
revolution. But what is known can evolve slowly
but surely until the final resting position is quite far
removed from where it started.

Localization and Reduction

When scientists do single-unit recordings from a
set of neurons, they assume that they are busy ex-
amining a discrete system. They have been wildly
successful using this strategy, identifying at least 36
different topographical visual processing areas in
cortex (De Gelder 2000), differentiating the ‘‘what’’
from the ‘‘where’’ object processing streams
(DeYoe and Van Essen 1988;Mishkin, Ungerleider,
and Macko 1983) and distinguishing motion detec-
tion from contour calculations (Barinaga 1995), to
name but a few examples. Maps of brain function
are getting more andmore complicated as more and
more is learned about the processing capacities of
individual cells. And all these projects are founded
on the belief that brains have discrete processing
streams that feed into one another.
Yet, the most neurons scientists have ever been

able to record from simultaneously are around 150;
the most cells they can ever see summed local field
potential activity over are a few thousand. But

brain areas have hundreds of thousands of neu-
rons, several orders of magnitude more than they
can access at any given time. And these neurons are
of different types, with different response proper-
ties and different interconnections with other cells,
including other similar neurons, neurons with sig-
nificantly different response properties, and cells of
other types completely. Any conclusions scientists
draw about the behavior of whatever cells they are
recording from are going to be limited to very basic
stimulus-response and correlation analyses of what-
ever neuronal subtype they are currently examin-
ing. Hence, the functionality they ascribe based on
these relatively meager sorts of experiments might
be much more restricted than what the cells are
actually doing.

They insert an electrode in or near a cell and then
record what it does as they stimulate the animal in
some fashion. They record from a cell in a vestibu-
lar nucleus and then move the animal’s head about
to see if that changes the activity of the neuron. If it
does, then they move it some more or they move it
differently and see how that changes the neuronal
output. If it does not, then they try either another
nearby cell or some other stimulus. But what they
cannot do is record from all the neurons in some
isolated area, even if the area is very small. And
what they cannot do is test any given cell for all the
known functional contributions of brain cells in
general. So, what they conclude about any cell
will reflect only the cells they or others have actu-
ally recorded from using stimuli they or others have
actually used. This research strategy systematically
underestimates when neurons actually respond and
under what conditions.

This sort of unit study attempts to combine
scores, hundreds, or even thousands of single-unit
recordings together to try to analyze the population.
Theoretically, perhaps a nervous system region
could be stereotaxically delineated if it had repro-
ducible correlations between afferent and efferent
connections such that researchers could ultimately
articulate the neurophysiological function of the de-
fined region. However, the likelihood of success for
this type of study decreases as the complexity of the
organism increases. Scientists can draw functional
conclusions regarding the activities of neurons in
the abdominal ganglia of Aplysia or the segmental
ganglia of the leech. But the architecture of these
organisms’ central nervous system is so different
from mammals’ that the probability of successfully
using similar techniques for understanding humans
is very low.

In addition, the actual processing of information
that goes on in those cells involves lots of different
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kinds of excitatory and inhibitory inputs from
other areas in the brain stem, cerebellum, and cere-
bral cortex. The dorsal horn is supposed to inte-
grate afferent nociceptive information from the
periphery and pass it on to the motor system, but
it does not do that segregated from the rest of the
brain’s activities and ongoing processes. It is inte-
grating and passing on any number and variety of
data as the animal is trying to pursue prey or flee
from an enemy. Moreover, the brain regions that
perform these tasks are often connected to the very
area scientists are recording from. The motor sys-
tem feeds back down into the dorsal horn, as does
the thalamus and significant parts of the cortex.

The impact on cognitive processing of such ram-
pant feedback connections in the brain is only now
starting to be explored in neuroscientific research,
though exactly how to do this remains a difficult
question. Neurophysiologists design their experi-
ments keeping inmind the known anatomic connec-
tions between and among the relevant structures. At
the same time, any actual experimental observa-
tions of all the remote influences on the dorsal
horn, for example, are impossible, no matter how
many individual neurons scientists record from.
They simply do not have any way of conducting
such extensive, invasive tests on live animals. At
best, the particular influences assumed in any par-
ticular recording series are a matter of previously
accepted gospel, dogma, and faith.

Ideally, neuroscientists try to conjoin their single-
cell studies with some sort of lesion experiment.
Once scientists construct a general flowchart of
the relevant structures based on anatomy experi-
ments and have estimated normal unit behavior
from a series of single-cell studies, they then try to
knock out the hypothesized functions by placing
lesions in otherwise normal animals. They run
these experiments based on the assumption that
these lesions, placed in regions known to be impor-
tant, will change the unit behavior of cells they
are studying in a consistent fashion. If they wit-
ness such a change, they use that information to
explain the relative functional contributions of
the lesioned region to the cells under scrutiny. In
other words, they are using lesion studies to try to
derive a functional boxology for the brain, just as
cognitive psychologists use reaction time distribu-
tions and error measurements to find one for the
mind.

But there is a larger theoretical concern. What
neuroscientists know, but generally ignore, is that
any functional change in the central nervous
system will lead to compensatory changes else-
where. Because it is highly plastic, the brain will

compensate elsewhere for a lesion made in one of
its sections (e.g., Merzenich et al. 1983). Usually
these compensatory sites are not components in the
system or region being studied. But even if they are,
neuroscientists ignore plasticity of the brain in
favor of assuming a consistent functional alteration
as caused by the lesion and nothing more. How are
investigators supposed to evaluate some observed
functional change when the difference they see
might have been evoked by the brain’s attempt to
compensate for its loss and not by any specific
deficit induced by the lesion?
The short answer is that they cannot if they are

restricted to single-cell recordings and lesion stud-
ies. To answer this question, scientists need to be
able to see the activity of the entire brain at once and
over time. The excitement over functional magnetic
resonance imaging and other imaging techniques
concerns exactly this point: Researchers do have a
way of looking at the activity of the whole brain at
one time as tied to some cognitive activity or other.
But magnetic resonance imagining, the best nonin-
vasive recording device currently available, has a
spatial resolution of only about 0.1 millimeter, and
each scan samples about a half second of activity.
This imprecision forecloses the possibility of direct-
ly connecting single-cell activity—which operates
three to four orders of magnitude smaller and
faster—with larger brain activation patterns.
Here is how most functional imaging studies

work. Experimenters pick two experimental condi-
tions that they believe differ with respect to the
cognitive or perceptual process under investigation.
They then compare brain activity recorded under
one condition with what happens in the second
condition, looking for regions whose activity levels
differ significantly across the two. These areas, they
believe, comprise the neural substrates of the task
under scrutiny.
This so-called subtraction method has no way of

determining whether the differences found are ac-
tually tied to the cognitive process or to something
else occurring concurrently but coincidentally.
Methodological difficulties with current imaging
techniques are now well known and shall not be
rehearsed here due to space limitations (see Bechtel
2000; Cabeza and Nyberg 1997 and 2000). Notice
that how well the subtraction method will work
depends upon the sensitivity of the measuring
devices—the worse the instrument is, the better the
method seems to be for localization studies. A low
signal-to-noise ratio (SNR) means that neuroscien-
tists will find only a few statistically significant
differences across conditions, which is just the sort
of result they need in order to bolster any claims

NEUROBIOLOGY

517



identifying particular cognitive processes with
discrete brain regions.
But as the imaging technology improves and the

SNR increases, more and more sites will differ
across trials. The more sites that differ, the more it
looks as though essentially the entire brain is
involved in each cognitive computation. Thus, any
assumption of functional specificity in the brain can
be justified.
Neuroscience is a victim of imprecise instrumen-

tation. If scientists extrapolate from what they
might learn with more sensitive measures, it can
easily be seen that there will come a time when this
whole approach just will not work anymore. Put in
the harshest terms, brain imaging seems to support
reductionism because it is not very good yet.
For example, Brodman area 6 appears signifi-

cantly active after subtraction in studies of phonetic
speech processing, voluntary hand and arm move-
ments, sight-reading of music, spatial working
memory, recognizing facial emotions, binocular dis-
parity, sequence learning, idiopathic dystonia, pain,
itch, delayed response alternation, and category-
specific knowledge, to list only a subset of activities
in which it is significantly and differentially active. It
could be the case that if neuroscientists keep on
doing the sort of subtraction studies they are doing
currently, then eventually they will find a unifying
and pithy way to describe what premotor cortex is
doing. In this instance, neuroscience would be on
the right track to determining brain function, but
scientists still have a long way to go yet. It could
also be true that how a region functions depends
heavily on the ‘‘neural context.’’ Its functional role
in a cognitive economy depends on how it is
connected to other areas and how those other
areas are responding. (The function of these areas
would also be dependent on their particular connec-
tivity and the current patterns of activation.) If this
is correct, then searching for the function of partic-
ular areas is misguided, for different brain regions
play different roles depending upon the cognitive
tasks at hand.

Neuroscientific Theories

Brains are complicated and messy affairs; theories
about brains share these same traits. The difficulty
is that in order to make a simple generalization
about how some aspect of the brain functions,
scientists have to retreat to such a broad level of
abstraction that their assertions become almost
empirically meaningless. In order to make their
claims testable in a laboratory, neuroscientists
have to confine their ideas to particular animals,

to particular experimental tasks, or to both. As a
result, they end up with neuroscientific ‘‘theories’’
that contain two distinct parts: a broad statement
of a theoretical principle and a set of detailed
descriptions of how that principle plays out across
different animal models and experimental tasks.
Though the detailed descriptions fall under the
general principle, they are not immediately deriv-
able from it. Moreover, as described below, the
detailed descriptions can be incompatible with
one another, though each will maintain a family
resemblance with the others.

At a gross level, mammalian brains are remark-
ably similar to one another. Indeed, the central
nervous system (CNS) in invertebrates is not all
that different from the mammalian CNS either.
There are innumerable homologous areas, cell
types, neurotransmitters, peptides, chemical inter-
actions, and so forth. However, there are important
differences beyond these surface resemblances.

For example, consider the semicircular canal of
the ear. All mammals have roughly the same five
end organs in their ears to support their auditory
and vestibular systems, which all work to keep the
lateral semicircular canals parallel to the horizon-
tal plane relative to the Earth; keeping it in that
position allows mammals to get the best possible
information about head position in space. (The
lateral canal is maximally excitatory to a yaw [left
to right] head motion; keeping the canal in line with
the horizontal plane allows the organ to detect this
motion with the greatest accuracy.) But rodents
ambulate with their necks extended, which keeps
their heads in an extreme dorsal position, while
humans incline their heads about twenty degrees
when walking naturally. In general, the differences
in the shape of the semicircular canals in the ear
with skull shape are correlated with the position
that an animal’s head is normally in.

For another example, consider the retina. There
are striking differences between herbivores and
predators in brain structure, for creatures who
munch on grasses and trees require much less pre-
cise environmental information than those who
hunt moving targets in order to survive. As a
result, rodents have no foveae. To maintain visual
fixation on a point, they move their necks, using
what is known as the vestibular-colic response.
The vestibular system in their ears tells them how
their head is oriented and they use that informa-
tion to reorient their heads in order to keep what-
ever object currently fascinates them in their line of
sight.

In contrast, primates have foveae and move their
eyeballs to keep their target within the foveal area,
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using the vestibular-ocular response. This is a much
more precise orienting mechanism, which allows
them to move their eyes to compensate for changes
in head position such that they can keep objects
foveated for as long as they wish. For some indica-
tion of how important computing horizontal eye
motion is to primate brains, consider that the abdu-
cens (or sixth) nerve in humans, which controls
horizontal eye abduction, feeds into one of the big-
gest motor nuclei in the brain stem. This ocular
nucleus, which controls only one very tiny muscle,
is only slightly smaller than the nucleus that controls
all of the twenty or so facial muscles.

In more striking contrast still, bats do not main-
tain ocular position in the same fashion as the rest
of the mammals. Because they fly and so have
greater freedom to move in three-dimensional
space, maintaining body position relative to the
horizontal is not an easy option. As a result, they
use other sense organs, primarily hearing (the other
half of the eighth nerve), to determine how their
eyes should be oriented. Consequently, they need
not rely on vestibular-ocular responses, as primates
do, even though their bodies are equipped with
such reflex machinery.

All of these anatomical and physiological differ-
ences are important when neuroscientists want to
investigate something, like how the brain learns to
compensate for damage to the vestibular pathways.
What may seem as small and insignificant differ-
ences from a broad mammalian perspective
becomes hugely important as scientists seek to un-
derstand the particular mechanisms of brain plas-
ticity. Can they use animals with no foveae and a
vestibular-colic response to learn about how
foveated mammals recover their vestibular-ocular
response? More generally, how well do particular
animal models translate across the animal king-
dom? Should scientists be allowed to generalize
from experiments on a single species (or set of
species) to how nature functions?

In all vertebrates, a unilateral labyrinthectomy
(UL), or a lesion of the labyrinthine structure in
one ear, gives rise to two types of ocular motor
disorders. There are static deficits, such as a bias
toward looking toward the lesioned side when the
head is not moving, and dynamic deficits, such as
abnormal vestibular-ocular reflexes, which occur in
response to head movements. In only two or three
days following the UL procedure, the brain starts
to compensate for its loss and the static deficits
disappear. Since labyrinthine structures do not re-
generate, and peripheral neurons continue to fire
abnormally, whatever the brain is doing to recover
has to be a central effect. Single-neuron recordings

from a variety of animals indicate that the vestibu-
lar nuclei on the same side of the brain as the lesion
start to show normal resting rate activity as the
brain learns to compensate for its injury. Scientists
do believe that whatever the mechanism is, it is also
likely to be a general procedure the brain uses for
recovery, for there are similar resting rate recov-
eries of the sort seen with the ipsilateral vestibular
nuclei following denervation in the lateral cuneate
nucleus, the trigeminal nucleus, and the dorsal
horn, among other areas. Exactly how an argument
to defend these convictions is supposed to run,
though, is unclear, since it is fairly easy to find
significant differences in how organisms recover
and compensate for vestibular damage across the
animal kingdom.
Frogs, for example, appear to rely on input from

the intact labyrinth to regulate the resting activity
of the vestibular nuclei. Mammals, however, do
not. The recovery of their vestibular nuclei occurs
independent of transcommissural inputs. In addi-
tion, static symptoms follow different time courses
in different animals. In rats, spontaneous nystag-
mus disappears within hours after UL, while in the
rabbit and guinea pig, it persists for several weeks.
In humans, it may continue in one form or another
for several years. There is a fundamental tension in
neuroscience between the big picture and what is
found in particular instances. All sciences strip
away features of the real world when they devise
their generalizations. Physicists neglect friction;
economists neglect altruism; chemists neglect impu-
rities, and so on. However, what neuroscientists are
doing is not analogous to what the physicists, econ-
omists, and chemists are doing. In each of the other
cases, the scientists are simplifying the number of
parameters they must consider in order to make
useful and usable generalizations. In contrast, if
neuroscientists were to ignore the differences they
find across species, then they would have no data
left to build a theory with. There is nothing left
over, as it were, once neuroscientists neglect the
anatomical and physiological differences found in
the brain across the animal kingdom. There is
much left over when physicists neglect friction—
most of classical mechanics is left, in fact. In
contradistinction to the other sciences, there is a
tension in neuroscience between the general rules
one hopes to find that describe all brains and the
particular cases neuroscientists happen to study.
What should the scope and degree of generaliza-

tion for neuroscientific theories be? It is an unpleas-
ant choice. Either scientists settle for large-scale
abstract generalizations, which gloss over what
may be important differences, or they focus on
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the differences themselves, at the expense of what
may be useful generalizations. However, despite
appearances, it is not an either–or proposition that
has to be resolved before scientists can move ahead,
for a proper neuroscientific theory contains both
general (and fairly vague) abstractions, as well as
detailed comments on specific anatomies and phy-
siologies. The paradigmatic theories of physics are
simple elegant equations with universal scope. The-
ories in neuroscience read more like a list of general
principles plus detailed commentaries. One feels the
tug of the dilemma posed above only if one is
operating with a restricted notion of what a scien-
tific theory is. Some theories are pithy and succinct;
some are not. Neuroscientific theories are not.
In neuroscience, what scientists start with is a

theoretical description at the most general level; it
might be called the ‘‘theoretical framework’’—the
most general component in a neuroscientific theo-
ry. Once they adopt the framework, they can make
more precise hypotheses as a way of filling out their
theoretical proposal. These claims can be local to
particular phyla or species; hence, they are not
intended as a more detailed specification of the
general framework. Instead, they can be thought
of as instances or examples of how the framework
might be cashed out in particular cases.
However, it is not the case that all ‘‘fillings out’’

fail to generalize. For example, the dynamic symp-
toms of unilateral labyrinthectomy recover using a
different mechanism (probably). One hypothesis is
that brains use a form of sensory substitution to
compensate for the vestibular-ocular reflex. In this
case, the brain uses internally generated signals
from the visual or somatosensory systems to com-
pensate for the vestibular loss. It may substitute
computations from the saccadic or a visual pursuit
system, both of which (probably) reconstruct
head velocity internally, for vestibular through-
puts. Data drawn from experiments on frogs,
cats, and humans indicate that they all apparently
use the same mechanism, though it remains to be
seen whether this proposal will be applicable to
all creatures and can be generalized much beyond
vestibular reflexes.
There are different degrees of abstraction one

might use once some theoretical framework is
adopted. Some discussions are going to be restrict-
ed to a single species, or maybe even one develop-
mental stage within a species; others will include
several unrelated species or phyla. Both are legiti-
mate ways of cashing out the framework in partic-
ular instances, and neither is to be preferred over
the other. The data will dictate the scope of sub-
hypotheses, and scope can vary dramatically.

And this is how theories in neuroscience are built
and structured. Detailed conclusions regarding a
single animal model give rise to general theoretical
principles. These principles inspire new experi-
ments done with other animal models, which in
turn provide new (and probably incompatible)
details but also new general principles. These new
principles then connect to other detailed studies
using different protocols on still other animals,
and so on it goes.

At the end of the day, there is a set of related
theoretical principles that jointly compose a gener-
al theoretical framework. These principles are held
together by the detailed data coming out of a wide
variety of animal studies. Neuroscience continually
moves between two different ways of understand-
ing the nervous system, first in broad and sweeping
strokes and second by being submerged in the min-
utiae. General theoretical principles arise out of
and then feed back into particular animal experi-
ments done on different animal models. Because
physiology differs across species, specific experi-
mental protocols are appropriate only for specific
models. Sometimes the data arising out of the
different animal models or different experimental
procedures overlap, but largely they do not. Hence,
sometimes the detailed conclusions are consis-
tent, but sometimes (a lot of times) they are not.
Neuroscientists weave a story through their animal
models and experimental protocols united by a
common guiding theoretical thread. They both
find commonalties and define differences. This en-
tire exercise, taken together, fashions the theoretical
structure of neuroscience.

Representation in the Brain

Important to keep in mind is that brains are
evolved products, formed to help animals feed,
flee, fight, and reproduce. This contrasts with digi-
tal computers, say, which are designed to compute.
Early cognitive science generally took minds to be
importantly analogous to computers and so tried
to build theories of representation that spanned
what both computers and humans did (see Cogni-
tive Science). Contemporary neuroscientists think
of representation in terms of brains only.

Most operate implicitly under the assumption
that individual neurons are the representational
engine that drives brains. This assumption is not
universally accepted in neuroscience, but it does
provide a good starting point nonetheless. As indi-
cated above, the difficulty with looking at the be-
havior of individual neurons is that it rapidly
becomes extremely complicated.
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Hence, many working in the area of brain repre-
sentation carry out their research looking at artifi-
cial neural nets, which have the advantage of being
much simpler and easier to control than what na-
ture has provided, so it is much easier to design and
carry out experiments on them. But this very use-
fulness becomes a disadvantage because scientists
cannot be sure that the behaviors they get out of
them are relevantly similar to what is seen in the
brain. What representations look like in them are
multidimensional phase spaces, which is quite dif-
ferent from what traditional philosophers envision
when they speak about representations. Whether a
phase-space approach will replace traditional ap-
proaches to representation in philosophy remains
to be seen.

Part and parcel of the problem of understanding
representations is understanding learning, or how
creatures get representations in the first place.
Brain organization is remarkably constant across
structures. Cortex is cortex is cortex. Therefore,
most specialized areas have to be carved out via
experience. The postulated mechanism for produc-
ing such changes is nothing more than Hebbian
learning, a mechanism first articulated in the
1940s: Repeated activation will cause future activa-
tion to be easy; decreased activation will make
future responses more difficult (Hebb 1949).

But to get directed learning, one must combine
a learning mechanism with some sort of reward
system. Animals need a reason to repeat an event
in order to learn about it. Things that feel good
they repeat. Things that do not they avoid. Much is
now known about reward networks, especially
those involving fear conditioning in rats. These
give scientists some clues about how all sorts of
reward-based learning might be going on in brains,
though whatever the final story is, it will be un-
questionably more complicated than what is
known now.

Neuroethics

As progress is made into understanding how the
brain works and how to influence brain function-
ing, serious ethical questions arise concerning how
leaders in such fields as medicine, government, and
insurance should react to new information and
possibilities (Marcus 2004). This is a newly bur-
geoning area of research, with national attention
only now being focused on the issues. Particular
questions that philosophers of neuroscience will
have to answer concern how and whether scientists
should alter normal functioning brains, how and
whether scientists should use brain technology to

track individuals’ social behavior, and how and
whether what is learned about the brain changes
how philosophers think of being human.
Scientists know a lot about how memory works

and, more importantly, how it fails. Ways in which
memory can be imperfect include:

1. Decreased accessibility tomemories over time,
2. Lapses in attention,
3. Temporary inability to access stored informa-

tion,
4. False recognition of things,
5. False remembrance of things,
6. Contamination of stored information by cur-

rent beliefs, and
7. Recollection of items at inappropriate times.

All of these processes are perfectly normal and
occur in everyone at some time or another. Sup-
pose there is some way of correcting some or all of
these deficits? Should doctors do it? Or should they
accept less-than-perfect memories as the way
humans are?
Neuroscientists are already tracking where and

how moral decisions are made in the brain; they are
also looking at brain differences between normal
and sociopathic, psychopathic, and violently im-
pulsive individuals, who respond to violent or oth-
erwise disturbing situations with increased activity
in the amygdala and decreased activity in the fron-
tal lobes relative to normal. Scientists can now
identify such trends in individuals before they actu-
ally commit any crime. Should they? And what
should they do with such information once they
have it?
If it is concluded that violence is biologically

based, as are all other behavioral decisions, then
what does this say about notions of self or free will?
How might this alter the court systems, since they
operate under the assumption that one is guilty if
one could have done otherwise in a situation
but chose not to? Similar questions arise regarding
gender differences in the brains. Female brains
differ from males’. What effect, if any, should this
fact have on educational systems, social expecta-
tions of gendered behavior, or men’s and women’s
professional lives?
Philosophers and neuroscientists are only begin-

ning to confront these sorts of questions, and tech-
nology is only beginning to allow scientists to
understand and change the brain to any signifi-
cant degree. The questions philosophers need to
confront in the next decade will differ greatly
from these, as knowledge of the mind/brain
continues to increase exponentially.
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O
OBSERVATION

Empiricism is the doctrine that all our ideas are
based on observation. In his classic statement of
the doctrine, Hume (1967) maintained that ideas
are built from sense impressions by habits of
association based on constant spatiotemporal con-
junctions. Twentieth-century logical empiricists cri-
ticized Hume as having focused too narrowly on
psychological association as the way ideas ‘‘come
from’’ experience. For them, the problem was to
provide a logical rather than a psychological con-
struction of ideas. Their interest in science led them
to emphasize this concern by speaking of ‘‘obser-
vation’’ rather than ‘‘impressions.’’ Their approach
through language led them to speak of ‘‘observa-
tion terms’’ rather than ‘‘observation.’’ These terms
were to be distinguished from the terms based on
them, which came to be called ‘‘theoretical.’’

A major attempt to carry out this modern ver-
sion of the empiricist program is well illustrated in
the career of Rudolf Carnap, arguably the most
influential proponent of what came to be called
logical empiricism. In his first major work, Der
logische Aufbau der Welt, written in 1922–1925,
Carnap (1967) attempted to develop a ‘‘construc-
tional system’’ that would be a step-by-step deriva-
tion, or construction, of all concepts from ‘‘a few
fundamental concepts’’ (1). Such a construction

could, he argued, be achieved by building on either
a physical or a psychological basis. The advantage
of a physical approach would be that ‘‘from the
standpoint of empirical science the constructional
system with a physical basis constitutes a more
appropriate arrangement of concepts than any
other’’ (95). But Carnap chose a psychological
approach because of his intention ‘‘to have the
constructional system reflect not only the logical-
constructional order of the objects, but also their
epistemic order’’ (101). He called this basis ‘‘auto-
psychological’’ or ‘‘solipsistic,’’ declaring that it
‘‘could also be described as the given’’ (102). In
later discussions, the basis on which meaningful
concepts could be built (from which they could be
derived by logical construction) was widely spoken
of as ‘‘the given.’’
It is important to note that the basic elements on

which the rest of our concepts are built—what later
would be called ‘‘observation’’—were taken implic-
itly as synonymous with the deliverances of the
senses or some subset thereof. Thus Carnap says,
‘‘The basic elements, that is, the experiences of the
self as units . . . we call elementary experiences’’
(108). Hempel, writing later, implicitly made the
same point: In regard to an observational term, it
is possible, under suitable circumstances, to decide
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by means of direct observation whether the term
does or does not apply to a given situation.
Observation may here be construed so broadly

as to include not only perception, but also sensa-
tion and introspection; or it may be limited to the
perception of what in principle is publicly ascer-
tainable, that is, perceivable also by others (Hempel
1958, 42). Hempel’s broadest conception of obser-
vation was still limited to ‘‘perception’’ and ‘‘sen-
sation and introspection.’’
Defense of this empiricist doctrine required deal-

ing with three major tasks.

1. Arriving at an appropriate interpretation of
what is to be considered a sense perception.
That is, classical empiricism had to make
clear exactly how what is purely given in
sense perception, free of interpretation, is to
be distinguished from other ideas that are
supposed to be based thereon. These other
ideas include all concepts and beliefs that go
beyond the purely given in sense perception,
viz., the theoretical ones.

2. Showing in what sense, and precisely how,
those other ideas are based on sense percep-
tions. Here we must distinguish between two
kinds of ideas: concepts (terms) and proposi-
tions (statements having truth values). The
focus of this article is on concepts, particular-
ly that of observation; propositions and their
testing are relevant only insofar as beliefs
established as putative knowledge will be
found to shape the formulation of the con-
cept of observation. As to the testing and
establishment of propositions, there were
two distinct schools of empiricism. The first,
often taken to be represented by Bacon,
Hume, and Mill, held that our propositional
beliefs are based on sense perception by being
derived from (or constructed out of or other-
wise induced from) sense perceptions. (In the
case of Hume, this is a logical reconstruction
of his psychologistic view.) The second view of
propositions was the hypothetico-deductive
(H-D) view, taken by most logical empiricists,
according to which our propositional beliefs
are based on sense perception in that they
must be tested in terms of their implications
regarding sense perceptions. Thus, each
school had its task laid out. Traditional em-
piricists would have to show the exact way or
ways in which the derivation or induction is
made in accordance with specifiable rules
whose origin and justification can be under-
stood. Adherents of the H-D view would

have to say something about how hypotheses
are obtained and show precisely how those
hypotheses are to be tested.

3. Clarifying whether or not ideas are to be
counted as knowledge, and why. That is, the
task was to show, first, whether some beliefs
legitimately countasknowledge, as opposed to
others that do not; and second, if so, why they
count as knowledge. The latter task is general-
ly taken to entail showing whether putative
knowledge is about a world existing indepen-
dently of sense perception or is only a coherent
or usable way, perhaps one of many, of orga-
nizing or relating items of sense perception.

Failures of the Empiricist Program

It is widely admitted today that empiricism, logical
or traditional, failed to deal successfully with its
three basic tasks.

As to the first task, no clear specification was ever
provided of what is to count as a sense perception
(or linguistic observation term, as logical empiricists
preferred to say), as distinguished from what is
based thereon. To guarantee objectivity, the basis
would have to be completely free from all interpre-
tation and presuppositionwhatever: Interpretations
should be constructions, conclusions from our per-
ceptions, not assumptions buried within and poten-
tially biasing them. But such a pristine, raw, brute
‘‘given’’ was never found, and the search for it is now
generally recognized to have been an utter failure.

This failure carried over to afflict treatments of
the second issue: If it remained unclear what was
supposed to be the basis of all our other ideas, it
also remained unclear whether all our beliefs might
be infected by presupposed interpretations that
would destroy any claims we might make to having
knowledge. But even when a particular vocabulary
was taken for granted as the basis (for example, as
consisting of unanalyzable sense data, or as a lan-
guage of objects), it was not clear how the nonbasic
terms—the theoretical ones—were supposed to be
based on the given. Even in Der logische Aufbau,
Carnap realized the impossibility of giving all the-
oretical terms explicit definitions formulated by
means of the basis; some terms could be under-
stood only by ‘‘definitions in use’’ (65–67). In Test-
ability and Meaning, first published in 1936–1937,
Carnap (1954) developed this idea in terms of
‘‘reduction sentences,’’ which were implicit rather
than explicit definitions of theoretical terms. In The
Methodological Character of Theoretical Terms
(Carnap 1956), he introduced yet another view of
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the meanings of theoretical terms, as partially de-
pendent on the meanings of other theoretical terms
within a theory.

Responses to the third issue were equally inade-
quate. For example, the acceptability or rejectabil-
ity of beliefs appeared not to be understandable in
terms of pure, given sense perceptions. That issue
also faced further objections, independent of the
failures with the first two. Usually on technical
grounds, no attempt to develop an inductive logic
achieved consensus among philosophers, whether it
attempted to show how beliefs could be obtained
directly from such sense perceptions or how they
could be tested (confirmed or disconfirmed) by
sense perceptions.

The development of Carnap’s thinking, as out-
lined above, encapsulates the broader development
of empiricism during the twentieth century, and of
the concept of observation in particular. Four dec-
ades of intense critical analysis showed that, at least
in any sense compatible with the programs of tradi-
tional and logical empiricism, the attempt to clarify
the ‘‘logical structure of the world’’ had failed.

This summary provides a general characteriza-
tion of attempts to deal with these issues; however,
it will not discuss further attempts, or the criticisms
they provoked. Discussion of them is omitted here
not simply because these arguments and criticisms
are by now familiar, or because it is so widely
accepted that they show the indefensibility of em-
piricism, in either of its two versions, but because
they do not confront the really fundamental diffi-
culties of the empiricist program. They show only
that all efforts to provide an adequate version of
the doctrine have failed so far, but they offer no
indication whether that quest might still succeed, or
whether it is wrong in principle. Though they show
where classical empiricism went wrong, they fail to
show why it did so—why, for example, its appar-
ently genuine motivation, to avoid any subtle infu-
sion of bias into inquiry, to let nature speak for
itself, was misguided (if indeed it was), or why the
effort to show how knowledge is based on sense
perception failed. Further, the criticisms offer no
guidance as to whether or how classical empiricism
might be defended, or, if it could be, then in what
directions it requires alteration. For such reasons,
putting those criticisms at the center of the diagno-
sis of what was wrong has meant that in recent
times, inquiry into the basis and implications of
science has wandered without clear direction.

We need to gain more positive insight into
two aspects of the failures: first, the fundamental
reasons for them, thus answering the question of
whether the program was rightly conceived but

difficult, or wrong in principle; and second, the
positive directions in which a more adequate view
of science might be sought. A first step toward such
positive insight can be taken by examining the
following question: Even if the program of classical
empiricism could be successfully fulfilled, what
would have been omitted from our understanding
of science? This question can be answered through
close examination of a case of scientific research
that exposes central aspects of the nature and role
of observation in sophisticated modern science.
Those aspects lead us to a view of observation,
and of science generally and how to understand it,
that is very different from that of traditional and
logical empiricism and reveal far more fundamen-
tal reasons for the failures of those views than have
been discussed above.

An Alternative View of Observation: Example
and Formulation

The question of the source of energy that makes the
stars shine arose in the nineteenth century from
thermodynamics. The sun was known to be a typi-
cal star; its total energy output could be calculated
from the amount received on Earth. None of the
proposed sources of this energy (e.g., gravitational
contraction, chemical burning, meteoritic impact,
radioactive decay of heavy elements) were ade-
quate to produce that amount. It was not until
the advent of nuclear physics in the early 1930s
that a promising theory of stellar energy production
could be advanced. Hans Bethe and Carl von
Weizsäcker proposed a detailed series of nuclear
reactions taking place in the center of the sun at
the high temperatures and pressures expected to
exist there; the series begins with hydrogen and
ends with the production of helium with the release
of energy. Once produced, the energy would work
its way to the solar surface and from there be
emitted, some of it arriving on Earth.
By the time the energy reaches the surface of

the sun, it has been degraded and transformed by
interactions along the way and is released as elec-
tromagnetic energy, through electromagnetic inter-
actions that are very different from the postulated
nuclear processes in the deep interior. Thus neither
the information obtainable through observing the
solar surface nor the inferences made on the basis
of them could give direct information about what
went on in the central core. How then could the
theory be tested in a more direct way?
The possibility of such a direct test lay in another

major area of physics in the twentieth century,
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which developed the theory of weak interactions. A
by-product of the Bethe–von Weizsäcker nuclear
processes would be the production of neutrinos,
or weakly interacting particles. Unlike the electro-
magnetic photons degraded by interactions while
passing through the sun, these weakly interacting
neutrinos would travel through it with extremely
low probability of interacting with a single particle
of the sun’s bulk. They would pass directly to Earth
(in the clear sense of not being interfered with and
altered on the way) exactly as they were when
created in the solar core. Of the enormous number
of neutrinos that reach the Earth, most would pass
right through it, just as they passed through the
sun; but a very tiny number would interact with an
appropriate target substance (chlorine in a contain-
er the size of a railroad car filled with ordinary
cleaning fluid) to produce radioactive argon, with
a half-life of roughly 35 days. Despite the infinites-
imal number of argon atoms produced, it was
shown that these atoms could be extracted from
the tank before decaying. Their decays could be
monitored and counted, to reveal the number of
occurrences of neutrino captures, that is, if account
was taken of other possible processes mimicking
the production of radioactive argon. The total
number of neutrinos produced in the center of the
sun by the Bethe–von Weizsäcker processes could
then be calculated. That number would constitute
unaltered information about the nuclear reactions
in the solar core and therefore would provide a
direct test of the nuclear theory of solar (and stel-
lar) energy production.
Though much of the reasoning involved must be

omitted here, a few of the complexities of this test
are evident even from this brief summary:

. the body of failed theories of stellar energy
production;

. the new theories entering into the conception
of the experiment (and their variety, including
not only the electromagnetic, weak, and nucle-
ar forces and their modern quantum-theoretic
background but also the knowledge that the
sun is a star);

. the feasibility of the experiment (e.g., What
would be a good target substance, with a prod-
uct having a convenient half-life? Could the
‘‘neutrino telescope’’ be constructed? Could
the product, argon, be removed efficiently
from the enormous volume of liquid? How
could mimicking processes be guarded
against?); and

. the interpretation of the results (What would
be the implications of the numbers of neutri-
nos found?).

But there are dozens of other pieces of what can
be called ‘‘background information’’ for the con-
ception, execution, and interpretation of the exper-
iment: Where should it be built? How can one clean
the tank so as not to contaminate it? and so on. (See
Shapere 1982 for further details about the experi-
ment and its historical roots, and also the theory of
observation discussed below.) Without a great deal
of background information, not all of it plausibly
classified as theoretical, the experiment would have
been, in the most literal sense, inconceivable; with-
out a great deal of background information (often
different from that involved in conceiving the exper-
iment), it would not have been executable; and
without still other background information, its
results would not be interpretable.

With only minor qualifications (Shapere 1982),
scientists refer to this experiment as an observation
(or an experiment set up to make an observation) of
what goes on in the center of the sun, made in order
to test the theory of stellar energy production in a
direct way, which according to physics, cannot be
done by relying on electromagnetic information
received from the sun’s surface. Calling this an ob-
servation is fundamentally at odds with the concept
of observation in traditional and logical empiricism.
But the usage has justification, partly as follows.

Empiricism identified two distinguishable as-
pects of observation: evidential and perceptual. It
thus maintained that the problem of what counts as
evidence is identical with the problem of what is
given in sense perception. Further, it held that this
given was free of any interpretation whatever (in-
cluding background information), so that to ex-
plain observation was to explain what is given in
experience, and simultaneously to explain what
counts as evidence in testing a hypothesis or theory.
The attempt to fill this out failed; but the point is
that, for understanding science, the attempt was
misguided from the start. In sophisticated cases of
observation in modern science, the evidential and
perceptual functions are separated, and the focus is
on the former. There are good reasons for this. In its
concern with testing, the focus of modern science
is on observation as evidence, not on observation as
perception. Correspondingly, sense perception is
limited and unreliable in important ways; the per-
ceptual aspect appears as an interference with the
evidential. Therefore, for the purposes of scientific
observation, the human eye, which is subject to
error, is replaced by detectors that are not. True,
to be useful for scientific purposes, the data must be
finally put into a form accessible to human senses,
but that is only because we are the ones who use the
evidence. The real work of collecting evidence, the
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scientifically relevant aspects of observation, has
already been done independently of the senses. The
role left to sense perception is minimal; what is
crucial is possession of the background information
required to interpret the results.

Theanalysisof this experimentsuggestsanewview
of observation in science, summarized as follows.

Statement O: An entity X is said to be observable
if (1) information can be received by an appropri-
ate receptor and (2) that information can be trans-
mitted directly, that is, without interference, to the
receptor from the entity X (which is the source of
the information). Correlatively, something can be
said to be observed if it meets these two conditions,
with ‘‘is’’ substituted for ‘‘can be.’’ This account of
observation is heavily dependent on the accepted
content of the science (the background informa-
tion) of a particular era, particularly regarding
what is counted as an appropriate receptor, as
information, as the types of information there are,
and as interference. (Indeed, although this cannot
be shown here, Statement O in its entirety depends
on the way things are.) Each of these is specified in
light of the background information that makes
possible the conception, execution, and interpreta-
tion of the experiment.

This dependence on background information
might suggest that the present view resembles the
views of such writers as Norwood Russell Hanson,
Paul Feyerabend, and Thomas Kuhn. In contrast
to the empiricist tradition, those authors argued
that observation is ‘‘theory-laden’’ (Hanson 1958),
or that ‘‘the meaning of observation sentences is
determined by the theories with which they are
connected’’ (Feyerabend 1965, 213) or that ‘‘no
experiment can be conceived without some sort of
theory’’ (Kuhn 1970, 87). However, the view out-
lined in the present article differs from those in a
number of fundamental ways.

Forone thing, in contrast toKuhn, the viewof this
article is that there is not simply one basic idea (para-
digm) or small set of ideas (elements of a disciplinary
matrix) operating in all scientific problem situations.
As science develops, a pool of background informa-
tion also develops, and some items from that pool
may be used in one problem stuation (such as an
experiment) and different ones used in another.

Second, whereas Feyerabend frequently claimed
(e.g., 1978) that in science ‘‘anything goes,’’ this
article holds that the items used in specific research
must be specifically relevant to the situation at hand.

Third, unlike both Feyerabend and Kuhn, this
article maintains that the background information
used in an observation or experiment (as well as
in other aspects of scientific research) is not always

a theory (much less a paradigm or a disciplinary
matrix). Many separate items of background infor-
mation are brought to bear in particular problem
situations; some of those items are naturally called
theories, but others, such as how to clean the
tank in the solar neutrino experiment, are not.
Furthermore, many different theories enter in as
background information (nuclear physics, electro-
magnetic theory, weak interaction theory, etc.),
and so do many nontheoretical items.
Finally, as regards Hanson: Dealing with partic-

ular problems of observation, experiment, and
theoretical research does require background infor-
mation; but being ‘‘laden’’ with the sorts of back-
ground information described in this article does
not violate objectivity. (Hanson himself did not say
that it does, but his view has often been taken to
imply this). Only beliefs that have been established
are eligible to serve as background information.
(This point holds against Feyerabend also: It is
not the case that anything goes.) How this establish-
ment comes about, however, cannot be discussed in
the brief space available here.

Fundamental Weaknesses of the Classical
Empiricist Program

We now return to the question of whether the
empiricist program failed merely because of its dif-
ficulty or because it was fundamentally misguided.
The points to be made are these:

1. Even if all our knowledge were shown to be
ultimately based (in whatever sense) on sense
perception, the nature of knowledge and of
knowledge seeking would still not be under-
stood by focusing only on that ultimate. That
is, even if it were really the ultimate, much
more would still need to be understood.

2. Furthermore, not only is the classical empiri-
cist approach insufficient to understand sci-
ence; its methods and problems are largely
irrelevant and are even a hindrance.

In the sixteenth through eighteenth centuries,
when classical empiricism was first presented sys-
tematically, it was reasonable to try to consider
scientific concepts as being exhaustively interpret-
able in terms of sense perception, at least under
some views of that term. Even though it was initially
plausible, however, such a program has become
more and more difficult to maintain as science
has developed. If one were not too strict about
adherence to the directness of sense perception,
some problematic cases (e.g., the concepts of
force, inertia, and space; forms of electromagnetic
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radiation beyond the visible) might still be assimi-
lated within the program. But in an increasing
proportion of cases in the nineteenth century and
(especially) the twentieth, the selection of what
was to be observed, how it was to be observed, its
description, and the interpretation of the signifi-
cance of the observation all grew increasingly
distant from what was perceptible by the senses.
Again, the solar neutrino experiment provides an

example of this departure. It purports to give direct
observational evidence of processes occurring in
the center of the sun, which is certainly not accessi-
ble to sense perception. Or if we say that it is
neutrinos we observe, they are not accessible to
sense perception either. The role of concepts such
as these (e.g., force, neutrino) in science would still
remain to be analyzed even if they were, as classical
empiricists maintained, based on sense perceptions.
But those roles, and the reasoning involved in

them, are crucial to science. The assumption of clas-
sical empiricismwas that reflection onwhat could be
constructed on the basis of sense perception was
both necessary and sufficient for understanding
what happens in scientific investigation. It is neither.
First, it is not sufficient, since nomatter how sense

perception is interpreted, its analysis (even as con-
ceived inmature logical empiricism, with a theory of
definition or logical construction) would still not
make possible an understanding of the process of
seeking and attaining knowledge, or the nature
of knowledge, or the implications of the existence of
knowledge,byconsideringsolelytheultimatepercep-
tual basis of knowledge or of claims to knowledge.
Second, in modern science, sense perception is

only barely necessary, relegated to the periphery of
inquiry as it is, and indeed as it must be, in some of
the more sophisticated areas of modern science. As
noted above, the role of sense perception was re-
duced dramatically during the nineteenth and twen-
tieth centuries. Sense perception has been found to
be too unreliable, in understandable ways, to de-
pend on for the precision and the sophistication
required in modern science. New instrumentation
has been required to gather information that we
have reasons to believe is available but is beyond
the grasp of human sense perception. Sense percep-
tion still has a role to play in such investigations, but
at least in the most sophisticated areas of science,
that role now lies in the last stage of the inquiry,
when the information received by the instruments
(the receptors that replace our senses) is trans-
formed into humanly accessible form. Otherwise,
sense perception is relied on as little as possible in
carrying out the important stages of obtaining the
information and of interpreting it as information.

Surely there is something paradoxical in saying
that sense perception is fundamental to the scien-
tific enterprise while at the same time it has come to
be regarded as so peripheral to that enterprise.

Conclusions and Implications

Two conclusions must be drawn. First, even if we
assume that a clear understanding of the idea of
interpretation-free sense perception could be ob-
tained, and even if it could be shown that all scien-
tific concepts and propositions (and particularly
those that we are justified in calling knowledge)
are ultimately based on such sense perception, the
most important reasoning in science will still have
been neglected. For example, the central body of
reasoning by which scientific ideas have been ar-
rived at, especially in the twentieth century, would
have been completely ignored.

Second, even assuming that classical empiricism
were to obtain a clear interpretation of what is to
count as pure sense perception, we would still be
forced to recognize that this is only peripheral, not
central, to understanding science and its processes.
It is basically unsuitable for the investigations that
modern science undertakes, and it appears only
when the data achieved in an experiment have to
be translated into humanly accessible form.

From the perspective of an attempt to under-
stand modern science, the almost exclusive focus
of empiricism on the role of sense perception in
constructing or testing scientific ideas was a red
herring. It called attention away from the centrally
important aspects of scientific reasoning, which has
led us to our present views of the universe and our
place in it. It deflected attention away from the role
of background information in scientific reasoning
and activity and from the sources of the back-
ground ideas that are used, both specific ones and
the general fact that their use almost defines what it
is to be ‘‘sophisticated’’ modern science. Since that
focus was a red herring, distracting attention from
the truly important problems, criticism of classical
empiricism on the ground that it never succeeded in
specifying what counts as a sense perception, free of
all interpretation or assumptions whatever, is large-
ly beside the point. Such criticism is certainly cor-
rect, and its correctness certainly undermines the
assumption, made above for the sake of argument,
that the objection might have been surmountable.
But the arguments just made show that even if it
had been surmounted, classical empiricism would
have given only the most peripheral and superficial
insight into the workings of science. Thus not
only is the objection profoundly unilluminating,
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its negative quality giving no direction to better
understanding; it also distracts us from seeking
the fuller and better understanding that is needed.
Finally, and worse still, focus on this feature of the
failure of classical empiricism has opened the way
to abandoning any version of the project of empir-
icism—traditional, classical, or other—and, with
that abandonment, giving up the claim that science
can achieve, and indeed in many cases has
achieved, knowledge.

The standard criticisms of classical empiricism
are only symptoms of deeper problems. The classi-
cal empiricist program was misguided from the
start by fundamental misunderstandings of what
is involved in the process of seeking knowledge
and in the nature of the knowledge sought. Its
fundamental motivations were thus misguided in
principle. In particular, the classical empiricist tra-
dition took a wrong turn in insisting that back-
ground beliefs ought not to be appealed to in
scientific inquiry—that the hazards of bias and
error, so dreaded by classical empiricists, would
result from the use of any sort of background
beliefs in inquiry, whatever those background
beliefs might be. All these ideas and worries were
phantoms, products of basic misconceptions about
the nature of inquiry and knowledge.

The worst part of the story is that even while
logical empiricism is widely admitted to be defunct,
its more potent phantoms persist. Its anthropo-
morphic concepts of observation and theory, to-
gether with its denial and consequent neglect of the
centrally important roles of background informa-
tion, have continued to haunt, dominate, and con-
fuse discussion in the philosophy of science.

Some writers still defend a ‘‘constructive empiri-
cism,’’ which ‘‘requires theories only to give a true
account of what is observable’’ (van Fraassen 1980,
3). Constructive empiricism does not require belief
in the existence of unobservables; science requires
only minimal empirical adequacy. The thrust of
van Fraassen’s arguments is directed against realis-
tic treatments of theoretical purported entities.
Limitations of space prevent full discussion of the
implications of the present view for that topic here;
however, one aspect is indicated by van Fraassen’s
(1980) remark that ‘‘[s]cience presents a picture of
the world which is much richer in content than
what the unaided eye discerns. But science itself
teaches us also that it is richer than the unaided
eye can discern’’ (59).

He distinguishes our being able to observe Jupi-
ter through a telescope from our ability to observe
particles moving in a cloud chamber (16–17); in the
former case, astronauts will someday be able to get

close to Jupiter and perceive it, whereas in the latter
case, the inference from track to particle is based
only on an analogy with seeing a jet trail in the sky
and inferring the existence of a plane up there. As
van Fraassen notes, this clearly distinguishes the
perceptible from the nonperceptible. But is this
relevant to the issue of realism regarding the parti-
cle? This entry has contended that the evidential,
not the perceptual, is scientifically relevant. Scien-
tists do talk—and for good reason, as was argued
earlier—of observing particles in a cloud chamber
just as they do of being able to observe the core of
the sun by means of neutrinos. Thus if the question
of observation is relevant to the question of real-
ism, the latter must be resolved not by considering
what is perceptible to the senses but by examining
the evidential aspects of observation.
Despite all its criticisms of classical empiricism,

the present view does not depart, at least in spirit,
from that doctrine. It agrees with classical empiri-
cism that all our knowledge of the world (universe)
is based on interactions with that world and its con-
tents. As the case of the solar neutrinos brings out,
what counts as an interaction is determined by our
knowledge and can differ in different fields, though
there is always, at least in sophisticated science, a
relationship of ancestry and descent (or cousin-
hood) between the different usages in different
fields. We must learn, through investigation, what
to count as an interaction. We also learn what to
count as information, and as appropriate recep-
tors, which may make use of more types of in-
teraction than sense perception and may even
exclude or severely limit appeal thereto. And we
apply what we learn, as background information,
in our subsequent inquiries.
In short, the view presented here is a rational

descendant of classical empiricism.While still main-
taining (on the basis of reasoned arguments) that
we must interact with the world around us if we are
to learn about it, this view nevertheless departs
from classical empiricism in maintaining that we
learn how to investigate nature by learning what it
is to be an interaction, a piece of information, an
appropriate detector, and much else. By building
on what we have learned (i.e., by using background
information) we learn how to learn, to think, and
to talk about nature and how to assess what we
have achieved when we have learned these things.
This doctrine therefore emerges as a corrective to
classical empiricism, a transition brought about in
the development of science from an initially neces-
sary reliance on sense perception, and the equating
of sense perception with observation, to a distinc-
tion between the two and a focus on observation in
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the sense of evidence as the basis of inquiry and
knowledge.
If we must have a name for the view, it can be

called interactional empiricism, to distinguish it
from the perceptual focus of classical, logical, and
constructive empiricism, which together could eq-
ually well be called perceptual empiricism. Kosso
(1989) calls his very similar view the ‘‘interaction-
information account’’ of observation. This is fine,
since information is an essential part of the account
presented here.
But the important contrast with classical empiri-

cism, captured in the name ‘‘interactional empiri-
cism,’’ lies in the idea of our interaction with nature.
The present view is both a generalization of and a
departure from classical empiricism. It is a general-
ization of that view in the sense that it involves
considering sense perception as having to do with
only one minor region of the electromagnetic spec-
trum, a manifestation of one of four fundamental
forces (types of interaction) with nature. But it
departs from classical empiricism in holding that
we learn to go beyond the dictates of sense percep-
tion. In this double sense, of generalization and
departure on the basis of reasons, the view pre-
sented here is a rational descendant of classical
empiricism, just as the concept of Statement O is
a rational descendant of sense perception.

DUDLEY SHAPERE
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P
PARADIGM

See Kuhn, Thomas

PARSIMONY

The principle of parsimony—or simplicity (treated
here as an equivalent concept)—is also known as
Occam’s (or Ockham’s) razor, after William of
Occam, the medieval philosopher who said that
plurality is not to be assumed without necessity
and that what can be done with fewer assumptions
is done in vain with more (Wood 1996, 20–22).

Scientists and philosophers often claim that the
parsimony of a theory is relevant to deciding whe-
ther the theory is true or approximately true or
would make accurate predictions. How this can be
so is a central puzzle in the epistemology of science.
It is not puzzling that people find parsimonious
theories aesthetically attractive and easy to under-
stand and manipulate. What requires elucidation is

not the pragmatic value but the epistemic value of
parsimony.
Just as people are said to be parsimonious when

they are abstemious in how they spend money, a
theory is parsimonious when it is tightfisted with
respect to the entities, processes, or events it pos-
tulates. There is no cutoff separating theories
that are parsimonious from theories that are not;
rather, the difference is a matter of degree. The
fundamental idea is comparative: One theory is
more parsimonious than another. For example, if
one theory postulates causes A and B to explain
an observed effect E, while a second theory postu-
lates only cause A and does not mention B, the
latter theory is more parsimonious.
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One epistemically significant feature of this dif-
ference is that if A and B are mutually independent,
then according to probability theory the conjunc-
tion (A6 B) will be less probable than A.Does this
mean that parsimony and probability always coin-
cide? In what follows, it will be seen that a number
of philosophers have strenuously denied this. And
even in the case at hand, there is reason to be
careful about the suggestion. The second theory is
‘‘agnostic’’ about the relevance of B. But now con-
sider a third theory, which asserts that A is a cause
of E and denies that B is a cause. This third theory
is ‘‘atheistic’’ about B and is more parsimonious
than the first theory. However, probability theory
does not say that (A 6 øB)—that is, (A 6 øB)—is
more probable than (A 6 B). The hypothesis that
there is at least one cause of E is more probable
than the hypothesis that there are at least two
causes, but there is no a priori reason to think
that exactly one cause is more probable than exact-
ly two. Parsimony has an obvious link with proba-
bility when a logically stronger hypothesis is
compared with a hypothesis that is simpler and
logically weaker; however, when two theories are
mutually incompatible, the connection is anything
but obvious.
The giants of the Scientific Revolution frequent-

ly referred to the importance of parsimony and its
cognates. In De revolutionibus orbium caelestium,
Copernicus emphasizes that his heliocentric theory
differs from Ptolemy’s geocentric theory in that the
Ptolemaic system requires an independent model
for the motion of each planet, whereas the Coper-
nican system unifies the models for the different
planets by including a common Earth/sun compo-
nent in each. Copernicus remarks that his approach
‘‘follow[s] Nature, who producing nothing vain or
superfluous often prefers to endow one cause with
many effects’’ (Kuhn 1957, 176–179). Newton
([1686] 1953), in Principia mathematica, states as
his first rule of reasoning in philosophy that

we are to admit no more causes of natural things than
such as are both true and sufficient to explain their
appearances. To this purpose the philosophers say that
Nature does nothing in vain, and more is in vain when
less will serve; for Nature is pleased with simplicity and
affects not the pomp of superfluous causes. (3)

Leibniz ([1686] 1973, 11) defended parsimony as
a criterion in scientific reasoning by appeal to his
doctrine that God created the best of all possible
worlds; our world is perfect because it is ‘‘at the
same time the simplest in hypotheses and the rich-
est in phenomena.’’ For all these thinkers, the
methodological principle rests on an ontological

foundation. The principle of parsimony should be
used in reasoning because nature is simple, and
nature is simple because God made it so.

With the falling away of divine design as an
acceptable justification of methodological princi-
ples, a fissure appeared in the foundation of scien-
tific inference. If the principle of parsimony cannot
be justified by tracing it back to a parsimonious
creator, what could its justification be? Does the
justification of the principle require any substantive
assumptions about the natural world? Or is the
principle just part and parcel of what it means to
be ‘‘rational,’’ which we are required to be no
matter what the world is like? If the theological
account is the thesis, its antithesis is the idea that
the principle of parsimony is purely methodologi-
cal. In between these two extremes, there is much
room for accounts that reject both.

Local Versus Global Accounts

Most attempts to explain the epistemic relevance of
parsimony treat the problem globally. They assume
that if parsimony is epistemically relevant across a
range of problems involving inference, the reason
for its relevance must always be the same. Howev-
er, it is worth pondering the possibility that the
justification for using a principle of parsimony
may vary from problem to problem. Perhaps parsi-
mony needs to be understood not globally but
locally (Sober 1990).

As an example, consider the long-standing use of
parsimony as a criterion for inferring phylogene-
tic relationships in evolutionary biology (Sober
1988). Given a set of observed similarities and dif-
ferences that characterize a set of species, how are
these data to be used to figure out which species
are closely related and which are related more dis-
tantly? A standard procedure is to find the phylo-
genetic tree that requires the smallest number of
changes in ‘‘character state’’ to explain the data.
This methodology assumes that the species are ge-
nealogically related and proceeds to identify the
most parsimonious hypothesis concerning what
the pattern of relatedness is. However, there is a
prior question about phylogeny: Why think that
the observed species have any common ances-
tors? Perhaps each species can be traced back to a
separate origin.

The role of parsimony in answering this question
can be understood by examining Crick’s (1968) ar-
gument that the near universality of a single genetic
code among the organisms now on Earth is evidence
that they are all genealogically related. Crick says
that the shared genetic code is arbitrary—one
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among a large number of viable mappings of nu-
cleotide triplets onto amino acids. However, once
an organism uses a given code, its fitness is likely to
be compromised if it or its descendants modify the
code already in place. Stabilizing selection then
makes it highly probable that descendants will use
the same genetic code as their ancestors. These
biological assumptions (which Crick summarizes
in the phrase ‘‘frozen accident’’) entail that the
universality of the code would be very surprising
if the organisms now on Earth were not genealogi-
cally related (e.g., were products of 27 separate
startups) but is precisely what one should expect
if all life can be traced back to a single progenitor.
Because of this difference, Crick concludes that the
observed universality strongly favors one hypothe-
sis over the other. Notice that Crick’s argument
compares the likelihood of two hypotheses:

P (the code is now universal j all current life traces back
to a single progenitor) > P (the code is now universal j
current life traces back to 27 original progenitors and no
fewer).

Here ‘likelihood’ is used in the technical sense
introduced by R. A. Fisher (1925): The likelihood
of a hypothesis is the probability it confers on
observations, not the probability of the hypothe-
sis, given the observations. The likelihood of H is
P(OjH); its posterior probability is P(H jO).
According to the law of likelihood, the observa-
tions differentially support the hypothesis of higher
likelihood (Edwards 1972; Hacking 1965; Royall
1997).

The hypothesis that life can be traced back to a
single progenitor is simpler than the hypothesis
that it has 27 separate startups (since 1 < 27).
Crick’s argument thus provides an example in
which the principle of parsimony has a justification
in terms of likelihood. However, the connection of
likelihood and parsimony in this instance depends
on specifically biological assumptions about the
genetic code—that it is arbitrary and that it is
subject to stabilizing selection. If parsimony has a
rationale based on likelihood in inferential pro-
blems that arise in other sciences, different empiri-
cal assumptions will be required to show that this
is so. But more important, there seem to be pro-
blems in which parsimony cannot be justified in
terms of likelihood; in these problems, likelihood
and parsimony are actually at odds.

The inferential task of curve fitting provides an
example. Consider the following experiment. A
sealed pot is put on a stove. Attached to the pot are
a thermometer and a device that measures how
much pressure the gas inside exerts on the walls of

the pot. The pot is heated to various temperatures,
and the resulting pressures are observed. Each tem-
perature readingwith its associated pressure reading
can be represented as a point in a coordinate system
(see Figure 1). The problem is to use these observa-
tions to determine the general relationship between
temperature and pressure for this system. Each hy-
pothesis about this general relationship takes the
form of a curve. Which curve is most plausible,
given the observations?
One factor that scientists take into account is

goodness of fit. A curve that comes close to the
data fits them better than a curve that is more dis-
tant. If goodness of fit were the only relevant con-
sideration, scientists would always choose curves
that pass exactly through the data points. But they
do not do this—and even if they did, the question
would remain how to choose among the infinity of
curves that fit the data perfectly. Another consider-
ation apparently influences their decisions, and this
is simplicity. Often, extremely bumpy curves are
thought to be complex, whereas smoother curves
are thought to be simpler. Scientists sometimes re-
ject an extremely bumpy curve that fits the data
perfectly in favor of a smoother curve that fits the
data slightly less well. Scientists care about both
goodness of fit and simplicity, which influence how
they choose curves in the light of data. However,
these two desiderata conflict: Increasing simplicity
typically involves reducing goodness of fit.
A curve represents a deterministic relationship

between temperature and pressure; it maps x-values
onto unique y-values. However, a curve plus an
error distribution represents a probabilistic relation-
ship: Any x-value is associated with a distribution
of possible y-values, each with its own probability

Fig. 1. Data gathered from an experiment in which a pot on
a stove is raised to different temperatures and the pressure is
recorded.
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(density). In the example at hand (Figure 1), the
concept of curve plus error distribution is more
plausible, since the data are the joint product of
the true underlying relationship of temperature
and pressure and the measurement errors intro-
duced by the imperfections of the thermometer and
the pressure gauge. A standard model of error
effects a connection between goodness of fit and
likelihood: If one curve fits the data better than
another, then the former confers ahigherprobability
on the data. Given the data set depicted in Figure 1,
a straight line will have a lower likelihood than
a sufficiently complex curve that passes exactly
through each data point. Thus, even if simplicity
has a rationale based on likelihood in Crick’s argu-
ment, simplicity and likelihood apparently conflict
in the context of curve fitting.

Simplicity and Parsimony

It seems natural to say that curves differ in their
simplicity. But what would it mean to say that they
differ in parsimony? Parsimony involves paucity of
postulation, but how does the idea of abstemious-
ness apply to curve fitting? Curves are visual repre-
sentations of equations. For example, a straight
line is a representation of a linear equation, which
has the form

ðLINÞy ¼ aþ bx

and a parabola is a representation of a quadratic
equation, which has the form

ðPARÞy ¼ aþ bxþ cx2

where x and y are the independent and dependent
variables, respectively, and a, b, and c are adjusta-
ble parameters. In such equations, the adjustable
parameters represent existential quantifiers—for
example, (lin) says that there exist values for a and
b such that y ¼ a þ bx. Therefore, (lin), which
makes two ‘‘existence claims,’’ may seem more par-
simonious than (par), which makes three. This
point pertains to equations of the form (lin) and
(par), not to a specific straight line and a specific
parabola (an important distinction, which will come
up again). It is worth asking whether simplicity and
parsimony in their vernacular meanings always
come to the same thing. However, as noted at the
outset, the present discussion follows the conven-
tional practice of treating them as equivalent.

Bayesianism

Bayesianism is not the same as Bayes’s theorem.
The theorem says that the conditional probability

P(H jO)—the probability of H, given O—is a func-
tion of three other quantities:

PðH jOÞ ¼ PðO jHÞPðHÞ=PðOÞ:
This theorem is a consequence of the standard

definition of conditional probability: PðH jOÞ ¼
PðH6OÞ=PðOÞ: Bayesianism is a philosophical
position, not a mathematical truth; in its strongest
form it asserts that the epistemic notion of plausi-
bility can be understood in terms of the mathemat-
ical concept of probability and, furthermore, that
all the epistemic concepts bearing on empirical
inquiry can be understood in terms of the probabi-
listic relationships described by Bayes’s theorem.
A double application of this theorem yields the
following comparative principle:

PðH1 jOÞ > PðH2 jOÞ if and only if

PðO jH1ÞPðH1Þ > PðO jH2ÞPðH2Þ:

This biconditional makes it clear that Bayesian-
ism can use exactly two ingredients in explaining
how parsimony is able to render one hypothesis
more plausible than another in light of a set of
observations. If parsimony influences plausibility,
it must do so through prior probabilities, likeli-
hoods, or both. If the relevance of simplicity can-
not be accommodated in one of these two ways,
then either simplicity is epistemically irrelevant or
(strong) Bayesianism is mistaken. As noted previ-
ously in connection with curve fitting, likelihood
can be maximized by making one’s hypothesis suf-
ficiently complex; this seems to leave Bayesianism
only one alternative: If simplicity in such cases
influences the plausibility of a hypothesis, it must
do so because simpler theories have higher prior
probabilities. This led Jeffreys (1957) to introduce a
‘‘simplicity postulate,’’ according to which the
complexity of an equation is measured by summing
its variables, exponents, and parameters. This sim-
plicity ordering is then said to provide an ordering
of the prior probabilities of the hypotheses.

Popper (1959) argued that this postulate is in-
compatible with the axioms of probability. It as-
signs (lin) a higher prior probability than (par),
but this is impossible, since (lin) entails (par). How-
son (1988) replied that the problem can be evaded
by stipulating that the parameters in a model have
nonzero values. Instead of comparing (lin) and
(par), we should compare (lin*) and (par*),
which stipulate that a, b, c 6¼ 0. These models are
disjoint, not nested, so assigning (lin*) a higher
prior probability is consistent with the axioms.

This suggestion raises two new questions. First,
why should the original problem—comparing (lin)
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and (par)—be ignored? Should it be said that these
two models are not in competition, because they are
compatible? If so, scientific practice needs to change,
since scientists often compare nested models.

Second, why should (lin*) be assigned a higher
prior probability than (par*)? Why think that c¼ 0
is more probable than c 6¼ 0? If probabilities are
merely degrees of subjective belief, it is undeniable
that someone might have greater confidence in
the hypothesis that c ¼ 0. However, it is puzzling
why, in the absence of evidence, one should feel
this way. If a sharp pin is dropped on a line a mile
long, would you bet that the pin will land exactly
at the beginning of the line or that it will land
somewhere else? In the absence of information
concerning how the pin is dropped, it is hard to see
why you should bet on the first probability—yet this
is precisely what Jeffreys’s simplicity postulate
recommends.

Another problem with this postulate has to do
not with its correctness but with its completeness:
It imposes an ordering of prior probabilities
without providing specific values. This is important
in inferential problems when the more complex
hypothesis has a higher likelihood. If H1 has the
higher likelihood and H2 has the higher prior
probability, which has the higher posterior proba-
bility? Determining how simplicity trades off
against likelihood requires more than a simplicity
ordering.

Although Jeffreys held out no hope of getting
likelihood and parsimony to coincide, later Baye-
sians saw a way to reopen the question. To grasp
their idea, it is important to understand the differ-
ence between a model (which contains at least one
adjustable parameter) and a specific hypothesis
(which contains none). In this regard (lin) is a
model, but y ¼ 2 þ 3x is not; it is a specific linear
hypothesis. In effect, a model is a disjunction of
specific hypotheses. When it was noted earlier that
a sufficiently complex equation will fit the data
better than a simpler equation, the point pertained
to specific hypotheses. However, what would it
mean to talk about the likelihood of a model?
It is clear how y ¼ 2 þ 3x ‘‘probabilifies’’ the
data (once an error distribution is specified). But
what probability does (lin) confer on them? The
answer is that the likelihood of (lin) is the average
likelihood of the set of straight lines (i ¼ 1, 2, . . .):

Pðdata j LINÞ ¼ SiPðdata j straight line iÞ
Pðstraight line i j LINÞ:

The first term in this summation makes sense,
but what should we make of the second? If the

relation between temperature and pressure in the
example of a pot on a stove is linear, what prob-
abilities do the different specific linear hypotheses
have? Schwarz (1978) approached this problem
by thinking about the ratio of the average likeli-
hoods of two models, assuming that there is a flat,
uniform distribution over parameter values in each
model. He derived the following result, which came
to be known as the Bayesian information criterion
(BIC):

log½Pðdata jmodel MÞ� ¼ logfP½data jLðMÞ�g
�ðk=2ÞlogðNÞ;

where L(M) is the likeliest member of model M, N
is the number of data, and k is the number of
parameters in M. Notice that BIC includes a pen-
alty term for complexity. If the best-fitting straight
line and the best-fitting parabola fit the data in our
example about equally well, (par) will have the
lower estimated average likelihood because it is
more complex. Complexity is relevant to estimating
the average likelihoods of models, so Jeffreys’s
recourse to ‘‘priors’’ in his simplicity postulate is
not, as it turns out, the only Bayesian approach to
the problem.
One virtue of Schwarz’s analysis is its avoidance

of the criticism already noted—that it seems arbi-
trary and implausible, if not contradictory, to as-
sign simpler models higher prior probabilities.
(Nonetheless, questions can be raised about the
assumed flat prior distribution of the values a pa-
rameter might have in a model.) Another virtue is
that BIC specifies an exact quantitative rule for
trading off simplicity and the likelihood of L(M);
it describes how much of a gain in one is required
for a given loss in the other, if there is to be a
net improvement in the estimated average likeli-
hood of the model. However, there is a fly in the
ointment. Schwarz’s derivation uses improper
priors (i.e., priors that do not sum to unity) in
such a way that his derivation is not invariant
under reparameterization (Forster and Sober
1994). Subsequent Bayesian work derives BIC so
as to avoid this defect: The strategy is to use some
of the data to transform the initial, improper priors
into proper ‘‘posteriors’’; thereafter, the rest of the
data are taken into account to compute the final,
average likelihood. (For further discussion, see
Wasserman 2000.)

Popper and Falsifiability

Popper (1959)proposedademarcationcriterion that
separates scientific from nonscientific statements:
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The former are falsifiable. A falsifiable statement is
one that is incompatible with a finite conjunction
of observation statements. Falsifiable statements
do not have to be false; rather, they have the nice
property that observation can disprove them if, in
fact, they are untrue.
Just as falsifiability separates science from non-

science, so degree of falsifiability distinguishes
some scientific statements from others. The (lin)
model can be falsified by three data points, but not
by any smaller number. A single data point, or any
pair of data points, can be supplied with a straight
line that passes through them exactly. On the other
hand, (par) requires at least four data points to be
falsified. This means that (lin) is more falsifiable
than (par).
Popper saw this as the key to understanding

simplicity in science. Simpler theories are easier to
falsify: If they are false, fewer data are required to
show this. Popper turns Jeffreys’s simplicity pos-
tulate on its head; whereas Jeffreys thinks that
simpler theories are more probable, Popper thinks
that simplicity goes with greater content: Simpler
theories say more and hence are less probable.
It is clear that more falsifiable hypotheses have

a pragmatic virtue: It is easier for us to prove
them false, if they are false. The principal reserva-
tion philosophers have had regarding Popper’s
analysis is that it fails to account for the epistemic
significance of parsimony. Why should predictions
be based on simpler models rather than on more
complicated models that fit the data equally well?
It is here that Popper aligns himself with the skep-
tic and in opposition to the Bayesian. There is no
assurance that our best hypotheses are true or even
probably true. All that can be said is that they
so far have evaded our best attempts to disprove
them. Simplicity can provide no guarantee of truth
or of probable truth, for the simple reason that
nothing can.
There are further problems with Popper’s ac-

count of simplicity. First, although it entails that
(lin) is simpler than (par), it does not have this
consequence when a specific straight line and a
specific parabola are compared. Each can be falsi-
fied by a single data point, so the two are equally
falsifiable; this means that Popper must say they
are equally simple. In addition, Popper’s notion of
degrees of falsifiability is restricted to hypotheses
that have deductive consequences (perhaps in con-
junction with auxiliary assumptions) about obser-
vations. If the hypotheses in question confer only
probabilities on the data, they are not falsifiable.
Since observation is virtually always subject to
error, this is a large gap in Popper’s theory.

Akaike and Selecting Models

The Bayesian approach to selecting models is not
the only game in town. Before Schwarz (1978)
proved his result, Akaike (1973) provided an alter-
native treatment (see also Sakamoto, Ishiguro, and
Kitagawa 1986; Burnham and Anderson 1998). In
fact, Akaike’s contribution was twofold: He de-
scribed a goal for selecting models—predictive ac-
curacy—and he proved a theorem concerning how
the predictive accuracy of a model can be estimated
(Forster and Sober 1994).

How might a model like (lin) be used to make a
prediction about the pressure in our pot if the pot is
brought to a certain temperature? A specific linear
hypothesis, such as y ¼ 2 þ 3x, makes a prediction
about the y-values that will be associated with
newly observed x-values, but what does (lin) tell
us to expect? The answer is that (lin) makes pre-
dictions by a two-step process. First, one uses old
data to estimate the maximum likelihood values of
the parameters in (lin); then one uses this fitted
model to predict new data. Thus, from the old data
and (lin) one obtains L(lin), the likeliest member
of (lin); it is L(lin) that makes a definite prediction
about new data.

How well will L(lin) predict new data? That
depends, of course, on the true underlying relation-
ship between temperature and pressure. In addi-
tion, since different data sets drawn from the
same underlying distribution may differ, L(lin)
may make fairly accurate predictions about some
data sets and rather inaccurate predictions about
others. Because data sets may vary, it makes sense
to define the predictive accuracy of a model as its
average performance across multiple data sets.

If maximizing predictive accuracy is the goal,
how is this goal to be achieved? How can we tell
whether a model will make accurate predictions
about new data, given just the single data set that
we have at hand? If we opt for the model that best
fits the data, we will usually select a fairly complex
model. Working scientists know from practical ex-
perience that a complex model fitted to old data is
often a poor predictor of new data; in such cases,
the model is said to ‘‘overfit’’ the data. Sometimes a
simpler model, although it does not fit the old data
as well, will be a better predictor of new data. A
mathematical explanation of this familiar fact is
provided by Akaike’s (1973) theorem:

An unbiased estimate of the predictive accuracy

of model M ¼ log P ½data jLðMÞ� � k;

where k is the number of adjustable parameters
in the model. We obtain the log-likelihood of the
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best-fitting member of the model and then subtract
k, which is a penalty for complexity. This estimate is
called the Akaike information criterion (AIC) score
of the model. Forster and Sober (1994) recommend
representing the estimate per datum—that is, multi-
plying the right-hand side by 1/N, where N is the
number of data; this helps defuse the criticism that
AIC is statistically inconsistent (Forster 2002). Al-
though it is intuitive to think about Akaike’s frame-
work in the context of curve fitting, it and other
criteria for selecting models apply to a far larger
range of inference problems, including those that
arise in causal modeling (Forster and Sober 1994).

Akaike’s theorem, as such, must be considered
for the assumptions that go into its proof. First,
there is an assumption about the uniformity of
nature, which has two parts: (1) It says that the
old and new data sets described in the definition of
predictive accuracy are drawn from the same un-
derlying distribution, and (2) it assumes that the
x-values sampled in different data sets are drawn
from a single distribution. For this reason, Forster
(2000) describes AIC as addressing the problem of
interpolation; the model-selection criterion that
would be appropriate for extrapolation is not de-
scribed by Akaike’s theorem, whose proof also
requires an assumption about normality; roughly,
this says that repeated estimates of a parameter in a
model form a normal distribution.

What does it mean to say that AIC is unbiased?
If your bathroom scale is unbiased, it may give
different readings of what you weigh, but the aver-
age of these must be your true weight. If the scale is
unbiased, so is the procedure of adding or subtract-
ing 50 percent of what it says, depending on the
result of tossing a fair coin. This second estimation
procedure also is centered on the true value, but it
has higher variance than the procedure that just
takes the scale’s reading at face value. Similarly,
the fact that AIC provides an unbiased estimate of
a model’s predictive accuracy leaves open whether
its estimates have minimum variance. Further-
more, it is not clear that lack of bias should be
regarded as a necessary condition for an acceptable
estimator. Suppose that a scale has very low vari-
ance but is slightly biased; on average, it reads a
little too high or a little too low (it is not clear
which). Would one decline to use this scale if the
alternative is to use a scale that is unbiased but has
enormous variance?

In the literature on selecting models, AIC and
BIC are often treated as competitors. This is odd,
since the two criteria were derived as solutions
for different problems. BIC estimates average
likelihood; AIC estimates predictive accuracy.

This does not mean that they cannot be considered
as possible solutions to the same problem; howev-
er, to do so involves wrenching one of them from
its natural conceptual home. Forster (2002)
describes a set of simulations in which AIC is better
at estimating predictive accuracy in some circum-
stances, while BIC is better in others. If we knew in
advance where the problem we want to solve is
located in parameter space, such simulations
might indicate which model-selection criterion to
use. However, the sad fact of the matter is that we
often do not know enough about the factual setting
of a problem for this to be possible.
Akaike’s framework and criterion have impor-

tant implications for the debate concerning realism,
empiricism, and instrumentalism. It often turns out
that a model known to be false has a higher AIC
score than a model known to be true. This means
that the goal of finding predictively accurate mod-
els differs from the goal of finding true models.
If realists maintain that the goal of science is to
find true theories, and empiricists maintain that the
goal of science is to find empirically adequate the-
ories (van Fraassen 1980), then Akaike’s frame-
work and theorem open the door to a third
possibility. Instrumentalism, shorn of the faulty
philosophy of language, which led it to deny that
theories have truth values, becomes an option
worth exploring (Sober 2002).

ELLIOTT SOBER
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PARTICLE PHYSICS

Because its subject matter is the structure and be-
havior of the fundamental constituents of the phys-
ical world, particle physics involves a unique blend
of experimental, theoretical, and philosophical
issues. In the 1930s, early particle physics looked
at cosmic ray traces in Wilson cloud chambers and
results from particle accelerators probing distances
of the order of the size of an atomic nucleus (ener-
gies of about 100 million electron-volts [MeV])
(Brown and Hoddeson 1983). Particle physics
made use of a patchwork of models that included
quantum electrodynamics, Enrico Fermi’s theory
of radioactive b-decay, and Hideki Yukawa’s
meson theory. Today, the Tevatron at Fermilab
collides protons and antiprotons accelerated to
980,000 MeV to create charged jets of strongly
interacting particles that have probably not existed
in the universe since the big bang. The standard
model in particle physics, with its unified theory of
three of the four fundamental forces in nature, is
the current dominant paradigm. A central concep-
tual problem of particle physics since its inception
has been to define and establish an appropriately
tight connection between an account of the basic
building blocks of matter (fundamental theory)

and experimental predictions (phenomenological
models).

Early Particle Physics

Particle physics emerged in the 1930s as a conflu-
ence of three distinct fields of physics: nuclear
physics, cosmic ray physics, and quantum field
theory (QFT). The consensus at the time was that
matter was composed entirely of two fundamental
particles—negatively charged electrons and posi-
tively charged protons—and that there were two
fundamental forces of nature: electromagnetism,
mediated by the photon, and gravitation. Atoms
were thought to be composed of electrons orbit-
ing a nucleus composed of protons and electrons
bound tightly together. Early observations of fair-
weather ‘‘atmospheric electricity’’ at the turn of the
twentieth century had expanded by late 1920s into
a well-developed program of research studying cos-
mic rays, that is, ionizing radiation from outer
space. This radiation was thought to consist of
high-energy photons.

On the theoretical side, physics by the mid-1920s
appeared equally successful and complete. Einstein’s

PARSIMONY

538



theories of special and general relativity gave a
framework for understanding gravitation and the
macroscopic structure of the universe (see Space-
Time). The theory of quantum mechanics, establi-
shed in 1925 and 1926, offered a successful account
of the dynamics of atomic particles (see Quantum
Mechanics). Modulo a smattering of puzzles and
anomalies, relativity and quantum mechanics
appeared to cover all the fundamental laws of na-
ture. Early particle physics (1930–1947) is largely
the story of how this picture broke down.

The main theoretical challenges were to develop
a relativistic account of the electron and a quantum
theory of fields (see Quantum Field Theory). Paul
Dirac’s 1927 theory of quantum electrodynamics
(QED), an early QFT, allowed one to calculate
the probability distributions for various observable
properties of an electron in the relativistic, high-
energy domain. As Werner Heisenberg pointed
out, however, Dirac’s theory had a troubling con-
sequence. In classical relativistic mechanics, parti-
cle transitions from positive to negative energy
states are impossible. Dirac’s theory, by contrast,
predicted that positive-energy, negatively charged
electrons should fall into negative-energy, positive-
ly charged states, rendering all matter highly unsta-
ble (Brown and Hoddeson 1983). In early 1930,
Robert Oppenheimer suggested a possible solution
to this problem: the transitions to negative-energy
states do not occur because all these states are
already filled. The only positively charged particle
known at that time was the proton, but its mass
(4,000 times that of the electron) made it difficult to
fit into Dirac’s theory. It took a year for Dirac
publicly to speculate that his theory predicted the
existence of a new particle, with the same mass but
opposite charge of the electron. It took another
year for Carl Anderson to publish cosmic ray
experiments showing cloud chamber tracks of a
new particle, dubbed the positron, fitting Dirac’s
description.

Anderson’s discovery of the positron had a large
impact on early particle physics, making it possible
for experimentalists and theortists to extend their
ontology beyond the two-particle (electron and
proton), two-force (electromagnetism and gravity)
picture. Two new nuclear forces were introduced,
along with an array of new particles. The
subsequent discovery of the neutron solved funda-
mental problems of nuclear physics. The weak
nuclear force was introduced to explain the radio-
active decay of nuclei and, in particular, the decay
of the neutron into a proton, electron, and anti-
neutrino. Finally, Hideki Yukawa developed a rev-
olutionary model introducing the strong nuclear

force. Yukawa knew that the force binding protons
and neutrons in the atomic nucleus was much
stronger than the electromagnetic force. He visua-
lized this strong nuclear force as due to an ex-
change of some particle. However, no known
particle fit the bill: The particle had to have a
mass somewhere between 200 times more than the
electron and 10 times less than the proton. This
speculation, published in November of 1934
(Yukawa 1934; Brown 1981), was extravagant:
there must exist a new quantum field requiring a
novel kind of particle called a meson, a particle
as massive as the electron yet behaving statisti-
cally like the photon. A series of cosmic ray ex-
periments in 1937 revealed this new meson, and
by the end of the 1930s Yukawa’s meson field
theory had become universally accepted. (The first
nuclear bombs were constructed using Yukawa’s
meson field theory.) Meson theory became (and
remains today) a paradigm for particle physics,
in which the fundamental structure of matter
involves the creation and annihilation of esoteric
and ephemeral particles that have no analog or
basis in classical physics and in which abstract,
highly mathematical theories are necessary for an
acceptable interpretation.
By the early 1940s, particle physics had become

an established field of physics, the primary goal of
which was the search for fundamental particles and
fields. Particle physics could account for three of
the four forces of nature (gravity is too weak to be
effective in the subatomic domain) and offered a
satisfying classification of matter at a fundamental
level reminiscent of Mendeleev’s periodic table.
Particles that underwent strong interactions, such
as the proton, neutron, and Yukawa’s meson, were
classified as hadrons. Particles that underwent only
weak or electromagnetic interactions were classi-
fied as leptons, and these included the electron,
photon, and neutrino. But perhaps the most impor-
tant result from this period is the classification of
particles based on their spin properties, and the
profound (and to this day mysterious) connection
between spin and the statistical behavior of parti-
cles first investigated by Pauli (1940).
Elementary particles, such as electrons, are iden-

tical. This means that given a system of n electrons,
if one state of that system is allowed by the dy-
namical laws of nature, so will any other state that
can be obtained by permuting (switching) the par-
ticles. How does nature know which of these states
is the correct one? Or are they all correct? Nature,
it turns out, divides particles into two exhaustive
and mutually exclusive groups with distinct sym-
metry (permutation) properties: particles of integer
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spin (0, 1, 2, . . .), called bosons, and particles of
half-integer spin (1

2
; 3
2
; 5
2
; . . .), called fermions.

These symmetry properties have profound conse-
quences for the structure of the universe: they en-
able fermions (e.g., electrons, protons, neutrons) to
form substantial matter, and bosons (e.g., photons,
mesons) to provide the glue that holds this matter
together at the atomic and subatomic levels. This
connection between spin and statistical properties
of particles was established by Pauli based on very
general principles such as Lorentz invariance, mi-
croscopic causality, and the conservation of proba-
bility (unitarity) (see Quantum Field Theory).

A Proliferation of Symmetries and Particles

From the end of World War II until the mid-1960s,
particle physics was driven by a flood of experi-
mental results that completely swamped efforts
to develop a unified understanding of the sub-
atomic domain. Particle physics no longer had to
rely on cosmic ray observations, as a new genera-
tion of powerful particle accelerators was able to
produce and detect high-energy particles in a
more systematic and efficient way. This resulted
in the creation and detection of dozens of new
particles, from the k-mesons (kaons) of the early
1950s to the ultra-heavy omega-minus (O�) hadron
in 1964. It also resulted in astonishing discover-
ies, such as that of parity violation, which upset
deeply held beliefs about the fundamental struc-
ture of matter. One common intuition about
space, famously articulated by Kant, is that there
can be pairs of objects, such as a left hand and
a right hand, such that one object is the
mirror image of the other, but no rigid motion
(translation or rotation) can transform the one
into the other. While familiar objects in the world
commonly exhibit this kind of handedness, Kant
assumed (as have all philosophers and physicists
since) that the fundamental structure of nature
does not.
Parity is the idea that for any physically possible

state, the mirror image state (obtained by inverting
one spatial coordinate) is also physically possible,
and this obvious and basic spatial symmetry was
implicitly assumed in theories in particle physics.
Testing for parity is difficult, however, since expec-
tation values of most quantum observables are
equal for physical processes and their mirror
images. Important exceptions are pseudoscalar
processes, those that are the scalar product of vec-
tor quantities (which transform v ! �v under
reflection) and axial-vector quantities (which

transform a!þa under reflection). Nonzero pseu-
doscalar processes were observed in an experiment
by Wu on the b-decay of cobalt 60 in 1957 (Wu et
al. 1957). This violation of parity at a fundamental
level came as a severe shock to the particle physics
community, and the question posed by Pauli
still has not been answered: what physical reason
is there for parity to be violated in weak interac-
tions but conserved in strong and electromagnetic
ones?

Other symmetries, such as strangeness, were
invented to try to make sense of particular experi-
mental results. Certain kinds of particle interac-
tions that should be physically possible were not
observed, or observed only rarely. The negatively
charged sigma particle (

P�), for instance, was
readily produced by the strong interaction p�p !
KþP� (where the pion [p�], proton [p], and kaon
[Kþ] are all particles), but it had an anomalously
long lifetime and was observed to decay only
weakly via

P� ! np� (where n is the neutron).
An economical and powerful way of accounting for
these facts is to posit a new symmetry (an additive
quantum number), that strangeness, and to stipu-
late that in strong and electromagnetic interactions
strangeness is conserved (these interactions are
symmetrical with respect to strangeness), while
strangeness is violated in weak interactions. The
absence of the strong decay

P� ! np� is explained
by the fact that this decay fails to conserve
strangeness. In this way, strangeness is used to
explain why certain particles undergo strong or
electromagnetic interactions in some situations
but not in others. The strangeness symmetry
scheme, and many others like it, were clearly stop-
gap measures in the face of huge amounts of new
data and the general failure of quantum field theo-
retic approaches to predict, retrodict, or explain
these results.

Quantum field theoretic approaches also faced
a serious problem having to do with the presence
of infinities in the theory. For any QFT describing
interactions, predictions cannot be derived analyti-
cally, but only by means of perturbation techni-
ques. In a perturbation expansion, these QFTs
give rise to divergent integrals that yield values
that differ, infinitely, from experimental results.
Renormalization techniques eliminate these diver-
gent integrals and render the corresponding phe-
nomenological models predictively accurate (see
Quantum Field Theory). A guiding principle in
particle physics almost since its inception has been
that only renormalizable QFTs are even candi-
dates for true fundamental theories, because only
renormalizable quantum field theories exhibit the
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appropriately tight connection between an account
of the basic building blocks of matter and experi-
mental predictions. For QED the problem turned
out to be soluble by means of renormalization
techniques developed by Richard Feynman and
others in the late 1940s (Schweber 1994). QFTs of
the strong and weak nuclear forces, by contrast,
were not renormalizable and did not work very well
computationally.

By the early 1950s, the ability of a theory to
produce the right numbers was taken to be its
primary, if not exclusive, virtue. A new generation
of experiments in particle physics was producing
unprecedented amounts of data, enabling a great
increase in the accuracy of experimental measure-
ments. There was a widespread conviction among
physicists that it would be many years before field-
theoretic approaches would yield a theory of the
strong or weak interactions that gave the right
numbers. This feeling persisted right to the end of
the 1960s, and the developments described below—
the rapid rise of QFT in the early 1970s—thus came
as a surprise.

But which elements of the field-theoretic ap-
proach should be abstracted and incorporated
into the new, more successful theories? Work in
theoretical high-energy physics in the 1950s and
1960s was guided by two main answers to this
question. One approach attempted to salvage
much of the QFT model, but without the notion
of a physical field or the claim to be describing
nature at a fundamental level. What replaced field
theories were what physicists called phenomenologi-
cal theories: computational schemes of limited
scope and accuracy based closely on experimental
results and heuristic considerations. The two most
well known examples of this kind of approach are
the vector/axial-vector (V-A) model of weak inter-
actions and the current-algebra approach to strong
interactions (which involves abstracting an interac-
tion current from a hypothetical field and exploring
its algebraic properties) (Brown, Dresden, and
Hoddeson 1989). Both of these approaches use a
field-theoretic apparatus but without any notion of
a physical field or particle mediating the interac-
tions. Murray Gell-Mann’s oft-quoted culinary
metaphor is apt to describe how field-theoretic
approaches were used:

In order to obtain such relations that we conjecture to be
true, we use the method of abstraction from a Lagrang-
ian field theory model. In other words, we construct a
mathematical [model] . . . , which may or may not
have anything to do with reality, find suitable algebraic
relations that hold in the model, postulate their validity,
and then throw away the [field-theoretic] model. We

may compare this process to a method sometimes
employed in French cuisine: a piece of pheasant meat
is cooked between two slices of veal, which are then
discarded. (Gell-Mann 1964, 73)

The S-Matrix Program and Particle
Democracy

A more radical approach eschewed the field-
theoretic paradigm completely. In the mid-1950s,
it was suggested that several constraints of a gener-
al sort (such as Lorentz invariance, analyticity,
unitarity, and simple boundary conditions) might
be enough to specify both strong-interaction
dispersion relations and the scattering matrix (S-
matrix), two important calculational results that
had traditionally been derived using field-theoretic
methods (Chew 1962; Cushing 1990). These results
describe virtually all experimentally observed
quantities and enable one to make empirical predic-
tions. By 1961, an S-matrix research program was
well established, which would dominate strong-
interaction physics for the next decade. As the lead-
ing proponent of the S-matrix research program,
Geoffrey Chew (1961), put it:

So that there can be no misunderstanding of the position
I am espousing, let me say at once that I believe the
conventional association of fields with strongly interact-
ing particles to be empty. . . . I am convinced that future
development of an understanding of strong interactions
will be expedited if we eliminate from our thinking such
field-theoretical notions as Lagrangians, ‘‘bare’’ masses,
‘‘bare’’ coupling constants, and even the notion of ‘‘ele-
mentary particles.’’ (3–4)

The most radical philosophical aspect of the
S-matrix program is its proposal of ‘‘particle
democracy,’’ the idea that the concept of an ele-
mentary particle, as it is commonly used in
field-theoretic approaches, is incoherent. QFTs
proceed by writing down a Lagrangian (field
equation) based on information about elementary
particles and their corresponding fields, from
which eventually an S-matrix is derived. This
entails a distinction between elementary parti-
cles—those that correspond to quantum fields—
and composite particles such as bound states; this
distinction is important, since by definition ele-
mentary particles and their corresponding fields
are those that are sufficient to determine the S-
matrix. But this definition begs the question. Only
once a complete dynamical theory has been devel-
oped can one say which particles are elementary
and which particles are not—but in order to solve
the dynamical problem, according to QFT, one
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must know which particles are elementary. Thus,
the notion of an elementary particle is not well
defined in QFT.
The S-matrix program avoids this problem by

offering a dynamical theory that does not require
the notion of an elementary particle: all particles,
bound states, and resonances are ontologically
equal. Of course, the S-matrix program offers a
different sort of conception of dynamics than that
offered by field theory, and in two major ways.
First, S-matrix theory does not offer a picture of
the unobservable elements of strong interaction
dynamics, that is, what happens between the
measured initial and final states. QFT, on the
other hand, appears to offer a picture of particles
constrained by potential fields. According to its
proponents, S-matrix theory was superior to field
theory in this regard, because the picture of the
unobservable dynamics offered by QFT is at best
unnecessary and at worst extremely problematic
(given the above-mentioned problem with the
notions of elementary particle and field). Second,
field theory is foundational in the sense that it
contains a small set of fundamental elements
from which all the dynamics can be calculated.
S-matrix theory, by contrast, is anti-foundational.
Without the elementary-particle concept to focus
attention on particular elements of the S-matrix,
the question immediately arises: Where does one
begin a dynamical calculation? The answer is that it
does not matter; one may begin anywhere, taking
an arbitrary ‘‘particle’’ (bound state, resonance,
etc.) as a starting point and attempting to reach
as much of the S-matrix from this point as compu-
tational ability allows.

Quantum Field Theory Redux: The
Standard Model

The establishment of the standard model in the
early 1970s brought with it a renaissance of QFT
as the central theoretical tool in particle physics
(Hoddeson et al. 1997). In fact the standard
model may be described somewhat loosely as two
applications of QFT to the real subatomic world,
namely quantum electroweak dynamics (QEWD),
which covers electromagnetic and weak interac-
tions, and quantum chromodynamics (QCD),
which covers strong interactions.
QEWD, first proposed in 1967, extends QED to

cover weak interactions by means of a mathemati-
cal technique called spontaneous symmetry breaking
(Weinberg 1967; Salam 1968). This technique
allows QEWD to have symmetries that are broken,

or not present, in nature. An example of spontane-
ously broken symmetry in nature is a metal
rod, balanced vertically on a flat surface, where a
downward force is applied to the top end. The
complete theoretical description of the vertical
rod and the vertical downward force is rotationally
symmetrical around the vertical axis. But if
the force is large enough, the rod will buckle,
breaking the rotational symmetry of the system.
Spontaneous symmetry breaking was the key to
a unified theoretical description of electromagnetic
and weak forces, and it also provided a theore-
tical mechanism for giving rise to masses of the
leptons and quarks that make up matter and some
of the interacting bosons. QEWD was extended to
cover electromagnetic and weak interactions of
hadrons in 1970 (Glashow, Iliopoulos, and Maiani
1970), was shown to be renormalizable in 1972
(t’Hooft and Veltman 1972), and received a key
experimental confirmation with the detection
of weak neutral currents in 1974 (Galison 1987
and 1997).

QCD faced an additional conceptual hurdle. In
the 1960s, several physicists proposed that
hadrons, such as protons and neutrons, were not
fundamental entities but were composed of point
particles with fractional electric charges, called
quarks. Experiments seemed to show that these
quarks floated freely inside hadrons. So, why did
the hadrons not just fly apart? And why had no
single quarks (easily identifiable by their fractional
charge) ever been observed? David Gross, the
founder of QCD, reasoned that the strong interac-
tion had to be strong at large distances, to keep
the quarks together inside hadrons as well as to
account for observed strong-interaction phenome-
na, but very weak at short distances, to account
for their behavior as free particles inside hadrons
and thus for the experimental results (precisely
the opposite of the gravity, electromagnetism,
and the weak force!) (Gross and Wilczek 1973).
Unlike electrical charge, which is bivalent (positive
and negative), the strong charge in QCD is triva-
lent. Its three values are conventionally called
‘colors’—red, green, and blue—and there are eight
bosons, called gluons, mediating the strong color
force. There remains, however, the problem of con-
finement: No free quarks have ever been observed,
no free gluons have ever been observed, and no
color charge has ever been observed (all observed
particles are color neutral). On a theoretical level,
QCD does not provide a dynamical mechanism
that explains confinement. On a conceptual level,
the question remains whether and in what sense
one can have a fundamental QFT in which the
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elementary entities literally do not exist in free
space.

QEWD and QCD, which collectively make up
the standard model, are characterized by a
Lagrangian whose form is determined in part by
the constraints of gauge invariance and renormaliz-
ability (see Quantum Field Theory). Connection
with experimental results is achieved through phe-
nomenological models. In contrast to S-matrix,
V-A, and current-algebra theories, the standard
model was taken to offer a fundamental theory of
the subatomic domain, and this was understood as
the source of many of its theoretical virtues. The
standard model admits a realistic interpretation, in
the sense that the matter and interaction fields
occurring in the basic Lagrangians can be taken
to describe physical quantum fields that produce
and explain observed scattering cross-sections and
other experimental results. The realist interpreta-
tion, moreover, presents a tidy ontological picture
in which there are only a small number of funda-
mental entities: 24 or so basic fields and their asso-
ciated particles. This realistic picture can be well
confirmed by experimental results, in a way that
purely phenomenological theories cannot, because
confirmation of each phenomenological model
accrues also to the fundamental theory from
which the model is derived. The point most empha-
sized by physicists, however, is the unity of the
standard model at a fundamental level and the
understanding of nature that follows: the whole
subatomic realm is composed of a small number
of elementary particles and fields, and all dynamics
follow from a single equation of motion (Weinberg
1980; Wayne 1996).

The standard model’s status as a fundamental
theory, and the theoretical virtues that follow, de-
pend on an appropriate connection between QFTs
and phenomenological models. Roughly, what is
required is that a phenomenological model is
what the fundamental theory says in the particular
circumstances covered by the model. In a semantic
approach to scientific theories, this is usually taken
to mean that the phenomenological model is a
submodel of the fundamental theory (see Theories).
In a syntactic approach, the relation is typically
taken to be one of deductive entailment, where
the phenomenological theory is deduced from
the fundamental theory plus a description of the
specific conditions in which the phenomenological
theory applies. In the standard model, as in earlier
QED, the connection is secured by renormaliza-
tion. Standard-model physics, like early particle
physics, has as its central task the search for
a fundamental theory. Thus the requirement

that standard-model QFTs be renormalizable has
functioned as a regulative principle in theory con-
struction and is supposed to yield QFTs that are
candidates for true descriptions of the world at all
scales, from the ultra-high-energy Planck length to
the macroscopic world. (The Planck length, about
10�35 meters, is the distance at which gravitational
effects become as strong as those due to the other
forces of nature.)
Since the standard model was established in the

mid-1970s there have been a variety of challenges
to its status qua fundamental theory, and for the
most part, these challenges hinge on the issue of
renormalization. A philosophical challenge stems
from the fact that renormalization techniques in-
volve steps in which additional information is
introduced. This happens first when the QFT is
regularized: divergent integrals are replaced with
finite ones, via the introduction of momentum
cutoffs, dimensional regularization, or some other
regularization procedure. Thus, phenomenological
theories are not submodels of, or deductive conse-
quences of, the fundamental QFTs (Huggett 2002).
There are also a number of technical worries about
the mathematical stability, coherence, and domain
of applicability of perturbative renormalization
techniques (Cao and Schweber 1993). Finally,
attempts to extend the standard model to cover
the fourth force of nature, gravity, have been un-
successful. These attempts introduced a new quan-
tum field and associated particle, the graviton, with
mass zero and spin 2, which propagates in a flat
Minkowskian space-time. It was found, however,
that perturbative quantum gravity was not renor-
malizable and hence not a candidate for funda-
mental theory (Isham, Penrose, and Sciama 1981).
The development of particle physics since the
1970s has been framed by the resulting dilemma:
One can retain standard-model QFTs yet aban-
don the claim that they represent fundamental the-
ory, or one can abandon standard-model QFTs
and focus on alternative routes to fundamental
theory.
The effective field theory (EFT) program, first

developed by Weinberg (1979) in the late 1970s,
takes the first horn. The EFT program begins
with the assumptions that QFTs at different
energy scales take different forms and that no one
QFT is applicable across all energy scales. Fermi’s
nonrenormalizable b-decay model of the weak
nuclear force is a prime example of an EFT, valid
at an energy scale (up to 300 GeV) set by the
masses of the heavy W and Z bosons mediating
weak interactions. In this case, there is a renor-
malizable QFT—electro-weak theory—of which

PARTICLE PHYSICS

543



Fermi’s model is a low-energy approximation. In
general, however, EFTs are constructed without
knowledge of whether there exists any renormaliz-
able theory at a higher energy scale. In the EFT
approach, the regulative principle of renormaliz-
ability is replaced with a principle that nonrenor-
malizable EFTs are to be pursued subject to a
constraint, which can be formulated precisely,
concerning the partial decoupling of the physics
in the domain of the EFT from the physics in
higher-energy domains. In short, the EFT ap-
proach consists of phenomenological models all
the way down.
The superstring research program, which began

in the mid-1980s, grasps the second horn of the
dilemma (Callender and Huggett 2001). The su-
perstring program retains renormalizability as a
guiding principle in theory construction and aims
at a unified description of the fundamental forces
of nature. Superstrings are one-dimensional
closed strings that propagate in a space-time of
dimension greater than 4, and quantization results
in a theory that is perturbatively renormalizable.
Superstring theory fits squarely within the funda-
mentalist tradition in particle physics, in which a
Lagrangian field theory is combined with per-
turbative techniques and renormalization to yield
phenomenological models. Work since the 1990s
on the foundations of superstring theory is begin-
ning to suggest ultimate limits on the applicability
of this sort of approach, stemming in part from
the result that the very concept of a space-time
manifold is not applicable at the Planck length.
Whatever theoretical form it takes next, the desire
within particle physics for an account of the funda-
mental structure of the physical world remains
strong.

ANDREW WAYNE
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PERCEPTION

Perception is a traditional focus of philosophical
investigation. It has frequently been an area of
collaboration between science and philosophy.
Plato, Aristotle, Alkindi, Alhazen, Descartes, and
Berkeley are philosophers who count as pivotal fig-
ures in the history of perceptual science (Lindberg
1976). The study of perception is an area in which
sharp lines between science and philosophy get
erased. This is one reason why the theory of per-
ception is of particular interest to the philosophy of
science. Another reason is that the theory of per-
ception is one of the best-developed areas of scien-
tific study of the mental. Empirical theories of
perception stand as object lessons in what a science
of the mind might hope to accomplish.

This article reviews some important themes in
the theory of perception, with an eye to the dia-
logue between science and philosophy. It begins,
however, with some general comments on the phi-
losophy of perception.

The Philosophy of Perception: An Overview

Philosophical puzzlement about perception stems
from two basic facts:

1. Perceptual states (experiences, percepts) are
subjective states of consciousness. It is natu-
ral to think that perceptual states happen in
the perceiver (in the mind, say, or in the
nervous system). Perceivers know such states
from the inside. Perceptual experiences have
a definite felt character. Visual experiences
are different from auditory ones, and smell-
ing is different from touching. Whatever else
they are, these are differences in their felt
character.

2. Perceptual experiences are world referring.
They always present things as being some
way or other. One might feel that the temper-
ature has gone down in the room, and then
look up to see that the fire is out. In this
way, perceptual experience raises the ques-
tion, at least implicitly, of whether things
are as they are experienced as being. Percep-
tual experiences are always either veridical or
nonveridical. Many philosophers assume that

perceptual experiences are world referring
because they are intentional, in the philoso-
pher’s technical sense: Like thoughts or sen-
tences, perceptual experiences are about the
world (see Intentionality).

The central challenge faced by any theory of
perception is to explain each of these features and
how they can both be true.
Many writers have assumed that insofar as per-

ceptual states are subjective, they are a special kind
of bodily sensation. For example, there is the
sensation of a pin prick, and there is the sensation
of red. Bodily sensations, however, are not world
referring. They do not present the world as being
a certain way. A headache, for example, may hurt
(and perhaps suggest overindulgence), and the ex-
perience of the headache may likewise inform
one of an event taking place in a particular part
of one’s body (e.g., the left temple), but the head-
ache itself, a mere sensation, does not refer beyond
itself; it is not intrinsically as of a state of affairs.
What is it, then, about perceptual sensations that
differentiates them from mere bodily sensations
and allows them to present the world? One influen-
tial strategy for addressing this issue has been to
view sensations as, as it were, ‘‘natural signs’’ of
that which causes them. This is the guiding meta-
phor of much empiricist work on perception (in the
tradition of Locke, Berkeley, Hume, and Reid).
Sensations (or ideas or impressions) are effects
in one produced by things in the world. Knowledge
of what is going on in the world—the very ability of
one’s perceptions to present states of affairs in
the world—derives from one’s experience of such
patterns as similarity, proximity, and conjunction
in simple sensory effects.
This approach has two clear virtues: (a) It is

naturalistic, conforming to a plausible model of
perceivers as animals on whom the environment
impinges through different patterns of physical
stimulation, and (b) it nicely addresses the first
fact mentioned above, that perceptual states are
states of consciousness. In the empiricist view, per-
ceptual states are sensations (see Empiricism). A
basic problem with the empiricist strategy, how-
ever, is that it falls short of providing an adequate

PERCEPTION

545



account of the world-referring character of percep-
tual experience. As a result, it actually fails to do
justice to the character of perceptual consciousness.
Consider the visual experience of deer grazing in

a meadow. This is an experience of deer, or at least
of what visually appear to be deer. It is not an
experience of sensations on the basis of which one
infers or concludes that it is the experience of deer.
The empiricist confuses the question of veridicality
and that of intentionality. It is surely true that there
is nothing in the visual experience of deer in the
meadow that, as it were, self-certifies the experience
as veridical. In that sense, perceptual judgment goes
beyond what is given in experience. The mere fact
that it looks to one as if there are deer is not enough
to settle the question of whether there are. How-
ever, from this it does not follow that there is also
an open question about how the experience pre-
sents things as being. One may be mistaken that
there are deer; but one is not likely to be mistaken
about the fact that it looks as if there are. The
intentional content of an experience—how it pre-
sents things as being—is given immediately with the
experience. The empiricist fails to account for the
intrinsic intentionality of perceptual states and, be-
cause of this, misdescribes what sort of conscious
states perceptual experiences are. The upshot of
these considerations is that perceptual states are
not composed of bodily sensations. One needs to
look elsewhere for an account of their qualitative
character.
Intentionality may provide part of the solution.

After all, surely a good deal of what determines the
qualitative character of a given perceptual experi-
ence is the fact that it is, say, the visual experience
of deer grazing in a meadow. Some philosophers
believe, however, that this cannot be the whole
story (e.g., Peacocke 1983). There are aspects of
what it is like to have a perceptual experience that
are not fixed by the intentional content as features
of the way the experience presents the world as
being. Philosophers refer to these additional fea-
tures as qualia (singular: quale), or phenomenal or
sensational properties of experience.
In addition, many theorists now believe that not

all perceptual states with intentional content are
phenomenally conscious. As an example of this,
consider ‘‘blindsight.’’ Perceivers with damage in
the visual cortex have scotomas, or blind fields,
where they cannot see. If asked to identify objects
presented in the blind field, such patients respond
that they cannot see them. If asked to guess as to
the identity of presented objects, however, such
patients may answer correctly significantly higher
than would be expected from chance alone. In cases

such as this, it is tempting to say that there is an
absence of phenomenal consciousnesss but the
presence of intentional content.

Phenomena such as blindsight, if taken at face
value, would seem to show that perceptual phe-
nomenology cannot be just a matter of perceptual
intentionality. Further support for this conclusion
is provided by a consideration of visual agnosia,
which may exemplify perceptual awareness without
intentionality. Some perceivers with ventral stream
damage are unable, on the basis of vision, to form a
clear judgment of the properties of the scene before
them, although they are able to use what they see to
guide action. For example, they might be unable to
judge whether a slot is vertical or horizontal, but
they would be able to orient an envelope appropri-
ately so as to guide it through the slot. Such per-
ceivers see, but it is unclear to what extent their
perceptual states are intentional. (It is also unclear
to what extent their action-guiding perceptual
states are consciousness.)

Perceptual consciousness and the intentionality
of perceptual states are central areas of research
in contemporary perceptual theory, whether in
science or in philosophy.

Two Traditional Puzzles about Perception

Science Versus Common Sense
The world perceptually seems to be noisy, color-

ful, and full of odor and flavor. Science would seem
to teach, however, that color, sound, odor, and
flavor, like the sensations of touch, are sensory
effects in perceivers brought about by their contact
with the world. From this standpoint, one is no
more entitled to believe that redness inheres in the
tomato than that paininess inheres in the pin that
pricks us. This is what Galileo, Boyle, Locke, and
Newton believed.

If perception informs one not of how things are
in themselves, but merely of one’s subjective altera-
tions in the face of things, then how can perception
ever be a source of knowledge? Some philosophers,
such as Descartes, bite the bullet and seem willing
to deny that perception can on its own be a source
of knowledge. Science proceeds despite the mislead-
ing influence of perceptual experience. Other phi-
losophers have accepted the scientific starting point
but have sought to unsettle the apparent conse-
quence that perceptual knowledge is impossible.
Locke seems to have thought that there is enough
similarity between interior representations of
things and the way they really are to allow per-
ceptual states to be a source of knowledge. It is
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difficult to see how such a position could be coher-
ent, however. After all, one is never in a position to
test whether things are the way they are represented
in experience. To do that, one would need, impos-
sibly, to compare experience and reality from a
neutral perspective.

Phenomenalism is another strategy. Hume, for
example, granted that what one knows are the
subjective contents of the mind, but he asserted
that that is all one needs to know, for objects and
states of affairs are themselves just patterns of
organization in subjective states of consciousness.
One problem with this view is that it seems
phenomenologically far-fetched. Perceivers take
themselves in experience to be aware of things
whose nature is independent of their sensory
effects, such as shoes, sunsets, and the like (see
Phenomenalism).

Kant argued, against Hume and Locke, that if
the character of experience were determined, ex-
haustively, by sensory effects set up in perceivers
by their interaction with the world, then experi-
ence could not even seem to present the world as
being this way or that. In order for mere sensory
effects to rise to the level of glimpses of a mind-
independent world, one must already take oneself
to have access to that world, and one must already
have concepts of objects and other phenomena
to apply to mere sensory stimulation. Only then
can one have experience with genuine, world-
presenting content. The debate between Kant and
empiricism still shapes thinking in the philosophy
of perception (see e.g., McDowell 1994).

Sense Data and the Argument from Illusion

Many philosophers have thought that one does
not perceive what one thinks one perceives; what
one is really aware of in perception are mental
intermediaries, or sense data. To establish this, it
is not necessary to refer to the discrepancy between
how things perceptually seem and what science
demonstrates to be the case. Rather, it suffices
merely to consider that one can be in the subjective
state of seeming to see a tomato, for instance, even
though there is no tomato in front of one. Perhaps
one is dreaming or is the subject of a drug-induced
hallucination. If it is possible for one to have non-
veridical perceptual experiences that are qualita-
tively identical to veridical experiences, then the
objects that one sees when the experiences are ve-
ridical cannot themselves be constitutive of the
experience. If they did play such a constitutive
role—if one were aware of them—then surely
their absence would alter the experience.

This is known as the argument from illusion,
which has been used by philosophers to defend
the thesis that the real objects of perception (what
one really perceives) are mental items (or sense
data). This view is closely allied to the so-called
causal theory of perception, acccording to which
when one sees a tomato, one has an experience of
a certain class of tomato-like sense data that
depends causally in the right sort of way on the
presence of an actual tomato.
The problem with the argument from illusion

is that it takes the fact that one might be unable to
tell whether one is hallucinating to be grounds for
believing that hallucinatory and veridical perceptual
experiences must be qualitatively identical. One
may not realize, when one is in a dream, that one is
in a dream. This does not entail, however, that there
is not in fact a significant qualitative difference
between a dream perceptual experience and the
corresponding perceptual experience. Without this
entailment, the argument from illusion fails.

David Marr and the Computer Model of Mind

A landmark in the recent scientific study of vision
is the work of Marr (1982). Vision, according to
Marr, is a process of producing a description of the
environment on the basis of information contained
in the retinal image. The importance of the retinal
image is not that it is a picture, that is, an object to
be contemplated in the mind’s eye. Rather, its im-
portance is that it contains information about the
environment. The retinal image can be thought of
as an array of points, each of which represents the
intensity of light at a point in the scene. From
information about the distributions of light in-
tensities, together with a cast of assumptions—for
example, that sharp discontinuities in the intensity
of light are likely to be edges or object bound-
aries—it is possible to compute a description of
the scene before the eyes.
This analysis has important consequences. First,

according to it, vision is a computational rather
than a biological process; it can be realized, in
principle, in a variety of systems, both biological
and artificial (see Cognitive Science). Second, once
the computational problem of vision has been
spelled out, the central business of the theory of
vision is the investigation of algorithms (mech-
anical procedures) for generating the sought-after
descriptions on the basis of the available infor-
mation about point-light intensity arrays. Cruc-
ially, this task is autonomous with respect to
implementation-level details. Implementation may
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be important when one turns to the question of
whether a theory is psychologically or biologically
real, or whether, biologically speaking, vision could
have evolved in such a way. Attention to the level
of implementation provides, at most, a constraint
on the study of vision (at the proper algorithmic
level).
The power of this approach is evident: (1) It

provides a clear program for research; (2) it ensures
a domain of investigation that does not reduce to
neuroscience (vision science, like cognitive psychol-
ogy more generally, is an autonomous special sci-
ence; see Cognitive Science); (3) it addresses the
worry (first articulated by Descartes) that explana-
tion of mental powers by appeal to the mental
powers of agencies within the animal is circular—
the theory of computation (and the existence of
the digital computer) demonstrates that it is possi-
ble for a system to perform computations without
appeal to an internal homunculus.
Marr’s theory directly applies the computat-

ional model of mind (or functionalism) to the do-
main of vision. According to functionalism, mind
stands to brain as a program stands to the hard-
ware on which it is implemented. Mental states
are not identical to the physical states in which
they are realized; rather, they are functional or
computational roles those states perform.
The general approach to vision pioneered by

Marr remains influential. Nevertheless, it has been
criticized in philosophically interesting ways.

Criticism from Perceptual Psychology
Marr’s theory assumes that vision is the process

whereby a detailed internal representation of the
environment is produced on the basis of informa-
tion made available to the system. The content of
what one sees is given by these representations.
What makes the phenomenon of vision difficult
to understand is the fact that the information in
the retinal image does not uniquely determine a
description of the environment. Consider, for ex-
ample, that a small object nearby and a large object
farther away might project the same pattern of
stimulation to the eye. Moreover, the retinal
image is highly defective: The eyes are in nearly
constant motion, the resolving power of the retina
is nonuniform, and there is a gap in retinal photo-
receptors (the so-called blind spot). Vision, there-
fore, must be a process whereby the system
compensates for these supposed defects. However,
a great deal of work in psychology (especially re-
cent work on change and inattentional blindness)

suggests that the content of perceptions may be far
less rich than has been supposed. If so, then there is
much less computational work for the system to
perform.

Given this, it may be that the sense of the pres-
ence of a richly detailed scene is an illusion; alter-
natively, it may be that it is not the case that
perceivers really take themselves to have all of the
detailed scene in visual consciousness at once. On
either possibility, visual theory need not concern
itself with the processes whereby a detailed internal
representation of the scene is produced, because no
such model is produced. Two theoretical commit-
ments have tended to occlude this possibility. First,
many scientists have just assumed that perceivers
take themselves, when they see, to enjoy a richly
detailed, picture-like consciousness of the scene.
On the assumption that this perceptual conscious-
ness is not a confabulation, the theory of vision
must explain how the experience is generated on
the basis of the impoverished stimulus. Second, it is
widely believed that vision must give rise to de-
tailed models in the head, for how else can vision
play the role it does in guiding action?

Several lines of thought have conspired to shake
confidence in each of these propositions. First, as
already mentioned, work on change and inatten-
tional blindness calls into question whether vision
is really like a snapshot (putting to one side the
question of whether ordinary, theoretically inno-
cent perceivers think their experiences are snap-
shot-like) (e.g., Rensink, O’Regan, and Clark
1997). Second, in the last few years a number of
authors have suggested that given the sparseness
of actual visual content, there is no need to produce
a detailedmodel; it suffices if the perceiver has quick
and effective access to environmental information
when it is needed (e.g., O’Regan 1992). This strate-
gy has been proposed by philosophers, psycholo-
gists, and researchers in artificial intelligence and
robotics. Third, some perceptual neuroscientists
now believe that there are two functionally and
anatomically distinct visual systems (Milner and
Goodale 1995). One is responsible for experiences
of seeing, whereas the other is responsible for visu-
ally guided action. A good deal of visually guided
action, according to this line of thought, is inde-
pendent of perceptual consciousness.

The Criticism from Neuroscience
In the last few years there has been an increase in

knowledge of the brain and nervous system. Until
recently, the study of the behavior of neurons was
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confined to invasive single-cell research in animals.
Large-scale information about brain structure
depended on postmortem examination. In the last
few years new technologies have become available
that allow for the imaging of neural activity in
healthy and intact animals (including humans).
New possibilities for learning about the neural
basis of cognition and perception have been opened
up by positron-emission tomography, functional
magnetic resonance imaging, magnetoencepha-
lography, computerized axial tomography, and
electroencephalography.

From the standpoint of the neuroscience of per-
ception and cognition, functionalism is viewed with
suspicion. Two lines of argument by philosophers
have been particularly influential in this area. First,
Churchland (1986) has argued, convincingly, that
there is no biological reality to the distinction be-
tween software and hardware. The brain is a com-
plicated system, to be sure, but it is the proper
object of investigation for a theory of mind. Sec-
ond, Searle (1980) has mounted an attack on the
idea that minds are or could be suitably pro-
grammed computers. Computers perform syntactic
operations. But mind is an intrinsically semantic
phenomenon.

Churchland’s and Searle’s criticisms are impor-
tant, but they by no means settle the issues.
Churchland may be right that the distinction be-
tween software and hardware does not corres-
pond to any distinction found in biology. It
remains true, nevertheless, that most work in con-
temporary cognitive and perceptual neuroscience
investigates neural processes insofar as they can
be understood to realize cognitive function. Actual
scientific practice remains very close to what
Marr advocated. As for Searle, he is certainly cor-
rect that computers are, at best, syntactic machines.
It is doubtful, however, that functionalists would
be willing to accept that it ought to be possible
to derive semantics from syntax. There is no reason
for a functionalist to assume that the semantic
significance of a computer’s (or a brain’s) states
are determined only by internal states of the
computer. Semantic content probably depends, as
well, on causal history and ongoing interactions
with the environment.

The Problem of Consciousness
A more general worry about functionalism is

that, like behaviorism, it is unable to account for
the subjective, qualitative character of experience
(see Behaviorism), which, it is argued, is intrinsic

to the experience; but functionalism identifies
perceptual quality with extrinsic, functional rela-
tions. One of the best-known lines of argument in
this area is the so-called inverted spectrum hypoth-
esis. In this view, there is nothing incoherent in
the supposition that functionally identical indivi-
duals might nevertheless differ in the qualitative
character of their color experiences. Perhaps the
quality they both call ‘red’ is experienced by A the
way the quality they both call ‘green’ is experi-
enced by B. This is a fascinating possibility, which
has attracted a great deal of attention. It goes
beyond the space allowed here to discuss it fully.
If there could be creatures whose color experi-
ences were inverted in this way, then, it would
seem, the relevant differences in their color experi-
ence would not be accounted for by differences in
their functional states. In recent years, not only
philosophers, but scientists have explored this
question.
Importantly, this criticism of functionalism is

frequently advanced by physicalists, who identify
qualitative states with brain states or processes.
According to physicalism, the qualitative character
of experience tracks neural processes, not funct-
ional roles. Physicalism has drawbacks, however.
First, as of now, no one has even the roughest idea
how neural states determine qualitative states. As
Crick and Koch (2003) have stated, as of now no
one has any idea how the redness of red is produced
by action in the brain. This gap in understanding is
sometimes called the explanatory gap, in light of
which it is hard to see whether functionalism is any
worse off than any other approach. Second, the
empirical literature may not support physicalism.
There is a significant literature on neural plasticity
in which neural activity in a given region changes its
qualitative character, apparently in order to sub-
serve the demands of the larger functional role that
neural activity is playing.

Gibson’s Attack on Computationalis
Gibson (1979) has criticized Marr’s approach

on the grounds that it mischaracterizes vision at
what Marr calls the computational level. It is just
not the case that vision is a process of computing a
representation of the scene on the basis of an array
of point intensities of light. Neither the retina nor
the brain, argues Gibson, is the subject in percep-
tion. The subject is the active animal. Moreover,
the active animal has access to a lot more in-
formation than is available on the retina. Gibson
suggests that it is a mistake to think of vision as
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something that unfolds inside the animal. Rather,
vision is a kind of activity that the animal engages
in. Gibson’s ‘‘ecological’’ approach has been very
influential, although it is certainly a minority point
of view.
Gibson’s view has been characterized as a theory

of perception at the personal (or animal ) level,
whereasMarr’s approach is pitched at the subperso-
nal level. Indeed, some writers have suggested that
insofar as the views operate at different explanatory
levels, they may be compatible. However, this is
unlikely. If Gibson is right, then Marr’s analysis
of vision as the process whereby a description of
the environment is produced on the basis of retinal
inputs cannot be right.
Gibson’s fundamental point—that perception is

not a neural phenomenon—has led a number of
writers to investigate the significance of a more
embodied, dynamic approach to perception and
perceptual consciousness.

Some Outstanding Problems

The theory of perception is a fertile area of scientif-
ic and philosophical research. Among areas where
further work is needed, five are mentioned briefly
here.

1. What are sensory modalities? There is no ac-
cepted account of the individuation of modal-
ities. Are there really only five senses? Could
there be others (e.g., artificial systems)? Are
perceptual experiences genuinely unimodal,
or are they intrinsically multimodal?

2. Sound and speech. For those with sight, vision
is the dominant sense. Vision shapes percep-
tion in other modalities. For example, when
one watches television, one hears the voice
coming from the lips whose movements one
sees, even though it does not really. Speech,
and the perception of sound more generally,
raises a host of important questions, the cen-
tral of which is, what does one hear? The phe-
nomenology and philosophy in this domain is
underdeveloped.

3. Neural correlates of consciousness. Are neural
systems alone sufficient for experience? Most
philosophers and scientists are inclined to
think so. This assumption has led to a great
increase in knowledge of the neural substrates
of experience, but to negligible progress on
the explanatory gap. Perhaps neural systems
are not sufficient for experience. Perhaps
neural systems are sufficient for experience

only insofar as they are properly embodied
in the properly situated, active animal. This is
an important area for philosophical and
empirical collaboration.

4. Comparative perception.How does perceptual
consciousness vary from species to species?
This is an important topic, but one that too
many philosophers have tended to neglect.

5. Is perceptual experience conceptual? Most
philosophers grant that one needs certain
concepts to have some experiences. For ex-
ample, something could not look like a tele-
vision to an observer unless the observer
knew what televisions were. Many philoso-
phers also believe that the content of experi-
ence cannot be entirely conceptual. After all,
nonhuman animals and infants have per-
ceptual experience but do not have concepts
(or so it is supposed). Many cognitive psy-
chologists believe that perception is cogni-
tively impenetrable. For a broad range of
cases, how things look is unaffected by belief
and desire. To get clear about these matters
is a central problem for contemporary work.
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PHENOMENALISM

In certain disputes that have persisted since
Descartes, various philosophers have taken the
objects, properties, relations, and facts that are ex-
perienced directly, and hence know by acquain-
tance, to be phenomenal entities (Broad 1951;
Russell 1956, 7–26). The sense data of Moore,
Russell, and Broad, as well as the mental acts (of
perception, thought, etc.) of Brentano, Moore, and
Husserl (Broad’s modes of cognition and states of
mind), were taken to exist. Some philosophers,
recognizing phenomena as objects of direct experi-
ence, and influenced by Kant’s distinction between
noumena and phenomena and his notion of a
‘‘thing in itself ’’ behind phenomena, thought of
physical objects as theoretical entities that were
postulated to explain the occurrence as well as the
order and coherence of phenomena. Others took
physical objects as complexes of phenomena.

Thus, ‘‘phenomenalism 1,’’ the view that phe-
nomenal entities, not physical objects, are directly
experienced in perceptual situations, led some
thinkers to ‘‘phenomenalism 2,’’ a form of idealism
that construed physical objects as logical construc-
tions ofmental entities. Phenomenalism 1 also influ-
enced the development by Ernest Mach (1914) of an
antimetaphysical empiricism that was a form of
‘‘neutral monism’’ construing the physical and the
psychical as constructions out of simpler neutral
sense data, and thus emphasizing the ‘‘unity’’ of
science. Carnap (1967) is often read as adopting a
linguistic variant of either phenomenalism 1 or phe-
nomenalism 2, since he held that a linguistic schema
with an ‘‘autopsychological’’ basis, in which state-
ments about physical objects are transcribed into a
language of sense data, was ‘‘epistemologically
primary’’ (94). This reflected links among logical
empiricism, classical empiricism, and Mach’s em-
piricism.

In the vein of Mach’s empiricism, Moore and
Russell introduced ‘‘unsensed sensa’’ as (some)
sense data held to be objects of direct acquaintance
that existed whether or not they were apprehended
and hence were neither mental nor dependent on
the mind. At times, this led Russell to ‘‘phenome-
nalism 3,’’ a form of physicalistic phenomalism
with sense data independent of the mind, in physi-
cal space, constituting ordinary physical objects.

The introduction of unsensed sensa was implicit
in one early argument byMoore (1903) against phe-
nomenalistic idealism. Hume distinguished such
processes as perceiving, remembering, and imagin-
ing in terms of characteristics of the experienced
datum—force and vivacity—thereby not separat-
ing mental acts from objects of such acts. This led
the idealists, or phenomenalists 2, to exploit a four-
fold ambiguity in terms like ‘perception’ and
‘sensation.’ Moore distinguished the following:

. A mental act of a certain kind (sensing, imag-
ining, etc.)

. An object of such an act, such as the color
(shade of ) blue or a blue patch

. The generic relation, consciousness of, between
acts and such objects

. The fact that an act stands in this relation to
an object

Phrases like ‘sensation of blue’ tend to confuse
these distinctions and lead to the idealist formula
esse est percipi (‘‘to be is to be perceived’’). Preserv-
ing the distinctions, however, implies that an object
of an act can, logically, exist without being so
related to a mental act, and thus rebuts idealism.
But this analysis of the perceptual situation led
Moore to unsensed sensa, which later troubled
him, given sense data such as pain.
Phenomenalism and phenomenal entities have

been consistently attacked by contemporary mate-
rialists, who reject both the phenomenal objects of
direct apprehension and the mental acts of appre-
hension, and by others who simply reject the notion
of direct acquaintance. Sellars (1963) attacked the
‘‘myth of the given’’ and, along with Chisholm
(1966), set forth an ‘‘adverbial’’ account of percep-
tion, involving states of the perceiving subject
(‘‘sensing bluely’’), in order to dismiss phenomenal
objects. Quine (1953a) argued that sensa are not
data of experience but hypothetical entities—
‘‘myths, like the gods of Homer’’—as are ordinary
physical objects and the theoretical objects of phys-
ics (44). Such myths are justified not by direct
access to them (which subjects do not have) but
by the success of theories that invoke them. Yet
Quine (1953b) speaks problematically of the ‘‘lin-
guistic material’’ being ‘‘tied here and there to
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experience’’ (198; Hochberg 1959, 198). Moore
claimed that such direct access was unproblematic,
since there aremental acts of direct apprehension, as
did Brentano, Husserl, Broad, and Sartre, in one
form or another (Brentano 1981, 4). Others have
defended the recognition of phenomena and mental
acts by arguing that they are required to fit the fact
that the knowledge of one’s own mental states and
experiences is quite different from knowledge of
the mental states and experiences of others. The
materialists’ attempts at physicalistic analyses of
mental states thus fail in principle. By contrast,
Quine’s rejection of purported translations of state-
ments about physical objects into a language of sense
data—as too complex to be realistic—does not point
to a failure in principle and ignores the similar prob-
lem faced by his own physicalistic elimination of
phenomena (Quine 1953b; Hochberg 1959).
Although Russell sometimes construed physical

objects as logical constructions out of phenomena
independent of mind, at other times he took the
radically different view that macrophysical objects
were like the theoretical entities of physics: un-
known hypothetical entities providing a causal
explanation of known phenomenal data. His hypo-
thetical realism embraced phenomenalism 1 while
rejecting phenomenalistic constructions of physical
objects. He took physical objects, properties, and
relations to be hypothetical causal correlates of
directly experienced phenomenal particulars, qua-
lities, and relations, comparing his view to Kant’s
distinction between noumena and phenomena.
According to Russell (1956, 30–34, 47, 86), a phys-
ical object was what Kant called a thing in itself, as
the cause of sensations, which could be known only
by descriptions such as ‘‘the physical object which
causes such-and-such sense-data.’’
Whitehead’s influential technique of ‘‘extensive

abstraction’’ led Russell (1914) to shift to constru-
ing physical objects as logical constructions—and
therefore logical fictions—in Our Knowledge of the
External World, which, along with Russell and
Whitehead’s Principia Mathematica, greatly in-
fluenced Carnap’s (1967) constructivism espoused
in Der logische Aufbau der Welt of 1922–1928. But
Russell (1919) returned to speaking of physical
objects as the unknown inferred causes of directly
experienced sense data, standing in hypothetical
relations with the same logical ‘‘structure’’ as the
experienced relations of sense data (61). Such hy-
pothetical entities provided a basis for inferences
about the structure but not the content (objects,
properties, and relations) of the physical world.
Thus, given phenomenal entities instantiating phe-
nomenally given spatial relations (e.g., in a visual

field), one could hypothesize that there were un-
known physical particulars, properties, and rela-
tions among them causally correlated with the
phenomenal particulars, properties, and relations,
such that the physical relations shared logical
properties of their phenomenal counterparts: The
correlates of ‘‘red’’ and ‘‘yellow’’ stood in a rela-
tion that was the correlate of ‘‘darker than’’ and,
like the correlate of the phenomenal ‘‘left of,’’
shared logical properties (transitivity, asymmetry,
etc.) with their correlates—hence the emphasis
on structure and the notion of structural realism.
Russell (1927) later argued in greater detail for
such a view.

Moore’s (1953) commonsense realism, as set out
in lectures in 1910–1911, contrasted sharply with
Russell’s concept and with Broad’s variant of phe-
nomenalism 1. From the time when Moore (1903)
rebutted idealism, he had consistently rejected phe-
nomenalistic reconstructions of physical objects;
but in 1910–1911 he accepted a theme of phenome-
nalism 1: that subjects do not directly apprehend
physical objects and therefore cannot directly refer
to them. Phenomenal entities are what one directly
experiences and directly refers to when one makes
assertions like ‘‘This is a hand.’’ Moore sought to
analyze such a claim so as to acknowledge that
subjects do not directly apprehend the hand, while
nevertheless preserving certain commonsense
truths: that in speaking about a physical object one
knows that it exists.

Idealism and Realism

Russell’s theory of descriptions provided the key
for Moore’s analysis. One indirectly refers to a
physical object as the x, such that x is a physical
object, and sCx, where x is, say, a hand; s is a
directly apprehended datum; and the relation C is
sometimes taken as ‘‘is a manifestation of.’’ One
also indirectly apprehends x by directly apprehend-
ing s and immediately knowing that there is a
physical object.

Broad, soon afterward, in rejecting phenomenal-
ism, took a similar view of direct and indirect app-
rehension and a relation like C, ‘‘is an appearance
of,’’ but without claiming to know immediately that
the physical object existed. Moore’s claiming to
know the existence of the indirectly apprehended
physical object immediatelywas crucial to his under-
cutting of the basic and familiar arguments of the
empiricist tradition (from illusion, perspective,
conditions of sense organs, etc.) leading to div-
erse forms of phenomenalism. The theory of
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descriptions provided a way of denoting objects
that were not of direct acquaintance for Moore
and Russell; and in Moore’s case it also provided
a way of claiming that subjects have immediate, not
inferential, knowledge of the existence of physical
objects. For although a physical object is ‘‘indirect-
ly apprehended,’’ one (1) ‘‘directly apprehends’’
the proposition that the physical object standing
in C to the datum s exists and (2) ‘‘immediately
knows’’ it to be true. The fact that the physical
object is only indirectly apprehended (and thus
known by description) does not mean that its
existence must be inferred from that of the sense
datum. However, as the relation C was not direct-
ly apprehended, Moore was ultimately forced to
denote it also by a definite description, as the rela-
tion (satisfying certain conditions) obtaining be-
tween s and the indirectly apprehended physical
object.

The obvious vicious circle may, in part, have led
Russell to his hypothetical realism. ButMoore, per-
haps aware of the problem, sought to buttress his
view with two additional, remarkably simple argu-
ments for rejecting phenomenalist-inspired recon-
structions of physical objects. These would set the
pattern for his defense of commonsense realism.

First, all forms of phenomenalism, as well as
Russell’s hypothetical realism (inspired by Kant),
entailed that Moore did not know that his hand
was a physical object. Thus either the arguments
for such views were mistaken or Moore’s belief
about his hand was. But to him it was obviously
more likely that the arguments were mistaken than
that he did not know his belief to be true. In fact he
knew it was a hand, and hence a physical object.
Second, to take a physical object to be a bundle of
sense data was absurd. No one could seriously
believe that his hand was a bundle of sense data.

Analyzing causation, Hume (1967) held that one
cannot meaningfully speak of unexperienced mate-
rial objects causing the occurrence of perceptual
objects (104–105; Price 1948). This line of thought
also applies to the concept of existence itself. Sup-
posedly, one cannot meaningfully claim that mate-
rial objects exist because one can make meaningful
existential claims only about objects, qualities,
and relations that are or can be experienced or
can be described in terms of experienced qualities
and relations. Moore also attacked this central
theme of phenomenalism. He argued that the con-
cept of existence can be sensibly asserted of non-
experienced and even nonexperienceable objects.
The concept of being experienced is not and cannot
be involved in the analysis of existence, since exis-
tence is a simple unanalyzable concept. Thus one

may make existential claims about objects that
are neither experienced nor experienceable.
In the version of phenomenalism 2 that

Moore is attacking here, the realist about physical
objects is assumed to make a meaningless or self-
contradictory claim. It is assumed that the concept
of a material object can be sensibly explicated only
in terms of phenomenal concepts, by taking a mat-
erial object as a coherent bundle of phenomenal
entities. Such a phenomenalist thus takes this
view to be logically true, in that the claim that
there are material objects related to, but not
composed of, phenomena is either inconsistent or
incoherent, since it either involves a meaningless
concept or is self-contradictory. To Moore, such a
phenomenalist offers no argument but merely
mistakenly assumes that one’s having obtained
concepts from experience implies that one’s ap-
plication of them is limited to objects that are
possible from direct experience. But it was obvi-
ous to Moore that existence, spatial relations, and
causal connections can be sensibly and truly
ascribed to what is not and cannot possibly be
directly experienced. Thus one can speak meaning-
fully of the existence of physical objects, their
properties, and their relations without taking
such objects, properties, and relations to be analyz-
able in terms of, or reducible to, phenomenal
objects, properties, and relations. There is no rea-
son to deny that one can project concepts originat-
ing in direct experience onto objects that one does
not and cannot directly experience. Moore pro-
ceeded to use some such concepts, along with logi-
cal concepts, to explain what he meant by a
‘‘material object,’’ which he characterized, in part,
as something that was neither an object of direct
acquaintance nor a mental act but was extended in
a space that (unlike the visual field) was not that of
direct experience.
Their divergent forms of realism led Russell and

Moore to interpret phenomena and knowledge of
physical objects in different ways. Russell was
motivated by a desire to make as few hypotheses
as possible, in order to lessen the probability of
being wrong, and so his realism involved hypoth-
eses about, or logical constructions of, physical
objects but not claims of immediate knowledge of
their existence. Unlike Moore, Russell did not be-
lieve he could refute a Humean solipsist, a phe-
nomenalist in yet another, and extreme, sense.
However, Russell (1956, 22) held that there was
no reason to believe Humean solipsism and, like
Hume himself (1967, 110), that no person could
seriously adopt it.
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PHILOSOPHY OF PHYSICAL SCIENCES

The physical sciences abound with provocations to
philosophy. Here are just a few:

. Einstein’s general theory of relativity admits
solutions in which observers can, traveling
steadily into their own futures, reach their
own pasts (see Malament 1984).

. If measurement processes obey the laws of
quantum dynamics, the superposition ram-
pant in the micro realm infects the measuring
apparatus: Schrödinger’s ‘‘diabolical device’’
leaves his cat superposed between life and
death. On the textbook understanding of su-
perposition, this creature is neither alive nor
dead. Measurements involving more humane
apparatus also lack outcomes (see Quantum
Mechanics).

. Quantum theories countenance states in which
spatially separated systems are correlated in a
way that no model of causes acting locally can
explain (see van Fraassen 1980). Disturbingly,
the larger the domain of the quantum theory
in question, the more ‘‘typical’’ such entangled
states—which are central to protocols for

quantum cryptography and quantum compu-
tation become (see Causality; Locality).

. The second law of classical thermodynamics,
dictating that entropy always increases, reflects
the immediate datum of consciousness, that
time is directed. And yet classical thermody-
namics is supposed to reduce to statistical me-
chanics, whose fundamental dynamical laws
are time-symmetric (see Irreversibility; Kinetic
Theory).

Many entries in this volume (given in the ‘‘See
Also’’ list at the end of this essay) chronicle philo-
sophical work on specific physical sciences. This
article will offer a necessarily incomplete sketch of
the forms of, and reasons for, philosophical en-
gagement with the physical sciences.

The Foundations and Interpretation of Physical
Theories

Physicists and mathematicians, as well as philoso-
phers, engage in research on the foundations of
physical theories. Foundations research aims to
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unmask puzzling or noteworthy features of the-
ories (e.g., the failure of certain joint probabilities
to be well defined in standard quantum mechanics
[Fine 1982]), to identify and to analyze concepts
and structures basic to these theories (e.g., the no-
tion of equilibrium in statistical mechanics [Sklar
1993]) and to articulate relations between theories
(for example, the ostensive reduction of chemistry
to quantum mechanics). Perspicuous formulations
of the theories in question aid foundational inves-
tigations; disambiguations of vague notions of
philosophical currency, which enable the applica-
tion of these notions to particular physical theories,
abet them. The collaboration of philosophical and
technical acumen in foundations research can bear
fruit: The hierarchy of causal structures in general
relativistic space-times (Wald 1984, Ch. 8), once
characterized, becomes a powerful tool for advanc-
ing questions about determinism and prediction in
those settings, once those questions are formulated
(see, e.g., Geroch 1977). And relationalism, having
been framed as a thesis about particular dynamical
theories to the effect that those theories can be
fully formulated in phase spaces of specifiable
sorts, becomes a target for creative physics (see
Belot 2000).

A related aim of foundations research is to de-
velop, catalog, and evaluate interpretations of
physical theories. To interpret a physical theory is
to characterize the set of worlds possible according
to it, to identify and describe the physical systems
of which that theory is true. Thus an interpreter of
general relativity must decide whether solutions of
Einstein’s field equations that are identical up to
diffeormorphism correspond to one possible world
or many (the second option sets the stage for a
general relativistic reprisal of the Liebniz shift ar-
gument against substantival space). And an inter-
preter of quantum mechanics must decide whether
or not to take that theory to encapsulate statistical
generalizations about ensembles of worlds individ-
ually and precisely described by the hidden vari-
ables of Bohmian mechanics (an interpretive
option made available by an effort of creative
physics).

Foundational work galvanizes interpretive
attention: An interpreter, piqued by foundational
investigations, can ask, Of what manner of world
is a theory with singularities (without joint
probabilities/with dynamical symmetries/with
entanglement/with closed timelike loops/with both
time symmetric fundamental laws and steady entro-
pic increase) true? Interpretations of physical the-
ories can reflect epistemological and metaphysical

prejudices. But it is unjust to conceive the project of
interpretation as one of plastering such prejudices
on a solid frame of self-sufficient science, for the
impetus to interpret a theory often lies within that
theory, in the form of an unresolved problem, an
incomplete concept, or an apparent incompatibility
with other well-established theories or with com-
mon sense.
Although an interpretation of a theory is what a

realist believes about it, interpretation holds inter-
est for those who are not confirmed realists. An
interpretation enables the constructive empiricist to
see the position from which he is virtuously with-
holding belief (see Empiricism; Scientific Realism).
Interpretation helps those contemplating realism
about several theories at once to assess whether
and on what terms those theories can be true
together. Constituting the scientific image, inter-
pretation forms part of the principal task of philos-
ophy, according to Sellars (1963): to combine
that image ‘‘stereoscopically’’ with the ‘‘manifest
image’’ presented to us by educated ordinary expe-
rience. Even working physicists can have a stake in
interpretive questions, insofar as their answers sug-
gest directions in which to develop new theories:
Some forms of the project of quantizing gravity
presuppose a decision about which observables of
the classical theory are genuine (see Belot and
Earman 1999). Interpretation serves a variety of
purposes; the grounds and significance of commit-
ment to particular interpretations vary concor-
dantly and are themselves worthy topics of
philosophical investigation.

General Philosophy of Science

Philosophers of science have traditionally sought
general accounts of the structure of scientific the-
ories and the nature of scientific explanation, con-
firmation, intertheoretic reduction, and the like.
For such accounts, the history and present practice
of the physical sciences form a wide and varied
proving ground. In some cases, examples from the
physical sciences serve to enliven points discernible
in abstraction—the problem of old evidence for
Bayesian confirmation theory (see Confirmation
Theory) is latent in the statement of Bayes’ theo-
rem; it becomes violent when the old evidence in
question is the anomalous precession of the perihe-
lion of Mercury. In other cases, bringing general
accounts to bear on particular physical theories is
revelatory. Consider Reichenbach’s principle of the
common cause (Reichenbach 1971) as it might
be incorporated into a causal-mechanical account
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of explanation. On the Reichenbachian account,
correlated events require explanation in terms of a
cause acting in their common past (see Causality).
Made precise to apply to certain quantum correla-
tions, the account implies that those correlations
have no explanation, because any theory fostering
a common-causal explanation of those correlations
makes predictions different from the empirically
validated predictions of quantum theory (see van
Fraassen 1980, 25–31). By contrast, the correlations
in question have an explanation in the deductive-
nomological sense (see Scientific Explanation):
They are a direct consequence of applying the
Born rule to an entangled quantum state. Close
attention to quantum theory reveals not only
(what was evident at the outset) that Hempel’s
account of explanation and this Reichenbachian
one are rivals, but also that the choice between
them involves at least taking a stand on whether
quantum correlations are explicable. (This same
attention exposes as untenable any interpretation
of quantum mechanics that asserts the theory to
hold of a world of causes acting locally, if these
causes adhere to Reichenbach’s model.) Thus the
philosopher of quantum mechanics performs for
the philosopher of scientific explanation what
Reichenbach (1938) identifies as the ‘‘advisory’’
task the competent epistemologist performs for
the positive scientist (8–16). This is the task of
explicating the decisions (not obviously) entailed
by the different options.
In connection with philosophy’s advisory role, it

is interesting to observe that practicing physicists
often take stands, implicit or explicit, on issues
in the general philosophy of science. Consider
the ‘‘horizon problem’’ (Earman 1995, Ch. 5) of
contemporary cosmology: In standard Big Bang
models, regions of the universe between which cor-
relations (e.g., in their blackbody spectra) are ob-
served that have no common past, so that no causal
mechanism, acting locally, could have established
those correlations. Whether these correlations
therefore lack explanation depends onone’s account
of explanation. In the Reichenbachian account of
the last paragraph, the correlations cannot be
explained, and the horizon problem is genuine; in
other accounts, the correlations are explained, and
the horizon problem is illusory. By and large,
practicing cosmologists have stalwartly Reichenba-
chian intuitions: They hail inflationary cosmologies
for solving the horizon problem, and devote
ongoing work to constructing explanations for
features—for example, fine tuning (see Anth-
ropic Principle)—that do not (according to many

philosophically respectable views of explanation)
require explanation. The lesson from this is that
philosophers should refrain from evangelism:
Many a fruitful scientific research program grows
from seeds of suspect philosophic pedigree.

The scientific-realism debate furnishes another
illustration of mutual constraint exerted between
theses in the general philosophy of science and
interpretations of particular theories. One question
is: Do grounds, adduced in lofty abstraction, for
realism about successful scientific theories support
realism about particular successful physical the-
ories? Here quantum mechanics provides a cau-
tionary tale. Fantastically successful, it appears
the archetype of a theory for which might be run
an ‘‘explanationist’’ defense of scientific realism—
an abductive inference that the theory is true be-
cause its truth is the best explanation of its empiri-
cal success. Suppose someone were convinced by
such an argument to be a realist about quantum
mechanics. What would that person believe? One
needs an interpretation of quantum mechanics to
give content to one’s realism, but none are unex-
ceptional, and some undermine one’s grounds for
realism. For instance, the standard collapse inter-
pretation solves the measurement problem by sus-
pending quantum dynamics for the duration of
measurement (see Quantum Measurement Prob-
lem). On this view, the truth of quantum mechanics
hardly explains its empirical adequacy, because the
theory must break down for measurements to occur
at all.

Physics Centrism

It is sometimes complained, usually against carica-
tured ‘‘positivists,’’ that enthroning physics as the
paradigm of science has led to a partial and anti-
septic dominant philosophy of science (Harding
1991). One form of the complaint is: If a general
philosophy of science takes as its criterion of ade-
quacy only the capacity to deal successfully with
physical sciences, then that philosophy exaggerates
the role of theoretical structure, particularly math-
ematical structure (and the variety of precision
accompanying it), in sciences. Whatever other jus-
tice this complaint might have, it underestimates
the extent to which physical theories themselves fail
to conform to ‘‘positivist’’ models of physics. For
example, the question of the circumstances under
which the behavior of some particle physics appara-
tus counts as evidence, or constitutes a phenomenon
to be saved by physical theory, is a highly non-
trivial one. Its resolution draws upon interactions
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between models and simulations of many sorts,
as well as vast collaborations of theorists, experi-
mentalists, technicians, and their machinery
(Galison 1987) (see Particle Physics). This might
be taken to suggest, pace the ‘‘positivist,’’ that
epistemology should extend its scope beyond the
‘‘context of justification’’ to include, at least,
the context of evidence generation as well. It
might also be taken to suggest that there are epis-
temological questions to which theory is not cen-
tral, a suggestion reinforced by consideration of
chemistry and astronomy (see Chemistry, Philoso-
phy of; Astronomy, Philosophy of ), where skill
and observation call for epistemological analyses
not directly supplied by traditional epistemologies
of science.

Metaphysics

Metaphysics aims to characterize the possible.
Physical sciences can be interpreted to characterize
possibilities within their domains of applicability.
Physical sciences can thereby serve both to stimu-
late and to check metaphysics. Interpreted physical
sciences supplement the reservoir of possibilities
(traditionally constituted by the metaphysician’s
meager imagination) worth taking seriously. The
possibilities evinced by interpreted physical the-
ories include challenges to metaphysical principles:
Einstein’s field equations can be interpreted to de-
scribe consistent time travel scenarios, and quan-
tum mechanics can be interpreted to hold of nexus
of events temporally but not causally ordered.
What is more, the situations described by inter-
preted physical sciences have real complexity and
antecedent interest. They are thus splendid occa-
sions to flex metaphysical muscle, as a mereologist
might in attempting to account for how the proper-
ties of a compound relate to the properties of the
elements it comprises (see Chemistry, Philosophy
of; Emergence). This is not to suggest that inter-
preted physical sciences serve as neutral data
grounding conclusive tests of metaphysical princi-
ples. Interpretations can reflect metaphysical as
well as epistemological predilections. Thus the
clash of an interpreted physical theory with a fa-
vored metaphysical principle can be cited as reason
for rejecting that interpretation, that theory, or
both. Just as with theses in the general philosophy
of science, the point of bringing metaphysics into
contact with the philosophy of the physical sciences
is not to settle disputes in either discipline, but to
transform them, by unraveling (and yanking on)

the conceptual ties that bind one sort of inquiry to
another.

LAURA RUETSCHE
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PHYSICAL NECESSITY

See Laws of Nature

PHYSICALISM

If any grand metaphysical thesis can lay claim to
the title of a received view in contemporary philos-
ophy, it is physicalism—roughly stated, the claim
that everything is ultimately physical. The view is
most familiar from the philosophy of mind, where
the position frequently known as materialism is set
out as one option available on the mind–body prob-
lem. The view is not confined to the philosophy of
mind, however; its influence is quite widespread.
One can find projects motivated by physicalism in
the metaphysics of color, the philosophy of biology,
meta-ethics, and so on. While the terms ‘material-
ism’ and ‘physicalism’ are often used interchange-
ably, the latter term is more likely to be used in
referring to the more general thesis that has this
widespread influence. The term in fact has a curi-
ous history, as it was introduced into the analytic
tradition by the later work of the logical positi-
vists. They were, of course, concerned to eliminate
anything recognizable as metaphysics, while the
term ‘‘physicalism’’ now denotes an unmistakably
metaphysical view.
As used by the positivists, physicalism was a

position regarding the sorts of sentences that
should be used as the touchstone of the process of
verification. If, as the positivists thought, the cog-
nitive significance of a sentence is determined by
the ways in which it may be empirically verified, it
is important to determine what sort of ‘‘observa-
tion sentence’’ may aptly describe those events of
verification. While earlier positivists tended to
think that the relevant observation sentences
were reports solely of one’s own immediate ex-
perience, this approach eventually came to seem

untenable. Led by Otto Neurath, the later positi-
vists proposed physicalism as the view that the
key verifying sentences are those describing events
that are intersubjectively verifiable. The contrast
between physical and mental or ‘‘phenomenal’’
was here understood primarily in epistemic terms:
The mental is that which is essentially private,
verifiable only by one person, and the physical is
that which is locatable in the broader spatio-
temporal framework, available for inspection by
more than one observer. Unlike contemporary
physicalism, which is usually put forward as a
metaphysical view motivated in some way by the
empirical success of physical science, the positi-
vists’ physicalism had nothing especially to do
with physics, but was motivated, rather, by more
general considerations about the nature of verifica-
tion and the communicability of meaning (Uebel
1992).

The shift in the usage of ‘physicalism’ from the
logical empiricists’ sense to that found in contem-
porary philosophy is nicely illustrated in Herbert
Feigl’s (1968) long essay The ‘‘Mental’’ and the
‘‘Physical,’’ first published in 1958, which intro-
duces two senses of physicality. By ‘physical1’
Feigl means that which is needed to account for
the spatiotemporal order and is intended to capture
what is intersubjectively available. By ‘physical2’ he
means that which is needed to explain inorganic
processes. This latter sense comes closest to what
has been operative in the discussions of physicalism
as a metaphysical thesis. The claim made by the
contemporary physicalist is not a semantic claim
about the role of reports of what is intersubjectively
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available; it is a claim about the sorts of entities
discerned in the study of ‘‘mere matter,’’ viz., that
those entities provide the ultimate building blocks
of everything there is. The unqualified term ‘physi-
calism’ will hereafter in this essay denote the con-
temporary metaphysical view (not that of the
positivists) summed up in the slogan ‘‘Everything
is ultimately physical.’’

Two Questions About Physicalism

Two main questions about physicalism may be
spotlighted. How exactly is the thesis to be formu-
lated? And how might it be justified?

Consider first the slogan ‘‘Everything is ulti-
mately physical.’’ It contains a deliberate hedge.
A simpler statement would be ‘‘Everything is phys-
ical,’’ and the claim would then be that every entity
in the appropriate domain is a physical entity. The
hedge is needed, however, to accommodate the fact
that there are recognizably physicalist positions
that allow for entities that are, strictly speaking,
not physical but that bear some appropriate rela-
tionship to the physical. More precisely, such posi-
tions allow for entities the existence and character
of which are determined and explainable by the
physical in such a way that it is appropriate to say
that the nonphysical entities are not entirely dis-
tinct from physical ones, or that they are nothing
over and above the physical entities involved in
that determination.

To clarify the slogan ‘‘Everything is ultimately
physical,’’ one should answer three sets of questions:

1. What does ‘everything’ range over? What
sorts of entities are supposed to be ultimately
physical?

2. What does it mean to classify one of those
entities as physical in the first place? In that
domain of entities, how is the special class of
physical entities to be picked out?

3. What exactly does the physicalist want to say
about the relation of the entirety of that do-
main to that special class of physical entities?
Is the claim simply that everything in the
intended domain is itself a member of that
special class? If not, how are the nonphysical
entities related to the physical ones?

The first set of questions has occasioned the least
controversy. Most physicalists agree that the doc-
trine must be at least strong enough to imply that
the way the world is generally is determined by the
way the world is physically. Hence, the thesis must
be strong enough to make a claim about properties

(and relations) and their distribution in the world.
It is for this reason that the idea that the doctrine
might be formulated as the claim that all events are
physical events, which enjoyed a run of popularity
in the wake of Davidson (1970), has lost its appeal.
Unless events are understood as themselves noth-
ing more than property exemplifications, that claim
seems not to imply anything significant about the
distribution of physical and other properties. In
light of this, the focus in this article will be just on
claims about properties. The next section will con-
cern the controversies attending the second set of
questions about the meaning of the physical, fol-
lowed by a discussion of the third set of questions
about the relation that all properties might be said
to bear to physical properties.
While the question of formulation has received

the most attention in the literature, the question
of justification is no less important. One may dis-
tinguish two justification projects here. There is,
first, the project of defending physicalism against
apparent counterevidence. Consciousness, inten-
tionality, ethical properties, biological functions—
these are all phenomena that have been thought
incompatible with physicalism. There is no ques-
tion that philosophers have devoted consider-
able energy to this defensive project. Discussion
of these defenses of physicalism is beyond the
scope of this article (see Consciousness; Function;
Intentionality). The other project is to provide
some positive reason to adopt physicalism in the
first place. The most important arguments of this
sort range from the (alleged) history of successful
physicalist theorizing to various causal and coun-
terfactual arguments. The last three sections of this
article will provide a survey of these arguments and
the challenges they face.

Specifying the Physical

What is meant by classifying a property as physi-
cal? One may be tempted to appeal in some way to
the traditional definition of matter as that which is
extended in space, perhaps by defining a physical
property as one the instantiation of which confers
spatial extension on its bearer. But this approach
will not engage with contemporary physicalism,
which gives pride of place to the science of physics,
not spatial extension. (This point is reflected in the
shift, earlier noted, from Feigl’s physical1 to physi-
cal2.) It is worth bearing in mind, too, that it is not
at all clear that such a criterion will coincide with
one that appeals to physical theory. The entities to
which physical theory is committed cannot be
counted as straightforward material in the sense
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of having spatial extension; forces and fields, for
instance, do not seem to have spatial extension. If
one takes into account, further, the picture of space
found in quantum mechanics, it becomes even less
clear how to think about any spatial extension
criterion. For these reasons, most physicalists are
inclined to appeal in some way to physical theory
without invoking spatial extension at all.

Physics and the Physical

How exactly should the physicalist appeal to the
entities at issue in physical theory? One approach is
simply to consult the details of the actual theory
and define the physical in those terms—perhaps by
a simple list. Of course, there is a question about
which physical theory exactly is at issue here. Is
physical science to include not only microphysics
but all disciplines that might be thought of as
physical, such as chemistry, astronomy, geology,
and so forth? Though not all physicalists have
been explicit about this, most seem to opt for the
more restricted theory. There are two good reasons
to take this option. First, the properties at issue in
the other physical sciences seem likely to be appro-
priately nothing over and above the more basic
properties delineated by microphysical theory, so
including them in the domain of the properly phys-
ical is unnecessary (see Chemistry, Philosophy of;
Emergence; Reductionism). Second, and more
important, the justification of physicalism that
appeals to causal considerations makes the most
sense when the causal considerations make refer-
ence specifically to the causal completeness of phys-
ics, which implies that the physicalist should focus
solely on microphysics (Sturgeon 1998).
If it is agreed that the physical properties should

be limited in this way to themicrophysical, onemust
bear in mind the fact that much discussion of phy-
sicalism has been conducted as if physicality includ-
ed a broader range of properties. For instance,
Smart’s (1959) celebrated defense of the identity
theory focused on the identity of mental properties
with neurophysiological properties, which would not
count as properly physical on the present sugges-
tion. Nor is it plausible to suppose that neurophysi-
ological properties can be identified with strictly
physical properties. What might be plausible, in-
stead, is the thesis that such physical properties
can be defined in terms of aggregations of basic
individuals having certain physical properties
and standing in certain physical relations to
each other (see Kim 1998 for a discussion of such
‘‘micro-based’’ properties). In light of this, certain

philosophical discussions about physical properties
might best be interpreted as being about proper-
ties that are either physical or defined in this way
in terms of the physical.

Skeptical Worries

The idea that the physical should be defined by
reference to physics has prompted a number of
philosophers to argue that no adequate account
of the physical can be given (Crane and Mellor
1990). The core argument can be given as a dilem-
ma. The theory by reference to which the physical
is to be defined is either the physical theory that
actually exists in the present or some envisaged
future or ideal theory. In light of the history of
science, it is likely that present theories are false,
even if they are in some sense closer to the truth
than past theories. As a result, the physicalist who
takes the former option will be defining physical-
ism by reference to a false theory, which seems an
unhappy result. On the other hand, if the physical-
ist chooses the latter option, the doctrine will be
defined by reference to an unformulated theory,
which seems again to be undesirable. In that case,
it is said, the relevant notion of the physical
becomes objectionably obscure, or perhaps is such
as to render the thesis of physicalism trivially true.

Neither horn of the dilemma is quite as sharp as
it may first appear. Consider the first option. Even
if a physical property is defined by reference to
current physical theory, physicalism is not com-
mitted to the truth of that physical theory. That
theory is being exploited only for its ontology, not
for its doctrine. So long as it has the right inventory
of properties, regardless of the claims it makes
about them, this actual theory will not be problem-
atic. Still, if actual theory is in error in including
nonexistent properties, or in failing to include cer-
tain properties, those errors seem to count against
this option.

Consider the second option, whereby a physical
property is defined by reference to an ideal physical
theory. Two objections should be distinguished
here: the triviality objection and the obscurity ob-
jection. The triviality objection may be understood
as follows. In what sense is the ideal physical theory
‘‘ideal’’? One may suspect that its being ideal
implies that it is successful as a theory about all
those phenomena that the physicalist believes to be
ultimately physical. In that case, however, all those
phenomena are trivially counted as physical simply
by virtue of being the subject matter of the ideal
physical theory. The point can be made dramatic
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by considering some properties that are intuitively
not physical at all, such as mental properties. If the
ideal physical theory is defined as one that includes
an account of everything of interest, including the
mental, then such mental properties trivially count
as physical—an intolerable result.

But this result is hardly inevitable. The physical-
ist who opts to define physicality by reference to an
ideal physical theory need not understand the the-
ory as ideal in the sense that it is successful about
all phenomena of interest to the physicalist. Rather,
the ideal physical theory may be better understood
as ideal in the more limited sense of succeeding as a
theory about all phenomena of interest to physicists.
Of course, there remains work to do by way of
clarifying just what this more limited domain is to
include, but the present point is simply that the
physicalist is not required to define the relevant
theory in a way that trivializes physicalism.

The other objection from the obscurity point
of view is more serious. An appeal to some ideal
physical theory is an appeal to a theory not actually
formulated. But if the details of this theory are in
fact unavailable, how can anyone even begin to
evaluate claims like ‘‘Everything is ultimately phys-
ical’’? If philosophers do not have the ideal physical
theory in hand, do they have any grasp of physical-
ism itself ? If philosophers are profitably to discuss
the doctrine, they need to have at least some grasp
of what counts as prima facie physicality and what
does not; the objection is that an appeal to an ideal
physical theory does not allow philosophers to
have any such grasp.

Responses to Skepticism

Responses to these skeptical worries can be divided
into three categories: those that embrace the first
option of appealing to present physical theory,
those that embrace the second option of appealing
to some ideal physical theory, and those that at-
tempt to avoid the choice altogether.

The first response has been defended by Melnyk
(2003), who argues that physicalism is itself a sci-
entific hypothesis and, hence, that the attitude the
physicalist takes toward it should be comparable to
that which scientific realists take toward what they
consider to be the best of current scientific theories
(see Scientific Realism). As scientific realists us-
ually recognize that current theories are likely to
be false, the attitude in question need not be one
that is rendered irrational by that recognition. In
Melnyk’s account of the appropriate attitude, one
assigns the endorsed theory a higher probability

than any of its relevant rivals, where the class of
relevant rivals is limited in various ways—for in-
stance, only actually formulated theories are in-
cluded. As a result, the physicalist can take this
attitude toward current physical theory without
being committed to its truth or even likely truth.
The second response is perhaps the most popular

(Papineau 1993; Poland 1994). The complaint that
the resulting notion of physicality is too obscure
can be blunted if there is good reason to sup-
pose that certain concepts will not be needed to
understand the ideal physical theory. If, for in-
stance, no concepts of the mental are needed for
this purpose, then the mental is not trivially includ-
ed as part of the physical, and it is a good and
substantive question whether the mental can be
located in a fundamentally physical world. (This
strategy may be generalized, of course, for other
phenomena typically seen as needing special ac-
commodation: One may suppose explicitly that no
biological concepts, for instance, will be needed to
understand the ideal physical theory, and so on.)
One important question for this strategy concerns

the nature of this confidence that certain entities will
not appear as such in the ideal physical theory: Is
this exclusion to be imposed by definitional fiat, or
is it to be understood as an empirically grounded
prediction about the likely character of the ideal
physical theory? Even if the former were chosen, a
commitment would presumably be required to an
empirical claim about some sort of continuity be-
tween actual physical theory and the envisaged
ideal, for a lack of such continuity would make
unclear how the success of actual physical theory
plays a role in motivating the physicalism thus
defined.
Finally, a different response that has recently

been aired is to replace talk of the physical with
that of the ‘‘nonmental’’ or other negatively de-
fined notions. It can be seen as a natural descen-
dant of one version of the previous strategy,
whereby one defines the ideal physical theory so
as to guarantee that certain phenomena are exclud-
ed. The suggestion is to drop the term ‘physical’
altogether and formulate a thesis negatively—as,
say, the claim that everything is ultimately nonmen-
tal. Physicalism itself, on this suggestion, would
presumably splinter into a variety of theses of this
sort: In addition to the nonmental thesis, there
would be the claims that everything is ultimately
nonbiological, nonaesthetic, and so on.
In evaluating these responses to skeptical worries,

one should bear in mind that an appropriate re-
sponse shouldmaintain contact with themotivation
for physicalism. If physicalism is supposed to be
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motivated by something about the actual success
of physical theory, that motivation should continue
to make sense given the chosen interpretation of
(or, as in the third option, replacement for) the
physical. In light of this, it is worth noting that it is
not entirely clear that even present physical theory
avoids incorporating the mental as an essential part
of its machinery. If, as some speculate, the best way
to make sense of quantum mechanics requires the
essential involvement of a mental event of observa-
tion, then actual, non-ideal physical theory itself
includes the mental as such, and an attempt to
define the physical by reference to that theory will
run the risk of counting the mental as such as
already physical.
The following sections explore the relation of all

else to the physical.

Identity Theses

The most straightforward way of formulating
physicalism is a property identity claim:

ðPIÞ Every property is a physical propery:

To many, PI has seemed too strong to be a fair
expression of physicalism. If physical properties are
understood as limited to those that are microphysi-
cal, this thesis will be simply incredible. This consid-
eration is not, however, responsible for convincing
many to reject PI as too strong, as much discussion
of PI and its problems has taken place without
having that specific method of defining the physical
in the background.
The more famous consideration regarding PI is

that it seems to be inconsistent with the claim that
some properties are multiply realizable, which does
not seem to be inconsistent with physicalism itself.
The multiple realizability claim may be set out thus:

ðMRÞ There is at least one property F such

that it is possible for F to be

instantiated on different occasions by

virtue of being realized by different

physical properties:

Exactly how the relation of realization is to be
understood is a good question (addressed below
under ‘‘Realizationism’’). It may be enough for
the moment to point out that realization is meant
by physicalists to be a sort of determination rela-
tion that licenses the claim that the realized proper-
ty is not entirely distinct from its realizers, so that
one could accept MR while remaining a physicalist.
MR seems to imply the following corollary,

which one may call the lack of coextension thesis:

ðLCÞ There is at least one property F such

that there is no physical property with

which F is necessarily coextensive:

Given MR, it seems that several different physi-
cal properties are all sufficient for the instantiation
of the multiply realizable property; as a result, no
single physical property is necessary for it. LC, of
course, is inconsistent with PI; so if MR implies
LC, it is inconsistent with PI.

The option of formulating physicalism in terms
of identity is not thereby rendered hopeless,
however. There are three positions worth consider-
ing that may be appealing to those originally
tempted to PI. The first (the disjunction option)
retains MR but maintains that MR does not
imply LC; the second (the quasi-eliminativist op-
tion) rejects MR but retains a thesis similar to it;
the third (the trope identity option) retains MR
and LC but rejects PI in favor of a similar thesis.

The Disjunction Option
The disjunction option rejects the claim that MR

implies LC; it aims to ensure that a physical prop-
erty necessarily coextensive with the multiply real-
izable property can be found by constructing one
from the various possible physical realizers of it.
Suppose that pain is multiply realizable and that
R1, R2, . . . Rn are all the possible physical realizers
of pain. Now consider the open sentence ‘x has R1

or x has R2 or . . . x has Rn’ and call this the
disjunctive predicate. The disjunction option identi-
fies pain with the property allegedly expressed
by the disjunctive predicate. There are three key
questions about this option.

The first question is: Does the maneuver succeed
in specifying a property that is necessarily coexten-
sive with pain? The disjunctive predicate is con-
structed out of names of the physical realizers of
pain, but if there are possible nonphysical realizers
of pain, then the disjunctive predicate is not in fact
necessarily coextensive with pain. However, if the
nonphysical realizers are never instantiated in the
actual world, it is not clear that physicalism runs
counter to such possible nonphysical realization.

The second question is more fundamental: Does
the disjunctive predicate succeed even in expressing
a genuine property? If, as some argue, there is noth-
ing genuinely in common among the various indivi-
duals that form the extension of the disjunctive
predicate, then one might conclude that there is no
property corresponding to the predicate. It is not
obvious that one should suppose there is nothing in
common, however, in light of the fact that each
individual in the extension has in fact been grouped
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together (at least by humans) as an exemplifier of
pain.

Finally, the third question concerns the classifi-
cation of the alleged property. Supposing that the
disjunctive predicate indeed expresses a genuine
property, it is not obvious that this property will
count as a physical property. If the disjunction op-
tion is to save PI, the property with which it identi-
fies pain has to be, of course, a physical property.
The fact that the disjunctive predicate is constructed
out of the names of physical properties is no guar-
antee that the resulting construction captures a
physical property. The predicate ‘x does not have
mass’ is constructed from the name of a physical
property, but it is doubtful that the property it
captures should count as physical.

The Quasi-Eliminativist Option
The quasi-eliminativist option rejects MR but

replaces it with a similar-looking thesis about
predicates:

ðMR*Þ There is at least one predicate F such

that it is possible for F to be satisfied

on different occasions by virtue of

different physical properties being

instantiated:

Suppose again that pain is one of the allege-
dly multiply realizable properties. The quasi-
eliminativist does not insist that pain is realized
in only one way; he allows that different things
can be in pain by virtue of exemplifying distinct
physical properties, but he rejects the claim that
there is a genuine property of being in pain. There
is a generally applicable predicate ‘is in pain,’ but
there is no single property shared by all the indivi-
duals in the extension of that predicate. In effect,
the quasi-eliminativist takes up the skepticism
earlier expressed toward the alleged property
expressed by the disjunctive predicate and applies
it to the multiply realized property itself. The mul-
tiply realizable property is eliminated while the
realizing properties are retained.

In fairness, the position is not described simply as
eliminativist, since it allows that statements using
the ‘is in pain’ predicate can be true. Indeed, one
might adopt a version of this position according to
which the various physical realizers of pain are
themselves described as kinds of pain, thus allowing
one to say that certain kinds of pain are genuine
properties.

The quasi-eliminativist option has the undoubt-
ed attraction of providing a simple formulation of
physicalism while not denying what seems to be the

real substance of multiple realizability. It is hardly
without cost, however, since the claim that there is
no genuine property of being in pain is not very
plausible at the outset. Perhaps, however, the ad-
vocate of this option could argue that insofar as
one finds it plausible to think of a given alleged
property as multiply realizable, one will also find it
plausible to think that the property is merely al-
leged. In other words, if it is not plausible to think
that there is no genuine property of being in pain,
this may be because it is not plausible to think that
pain is multiply realized.

The Trope Identity Option
The trope identity option abandons PI in favor

of the thesis that every trope is a physical trope.
This thesis is distinct from PI only if it is coherent
to suppose that an individual exemplifies two dis-
tinct properties—the instantiations of which are
nonetheless identical. If one understands tropes as
being derivative on the more fundamental existence
of properties as universals, so that they inherit their
individuation conditions from the properties of
which they are instances, it is not clear that this
supposition is coherent. If, however, properties as
universals are themselves constructed out of tropes
understood as more fundamental entities, the sup-
position may be coherent. So long as there are at
least two distinct equivalence relations by which
tropes might be grouped into properties, the same
trope could belong to two different groups and
therefore be counted as an instantiation of two
distinct properties.
The trope identity thesis can accommodate mul-

tiple realizability in a straightforward fashion. If a
property F is multiply realized, no physical proper-
ty is necessarily coextensive with F; nonetheless,
each instance of F might be identical with an in-
stance of some physical property—perhaps the
physical property that realizes F on that occasion.

Supervenience Theses

While there are various ways to maintain an iden-
tity thesis in the face of MR, it may seem simpler to
abandon identity for a rather different approach.
The notion of supervenience has seemed to many to
be a promising alternative. Supervenience is a rela-
tion that holds between families of properties: The
A-properties supervene on the B-properties just
in case there can be no difference in A-properties
without some difference in B-properties (see Super-
venience).
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A good way to understand the attraction of
supervenience is to think of it as an appropriately
minimal way of talking about sufficiency. If A-
properties supervene on B-properties, then there is
a total state of each individual with regard to its
B-properties that suffices for its total state with
regard to its A-properties. Such sufficiency is just
what one would expect if the A-properties were to
be explained as being nothing over and above
the B-properties. By appealing to supervenience,
however, one avoids having to say just which of
the explanatory properties do the explaining. Fur-
ther, one allows that different physical properties
do the explaining in different circumstances, thus
accommodating multiple realizability.
The claim that the nonphysical properties super-

vene on the physical properties admits of more than
one interpretation, however, and much of the liter-
ature on supervenience can be seen as devoted to
distinguishing those interpretations and assessing
them as expressions of physicalism. When it is said
that there can be no difference in A-properties with-
out a difference in B-properties, there are three key
parameters to be specified. First, of course, one
must specify the families A and B. Second, one
must specify the modal status of the claim. Third,
one must specify how the relevant comparisons
are to be made. When it is said that a difference in
A-properties requires a difference in B-properties,
what sorts of objects are to be compared for same-
ness and difference, and how exactly are the rele-
vant pairs to be selected? Permutations of these
parameters can result in a wide variety of distinct
supervenience claims. (See Supervenience for an
overview of the varieties and their significance.)
The sort of supervenience thesis that has gained

widespread popularity is global in form, comparing
entire possible worlds for sameness or difference in
the relevant families of properties. A global super-
venience thesis seems well placed to capture the idea:

ðGSÞ For any two possible worlds W1 and W2;
if W1 and W2 are physically exactly alike;
then W1 and W2 are exactly alike in all

respects:

This is in accord with the notion mentioned ear-
lier as central to physicalism, that the way the world
is generally is determined by the way the world is
physically. Nonetheless, GS is rejected by most
physicalists as too strong. Most think of the doc-
trine as a contingent truth, so that there are possi-
ble worlds in which it is false. Given this, it seems
that GS is false. Consider a possible world in which
traditional Cartesian dualism is true and in which a

particular body B is associated with a Cartesian
soul. Now consider another possible world in
which dualism is true just as in the first, with the
sole exception that body B is, in this world, uncon-
nected to any mental substance. This pair of worlds
is a counterexample to GS, yet the physicalist may
want to allow them as possible.

In order to focus on the character of the actual
world, the physicalist is better off with a global
supervenience thesis that compares other possible
worlds with this actual world. If any world is just
like this one in its physical character, then it must
be just like this one generally. The desired thesis
can be made more precise with the notion of
a ‘‘minimal physical duplicate’’ (Jackson 1998).
A minimal physical duplicate of a worldW is, intui-
tively, what one would get if one were to take the
physical description ofW as a recipe, building a new
world out of nothing but the ingredients spelled out
in it, with no additional individuals or properties.
Now consider the following supervenience thesis:

ðMPDÞ Any minimal physical duplicate of the

actual world is indiscernible from the

actual world generally:

MPD appears to specify a supervenience thesis
that is at least necessary for physicalism to be true.
Whether it is sufficient is another question. A con-
sensus appears to be emerging that no supervenience
thesis is sufficient for physicalism. Supervenience is
in itself simply a sufficiency claim. But physicalism
is committed to an explanatory claim: If there are
any nonphysical properties, their instantiation is
to be explained by reference to the distribution of
physical properties. Since it is a familiar idea from
philosophy of science that sufficiency is not itself
sufficient for explanation, supervenience does not
seem capable of guaranteeing the explanatory
import of physicalism.

This point has been emphasized by several philo-
sophers in recent years (Horgan 1993; McLaughlin
1995). One way of making the point vivid is to
demonstrate that there may be explanations of the
truth of supervenience theses that are inconsistent
with the sort of explanation desired by physicalists.
Consider, for instance, how a traditional property
dualist might explain the fact that any two physi-
cally indiscernible individuals are indiscernible
with respect to their mental properties; the dualist
might say that there are natural laws governing
mental properties that dictate that they appear
and evolve according to the physical states of indi-
viduals. Thus, a position plainly incompatible with
physicalism seems compatible with supervenience.
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But matters are not quite that simple, as much
depends on the modal strength of the superveni-
ence claim. The dualist explanation just considered
depends on the natural laws thought to link the
mental and the physical. In the two formulations
given above (GS and MPD), there was no restric-
tion on the domain of possible worlds. If there are
possible worlds in which the actual laws of nature
are not laws, then the dualist explanation just given
will not carry over to those worlds. Of course, one
might maintain that the actual laws of nature are
necessary in the strongest sense, so that there are no
possible worlds in which they fail to be laws. Barring
that, it is not obvious how an unrestricted super-
venience thesis like MPD might be explained in a
way not consistent with physicalism. In any case, the
point to be appreciated is that the relevance of
supervenience theses depends both on one’s general
views about modality and the stipulated modal
strength of the supervenience thesis.

Realizationism

An increasingly popular rival to the identity and
supervenience approaches to formulating physical-
ism is realizationism (Melnyk 2003). This is the
thesis that every property either is physical or, on
every occasion of instantiation, is realized by a
physical property. Because the claim that one prop-
erty realizes another seems to carry explanatory
force, realizationism seems to avoid the weakness
of supervenience approaches while not being as
strong as the property identity thesis.

The notion of realization is not grounded in ordi-
nary talk but has flourished in the context of philo-
sophical discussion of functionalism. As such,
realization talk should be understood by reference
to the notion of a second-order property. Suppose F
is a second-order property defined in the following
way:

x has F ¼ there is some property P such that

ðiÞ x has P and

ðiiÞ x0s having P meets condition C:

If the definitive condition C is that of playing
a certain causal or functional role, then F may
be said to be a functional property. Advocates of
realizationism are likely to be functionalists as well
as physicalists, taking advantage of the fact that
functional properties are second order.

In one standard way of talking about realization,
one can say that F is realized by a property P on
the occasion of being instantiated by an individual
x just in case x has P and x’s having P meets con-
dition C. If ‘realizer’ is used in this way, however,

one should bear in mind that even if F is realized
by P on a given occasion, the property P is not
thereby sufficient for the instantiation of F. It is
the combination of P and the fact that the indivi-
dual’s having P meets condition C that is sufficient
for F.
The point is highlighted by some terminology

introduced by Shoemaker (1981). Shoemaker dis-
tinguishes between ‘‘core’’ and ‘‘total’’ realizers. In
the example given above, P is the core realizer of F
on that occasion of instantiation. The total realizer
can be specified as the property of having P and
being such that one’s having P meets condition C.
Given the definition of F, it is trivially necessary
that any individual that exemplifies a total realizer
of F will also exemplify F. Further, it seems plausi-
ble to say that when F is instantiated in this fash-
ion, that instance of F is nothing over and above
the instantiation of that total realizer. By contrast,
it does not seem appropriate to say that the in-
stance of F is nothing over and above the instanti-
ation of the core realizer P. In light of the core/total
distinction, it seems that the realizationist thesis
should be understood as the claim that every non-
physical property has, on every actual occasion of
instantiation, a physical total realizer.
Realizationism thus understood is not as distant

from the identity approach as one may have
expected. If the total realizers of F are them-
selves physical, then the definitive condition C is
itself physical. In that case, one may well want to
say that F is physically definable. After all, F would
then be definable using nothing but logical connec-
tives, quantification over properties, and terms for
physical properties. One may say that the identity
thesis has been vindicated, for the multiply realiz-
able properties are all identical with second-order
properties, which can be seen to be themselves
physical (Field 1992).

The Question of Justification

The History of Successful Physicalist Theorizing
One route to justifying physicalism is quite

straightforward: Argue that since a wide variety
of phenomena have already been shown to be ulti-
mately physical in nature, the physicalist is justified
in making the inductive leap to conclude that all
phenomena are ultimately physical.
One way of thinking about this is in terms of the

history of reductive success. That is certainly the
justification imagined by those philosophers writing
in the middle of the twentieth century who were
concerned to defend a physicalist theory of the
mind. They took it more or less for granted that
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scientific results had already demonstrated that
sciences other than psychology reduced to ‘‘lower-
level’’ sciences, and ultimately to physics. In effect,
in this view, physicalism as a view about everything
else (other than the mental and those things depen-
dent on the mental) had already been demonstrated
by a string of successful reductions. All that re-
mained was to justify the extension of physicalism
to the realm of the mental and the like.
This way of justifying physicalism is, however,

hampered by controversies over the notion of re-
duction. The claim that biology has been shown to
be completely reducible to chemistry, for instance,
will not command immediate assent (see Reduc-
tionism). No one doubts that all sorts of interesting
links have been found and developed, but the con-
troversy is over the proper interpretation of those
achievements.
Nonetheless, the general drift of the argument is

clear: There is a history of what might be called
successful physicalist theorizing—a history of suc-
cess in showing that various properties are indeed
to be counted as ultimately physical, as well as an
invitation to generalize to all properties. Whether
the argument is a good one depends on how exactly
the relation of being ‘‘ultimately physical’’ is un-
derstood and whether, in light of that understand-
ing, it is the sort of feature one can find in the
actual results of science and should confidently
project to other cases.
A somewhat different way to use the history of

science to argue for physicalism is via what one can
call the argument from proven methodological utili-
ty. Instead of claiming that what history displays is
a string of successful theories showing that various
properties are ultimately physical, this argument
strategy turns on the claim that scientific practice
has often presupposed that physicalism is true, and
this presupposition is at least partly responsible for
its success. The history of science shows that it pays
to presume physicalism; the best explanation of this
proven utility is that physicalism is true.
One advantage of this argument is that it does not

require its advocate to find in the history of science
any explicit theories setting out how apparently
nonphysical properties are to be explained as ulti-
mately physical. All that is needed is evidence that
confidence in the existence of such an explanation
played a key role in advancing scientific inquiry.
The disadvantage is that it is not easy to adjudicate
claims about the role of presuppositions. Even if it is
plausible to say that actual scientists have presumed
physicalism, more work is needed to show that this
presumption (and not perhaps some less weighty or
less significant one) played a role in dictating the

theories constructed, experiments designed, or
the like.

The Causal Impact Argument
The causal impact argument for physicalism is

easy to state in a rough form. There are three pre-
mises. The first is the causal impact thesis: Every
event is a cause of some physical event or other. The
second is the causal completeness of physics: Every
physical effect that has a sufficient cause has a
sufficient physical cause. (Physical events that are
not causally determined may be said to have their
objective chances of occurrence determined by
physical causes.) The third is the claim that causal
overdetermination is not rampant.

Together, these three premises seem to imply that
any apparently nonphysical property must be ulti-
mately physical; any such property is involved in
some event and thereby has a causal impact on the
physical. Given the causal completeness of physics,
however, anything that has a causal impact on the
physical must be itself physical—unless, of course,
the physical event is causally overdetermined,
which option is ruled out by the third premise.

While the first and third premises seem to be
plausible on casual examination, the second—the
causal completeness of physics—needs special com-
ment. It should be stressed that the thesis does not
imply that the only legitimate causal explanations of
physical events are ones that appeal exclusively to
physical conditions and laws; it implies only that for
every physical event that can be causally explained
at all, there exists a sufficient causal explanation of it
that appeals only to physical conditions and laws.
The thesis can therefore be supported by considera-
tions internal to physical theory, by judging the
success of physical theory in producing such expla-
nations, without having to rely on any claims about
the relation of physical theory to anything else. This
is a considerable advantage, as any such claims are
likely to be philosophically contentious.

The causal impact argument should be sharply
distinguished from the traditional attack on Carte-
sian dualism that questions the intelligibility of
causation spanning the mental and physical divide.
The argument does not concern the mental/physi-
cal divide in particular, nor does it turn on claims
about intelligibility at all. It should also be distin-
guished from Davidson’s (1970) famous argument
for the thesis that every event is a physical event.
While there are a few (indirect) relations between
this argument and Davidson’s, the latter turns fun-
damentally on considerations about the availability
of strict causal laws to subsume cause/effect pairs,
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whereas the causal impact argument in no way
relies on such considerations.

The causal impact argument has gained ground
as themost popular route for justifying physicalism.
There is one very important way in which the argu-
ment needs further careful development, however.
How exactly should its conclusion be understood?
If causation relates events, then one may take the
argument as concluding that every event is a physi-
cal event. But that conclusion seems insufficient
for physicalism, as discussed earlier. If the argument
is to give us a conclusion that is recognizably physi-
calist, its premises must be, so to speak, appropri-
ately calibrated, so that they concern properties
and their role in causation. For example, if physi-
calism is understood as realizationism, the advocate
of the argument must find a way both to refer to the
role of properties in causation and to show that the
only alternative to genuine overdetermination is for
the causally relevant property to be either itself
physical or, on that occasion, physically realized.

The Manifestability Argument
The manifestability argument is akin to the caus-

al impact argument in that it, too, makes use of the
causal completeness of physics. It does not, howev-
er, rely on the assignment of causes; it turns solely
on counterfactual claims. The key premise is that
the nonphysical is physically manifestable in the
sense that if two individuals differ in some nonphys-
ical respect, this difference is capable of showing up
in a difference of physical conditions. More precise-
ly, if x and y are discernible in some nonphysical
respect, then there is some physical context C and
some physical event type E such that if x were in C,
anE-type event would occur, while if ywere inC, no
E-type event would occur.

The premise has considerable intuitive plausibili-
ty. Consider the infamous case of the mental. It
seems that differences in mental states, even if they
do not actually manifest themselves physically, are
capable of doing so. (If, for instance, two people
differ in their beliefs as to whether there are ducks
present, the physical condition that amounts to ask-
ing ‘‘Are there ducks about?’’ would elicit different
behaviors.) If the manifestability premise is granted,
any nonphysical difference is reflected in a differ-
ence in potential physical consequences. But given
the causal completeness of physics, any difference in
potential physical consequences is grounded in ac-
tual physical differences. Hence, any nonphysical
difference is reflected in some actual physical differ-
ence. In other words, the nonphysical supervenes on
the physical (Papineau 1993; Loewer 1995).

Although the manifestability argument has not
received the same attention given the causal impact
argument, it is accused of being incapable of sup-
porting an appropriately strong supervenience the-
sis (Witmer 1998). Even if the argument is not
successful on its own, however, those physicalists
inclined to rest their convictions on the causal
impact argument should keep it in mind. Since
counterfactuals are intimately related to causal
claims, the manifestability argument may contain
resources relevant to the proper development of the
causal impact argument.

D. GENE WITMER
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JULES HENRI POINCARÉ

(29 April 1854–17 July 1912)

Jules Henri Poincaré was a prolific mathematician,
mathematical physicist, and philosopher. Often
compared to Gauss, he made significant contribu-
tions to many areas of mathematics, including to-
pology, non-Euclidean geometry, Lie groups, and
differential equations. He also published four
volumes of philosophical and popular writings on
science and mathematics.
As a philosopher of science, Poincaré is some-

times thought of as a conventionalist (see Giedymin
1982). Poincaré did argue that certain central deci-
sions in science have a strongly conventional ele-
ment. But as a general label, ‘‘conventionalism’’
does not accurately account for the variety and
complexity of views that make up his philosophy
of science. His clearest and most convincing argu-
ments for conventionalism are found in his philos-
ophy of geometry. Poincaré argued that the choice
between Euclidean and non-Euclidean geometry is
radically underdetermined. Either can be chosen,
for either hypothesis can be made to fit any data.
The result is thus a convention, for only conve-
nience can determine the choice. But even here, at

his most conventional, Poincaré (1982) believed
that the candidates for a geometric choice are a
priori constrained by the nature of human minds;
furthermore, which choice appears to be the most
convenient is influenced by the nature of the em-
pirical world (276). In this way, all reference to
‘‘convention’’ in Poincaré must be balanced
by his semi-Kantianism on the one side and his
empiricism/realism on the other. Conventions in
science were not in general ‘‘mere’’ for Poincaré.

Geometric Conventionalism

Poincaré argued that geometry is not synthetic a
priori as Kant thought because it is not possible to
have intuitions of points, lines, or spatial distances.
Nor is geometry in any straightforward sense ana-
lytic a priori, for its truths are not determined
by the nature of the fundamental geometric con-
cepts alone. In the absence of axioms, the concepts
of point, line, and plane do not distinguish one
geometrical system from another. On the con-
trary, the fundamental geometric concepts become
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‘‘implicitly defined’’ only after the geometric
axioms are chosen.

Geometry is not empirical either. In order to test
whether space is Euclidean or non-Euclidean, some
measurements would have to be made. But
such measurements would have to be based on
assumptions in physics—for example, that light
travels in straight lines. So they would have to
depend on a prior understanding of ‘straight line’
and its physical realizations. This point was
brought out very clearly by the parallax result,
which showed that a fixed star observed during a
solar eclipse appears in a different location than its
ordinary location observed at night. The intuitive
response is that the light from the star bends as it
travels past the sun, owing to the sun’s gravitation-
al field. Poincaré famously pointed out that this
means that geometry cannot be empirically tested
in any straightforward manner. In the light of the
parallax result, a choice had to be made whether to
revise the physical hypothesis that light travels in
straight lines or the Euclidean hypothesis that
space is flat. In such a case, which choice is ‘‘cor-
rect’’ is undetermined by the evidence, for it
depends only on what is most convenient given
the global background theory. That Euclidean ge-
ometry can be chosen no matter what the data say
means that geometry is more like language than an
empirical claim. It is in this sense that it is conven-
tional. The argument relies on the thesis that it is
possible to test only the conjunction of physics plus
geometry. Generalized by Duhem into the view
that it is possible to test only a cluster of hypotheses
rather than a single one, and further generalized
by Quine, one can see that Poincaré’s ‘‘conven-
tionalism’’ was in some ways a foundation for
contemporary holism (see Duheim Thesis).

An important limitation on Poincaré’s candi-
dates for geometry was that they had to be of
constant curvature. This was of course rejected by
the theory of general relativity, according to which
the curvature of space depends on the distribution
of its matter. However, Poincaré regarded the very
idea of spatial measurement as requiring rigid body
motion, where rigid bodies are simply idealizations
of physical bodies. People know that ordinary bod-
ies, including their own, move. Indeed it is precisely
the possibilities underlying this sort of motion by
which the difference between change of state and
change of place is understood. And understanding
the idea of motion—change of place—is central to
geometrical thinking.

Also central to geometric thinking is the idea of a
group, which Poincaré regarded as a form of un-
derstanding, given a priori. When conjoined with

the presupposition that rigid body motion is possi-
ble, the group concept yields the Lie groups, which
entail that there are three basic geometries of
constant curvature: Euclidean, Riemannian, and
Lobachevskian. According to Poincaré, experience
helps us to pick out which group is merely the most
convenient among the three possible. The indefinite
iterability of the geometric operations means that
geometry also presupposes arithmetic and its
a priori intuitive basis (Poincaré 1982, 276) (see
Conventionalism).

Intuition in Pure Mathematics

In his philosophy of pure mathematics, and espe-
cially of arithmetic, Poincaré was a self-declared
defender of Kant against both logicism and Hil-
bert’s program. The extent to which he was truly
Kantian is a tricky question. Like Kant, Poincaré
appealed to intuition as a necessary—yet nonlogi-
cal and nonconceptual—source of knowledge. Un-
like Kant, the a priori intuition he focused on is
indefinite iteration rather than space or time, where
‘indefinite iteration’ means the capacity of the mind
to conceive the unlimited repetition of certain acts.
There was an important connection between intui-
tion and sense experience for Poincaré as for Kant,
in that indefinite repeatability was presupposed in
his displacement account of motion in, and experi-
ence of, space. But iterability seems a little less im-
mediate than Kant’s spatiotemporality. (The
spatiotemporality of the world of experience seems
obvious; the indefinite iterability of certain features
of experience may seem downright false.) Poincaré
(1913, 44) later also endorsed the intuitive nature of
the continuum, claiming that experience would be
impossible without it. Why this is so is left mostly
unexplained and remains somewhat obscure.
Though the intuitive nature of the continuum is

not clearly defended, Poincaré did argue vehe-
mently for the intuitive basis of arithmetic. The
nature and role of intuition in Poincaré’s philoso-
phy of mathematics is relevant to his philosophy of
the natural sciences, and in particular to under-
standing what sort of a so-called conventionalist
he was for the following reason. He believed that
there is a hierarchy of sciences with arithmetic at
the most fundamental level. Analysis builds on
arithmetic, geometry builds on analysis, and phy-
sics builds on geometry. The epistemology of
arithmetic thus provides a foundation for the
epistemology of the rest of science in Poincaré’s
hierarchy (Poincaré 1902; Folina 1992 and 1995).
Themain opposition to theKantian paradigm for

arithmetic was logicism, represented to Poincaré by
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people such as Russell and Couturat. In contrast to
the logicists, Poincaré regarded mathematics as ir-
reducibly mathematical, and intuition was his an-
swer to the question of what the essence of
mathematics is. Poincaré’s strongest arguments
against logicism and for intuition were circularity
objections against any formal attempts to symboli-
cally reconstruct arithmetic. His claim was that all
such formal systems, if they are adequate for deriv-
ing the theory of the natural numbers, presuppose
the intuition they are trying to avoid. This is a
strong claim and one that is hard to defend in
general.
His defense of intuition came in two stages. Prior

to 1906, his most potent argument was that symbol-
ic logic after Frege, Boole, etc., is itself inherently
combinatorial, and so inherently mathematical in
that it presupposes iteration in the form of recursive
procedures. Thus, any derivation of arithmetic from
logic has already presupposed something inherently
mathematical. So it is circular.
By 1906, his circularity objection was modified in

light of the set-theoretic paradoxes. Hereafter, he
was no longer so concerned with mere circularity;
his objections instead focused on the vicious circu-
larity of certain definitions available in naive set
theory and elsewhere in classical mathematics. The
problematic definitions typically involve a property
the scope of whose quantifier includes the object
being defined. These definitions, via writings by
both Poincaré and Russell, became known as
‘‘impredicative.’’
As it turned out, impredicative definitions are

very common in mathematics. So the class of defi-
nitions affected by the critique was surprisingly
broad. The problem in accepting Poincaré’s point
of view is that not many mathematicians would be
willing to sacrifice mathematical methods for a
philosophically based restriction—especially not
when there are other available ways to avoid
paradox, such as axiomatic set theory. Poincaré
himself did not restrict his work to predicative
mathematics. With his other circularity arguments
he sometimes argued that the ineliminability of
impredicativity simply showed the need for intui-
tion in certain domains (see Heinzmann 1985).
The main point for this entry is that Poincaré

persisted in defending the intuitive basis of mathe-
matics, in his efforts to defend Kant’s basic picture
of mathematics from the attacks of logicism. In this
account, at least part of the nature of mathematics
is determined by the kinds of minds that human
beings have: finite, yet capable of infinite combina-
torial thinking. Since the rest of science appeals to
mathematics and rests on it, science is not governed

simply by conventions. The existence of certain
conventional choices in science does not, there-
fore, mean that science as a whole is ‘‘merely’’
conventional.

Scientific Realism

If Poincaré’s modifiedKantianism balances his con-
ventionalism from the a priori side, his empiricist-
based realism balances it from the other. Whereas
a priori intuition can be thought of as dictated by
the a priori nature of the mind, empirical facts are
dictated by the a posteriori nature of the physical
world. It should be noted that by ‘fact’ in science
Poincaré meant an intersubjectively verifiable state
of affairs. The empirical world is in this account
relevant to the ‘‘conventional’’ choice between Eu-
clidean and non-Euclidean geometry. Which geom-
etry is most convenient will depend on the use to
which it needs to be put. Physics uses geometry, so
the best current theories in physics will contribute
to determining what counts as the simplest, most
convenient geometry. And the best current theories
in physics are at least in part determined by the way
the world is.

Of course, one must not overemphasize the sense
in which Poincaré was a realist. His conventional-
ism was not strictly limited to his philosophy of
applied geometry. Poincaré used the term ‘conven-
tion’ outside of geometry as well, to include certain
principles that originated as part of experimental
science. His view was that when a bit of science is
particularly well confirmed and particularly funda-
mental, it can end up being called a ‘‘principle’’ and
treated as a convention. There is obviously some
affinity here with Quine’s ‘‘web of belief ’’ meta-
phor. Though Poincaré would not have carried
the view so far as to eliminate distinctions such as
analytic/synthetic, or to eliminate all hierarchy in
science, he did regard the boundary between the
conventional and the experimental parts of science
as both elastic and a little bit fuzzy. Not only can
an experimentally based principle become a con-
vention; a convention rooted in a principle can
still be undermined by experiment—even if not
directly falsified (Poincaré 1982, 318–319). Never-
theless, at any one time, there is a difference be-
tween the conventional and the empirical parts
of science; and, in emphasizing this distinction,
Poincaré resembles the logical positivists whom he
influenced.

Despite the appeal to convention further up in
Poincaré’s hierarchy from geometry, the real world
is ‘‘out there’’ and cannot be changed at will. That
is, despite Poincaré’s anti-realist sympathies, he
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argued (against the more radical, exaggerated con-
ventionalism of Le Roy) that science is neither
whimsical nor wholly conventional (Poincaré
1982, 335). Its theories are not mere creations.
Scientific facts are ‘‘crude facts’’ translated into
scientific language; but scientific facts are not cre-
ated by scientists (208). The existence of conven-
tions in a scientific theory does not, therefore,
mean that the theory as a whole is a mere conven-
tion, nor does it mean that any part of it is trivial.
Furthermore, change in science is governed and
limited by the facts. Progress in science can involve
a kind of revolution, where a whole paradigm is
overturned for another. But Poincaré argued that
even in this sort of case, the success of the new
theory usually depends on some kernels of truth
in the old. He thus emphasized continuities in sci-
ence underlying the changes and even the revolu-
tions. Objective truth in science and in everyday life
consists of the enduring relations between things.
Even an overturned theory can contain many
truths about the relations between things—
especially when what is overturned is the concep-
tion of the ‘‘things’’ themselves rather than the
relations, and especially when these relations can be
expressedmathematically (Poincaré 1982, 350–351).
Poincaré’s realism is thus expressed in his beliefs in
genuine progress in science and that science dis-
covers objective truths, even if these truths are
largely structural, or relational, in nature.

Conclusion

Poincaré’s philosophy of science is both complicat-
ed and interesting (see Stump 1989). He appears

in different guises as a conventionalist, empiricist,
Kantian, constructivist, logical positivist, anti-
realist, and even a realist with a robust concept of
truth and an interesting conception of objectivity.
Though his popular writings often appear glib
and polemical, they contain much wisdom, and
remain influential, for philosophers of science
today.

JANET FOLINA
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KARL RAIMUND POPPER

(28 July 1902–17 September 1994)

Karl Popper (Sir Karl Raimund) is widely consid-
ered to have been one of the greatest philosophers
of science of the twentieth century. He was also

an eminent social and political philosopher, a
metaphysical indeterminist, and a relentless critic
of authoritarianism. Popper’s famously trenchant
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defense of the ‘‘open society’’ has been widely in-
fluential, not least for the highly original manner in
which he traced the roots of totalitarian ideologies
to historicist presuppositions. However, his most
original and lasting contributions to the philoso-
phy of science were his rejection of the Baconian
observationalist-inductivist view of scientific meth-
odology, his emphasis on the centrality of problem
solving to the scientific enterprise, and his advoca-
cy of the view that only a system of theories that
is falsifiable by experience should be accorded
genuine scientific status.

Life

Karl Raimund Popper was born in Vienna, the
youngest child of middle-class parents of Jewish
origin. His father, a barrister, communicated to
him an interest in social and political issues that
he was never to lose, while his mother cultivated in
him a deep and abiding passion for music. He was
educated at the University of Vienna, where he
studied mathematics, physics, psychology, music,
and philosophy. He obtained a Ph.D. in philoso-
phy in 1928 and taught in secondary schools from
1930 to 1936. Although he was friendly with some
members of the Vienna circle of logical positivists,
whose concern with science he shared, he was
sharply critical of many of their central principles,
particularly what he took to be their misplaced
concern with the theory of meaning. In 1937, con-
cerns about the growth of Nazism led him to emi-
grate to New Zealand, where he became a lecturer
in philosophy at Canterbury University College,
Christchurch. In 1946, he moved to England to
become a reader in logic and scientific method at
the London School of Economics; he became a
professor there in 1949. As his reputation and in-
fluence grew, Popper received many honors. He
was knighted in 1965 and elected a Fellow of the
Royal Society in 1976. He retired from academic
life in 1969, though he remained intellectually
active until his death.

Works

Popper’s philosophy of science was first articulated
in Logik der Forschung (Popper 1935), which was
published in the Vienna Circle’s series Schriften zur
wissenschaftlichen Weltauffassung. This circum-
stance contributed to the initial misconception in
the anglophone world that Popper was a positivist.
Popper (1945 and [1957] 1961) widened his focus
to cover historical, social, and political issues,
and advanced a powerful critique of historical

determinism as the theoretical assumption under-
pinning totalitarian ideologies. He published two
collections of thematically linked papers (Popper
[1963, 1965] 1969 and [1972] 1979), a reply to his
critics in the volume on his work in the Schilpp
(1974) Library of Living Philosophers, an intellec-
tual autobiography (Popper 1976), and an exami-
nation of the mind–body problem with John Eccles
(Popper and Eccles 1977). Most of these works
have gone through several editions, in some cases
incurring significant modification in the process. In
the 1990s, Routledge published a number of post-
humous editions of Popper’s work and thought.
These include collections of his lectures and essays
(Popper 1992 and 1994 [including a critique of
contemporary irrationalism]), an interview (Popper
1997), a series of essays on early Greek philosophy
(Popper 1998), and the translation All Life Is Prob-
lem Solving (Popper 1999). Popper’s manuscripts
and correspondence are collected in the archives of
the Hoover Institution, Stanford University, where
he was a senior research fellow.

Science and Metaphysics: The Problem of
Demarcation

Popper’s main enterprise was to construct a model
of scientific rationality that embodied an account
of the logical relationships between theoretical and
observation statements in science, and, associated
with this, a prescriptive methodology. He was an
epistemological fallibilist who recognized that the
‘‘central problem of epistemology has always been
and still is the growth of knowledge’’ but who held
that the growth of knowledge ‘‘can be studied best
by studying the growth of scientific knowledge’’
(Popper [1935] 1959, 15). Consequently, his con-
cern with the problem of demarcation in philoso-
phy of science was intended to be seen as having the
widest-ranging philosophical implications, since he
proposed that epistemology ‘‘should be identified
with the theory of scientific method’’ (49). He de-
scribed how the issue of demarcation relates to his
own general objectives as follows:

[My] business, as I see it, is not to bring about the
overthrow of metaphysics. It is, rather, to formulate a
suitable characterization of empirical science, or to de-
fine the concepts ‘‘empirical science’’ and ‘‘metaphys-
ics’’ in such a way that we shall be able to say of a given
system of statements whether or not its closer study is the
concern of empirical science. ([1935] 1959, 37)

Demarcation, then, is the problem of distinguish-
ing the empirical sciences from nonempirical areas
such as logic, pure mathematics, and metaphysics,
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as well as pseudosciences such as astrology and
phrenology. However, Popper dissented from the
approach of the logical positivists, who had
addressed this problem by effectively identifying it
with that of meaning, thus making the verifiability
of a proposition a criterion of both its meaningful-
ness and its scientific status. This, in Popper’s eyes,
reduces a real philosophical issue to a trivial verbal
issue. It is also a naturalistic error, because it treats
demarcation as a problem amenable to the method
of discovery and presupposes the existence of a
clear-cut, impenetrable line between science and
metaphysics. Thus it ignores the fact that meta-
physical theories can generate, or even develop
into, scientific theories, as, for example, with the
classical theory of atoms. By contrast, Popper’s
approach to formulating a criterion of demarcation
was nonnaturalistic or prescriptive; it involved of-
fering a ‘‘proposal for an agreement or conven-
tion’’ ([1935] 1959, 37). For him, the line between
science and metaphysics was to be drawn by agree-
ment and decision, not by discovery. Such an
agreement, however, must be informed by both
logical and methodological considerations, and
while he acknowledged that ‘‘a reasonable discus-
sion of these questions is only possible between
parties having some purpose in common’’ (ibid),
he was optimistic about the possibility of rational
assent on the part of those who shared his goal of
adequately characterizing empirical science.

Popper’s rejection of the naturalistic approach to
the problem of demarcation taken by the logical
positivists has a counterpoint in his repudiation of
their view that science is characterized by its induc-
tive methods, in which universal laws are suppo-
sedly inferred from a set of singular statements
such as experimental observation reports. This is
the traditional observationalist-inductivist para-
digm of scientific investigation; the repudiation of
this paradigm links the problems of induction and
demarcation in Popper’s philosophy. His case
against it rests on three central contentions. First,
there are no ‘‘pure’’ or theory-free observations.
‘‘Observation is always selective. It needs a chosen
object, a definite task, an interest, a point of view, a
problem’’ (Popper [1963, 1965] 1969, 46). There-
fore, observation is theory laden and involves ap-
plying theoretical terms, a descriptive language,
and a conceptual scheme to particular experiential
situations. Second, scientific laws are strictly unver-
ifiable. All such theories are universal in nature,
and no finite collection of observation statements,
however great, is logically equivalent to, or can jus-
tify, an unrestricted universal proposition. Third,
induction, conceived of as a system of logical

inferences that generates scientific law from the
particularity of experimental results, is a ‘‘myth’’
(53). Such inferences, Popper held, play no role in
scientific investigation or in human life generally.
At one level, then, Popper concurred with

Hume’s critique of induction. However, a crucial
counterpart, which he believed Hume himself had
missed, is that while no number of positive out-
comes at the level of experimental testing can dem-
onstrate the truth of a scientific theory, a single
genuine counterinstance is logically decisive.
‘‘Hume showed that it is not possible to infer a
theory from observation statements; but this does
not affect the possibility of refuting a theory by
observation statements’’ (Popper [1963, 1965]
1969, 55). By the canonical modus tollens rule of
classical logic, it is possible to deductively infer the
falsity of a universal proposition once the truth-
value of an appropriately related singular prop-
osition is established. For Popper, this means
that the central kind of inferences involved in sci-
ence are deductive ones from observation reports
of the form ‘‘This A is not X ’’ to the falsity of
the corresponding universal hypotheses, and
such inferences occur in the critical testing of such
hypotheses rather than in their generation.
Accordingly, Popper’s view of the relationship

between scientific theory and experience was both
anti-inductivist and anti-Humean: Theory is not
logically derived from, nor can it be confirmed by,
experience, though experience can and does delimit
it. He argued that human knowledge generally,
including scientific theory as one of its most refined
forms, is both fallible and wholly hypothetical, and
it is produced not by logical inference but by the
creative imagination. The central rational activity
in science is problem solving, whereby new hypoth-
eses are imaginatively projected to solve problems
that have arisen with respect to a preexisting theo-
retical framework. This process may be retrospec-
tively retraced though ‘‘more and more primitive
theories and myths . . . [to] unconscious, inborn
expectations’’ (Popper [1963, 1965] 1969, 47). The
critical role of experience in science is to show us
not which theories are true but which theories
are false. However, a theory that has successfully
withstood critical testing is thereby ‘‘corroborated’’
and may be regarded as preferable to falsified riv-
als. In the case of rival nonfalsified theories, for
Popper, the higher the informative content of a
theory, the better it is scientifically, because every
gain in content brings with it a commensurate gain
in predictive scope and testability. For that reason,
he held that a good scientific theory will be more
improbable than its rivals, because the probability
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and informative content of a theory vary inversely:
‘‘If our aim is the advancement or growth of
knowledge, then a high probability (in the sense
of calculus of probability) cannot possibly be our
aim as well: these two aims are incompatible’’ (218).
It is thus not too much to say that Popper’s

perception of the asymmetrical logical relation be-
tween verification and falsification lies at the heart
of his philosophy of science: A universal scientific
theory cannot, in principle, be verified, but a single
counterinstance can and does decisively falsify it.
Accordingly, he held that from a logical perspec-
tive, a system of theories is scientific only if it is
refutable or falsifiable:

I shall not require of a scientific system that it shall be
capable of being singled out, once and for all, in a
positive sense; but I shall require that its logical form
shall be such that can be singled out, by means of
empirical tests, in a negative sense: it must be possible
for an empirical scientific system to be refuted by expe-
rience. ([1935] 1959, 40–41)

Popper defined this demarcation criterion most
clearly in terms of the relation between a scientific
theory and ‘‘basic statements,’’ which are to be
understood as singular existential statements of
the form ‘‘There is an X at Y.’’ In this definition,
where a theory is scientific, it must exhaustively
divide basic statements into two nonempty classes:

1. the class of basic statements that are consis-
tent with the theory, or that the theory
‘‘permits’’ (class 1); and

2. the class of basic statements that the theory
rules out, or ‘‘prohibits’’ (class 2).

The latter class is, in Popper’s account, by far the
more important, as it constitutes the theory’s poten-
tial falsifiers; that is, the truth of any statement in
class 2 implies the falsity of the theory. In short, for
Popper ([1935] 1959), ‘‘[A] theory is falsifiable if
the class of its potential falsifiers is not empty’’ (86).
One of the most controversial implications of this

criterion, which Popper strongly affirmed, is that
psychoanalytic theory and the contemporaryMarx-
ist theory of history cannot be deemed scientific.
Ironically, the all-inclusive nature of psychoanalyt-
ic explanation, which Freud and his followers saw
as the principal basis for the scientific status of
psychoanalysis, turns out on this account to be a
critical weakness, for it entails that psychoanalysis
is not genuinely predictive. Psychoanalytic theories,
Popper argued, are insufficiently precise to be ‘‘pro-
hibitive,’’ that is, to have negative implications in
the form of a class of potential falsifiers, and so are
not subject to experimental falsification. Popper

denied the claim to scientific standing of the Marx-
ist theory of history on the grounds that while it was
prohibitive and therefore testable in its original
form, many of its implications turned out to be
false. However, Marxists responded by reformulat-
ing the theory ad hoc to make it consistent with the
falsifying evidence. They thus ‘‘gave a ‘convention-
alist twist’ to the theory; and by this stratagem they
destroyed its much advertised claim to scientific
status’’ (Popper [1963, 1965] 1969, 37).

Falsificationism and Methodological Rules

Popper was aware that there is a significant dispar-
ity between the precision of the logical analysis of
statements contained in his demarcation criterion
and the complex, heterogeneous nature of actual
scientific practice. Since observation is, as he
insisted, itself fallible, an experimental result can
always be questioned. His account of the logic of
falsifiability was thus tempered by an explicit rec-
ognition that scientific theories are often retained
in the face of conflicting or anomalous empirical
evidence and that, in actual scientific practice, a
single conflicting instance or counterinstance is
never sufficient to force the repudiation of an
established theory. He was also cognizant of the
fact that against dogmatic or uncritical advocacy,
‘‘no conclusive disproof of a theory can ever be
produced’’ ([1935] 1959, 50). In short, he recog-
nized that a logical analysis of statements alone is
not sufficient to recapitulate the unique character
of empirical science.

To achieve that objective, Popper concluded, it is
necessary to embed falsifiability in a normative
methodology, which in this connection relates to
decisions that must be made as to how to deal with
scientific statements—decisions which, in turn, are
determined by one’s aims. For Popper ([1935] 1959),
the aims of elucidating empirical science and con-
structing a model of scientific rationality bring with
them a need to adopt a set of rules that will ‘‘ensure
the testability of scientific statements; which is to
say, their falsifiability’’ (49). Accordingly, the ‘‘su-
preme rule’’ associated with the falsifiability crite-
rion, which functions as a norm with which all
other methodological rules must accord, is ‘‘the
rule which says that the other rules of scientific
procedure must be designed in such a way that
they do not protect any statement in science against
falsification’’ (54). This rule prohibits, as unsci-
entific, any ad hoc reformulation of a theory to
meet contradictory evidence. The recognition of
the hypothetical and fallible nature of human
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knowledge, and with this recognition the willing-
ness to subject even one’s most cherished theory to
a critical test that could conceivably show it to be
false, became, for him, the defining characteristic
of the true scientific mentality: ‘‘The wrong view of
science betrays itself in the craving to be right; for it
is not his possession of knowledge, of irrefutable
truth, that makes the man of science, but his per-
sistent and recklessly critical quest for truth’’ (281).

Science, History, and Society

Popper’s emphasis on the epistemological and
methodological importance of conditions that fos-
ter the critical evaluation of deeply held beliefs is an
important link between his philosophy of science
and his social and political philosophy. In The
Open Society and Its Enemies and The Poverty of
Historicism he launched a powerful attack on his-
toricism (Popper 1945 and [1957] 1961). Histori-
cism encompasses the views that historical
processes and events are governed by immutable
deterministic laws and that history itself evolves
inexorably toward a teleological goal, a conception
that is fundamental to most ‘‘dialectical’’ theories
of history. Popper saw it as the principal theoretical
assumption underlying political authoritarianism,
and he considered the theories of Plato and Marx
particularly illustrative in this regard. Associated
with historicism is the ‘‘historicist doctrine of the
social sciences,’’ the view that the main task of
the social sciences is ‘‘to make historical predic-
tions, such as the predictions of social revolutions’’
(Popper [1963, 1965] 1969, 338). For the historicist,
just as the natural sciences allow the prediction of
eclipses, appropriate knowledge of the ‘‘laws of
history’’ would allow the social sciences to predict
social processes such as revolutions. Popper argued
that this presupposes an incorrect view of the na-
ture of scientific law and scientific prediction—
a view in which the unconditional prediction of
eclipses is wrongly taken as typical, whereas it ac-
tually applies only to systems, such as our solar
system, that are ‘‘well-isolated, stationary, and re-
current’’ (339). Because of the universality of scien-
tific theory, prediction in natural science is
typically conditional and limited in scope to a par-
ticular aspect of the system under investigation. In
general, Popper further argued, a predictive science
of human history is impossible, because the
‘‘course of human history is strongly influenced
by the growth of human knowledge . . . [and] we
cannot predict, by rational or scientific methods,
the future growth of our scientific knowledge’’
([1957] 1961, v–vi).

Popper saw ‘‘large-scale social planning’’—for
instance, revolutionary attempts to restructure the
social order—as an inevitable consequence of his-
toricism, and he accordingly rejected it, advocating
instead ‘‘piecemeal social engineering’’ as the cen-
tral mechanism for social reform. In this latter
mode, he argued, intentional actions should be
directed toward a limited number of objectives,
facilitating the observation of any adverse unin-
tended effects. Here Popper’s conservatism con-
trasts strongly with his advocacy of bold scientific
conjectures, but the strategy outlined does parallel
the critical testing of theories in scientific investiga-
tion. It is also linked with Popper’s commitment to
negative utilitarianism, the moral principle that one
should seek to reduce suffering to a minimum. In
his view, the function of the state is not to impose a
preconceived ideal of the good but rather to ame-
liorate generally acknowledged social ills. Popper
held that an open society, providing as it does for
peaceful changes of government and a milieu in
which the critical appraisal of policy is fostered
and encouraged, is an essential prerequisite for
critical thought and the emancipatory goals flow-
ing from such thought. It thus happens that prob-
lem solving is as characteristic and reflective of
common humanity at the social and political levels
as at the level of scientific investigation—an insight
that is one of the integrating forces in Popper’s
thought.

Later Developments: Objective Knowledge, the
Third World, and Verisimilitude

In his later works Popper looked to biology rather
than physics, seeing the growth of human knowl-
edge through the critical appraisal of competing
theories in terms that are strongly Darwinian:

The growth of our knowledge is the result of a process
closely resembling what Darwin called ‘‘natural selec-
tion’’; that is, the natural selection of hypotheses: our
knowledge consists, at every moment, of those hypoth-
eses which have shown their (comparative) fitness by
surviving so far in their struggle for existence; a compet-
itive struggle which eliminates those hypotheses which
are unfit. (Popper [1972] 1979, 261)

This led him to advance an evolutionary episte-
mology, in which he attempted to account for the
very existence of the philosophical and scientific
quest for truth in terms of natural selection. In
this he represented biological adaptations as
forms of problem solving and, ultimately, of know-
ledge. This epistemology related in turn to a new,
radically pluralist metaphysics, in which Popper
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construed objective knowledge as residing in nei-
ther the world of physical objects and states (the
‘‘first world’’) nor in the world of minds and mental
processes (the ‘‘second world’’), but in an autono-
mous objective world containing products of the
human mind such as theories, possible objects of
thought, arguments, and values, which he called a
‘‘third world’’ or ‘‘World 3’’ (Popper [1972] 1979,
154 –160). These products of the human mind are
encoded in such material first-world objects as
books, journals, and mathematical tables but are
as autonomous relative to them as they are relative
to minds: Their logical interrelations and proper-
ties have no direct counterparts in the first or sec-
ond worlds, and their development transcends the
minds in which they originate and the media in
which they are instantiated. Knowledge thus stored
is objective, he argued (controversially), in the
sense that although it is a product of the human
mind, its continued existence is nonetheless inde-
pendent of its being accessed by any mind: It is
knowledge without a knowing subject (109). He
contended that scientific knowledge, properly un-
derstood, is objective in this sense, and that much
of traditional epistemology is misguided in its focus
on knowledge in the subjective sense of the mental
states of the second world.
One of the more important later developments of

Popper’s thought was an explicit engagement with
the notion that theoretic progress in science is ex-
plicable in terms of ever-closer approximations to
the truth. A lifelong realist, Popper was neverthe-
less initially relatively silent regarding the truth of
scientific theories, largely because he was aware of
the contemporary metaphysical difficulties asso-
ciated with that concept. However, under the influ-
ence of Alfred Tarski, Popper came to endorse the
correspondence theory of truth as the fundamental
idea underpinning rational criticism (Popper [1972]
1979, 263–264). This in turn precipitated a move
on his part toward formalizing the intuitive notion
of ‘‘truthlikeness’’ or ‘‘verisimilitude,’’ on the
grounds that ‘‘we simply cannot do without some-
thing like . . . [the] idea of a better or a worse
approximation to truth’’ (Popper [1963, 1965]
1969, 232). Accordingly, Popper formulated the
metalogical concept of verisimilitude by linking
the ideas of truth and content. The content of any
statement is the class of all statements that follow
from it, which is zero only in the case of tautolo-
gies. Hence, the class of true logical consequences
of a theory is its ‘‘truth content,’’ while its ‘‘falsity
content’’ is the class of its false consequences.
Given two rival theories t1 and t2, and assuming
that their truth content and falsity content are

comparable, then, Popper ([1963, 1965] 1969)
asserted:

We can say that t2 is more closely similar to the truth, or
corresponds better to the facts, than t1, if and only if
either: (a) the truth-content but not the falsity-content of
t2 exceeds that of t1, or (b) the falsity-content of t1, but
not its truth-content, exceeds that of t2. (233)

Popper’s purpose here was to address, positively,
the problem of scientific progress within a falsifica-
tionist frame of reference. This is a crucial issue,
not least because the working scientist frequently
has to operate with theories that are approxima-
tions and, as such, are known to be, strictly
speaking, false. Given this, and his insistence that
empirical testing can demonstrate the falsity but
not the truth of a theory, and that it is consequently
impossible to know whether any theory is in fact
true, Popper needed to show that there are rational
grounds for preferring some false theories over
others. With the theory of verisimilitude he sought
to provide just such an account. In this theory, it is
legitimate to regard a falsified scientific theory t2
that has a higher truth content than a rival falsified
theory t1 as a better theory than t1, provided the
falsity content of t2 is not also greater than that of
t1. Moreover, ‘‘better’’ in this context is now un-
derstood to mean not merely that theory t2 is more
testable or has greater explanatory force than the-
ory t1, but that it has a higher level of verisimilitude
or is closer to the truth than t1. The growth of
scientific knowledge, in other words, is here repre-
sented as progress toward the truth, even where
such progress takes place through falsification of
theories.

However, the work of Miller (1974a, b), Harris
(1974), and Tichý (1974) demonstrated that Pop-
per’s two conditions for comparing the truth and
falsity contents of theories are both satisfiable only
when the theories concerned are true. In the cru-
cially important cases of false theories, Popper’s
account is formally defective, in that where any
false theory t2 has excess content over a rival false
theory t1, the truth content and falsity content of t2
will both exceed those of t1. Fatally, in the case of
false theories, the conditions outlined by Popper
can never be satisfied.

Popper ([1972] 1979) subsequently acknowl-
edged this deficiency in his definition of verisimili-
tude, but he argued that it had never been his
intention to imply ‘‘that degrees of verisimilitude
. . . can ever be numerically determined, except in
certain limiting cases’’ (59). The central merit of
the concept is heuristic and intuitive, he main-
tained, and the failure of his formal definition of
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verisimilitude should not preclude its utilization in
evaluating theories whose content is relativized to
problems considered relevant by the practicing
scientist (368, 371–372).

Whereas some commentators have found that
this response acceptably reflects the position of
verisimilitude in Popper’s philosophy, many others
remain critical, seeing the failure of Popper’s defi-
nition as indicating a more general fragility in his
philosophy of science. It is clear, however, that the
deficiencies in this account of verisimilitude leave
unresolved the important problem of defining sci-
entific progress through falsification in a formally
satisfactory way.

Quine and Lakatos, following an argument first
suggested by Poincaré (1902 and 1905) and Duhem
([1906] 1914), have both also attacked the key no-
tion in Popper that the falsification of scientific
theories can be yielded by discrete critical tests.
Quine (1963), who called into question the assump-
tion of a clear-cut distinction between analytic and
synthetic statements as one of the two ‘‘dogmas of
empiricism,’’ also vigorously advocated a holistic
view of empirical tests, contending that ‘‘our state-
ments about the external world face the tribunal of
experience not individually but only as a corporate
body’’ (41). In this view, the entire system of
human knowledge impinges on experience ‘‘only
along the edges’’ (42); hence, contradictory empiri-
cal evidence has no necessary connection with any
given theory and may in fact force a reassessment
of a range of elements within the system.

In a similar vein, Lakatos (1970) argued that
many of the most respected scientific theories can-
not be refuted by individual critical tests, as they
are not in themselves prohibitive; rather, they
‘‘forbid an event occurring in some specified finite
spatio-temporal region . . . only on the condition
that no other factor . . . has any influence on it’’
(101). Such theories, in other words, require the
addition of an implicit ceteris paribus clause if
they are to have prohibitive implications at all,
and the ceteris paribus clause can always be
replaced by another to make the theory consistent
with apparently falsifying evidence. Hence, Laka-
tos contended, theories are falsified not in isolation
but as integral elements of a ‘‘degenerating’’ re-
search program that is supplanted by a rival pro-
gram with equal predictive success and additional
‘‘heuristic power’’ (155).

Popper’s response to these and related criticisms
was to emphasize the significance of assumed back-
ground knowledge in the encounter between theory
and experimental results, acknowledging that such
assumed knowledge is fully as open to challenge

and revision as the theory that its tentative accep-
tance permits us to test. He argued, however, that
such considerations do not entail holistic conclu-
sions, because in many cases it is quite possible
to determine which hypothesis or group of hypo-
theses ‘‘is responsible for the refutation’’ ([1963,
1965] 1969, 239). This reply indicates Popper’s
awareness, in his later works, that his falsifiability
criterion requires supplementation by extraneous
pragmatic considerations—an awareness that ex-
tended to his recognition of ad hoc modification
of theory as a recurrent, albeit undesirable, feature
of general scientific practice. Consequently, while
maintaining his advocacy of proposals that en-
shrine the critical spirit in scientific investigation,
he went so far as to state that ‘‘the methodology of
science (and the history of science also) becomes
understandable in its details if we assume that the
aim of science is to get explanatory theories which
are as little ad hoc as possible: a ‘good’ theory is
not ad hoc, while a ‘bad’ theory is’’ ([1963, 1965]
1969, 61).
This contention is not at all implausible, and,

like many of Popper’s other methodological pre-
cepts for science, it has been influential. However,
‘‘bad’’ theories here are to be taken as including
bad scientific theories, and this is a significant
move away from Popper’s earlier view that the
incorporation of ad hoc elements, as in the Marxist
theory of history, suffices to make a theory unsci-
entific. It also remains questionable whether the
concept of the ad hoc can be made sufficiently
determinate to do the work required of it in Pop-
per’s later work, in which there is thus an evident
weakening of his formal demarcation criterion in
the direction of pragmatic interpretation (Stokes
1998, 21).

STEPHEN P. THORNTON
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POPULATION GENETICS

Evolutionary population genetics is the study of
the dynamics of change in the genetic constitution
of populations. The discipline grew out of the need
to establish the Darwinian theory of evolution by
natural selection on Mendelian hereditary princi-
ples. Prior to 1900, the view that the diversity of life
arose from common ancestry was widely accepted
in the scientific community, but Darwin’s hypothe-
sis that natural selection was the main mechanism
of descent with modification was controversial
(see Bowler 1983). This was due in part to Darwin’s
confused views about heredity. If, as Darwin
thought, any character in the offspring was a
blend of the corresponding characters in the par-
ents, then in every generation, the character would
regress toward the mean. This would make natural

selection ineffective at generating change beyond
the ‘‘sphere of variation’’ of the species (Jenkin
1867). So, for Darwin’s hypothesis to be vindicated,
it was necessary to establish a theory of heredity
according to which variation was not lost in every
generation. Mendelism, rediscovered in 1900, met
this need. Unfortunately, Mendelism was not im-
mediately accepted. There was a disagreement be-
tween two competing schools of thought in the early
1900s on the nature of heredity and of evolutionary
change. Two critics in particular, the biometricians
Pearson and Weldon, accepted Darwin’s claim that
changes due to selection were gradual and that se-
lection acted on variations in quantitative charac-
ters, or characters like height or weight (Provine
2001). In contrast, Mendelians by and large rejected
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Darwin’s claim of gradual change. Their theory of
heredity focused primarily on qualitatively varying
characters, or characters like color or shape. On
the whole, Mendelians held that evolution was the
result of selection acting on major mutations, and
not gradual selection on slightly varying traits.
Gradually, however, biologists came to accept that
Darwinian gradual selection was compatible with a
Mendelian theory of inheritance. The development
of a quantitative theory of evolution relying upon
Mendelian principles of inheritance (population ge-
netics) was crucial to the acceptance of Darwin’s
hypothesis that natural selection played a signifi-
cant role in evolution and thus in generating the
diversity of life.

The early population geneticists, R. A. Fisher,
J. B. S. Haldane, and Sewall Wright, used primarily
single-locus algebraic models to describe changes at
the population level (see Evolution for an exam-
ple). These were prospective models—given a set of
values for selective parameters, migration rates
and mutation rates, equations could be solved indi-
cating, for instance, the rate at which evolutionary
change would occur, or predicting genotype fre-
quencies from one generation to the next. The
above parameters describe deterministic factors
effecting change in allelic frequencies. However,
allelic frequencies change because of purely ran-
dom factors as well. Fisher (1918) was the first to
use diffusion methods to consider the stochastic
changes in gene frequencies arising in finite popu-
lations, and Wright (1931) made ‘‘drift’’ a factor in
his overall evolutionary theory. Drift refers to the
random changes in gene frequency brought about
by the random sampling of genes from one genera-
tion to the next, that is, the chance survivorship
and reproduction of individuals irrespective of
their fitness relative to their cohort. Any popula-
tion that is sampled from one generation to the
next will show some shift in distribution of char-
acters due to chance alone. The effects of drift
are accelerated in smaller populations; that is, the
smaller the population, the more quickly will ran-
dom sampling tend to make a population homoge-
neous, or uniformly of one or another genotype. In
sum, prospective models describe how allele fre-
quencies may change as a result of five different
factors: mutation, migration, assortative mating,
drift, and selection (cf. Haldane 1924). (Genotypic
frequencies can change with or without changes in
allelic frequency; for instance, as a result of assor-
tative mating, inbreeding, and [in multilocus sys-
tems] recombination between gene loci.) Since the
1950s, multilocus models have been developed,
which represent the change from one generation to

the next at two or more loci. For the most part,
however, many evolutionary questions can be an-
swered using simple one-locus models. In the past
twenty-five years, retrospective or ‘‘coalescent’’
models have been developed to assist in drawing
inferences about the history of some lineage.
Given some DNA sequence data, one can use retro-
spective models to answer questions like: ‘‘Given
this information, when did the most recent common
female ancestor of all humans alive today live?’’
Evolutionary population genetics is but one part

of population genetics generally. The mathematical
component of population genetics is used not only
in the evolutionary context but also in plant and
animal breeding theory and in theoretical aspects
of human genetics, especially in the search for the
chromosomal location of disease genes. This article
will focus on evolutionary questions and their
mathematical analysis. First, there will be a sum-
mary of several of the major results of early popu-
lation genetics theory and some of its more
controversial aspects. Second, there will be an over-
view of some recent developments in population
genetics—in particular, the influence of develop-
ments in molecular biology on theoretical popula-
tion genetics. In conclusion, there will be a brief
discussion of the scope and limitations of modeling
in evolutionary genetics more generally.

The History of Population Genetics

The Hardy-Weinberg Law and the Maintenance
of Variation
As mentioned above, the Darwinian theory of

evolution by natural selection requires genetic var-
iation. Variation is ultimately caused by mutation
and subsequently also by chromosomal rearrange-
ments, but it must be preserved for long periods
for natural selection to act. The hereditary theory
assumed by Darwin, that the characteristic of any
child is in some sense a blend of that characteristic
in the two parents, leads to rapid dissipation of
variation. Thus, the very variation needed by the
Darwinian theory is not supplied by the hereditary
mechanism that he assumed. The Mendelian hered-
itary mechanism was rediscovered some forty years
after the publication of On the Origin of Species
and seventeen years after Darwin’s death. Not only
did this prove to be the correct hereditary model:
It was one of the early triumphs of the mathemati-
cal theory to show that the Mendelian hereditary
system is a variation-preserving one. Indeed, Men-
delism supplies possibly the only hereditary mech-
anism maintaining the variation that is necessary
for the Darwinian theory to work.
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Weinberg and Hardy independently established
the ‘‘law of panmictic equilibrium,’’ today known
as the Hardy-Weinberg law or principle. The law
might be better described as a neutral or equilibri-
um model—a mathematical derivation starting
from assumptions (some known to be false) for
the purposes of evaluating the baseline state of a
Mendelian system absent perturbing forces. Inter-
estingly, the consequences of the segregation law
were issues that Mendel himself explored but did
not follow through to the case of random mixing—
he was working with self-pollinating plants, and his
‘‘law of disjunction’’ treated only the case of rever-
sion to type. In 1902, and later in 1903, Yule and
Pearson independently examined the consequences
of Mendel’s law of segregation for a randomly
mating population. However, their examinations
of the question were yet again specific to a case in
which the two factors were at the same initial
frequency.
In 1908, Punnett, then a geneticist at Cambridge,

asked Hardy, a mathematician, to derive the con-
sequences of Mendel’s laws for a randomly breed-
ing population. Hardy demonstrated that whatever
the genotype frequencies might be in a population,
stable frequencies will result after one generation
of random mating. The significance of this result is
that given a particulate, or Mendelian, system of
heredity, variation will be maintained in a popula-
tion.The initial genotype frequencies inapopulation
will remain unchanged from one generation to the
next. This simple consequence of Mendel’s law had
been discovered a few months earlier by Weinberg.
The derivation is as follows.
First, assume a diploid organism, sexual (or her-

maphrodite) reproduction, nonoverlapping genera-
tions, perfectly random mating (no assortative
mating), infinite population, and no migration,
mutation, or selection. Let the two alleles at a
locus be A and a. Suppose that in any generation
the proportions of the three genotypes AA, Aa, and
aa are P, Q, and R, where P þ Q þ R ¼ 1. Corres-
pondingly, let the frequencies of the A allele equal
p, where p ¼ (2P þ Q)/2 ¼ P þ Q/2, and, for the a
allele, the frequency q ¼ (2R þ Q)/2 ¼ R þ Q/2.
The frequency of matings of AA � AA, given ran-
dom pairing of individuals, will be P2. Likewise,
the probability of an AA � Aa mating is 2PQ, and
the probability of an Aa � Aa mating is Q2. Only
these three matings can produce AA offspring, and
they do so with respective probabilities 1, 1

2
, and 1

4
.

Table 1 lists the genotypic frequencies resulting
from each mating.
It follows that the frequency of AA offspring

after one generation will be:

P0 ¼ P2 þ 1

2
ð2PQÞ þ 1

4
ðQ2Þ

¼ ðPþQ=2Þ2 ¼ p2:

Similarly, the frequency of Aa and aa after one
generation will be:

Q0 ¼ 1

2
ð2PQÞ þ 2PRþQ2=2þ 2QR=2

¼ 2ðPþQ=2ÞðRþQ=2Þ ¼ 2pq

R0 ¼ Q=4þ 2QR=2þ R2 ¼ ðRþQ=2Þ2 ¼ q2:

Thus, the frequency of each genotype after one
generation of random mating will be p2, 2pq, and
q2. Replacing the values P0,Q0, and R0, in the above
equations, in order to determine the values for P00,
Q00, and R00 in the subsequent generation, the same
frequencies result. In other words, the genotype fre-
quencies obtained after one generation of random
mating are maintained in all subsequent genera-
tions. Thus, Hardy and Weinberg demonstrated
that given the assumptions above, after one gener-
ation of random mating, stable genotype frequen-
cies will result and be maintained. The key point
here is that if there is no action by external forces
(selection, mutation, migration, or random drift),
then variation will be preserved in a population.
This simple mathematical demonstration of the
consequences of Mendel’s law on the assumption
of random mating thus answers one of the long-
standing objections to Darwinism, viz., that given a
blending theory of inheritance, the variation need-
ed for evolution through natural selection would
rapidly be dissipated (Jenkin 1867). In contrast,
under a Mendelian or particulate scheme of inheri-
tance, variation will be preserved, ceteris paribus.

The Correlation Between Relatives
The Mendelian theory did not win immediate

acceptance upon its rediscovery in 1900. One rea-
son why it was not accepted quickly was that it was

Table 1. Frequencies of offspring genotypes in a randomly

mating population

Mating

Frequencies

of mating

Offspring genotype frequencies

AA Aa aa

AA � AA P2 1 0 0

AA � Aa 2PQ 1
2

1
2

0

AA � aa 2PR 0 1 0

Aa � Aa Q2 1
4

1
2

1
4

Aa � aa 2QR 0 1
2

1
2

aa � aa R2 0 0 1

POPULATION GENETICS

580



widely felt that biometrical data, including in parti-
cular the correlation between parent and offspring
for characters such as height and weight, could not
be explained on Mendelian grounds. Fisher (1918)
showed not only that the broad pattern of these
correlations could be explained assuming a Mende-
lian hereditary system, but that the numerical
values for the correlations could also be explained.
A Mendelian system of inheritance had to account
for the observations of the normal distribution of
most quantitative characters (e.g., height, weight)
and the measurements of correlations between rela-
tives with respect to these same characters. Fisher’s
(1918) paper showed that Mendelism did just that.
First, by assuming that the character value for
the heterozygote could be halfway between those
of the two homozygotes, that the relevant Mende-
lian factors were entirely independent in their
effects, and that the number and effects of such
factors affecting any particular trait were quite
large, Fisher showed how a normal distribution of
measurements of some trait followed from a par-
ticulate scheme of inheritance. Second, and more
significantly, Fisher demonstrated the consistency
of the biometricians’ observation of correlations
between continuously varying traits and the
Mendelian theory. There is no doubt that Fisher’s
specific genetical models were simplified. However,
by showing that a reasonable fit to the observed
correlations could be obtained under the Mende-
lian scheme, Fisher’s work was a major force in
leading to the acceptance of that hereditary
scheme. A model does not have to be too precise
to be useful.

The Fundamental Theorem
Having fused the biometrical and Mendelian

viewpoints, Fisher then tried to establish general
principles of evolution as a Mendelian process.
Perhaps the best-known of these is his fundamental
theorem of natural selection:

The rate of increase in fitness of any organism at
any time is equal to its genetic variance in
fitness at that time. (Fisher 1930, 37)

Careful attention to Fisher’s intended meaning
shows that although this is a true theorem, its sig-
nificance is perhaps more circumscribed than Fisher
claims. With the fundamental theorem, Fisher be-
lieved that he had discovered a universal generaliza-
tion akin to the second law of thermodynamics. He
believed the theorem to be a law of nature. Fisher
(1930) describes his object in the opening pages of
his chapter on the fundamental theorem:

[t]o combine certain ideas derivable from a consider-
ation of the rates of death and reproduction in a popula-
tion of organisms with the concepts of a factorial scheme
of inheritance, so as to state the principle of natural
selection in the form of a rigorous mathematical theo-
rem, by which the rate of improvement of any species of
organisms in relation to its environment is determined
by its present condition. (22)

Despite the appearance of progressivist language
here, the fundamental theorem is not a statement
about the unending or necessary adaptation of the
species to its environment, but an expression of
a fundamental relationship between the reservoir
of genetic variation available and accessible to
selection and the rate of increase in fitness in a
population. Fisher was well aware that genetic in-
teractions, rapid changes in or deterioration of the
environment, overpopulation, and many other fac-
tors could affect whether or not a population of
organisms would increase in numbers or continue to
adapt over time. The fundamental theorem is thus
a statement not of the necessary improvement of
the species, but about the relation between genetic
variance in some trait and increase in numbers of
individuals possessing such a trait.
What Fisher’s demonstration actually shows is

simply that the additive variance in fitness (or that
portion of the genetic variance that contributed
to the correlation of relatives) is equal to that
component of the increase in mean fitness in the
population brought about by changes in gene fre-
quencies only. This change was called the ‘‘partial
change’’ by Ewens (1989), following a clarification
of the meaning of the theorem by Price (1972).
However, almost all commentators, starting with
Wright (1930), have misunderstood the meaning of
the theorem. Wright, for example, ‘‘corrected’’ the
theorem as follows: ‘‘The total variance in fitness of
a population is ascribable to the variance in fitness
due tonatural selection,which excludes the effects of
dominance, epistasis, mutation, migration, change
in environment, and drift.’’ Subsequent commenta-
tors, and indeed the majority of textbooks in popu-
lation genetics through the 1970s (Li 1955; Moran
1962; Crow and Kimura 1970; Jacquard 1974), mis-
interpreted Fisher’s theorem along the same lines.
The ‘‘received’’ interpretation thus came to be that
‘‘the increase in mean fitness of a population is
approximately the current additive genetic variance
in fitness, and this is non-negative’’(Edwards 1994).
This takes the theorem to refer to themean fitness of
the population and to be an approximate result.
However, Price (1972), Ewens (1989), and Lessard
(1997) have shown that the theorem, as correctly
interpreted, is exact, not approximate.
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Wright Versus Fisher
A continuing point of controversy in population

genetics theory is the relative significance of two
different models of the evolution of adaptation:
Wright’s and Fisher’s. According to Fisher, evolu-
tion takes place for the most part in large, panmictic
populations, and the factor of greatest significance
in shaping adaptation is selection acting on alleles,
even those with small selective effects. According to
Wright, the landscape of gene combination consists
of multiple adaptive peaks, separated by maladap-
tive valleys, or gene combinations that are less fit.
The most effective means of traversing such peaks
is via a three-phase process of isolation of small
subpopulations and intrademic and interdemic
selection. Wright called this process the ‘‘shifting
balance model’’ of evolution.
The diagnosis and resolution of this controversy

is contentious. Some argue that at the core are dif-
fering views about the nature and extent of genetic
interaction, tied to the presuppositions behind
Wright’s model of the adaptive landscape (Whitlock
et al. 1995). If indeed genetic variation is held
tightly in ‘‘balance,’’ or if there are many epistatic
interactions for fitness, then it would seem that a
mechanism like shifting balance is necessary for
populations to move from suboptimal, or lower,
to higher peaks in the adaptive landscape. On the
other hand, it may be the case that whatever the
extent of epistatic interactions for fitness, popula-
tions may always find ‘‘ridges’’ to traverse adaptive
valleys via selection. For instance, assortative mat-
ing may permit the traversion of valleys (Williams
and Sarkar 1994).
Others argue that the core of the divide between

Wright and Fisher has to do with the rather del-
icately timed balance of isolation, selection, and
migration Wright requires for shifting balance to
go forward. In particular, it seems unduly restrictive
to expect no migration between demes for the time
necessary for them to diverge significantly for there
to be a difference in fitness between them, followed
suddenly by migration. The controversy over the
shifting balance model continues today. Coyne,
Barton, and Turelli (1997), neo-Fisherians, and
Wade and Goodnight (1998), neo-Wrightians, con-
tinue to debate the extent of empirical support and
the interpretation of mathematical and metaphori-
cal models such as Wright’s adaptive landscape.

The Introduction of Molecular Biology and
the Neutral Theory

In the mid-1960s, molecular methods were in-
troduced into the study of evolution. Protein

sequencing revealed that the number of amino
acid substitutions among species increases app-
roximately linearly with time since divergence
(Zuckerkandl and Pauling, 1962). Electrophoretic
studies by Lewontin and Hubby (1966) demon-
strated that there was a great deal of genetic varia-
tion at the protein level within natural populations.
These observations eventually led to Kimura’s
(1968) proposal of the neutral theory of molecular
evolution, which says that most changes detected at
the molecular level were not acted upon by natural
selection, but were neutral with respect to selection
(that is, did not affect fitness). Kimura’s reasoning
was as follows. First, he examined molecular data
on the variation among hemoglobins and cyto-
chromes c in a wide range of species. Second, he
calculated the rates of change of these proteins.
Third, he extrapolated these rates to the entire
genome. When he saw the rapidity of change that
this implied, Kimura concluded that there simply
could not be strong enough selection pressures to
drive such rapid evolution. He therefore hypothe-
sized that most evolution at the molecular level was
the result of random processes like mutation and
drift. Kimura called this hypothesis the neutral
theory of molecular evolution.

Kimura’s theory met with a great deal of contro-
versy, as many interpreted it to run counter to the
neo-Darwinian view that selection was the main
agent of evolutionary change. This false impression
was exacerbated by a paper published immediately
after Kimura’s by King and Jukes (1969), defending
roughly the same thesis. Many were led to the mis-
taken view that the neutral theory denies the fact of
adaptive evolution. However, it simply states that a
large quantity of the turnover ofmolecular variation
within populations has nothing to do with adapta-
tion—it is simply neutral with respect to selection;
that is, it has no effect on an organism’s survival.

Today, most biologists accept that there is a
great deal of molecular variation that is neutral
with respect to selection. However, the rate of se-
quence change in evolution varies considerably
with the DNA region examined. The more impor-
tant the function of the region, the lower the rate of
sequence change, as would be expected (Nei 1987).
Much of systematics today uses the rapid turnover
of some relatively neutral regions, such as the re-
gion that controls cytochrome c, to reconstruct
phylogenetic relationships.

Kimura was in part inspired by the work of
Sewall Wright, and in particular by Wright’s em-
phasis on drift as a significant factor in evolution-
ary change. It should be noted, however, that it is a
confusion to equate the neutral theory with Sewall
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Wright’s view on adaptive evolution in popula-
tions, the shifting balance theory. In other words,
there may well be a great deal of turnover in a
population at the molecular level, whether or not
selection or drift is the main force changing the
genotypic constitution of such a population over
the long term. ‘‘Random drift’’ in the classical
sense refers to chance fluctuations in the genetic
constitution of a population, or sampling error.
By chance alone, some individuals, irrespective of
their selective advantages, may not survive to re-
production. In this way, one or another allele may
become fixed in a population, irrespective of its
selective advantage (or disadvantage). Reduction
in population size accelerates the effects of drift in
the sense that the average time to fixation of an
allele is shorter, the smaller the population. So,
over the short term, and in smaller populations,
drift will be of greater significance in any popula-
tion relative to selection. The neutral theory simply
describes the turnover of sequence at the molecular
level. Changes in some loci are effectively neutral
with respect to selection, so there is significant
turnover at the molecular level in such loci. This
does not preclude that over the longer term, the
effect of selection may significantly change the
constitution of populations.

Retrospective Models, Molecular Genetics,
and Coalescence Theory

Much of the early modeling in population genetics
theory was prospective: Given certain fitness values,
mutation rates, etc., equations could be solved indi-
cating the rate at which evolution could occur. In
the early years of this century such an analysis was
needed, largely to support the Darwinian theory.
But the Darwinian theory is now in effect accepted,
and with the information provided by DNA se-
quence data, theory and modeling have branched
into a retrospective analysis, as noted above.

Coalescent theory uses mathematical models and
molecular data to determine times since most re-
cent common ancestor of different lineages, or time
to coalescence. While the mathematical demonstra-
tion of coalescence theory is beyond the scope of
this article, the following are some basic premises
of coalescence theory. All genes in a population
ultimately trace their way back to a single ancestor
gene, so that their ancestry coalesces at that gene.
However, the allelic types of the genes in the popu-
lation might differ from that of this common
ancestor, because of mutation. These mutational
differences help answer questions about the size,
structure, and history of populations.

Coalescence theory assumes, in part for reasons
of simplifying the mathematics, that most changes
in the genome are neutral, so that most of the
changes seen are a result of drift. This is in fact a
very reasonable assumption when the scope of in-
vestigation is shorter time frames, or changes in
populations over thousands, as opposed to tens of
thousands, of years. For shorter time frames, the
effects of drift will predominate. With the develop-
ment of molecular methods, and of coalescence
theory, there has thus been a shift in focus of the
models of evolutionary genetics from longer to
shorter time frames, and in these models, the signif-
icance of selection relative to drift will be negligible.
For longer-term evolutionary questions of the sort
that interested Wright and Fisher, selection will,
relatively speaking, be a more significant factor,
changing the genetic constitution of populations.

Conclusion

Theoretical population geneticists use mathemati-
cal models to investigate the dynamics of evolu-
tionary change in populations. Essentially, they
describe and explain the conditions on the possibil-
ity of evolution. Thus, population genetics consti-
tutes that theoretical core of evolutionary biology.
While the mathematical models of theoretical
population genetics are necessarily idealized, they
nonetheless constitute a useful tool for describing
the main mechanisms of evolutionary change and
answering questions about the relative significance
of this or that factor in evolution, under some de-
scription of initial conditions. Rather than attempt
to capture all the subtleties of inheritance (cytop-
lasmic as well as nuclear), development, and gene
expression, classical population genetics treats evo-
lution as simply change in allele frequency. In the
context of investigating loci that contribute to dis-
ease, classical Mendelian models represent the dis-
ease of interest as a product of a single allele that is
either dominant or recessive. Of course, many loci
contribute in the expression of most diseases (and
most traits), and the same allele may be expressed
differently in different genetic contexts. Given
what is known now about the nature and extent of
genetic interaction, one may think that Mendelian
‘‘beanbag’’ genetics is obsolete (Provine 2001).
To the contrary, simplified treatment is neces-

sary—first, because the complexity of the genetics
of evolving populations ensures that a completely
accurate description of reality is impossible; and
second, were such descriptions possible, they
would be mathematically intractable (see Crow
2001 for further discussion). Theoretical population
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genetics gives mathematically tractable ways to
begin to describe the evolutionary process. Such
models are in some sense idealizations, but they
are useful tools to answer many simple questions,
providing a framework for looking at phenomena
that often take place over the lifetimes of many
individual scientists.
As Wimsatt (1987) has pointed out, null (or

false) models can be enormously useful tools for
arriving at true theories. For instance, oversimpli-
fied models may serve as the starting point in a
series of models of greater complexity and realism
and may provide a simpler arena for answering
questions that would be impossible to answer in
more complex models. Or false models may de-
scribe extremes of a continuum in which the real
case is presumed to lie (Wimsatt 1987, 30–31). For
example, the neutral theory claims that all change
at the molecular level is neutral, but using the neu-
tral theory as a null model, biologists have now
found that different regions of the genome turn
over at different rates, indicating that the truth
lies somewhere in between the continuum of com-
plete neutrality and selection at every locus. Coales-
cent theory assumes that all change is neutral, but
this strictly false assumption allows biologists to
determine times since divergence of modern taxa.
Population genetics models, despite their many

simplifications of genetic systems, provide real in-
sight not otherwise obtainable into the evolutionary
process. Such models may enable one to describe
the common features of many systems that all differ
in detail, determine how varying outcomes depend
on the relative magnitude of one or another param-
eter, and decide which factors may legitimately be
ignored, given the question or time frame under
consideration. For example, population genetics
theory shows that selection is more effective than
drift in populations of large size (where 4Ns � 1),
whereas the effects of drift will overpower those of
selection when the opposite is the case.
One may use such models to conclude which

outcomes are very unlikely or impossible given
some initial conditions. And mathematical analysis
may serve to generate conclusions that could not be
arrived at by empirical research at a given stage of
inquiry. Lewontin (2000) describes the role of mod-
eling in population genetics as delimiting what is
possible and what is prohibited in microevolution-
ary change. And some biologists have extended the
use of these models to answer questions about
change above the species level, such as in speciation
(e.g., Barton and Charlesworth 1984).
Exact prediction in population genetics is a near

impossibility. While the models of Newtonian

mechancs may be used to predict the motions of
the planets or the trajectory of a projectile here on
Earth with a high degree of accuracy, one ought
not to expect this sort of predictive power from
population genetics models. While one might
hope that models of biological evolution will help
with short-term predictions, one cannot hope that
they will lead to explicit long-term predictions. In
effect, the allele passed on by a parent to a child at
any locus results from a random choice of one of
the two alleles that the parent has at that locus, and
one can never know which one this will be for each
gene in each individual. At best, one may predict
trends, given initial population sizes and rates of
mutation and migration. Thus, theoretical popula-
tion genetics is an irreducibly probabilistic theory.
However, population genetics theory provides a
rigorous way to determine the relative significance
of different factors over long time frames in the
changes of the genetic constitution of populations.

Which simplifications to employ in modeling a
biological system will depend upon the context and
the question at issue. For example, when consider-
ing the effects of geographical dispersal, it might be
reasonable to assume only one sex; and when
addressing questions asking why sexual dimor-
phism exists, it might be reasonable to ignore geo-
graphical distribution. In general, the problem of
finding a balance between a model’s being suffi-
ciently complex to describe reality adequately and
at the same time being sufficiently simple to allow a
mathematical analysis is not only a question of
philosophical interest, but also a serious one faced
in the everyday practice of theoretical biology.

ANYA PLUTYNSKI

WARREN J. EWENS
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POSITIVISM

See Logical Empiricism

PREDICTION

Whether one predicts rainfall, recessions, or race-
track winners, predicting an event or state of affairs
often, perhaps even typically, involves saying that
it will happen before it occurs, and this common
association is presumably responsible for the idea
that predictions must be about the future. But in
scientific contexts one often characterizes a theory’s

predictions as its implications or entailments with-
out regard for temporal constraints, as when one
says a successful theory of cosmology predicts the
existence of cosmic background radiation at all
times. The language of prediction is also used to
describe declarative assertions about past and pre-
sent events made in light of a theory, as when
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evolutionary theory was used to predict that mar-
supial mammals must once have lived in what is
now Antarctica and left fossilized remains there. A
temporal element might be preserved by insisting
that these are really cases of postdiction, retrodic-
tion, or even shorthand predictions about future
evidential findings. But perhaps these comfortable
extensions of predictive language more naturally
suggest that the central element in prediction is
not temporal but epistemic. To predict is to make
a claim about matters that are not already known,
not necessarily about events that have not yet
transpired.
Of course, prediction cannot be as simple as that,

because one way to know something is to predict it
correctly on the basis of a well-confirmed theory.
Predictive language seems most appropriate when
one makes claims about unknown matters using
tools (like inductive generalization, scientific theo-
rizing, or sheer guesswork) that can be contrasted
with more direct methods of ascertaining the same
information (like simply observing in the right
place and/or at the right time and/or under the
right conditions, or looking for physical traces of
some past state of affairs). Although specific philo-
sophical and scientific conceptions of what is im-
mediately given in experience or known directly
have shifted over time, predictive language has
continuously respected the fundamental idea that
a prediction is a claim about unknown matters of
fact whose truth or falsity has not already been
independently ascertained by some more direct
method than that used to make the prediction itself
(see Phenomenalism; Physicalism).
As this account suggests, successful prediction is

valuable because it goes beyond what is already
known most directly, but this same feature renders
prediction inherently risky. The most interesting
and useful predictions typically concern matters
to which more direct intersubjective access is ulti-
mately expected, so prediction is characteristically
something that one can be caught out on given the
shared standards of the community of inquirers.
This idea that scientific prediction involves risk

led Karl Popper (1963) to single out the willingness
to make risky predictions as what distinguishes
genuine science from pseudoscience (see Popper,
Karl Raimund). Pseudoscientific theories, he sug-
gested, typically include the resources to explain
any outcome in their intended domain of applica-
tion after it is known. Marxist history, Freudian
psychoanalysis, and Adlerian ‘‘individual’’ psychol-
ogy were among Popper’s favorite examples. He
urged that such theories not be regarded as genuine-
ly confirmed by passing tests that they could not

possibly have failed. Confirmation, or for Popper
‘‘corroboration,’’ requires that a theory succeed
where it might have failed (see Confirmation Theo-
ry; Corroboration). Thus, Popper argued, genuine
science requires theories that rule out some states of
affairs and make risky predictions about unknown
cases, exposing themselves to the serious possibility
of refutation.

In empirical science, the requirement of shared
epistemic access to the success or failure of a
prediction means that the fate of a prediction is
typically decided in the court of experiment and
observation.

The Problems of Induction

The Scottish empiricist David Hume may have
posed the problem of the rational justification for
prediction in its starkest form. Hume’s empiricism
led him to regard the most general problem about
knowledge to be how one comes to know anything
whatsoever ‘‘beyond the present testimony of our
senses, or the records of our memory’’ (Hume
[1748] 1977, 16). Hume pointed out that the mere
occurrence of one event or sense impression never
deductively implies that another will occur. From
this he concluded that it must be on the basis of
experience that one learns which particular events
reliably cause, precede, or are otherwise associated
with others. One is thereby able to make predic-
tions about events or states of affairs beyond those
immediately perceived (see Empiricism).

But how can one possibly justify assuming that
the regular associations or even causal relation-
ships that have been noted between past events
will persist into the future? Again there is no logical
contradiction in supposing that things will change.
That the sun will not rise tomorrow, Hume notes
(15), is no less intelligible a proposition than that
it will rise—indeed, the future will almost certainly
be quite unlike the past in innumerable particular
respects. And any attempt to justify this assump-
tion by appeal to past experience of uniformity in
nature, Hume claims, will be ‘‘going in a circle, and
taking that for granted, which is the very point in
question’’ (23). That the future has been like the
past in the past constitutes evidence only about
what one’s own future will be like if one already
assumes that how things have been in the past is a
good guide to what they will be like in the future,
which was the very assumption needed to justify the
inferential practice in the first place (see Causality).

Efforts to solve or dissolve Hume’s problem of
induction are a topic of continuing debate (see
Induction, Problem of ). For his part, Hume
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concluded that there can be no rational justifica-
tion whatsoever for predictions concerning unex-
perienced matters of fact, and he took this to
illustrate that reason or rational justification does
not play anything like the role usually supposed in
the cognitive lives of human beings. In his skeptical
solution to the problem, Hume argues that what
generates expectations about unknown cases is a
primitive or instinctive psychological disposition he
calls custom, which is not itself mediated by any
process of reasoning at all. Custom leads one, au-
tomatically and without reflection, to expect an
event of type B on the appearance of an event of
type A just in case Bs have followed As reliably in
the past. Thus, Hume offers a naturalistic explana-
tion of the psychological mechanism by which em-
pirical predictions are made but not any rational
justification for this practice. But this is not to say
that it is a mistake to rely on custom: Not only do
we have no choice in the matter, Hume ([1748]
1977) argues, but ‘‘[c]ustom . . . is the great guide
of human life. It is that principle alone which ren-
ders our experience useful to us. . . . Without the
influence of custom, we should be entirely ignorant
of every matter of fact, beyond what is immediately
present to the memory and senses’’ (29). The fact
that there is no rational justification for such an
important and useful cognitive function, he sug-
gests, simply illustrates that nature has secured ‘‘so
necessary an act of the mind, by some instinct or
mechanical tendency’’ rather than leaving it ‘‘to
the fallacious deductions of our reason’’ (37). The
most central aspects of human cognitive lives,
he suggests, are neither products of nor even subject
to reason. Instead they are ‘‘a species of natural
instincts, which no reasoning or process of the
thought and understanding is able either to produce
or to prevent’’ (30).

A further problem of inductive justification, ar-
guably anticipated in Hume’s treatment, is clearly
articulated by Nelson Goodman (1954). Here the
problem is not how to justify the belief that unex-
perienced cases will resemble experienced ones, but
how to understand, categorize, or describe experi-
enced cases so as to know just what it would be like
for unexperienced cases to resemble them. Present
inductive evidence fully supports the claim that all
emeralds are green, for example, but it equally well
supports the claim that they are all grue, where
‘grue’ means ‘‘green if first observed before 2050
and blue if not observed before 2050.’’ Those who
believe that emeralds are grue rather than green,
however, will have expectations concerning the ap-
pearance of emeralds that diverge significantly
from the customary one starting in 2050. Nor can

one say that the predicate ‘grue’ is somehow artifi-
cially conjunctive or really disguises a change,
Goodman argues, for it is relative only to a set of
predicates that regards green and blue as natural
categories that it does so. If one takes ‘grue’ and,
say, ‘bleen’ (understood as ‘‘blue if first observed
before 2050, and green if not observed before
2050’’) as natural and primitive predicates of a
language it will be ‘‘green’’ that must be defined
in an artificially conjunctive way (i.e., ‘‘grue if first
observed before 2050 and bleen if not’’). But, of
course, it was the choice of green and not grue as
natural, primitive, or singularly appropriate for
law-like generalization for which a defense was
sought in the first place. Goodman thus argues
that any attempt to use inductive evidence to proj-
ect future or unknown cases relies on a set of
entrenched predicates, and it is controversial
whether the entrenchment of one set of predicates
rather than another can be rationally defended.
Like Hume’s custom, Goodman’s entrenchment
may offer a kind of naturalistic explanation of
how humans come to make the predictions they
do, but not one that seeks or provides any rational
justification for the practice.

Models of Empirical Prediction

Hume’s empiricist approach to the foundations of
knowledge proved attractive to such later theorists
of science as the logical empiricists, many of whom
held that the aim of empirical science was to deter-
mine the dependence of observable phenomena on
one another; indeed, some famously insisted that
every meaningful statement derived its meaning
from its implications regarding observable phe-
nomena (see Cognitive Significance; Verification-
ism). In this broad view, empirical predictions were
required to be statements (i) in a specified observa-
tion language, (ii) entailed by one’s theory together
with one’s past observations, and (iii) concerning
unobserved but observable phenomena. It is im-
portant to recognize, however, that the logical
empiricists did not always agree even among them-
selves about how to characterize the nature of em-
pirical predictions. To take just one example of
controversy, in Carnap’s (1967) Logische Aufbau
der Welt, the empirical predictions made by a sci-
entific theory do not concern the ‘‘given’’ of sense
experience but rather structural features of the in-
tersubjective domain constructed from experience
(see Carnap, Rudolf ).
Carl Hempel’s (1965) model of scientific knowl-

edge was both deeply influenced by the earlier logi-
cal empiricist tradition and itself widely influential
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in turn. In the simplest, deductive-nomological
case, predictions and explanations are logical
deductions of the form

C16C26 . . .6Ck

L16L26 . . .6Lr;

E

where C16C26 . . .6Ck are statements of particu-
lar occurrences (e.g., the positions and momenta of
certain celestial bodies at a time), L16L26 . . .
6Lr are general laws (e.g., of Newtonian mechan-
ics), and E is the sentence stating whatever is being
explained, predicted, or postdicted (e.g., the time of
the next solar eclipse), in Hempelian terms. Hempel
(1965) also allows for what he calls inductive-
statistical predictions, where the argument has the
same basic form, but the laws invoked are statisti-
cal probability statements. Here a specific event is
not logically implied by the boundary conditions
and laws, but only supported to a certain degree
(175–177). For Hempel, the conclusion of any ar-
gument of this form qualifies as a prediction if E
refers to an occurrence at a time later than that
at which the argument is offered. A fascinating
and controversial feature of this account is the
symmetry it asserts between prediction and expla-
nation: To explain an event by appeal to a set of
laws and conditions is simply to show that it could
have been predicted using them (see Hempel, Carl
Gustav; Explanation).
More recent accounts of empirical prediction

have moved progressively away from the logical
empiricists’ original requirement of a neutral
‘‘sense datum’’ language for reporting observation
or representing experience. In van Fraassen’s (1980)
constructive empiricism, for example, presenting an
empirical theory involves specifying a model for the
language of the theory: a domain of objects together
with a description of the properties they can have
and the relations they can bear to one another. In
presenting the theory, one also specifies those sub-
structures of the model that are candidates for
representing observable phenomena. The theory is
empirically adequate just in case the appearances
given in phenomenal experience are isomorphic
to the observable substructures of the model (64)
(see Empiricism; Instrumentalism). As in the empir-
icist tradition more generally, then, the distinction
between observable and unobservable phenomena
does significant work here, but this distinction is not
drawn in linguistic terms. Rather, for van Fraassen,
the distinction is supposed to be grounded in the
actual observational capacities of human observers,
and it is natural science itself that shows what those

observational capacities are (see Phenomenalism;
Perception).

The naturalistic suggestion that observability is
a question to be settled by natural science is per-
haps promising. But how could one’s best theories
determine what is observable? If they characterize
important features of the natural world and one’s
place in it, then they also might be expected to
specify how and the circumstances under which
reliable inferences from measurements are possible
for human observers. It is presumably in just those
circumstances for which one’s theories indicate that
measurements will provide the resources for reli-
able inferences about the presence or absence of
some entity that one is inclined to characterize the
entity as observable. In such a naturalistic view, an
empirical prediction might in principle concern
any feature of the world that one’s best theories
indicate can be reliably detected.

But herein also lies a problem for the naturalist.
What one judges to be observable will depend on
one’s current best understanding of the natural
world, but this best understanding will itself depend
on what one believes one has observed. Since the
naturalist’s account of what is observable itself
depends on the theories the naturalist accepts,
observations cannot test the truth or falsity of the-
ories in any direct or simple way. As Quine (1951)
and others have noted, one can always respond
to a failed test of a theory by blaming background
assumptions, presumably including the assump-
tions used to characterize what empirical observ-
ations are and the conditions under which they can
be reliably made, rather than admitting that a par-
ticular prediction was mistaken. But if empirical
predictions need never be given up, then they can-
not, strictly speaking, test the theory that makes
them (see Quine, Willard Van).

In practice, however, this general epistemic prob-
lem is more often a point of logic rather than a real
obstacle to naturalistic inquiry, as Quine himself
noted in developing his own naturalistic position.
Testing a given empirical prediction to the satisfac-
tion of the scientific community requires only that
there be a sufficient context of shared background
assumptions to provide the understanding of and
rules for the empirical test. The understanding and
rules might be implicit, change over time, and be
subject to challenge, but none of this undermines
the possibility of testing predictions in principle
and, consequently, the possibility of testing the the-
ories that make them. That empirical predictions
are in fact often taken by the scientific community
to be thoroughly tested and that theories are in
fact accepted or rejected on this basis suggest that
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there are often, perhaps typically, unambiguous
standards for checking them.

The Epistemic Significance of Prediction

As the preceding discussion of the relationship be-
tween theories and their predictions suggests, test-
ing a theory’s predictions is often taken to be a
crucial aspect of how it is confirmed or discon-
firmed. The most persistent question here concerns
whether the ability to predict novel phenomena is of
fundamental significance in the testing and confir-
mation of specific theories in the special sciences,
that is, whether it counts in favor of a theory’s
confirmation that it has predicted novel phenome-
na rather than merely accommodating, explaining,
or anticipating phenomena already known to occur.
In this context the relevant sense of prediction
involves not anticipating when and where familiar
phenomena will recur but rather discovering the
existence of phenomena unlike those that are
already familiar.

The roots of this debate reach back at least to
the foundations of modern science itself; perhaps
its most famous iteration pitted William Whewell
against John StuartMill, who expressed amazement
at Whewell’s view that

an hypothesis . . . is entitled to a more favourable recep-
tion, if besides accounting for all the facts previously
known, it has led to the anticipation and prediction of
others which experience afterwards verified. Such pre-
dictions and their fulfillment are, indeed, well calculat-
ed to impress the uninformed. . . . But it is strange that
any considerable stress should be laid upon such a
coincidence by persons of scientific attainments. (Sys-
tem of Logic, III, xiv, 6, cited in Musgrave 1974, 2)

Mill’s amazement notwithstanding, versions of
this Whewellian intuition have been defended by
‘‘persons of scientific attainments’’ as diverse as
Clavius, Descartes, Leibniz, Huygens, Peirce, and
Duhem. By contrast, Mill defended the view that
confirmation depends only on the match between a
theory’s entailments and the phenomena. While
decidedly less popular, this competing view also
recruited influential champions, such as John
Maynard Keynes (Giere 1983, Sec. 3).

Enthusiasts have sometimes gone so far as to
claim that only predictions of novel phenomena
are of any confirmational significance at all or that
any prediction of a novel phenomenon is of greater
confirmational significance than any amount of ac-
commodation of existing evidence. But the claim of
a special confirmational significance for prediction
does not require such extremes. For prediction as

such to enjoy a special confirmational privilege, it
seems sufficient that predicting a given phenome-
non provides (or would have provided) greater con-
firmation for a theory that does so than the mere
accommodation of that same phenomenon does
(or would have). A view having this consequence,
including the extremes just described, may be de-
scribed as a form of predictivism. Predictivist themes
have recently loomed large in debates over the pro-
gressiveness of research programs, the adequacy
of various approaches to confirmation (especially
Bayesianism), and the so-called miracle defense of
scientific realism.
Imre Lakatos is widely credited with having

reintroduced this concern over the confirmational
significance of novel prediction, specifically in con-
nection with his ‘‘methodology of research pro-
grams’’ (see Lakatos, Imre). Lakatos’s bold claim
was that it is only the ability of the successive
theories in a research program to make successful
novel predictions that bears on its progressiveness
or acceptability. But even Lakatos’s own work
includes several competing lines of thought about
the nature of novelty (Gardner 1982, 2–3). At times
he seems to construe the novelty of a prediction for
a theory purely temporally, though his most fa-
mous account holds novel prediction to consist in
predicting phenomena that are ‘‘improbable or
even impossible in the light of previous knowledge’’
(Lakatos 1970, 118), and he later accepted Zahar’s
(1973) revisionist proposal that the novelty of a
fact for a hypothesis requires only that it ‘‘not
belong to the problem-situation which governed
the construction of the hypothesis’’ (103). Each
of these lines of thought has been more fully dev-
eloped by later thinkers, even as they have lost
any immediate connection to concerns about the
evaluation of research programs (see Research
Programs).
The second issue of recent interest concerns

whether standard philosophical approaches to con-
firmation can recognize a special confirmational
significance for novel prediction, and if not, wheth-
er this weighs against such approaches to confir-
mation or against the legitimacy of predictivist
intuitions instead. Such approaches are described
as taking into account only ‘‘logical’’ and not ‘‘his-
torical’’ relations between theory and evidence, or
alternatively, only the content of theories and evi-
dence and not historical facts about them. It has
sometimes been claimed that a logical approach to
confirmation is strictly inconsistent with predicti-
vism; but this is too strong, for the fact of successful
prediction can itself simply be treated as part of the
evidence supporting a theory. In Bayesian terms,
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one need only treat the fact that a novel result was
predicted as part of the evidence on which the theo-
ry’s probability is conditionalized to allow a special
confirmational role for novel prediction. This
brute-force solution to the problem invites the com-
plaint that a special epistemological significance for
novel prediction still finds no expression in the
formal machinery of either Bayesian or any other
extant logical accounts of confirmation. But even
this is far from uncontroversial (see Bayesianism;
Confirmation Theory).
There has been widespread discussion among

Bayesians concerning the nature and plausibility
of the further assumptions that must be granted in
order to accord novel prediction a special confirma-
tional significance within the Bayesian framework.
Central to this discussion has been Glymour’s
(1980) ‘‘problem of old evidence’’: The Bayesian
approach to confirmation suggests that known evi-
dence cannot provide any support for a theory be-
cause probability 1 is conferred on that evidence by
background knowledge alone (see Bayes’s theorem
below). To make matters worse, it is difficult to see
how one could conditionalize on or even specify
what one’s background knowledge ‘‘would have
been’’ without the evidence in question. Indeed, it
has variously been argued that Bayesianism is legit-
imate because it recognizes a special confirmational
significance for novel prediction, that it is legitimate
because it does not, that it is illegitimate because it
does, and that it is illegitimate because it does not
(Brush 1995).
Finally, it has sometimes been argued that the

ability of a theory to make successful novel predic-
tions is the one form of scientific success for which
only the truth of a theory can provide any explana-
tion. This grounds a specific form of the traditional
miracle or explanationist argument for scientific
realism on behalf of theories enjoying success in
making novel predictions. Leplin’s (1997) account
of novel prediction, for example, is an explicit ef-
fort to pick out just those forms of scientific success
that only the truth of the successful theory could
explain (see Scientific Realism).
A related point of contention concerns whether

predictivist convictions have in fact played any role
historically in the confirmational judgments made
by actual scientific communities. Theorists have
appealed to such famous cases of novel prediction
as the Poisson ‘‘bright spot’’ by Fresnel’s formula-
tion of the wave theory of light, the gravitational
bending of light by the general theory of relativity,
and the existence and properties of three new ele-
ments by Mendeleev’s periodic law to argue that
particular novel predictions have or have not been

accorded exceptional confirmational weight by ac-
tual scientific communities relative to the mere ac-
commodation of existing evidence (see Scerri and
Worrall 2001 for references and discussion). Such
claims about scientific practices are also invoked to
either bolster or defuse the further claim that an
adequate account of confirmation will have to re-
spect predictivist intuitions. This historical debate
serves to underscore the contentious character of
the explanandum for which accounts of novel pre-
diction are supposed to provide explanations. For
even if it is true that scientific communities have
not historically weighted novel predictions over
other kinds of evidence, this itself would seem to
call for some kind of explanation, in light of the
grip that predictivist intuitions seem to hold on
ordinary thinking about confirmation.

Indeed, any serious assessment of the epistemic
significance of novel prediction seems to invite a
stark conflict of powerful normative intuitions.
There is something especially impressive about
such famous cases of novel prediction as gravita-
tional light bending and the Poisson bright spot,
but it seems perfectly fair to ask why the temporal
order or other historical circumstances of discovery
should have any bearing on the confirmational
significance of the evidence for a theory. After all,
whether a phenomenon was already known does
not have any impact whatsoever on how convincing
the theory’s account of that phenomenon is. Why
should it make any difference whether the data
were predicted by a theory or acted as a constraint
on the development or selection of that same theory
in the first place? Features such as the theory’s
fit to the data, the auxiliary assumptions required
to obtain that fit, and the theory’s intrinsic plausi-
bility remain precisely the same whatever the order,
manner, or other circumstances of their discovery.
It seems perverse to treat such apparent historical
accidents as relevant to the degree of confirma-
tion conferred on that theory by the evidence at
hand.

Predictivism’s defenders have turned, therefore,
to specifying criteria for genuinely novel prediction
in a way that seeks to avoid dependence on appar-
ently arbitrary or epistemically insignificant fea-
tures. Meanwhile, their opponents have sought to
show that the apparent significance of novel pre-
diction is a product of its confusion, conflation,
or frequent association with something else that is
of genuine epistemic importance. It is, however,
sometimes hard to see more than a rhetorical or
terminological difference between the positions of
those who seek to creatively refine the conception
of novel prediction so as to guarantee its epistemic
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significance and those who seek to explain the ap-
parent importance of novel prediction as depen-
dent upon the genuine epistemic significance of
something else altogether. Sometimes both camps
appeal to the same or similar relationships between
theory and evidence, and it is not always clear
whether a given author even means to explain the
epistemic significance of novel prediction or ex-
plain it away. A similar ambiguity infects the dis-
cussion of the confirmational role of novelty in
actual historical cases.

Complicating this dialectical situation are two
competing strands of thinking about the epistemic
significance of novel prediction, whether real or
apparent. The first, sometimes called ‘‘heuristic,’’
holds that the epistemic significance of genuine
novelty is a matter of the independence, in some
sense, of a given result from the formulation of the
theory for which it counts as a novel prediction.
Various formulations count a given phenomenon
as novel for a given theory if and only if it was not
part of the problem situation that led to the theory
(Zahar 1973), was not actually used in the formu-
lation of the theory (Worrall 1978 and 1989), was
not known to some theorist who formulated the
theory (Gardner 1982), or fits the hypothesis de-
spite its not having been designed for that purpose
(Campbell and Vinci 1983). These accounts differ
most centrally in the precise role that known data
must play in the formulation of a hypothesis in
order for it to lose the special confirmational sig-
nificance associated with novel prediction.

The second approach, sometimes unfortunately
called ‘‘epistemic,’’ proposes instead that novelty
be understood as a matter of unexpectedness or
low probability in light of what is believed absent
the theory. Examples include Lakatos’s (1970) con-
strual of novel prediction as the prediction of phe-
nomena that are ‘‘improbable or even impossible
in the light of previous knowledge’’ (118) and
Musgrave’s (1974) suggestion that a novel predic-
tion of a theory is one that either conflicts with or
is at least not also made by its competitors or
predecessors (see also Popper 1963, 36). These
accounts differ centrally over what should form
the foundation for the expectations that a predicted
phenomenon must violate in order for it to enjoy
the exceptional confirmational significance asso-
ciated with novel prediction, and thus recall the
problem of old evidence for Bayesianism.

Each approach is sometimes motivated by can-
vassing weaknesses or challenges to various ver-
sions of the other, but it is worth noting that each
encapsulates one of two quite different phenomena
that might reasonably be called novel prediction.

The first is aimed at a theory’s entailment of a
result not involved in its own development, that
is, a result that is novel for the theory, while the
second concerns a theory’s prediction of phenome-
na unlike those with which an epistemic communi-
ty is already familiar, that is, a novelty for an
epistemic community.
Among theorists who seem inclined to argue that

the apparent epistemic significance of novel predic-
tion is a product of its confusion with some other
condition of genuine epistemic significance, the
most influential proposal has been that the evi-
dence must provide a ‘‘severe test’’ of the theory,
that is, one that the theory is likely to fail if it is in
fact false (Popper 1963; Horwich 1982; Giere 1984;
Mayo 1991). Other analyses propose alternative
sources of confusion, such as the assurance novel
prediction typically provides that the hypothesis
be well supported by earlier subsets of the data as
well as by the whole (Schlesinger 1987), that there
be no opportunity for ‘‘fudging’’ the hypothesis to
fit the data (Lipton 1991), or that the hypothesis
itself not be an arbitrary conjunction of facts
(Lange 2001).
One natural way to unify these divergent intui-

tions about the epistemic significance of novelty is
to suggest that each is concerned to rule out a
different possible explanation of the evidential
situation that would undermine the support a
given piece of evidence would otherwise provide
for a given theory. The idea here is that the various
attempts to define novelty and to explain or to
explain away its confirmational significance appeal
to different ways in which the prima facie support
that evidence provides for a theory can be under-
mined by further information, such as finding out
that the theory was constructed, manipulated, or
chosen so as to yield its supporting data, that there
are reasons besides the theory to expect the results
reported in the data, that the theory itself is simply
an arbitrary conjunction of unrelated facts, and
so on. If this view is right, the various competing
accounts of novel prediction reflect the variety of
possible confirmation-undermining explanations of
the evidential situation, and it was a mistake all
along to insist on just a single criterion of ‘‘genu-
ine’’ novel prediction or even a single analysis of its
epistemic significance, real or apparent. This sug-
gests that paradigmatic cases of novel prediction
like the Poisson bright spot are particularly impres-
sive precisely because they preclude nearly all of the
most likely confirmation-undermining possibilities.
In a similar spirit, Leplin’s effort to pick out the
sort of predictive success that could only be plausi-
bly explained by the truth of a theory that enjoys it
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includes criteria of both heuristic and epistemic
varieties.
Any such pluralistic proposal regarding the epi-

stemic significance of novelty must face up to an
argument given by Horwich (1982), who grants
that the confirmation provided for a theory by a
given result would be compromised by the exis-
tence of plausible competing explanations for that
same result, and endorses a Bayesian version of the
severe-tests conception of confirmational signifi-
cance. But he denies that the explanations ruled
out by the heuristic novelty of a result (e.g., that
the theory was formulated or even manipulated so
as to entail the result) are actually competitors to
the theory itself as explanations of the available
data. Instead, he suggests, the explanations ruled
out by heuristic novelty are those of why a given
theory fits the data as well as it does, and thus do
not compete with the theory itself to explain the
data at hand. For this reason, he suggests, neither
heuristic novelty nor the explanations of our evi-
dential situation that it is able to preclude carry any
genuine confirmational significance.
But what about the latter explanatory demand

alone? Even if the fact that a theory was formulated
or manipulated so as to entail the data simply
offers an explanation for why the theory fits
the data, this would seem to compete with the
alternative explanation that the theory fits the
data because it is true. Horwich resists this sugges-
tion by way of an intriguing analogy designed to
illustrate that even different explanations of the
same state of affairs need not always be genuine
competitors. He points out that being out of gas
and having a broken starter compete to explain
why Smith’s car will not start: Both could obtain,
but the probability reasonably assigned to one will
be dramatically lowered upon learning that the
other is true, because they answer the same explan-
atory demand in the same way. But not all expla-
nations of the same state of affairs compete in this
way. Consider, he suggests, the following explana-
tions for the fact that his car is green: Is it because
he buys only green cars or because the previous
owner painted it green? In this case, the candidate
explanations do not compete, in the sense that the
fact that one obtains does not reduce the probabil-
ity that the other also obtains. He further suggests
that the explanations of fit precluded by heuristic
novelty and provided by the truth of a theory are
like the second case and not the first: The fact that
a theory fits the data because one requires or even
manipulates the hypothesis to ensure that this is so
simply does not compete with the explanation that
the resulting hypothesis fits the data because it is

true. If so, there is no prior reason to think that
hypotheses that merely accommodate existing data
are less likely to be true than those that successfully
predicted the same data as novel phenomena.

It is far from clear that this claimmust be accepted
as it stands. Perhaps there is no competition if data
simply constrained the formation of a theory in the
first place. But if onemanipulated a theory’s variable
parameters to get it to fit the data, and if one believed
that such adjustment could have accommodated
most any data of the kind in question, this might
indeed seem to compete with the claim that the theo-
ry fits the data because it is true. But even if one
accepts Horwich’s claim, all need not be lost for
heuristic novelty. It remains possible that one
might find a promising inductive justification for
the epistemic significance of heuristic novelty. But
this would require making the case that theories
successfully predicting heuristically novel phenome-
na go on to enjoy especially impressive track records.

How to Make Predictions

In the spirit of Hume’s skeptical solution to the
problem of induction, one might wonder whe-
ther questions about the rational justification of
predictions are not best dealt with by investigating
how successful predictions have in fact been made.
What inferential techniques and assumptions are
actually used to move from known facts to predic-
tions about unknown cases?

It may help to start with simple cases. Hans
Reichenbach took the aim of inductive inference
to be that of finding series of events whose frequen-
cy of occurrence converges toward a limit (see
Reichenbach, Hans). If this is all one wants, one
might simply keep track of the relative frequencies
in any series of data one finds interesting. Suppose,
for example, one wants to determine the probability
of tossing a coin and having it come up heads. Start
tossing it, keeping track of the relative frequency of
heads to all tosses. If there is a well-defined relative
frequency in the limit as the coin is tossed intermina-
bly, then it would be guaranteed that the probability
would be found in this way. If the limiting relative
frequency is undefined, then, for Reichenbach, it
makes no sense to assign probabilities to the possi-
ble outcomes of any toss of the coin, and there is no
solution to the problem of induction for that partic-
ular series of events. That is, the world is predictable
insofar as it is sufficiently ordered to enable one to
construct limiting relative frequencies from empiri-
cal data.While Reichenbach admits that ‘‘we do not
know whether the world is predictable,’’ keeping
track of relative frequencies in a world that is in
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fact predictable is guaranteed eventually to deliver
the right probabilities, and this sort of inductive
inference will work; and if the world is not predict-
able, then nothing will work. Moreover, if some-
thing besides this sort of inductive inference does
reliably work to predict future events, then this
sort of inductive inference would track the success
of the alternative method and warrant its use
(Reichenbach 1938, 350).

While raw relative frequencies sometimes are
the best estimates of probabilities, several caveats
are in order. Although Reichenbach’s procedure is
guaranteed to deliver the actual relative frequencies
in the long run if there are any, one never in fact
performs an infinite number of observations calcu-
lating relative frequencies at each step, and it is not
even clear that this is in principle possible (a real
coin would not survive). Furthermore, a series of
events might very well have well-defined limiting
relative frequencies but be such that one would not
find them in the short to medium run.

This last caveat helps to illustrate an important
general principle: The kinds of tools that allow one
to make predictions based on past evidence require
the use of background assumptions about how a
given segment of the time series of events one
observes relates to the time series more generally.
In this case, if the local relative frequencies are
approximately equal to the relative frequencies in
future segments of the time series, then keeping
track of local relative frequencies clearly provides
a good way of making future predictions. Of course,
as a solution to the general problem of induction,
such an assumption simply begs the question. But it
would perhaps be surprising to find that accurate
predictions could be made without any background
assumptions whatsoever. Thus, one might usefully
classify methods of prediction by the type of back-
ground assumptions that must be satisfied for the
method’s predictions to be reliable.

One might, for instance, roughly distinguish
basic tools, which make predictions on the basis
of empirical data with only the most basic statisti-
cal assumptions, from model-based tools, which
make predictions by estimating unknown para-
meters in more complex or intricately struc-
tured predictive models (see Hamilton 1994 for a
generous sample of both sorts of predictive tools).
Reichenbach’s suggestion that one take local rela-
tive frequencies as probability estimates is an ex-
ample of a basic predictive tool. Here a prediction
is a bet that one’s short-to-medium-run evidence
faithfully reflects longer-run relative frequencies.
While one may never be certain that this is the
case, it is easy to imagine evidence for or against

the claim that the assumption is reasonable in a
given context. If it is, one can confidently use this
basic tool for empirical prediction.
Another relatively basic predictive tool is Bayes-

ian updating. This tool requires that one have prior
probabilities to be updated on the basis of one’s
new evidence. This is an advantage in that more
than one’s relevant prior beliefs can be used in
making predictions, and a disadvantage in that
one must have an appropriate set of prior probabil-
ities in order to use the predictive tool at all.
There are two steps to Bayesian updating. One

first calculates the probability of the hypothesis
under consideration H being true given evidence
E using Bayes’s theorem:

PðH jEÞ ¼ PðHÞPðE jHÞ
PðEÞ :

For a Bayesian subjectivist, P(H ) is one’s prior
degree of belief in H, P(EjH ) is the degree to which
H being true would explain evidence E, and P(E ) is
one’s prior degree of belief that E would occur.
Bayes’s theorem follows from the axioms of prob-
ability theory and the definition of conditional
probability.
The total probability theorem can be used to

expand P(E ), yielding Bayes’s theorem in a form
that is often more useful:

PðH jEÞ ¼ PðHÞPðE jHÞP
i PðHiÞPðE jHiÞ ;

where Hi values form a mutually exclusive and
exhaustive set of possible hypotheses (which typi-
cally includes H), and P(E jHi) is a measure of
how well each rival hypothesis would explain the
occurrence of E.
After calculating the old probability of hypothe-

sis H given evidence E, one updates the probability
of H given that E has in fact occurred. In the
simplest case, where one’s evidence is itself certain,
one might use strict conditionalization:

PnewðHÞ ¼ PoldðH jEÞ:
For a subjective Bayesian, Pnew (H) represents

the degree of belief one ought to have in H after
evaluating evidence E. The justification here is
given in a series of Dutch Book arguments, where
one shows why an agent would accept irrational
wagers guaranteed to lose money if the agent
adopts an incompatible strategy for revising
degrees of belief (Howson and Urbach 1989) (see
Dutch Book Argument).
The use of prior probabilities in Bayesian updat-

ing requires stronger initial assumptions than
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Reichenbach’s method. But in return it allows in-
ferential use of more of one’s relevant background
beliefs about the nature of the world and the con-
text in which a prediction is made.
Because predictive tools are characterized by the

background assumptions needed to apply them,
basic prediction and model-based prediction differ
only in the number, detail, and complexity of the
backgroundassumptions they require.Model-based
prediction begins with a model for a selected set of
empirical data on which reliable future predictions
can be made if its parameters are correctly set. As
one might expect, model-based predictive tools are
both numerous and diverse. Adopting a predictive
model might involve anything from assuming that
the data should fit to a straight line (the parameters
to be estimated here might be the line’s slope and y-
intercept) to assuming that the data should fit a
broad range of specific parameters in a detailed
causal description of the system being observed
(the parameters to be estimated here might be the
state of a physical system at a time and its Hamil-
tonian). Stronger background assumptions may
permit the use of predictive tools that yield more
detailed and/or accurate predictions, but the stron-
ger assumptions are also more likely to bemistaken.
The methods one might use to set the parameters

of a predictive model are similarly diverse. Basic
predictive tools may be used to estimate the values
of the unknown parameters in a more complex
predictive model, or another model might very
well be used to estimate these parameters. And
the accuracy of one’s subsequent predictions will
depend upon whether the background assumptions
required by the models are satisfied, the number of
parameters estimated, the accuracy of the estima-
tions, and the sensitivity of the models to specific
failures in accuracy. In short, then, the reliability of
the predictions of the model will typically depend
upon a host of nontrivial background assumptions.
One might take from Hume’s problem of induc-

tion the general lesson that information about the
past cannot guide rational expectations about
the future without some additional background as-
sumptions about the system under consideration. It
is perhaps not surprising that there are genuine
choices to be made concerning what background
assumptions and associated predictive tools are
applicable in a given context. In real cases of justi-
fication of a particular set of background assump-
tions, the issue is not whether the future will
resemble the past in some vague general sense.
Rather, one typically finds a variety of concrete
argumentative and evidential considerations weigh-
ing in favor of competing ways in which it might be

expected to do so. And theories in the particular
sciences discussed below are typically associated
with one or more predictive models requiring vari-
ous sets of both substantive and controversial
background assumptions.

Prediction in the Empirical Sciences

Classical Mechanics and Chaotic Systems
Newton’s classical mechanics is perhaps the most

influential example of a predictive theory. It is
deterministic in that the physical state (i.e., the
position and momentum of each particle) of a
closed and finite physical system at a time, S(t0),
together with the energy properties of the system
uniquely determine the physical state at all other
times (see Determinism). Since the position of each
particle can be given by 3 coordinates and the
momentum can be given by 3 coordinates, the
complete state of an N-particle system can be
given by 6N coordinates or a single point in a 6N
dimensional phase space. As the system evolves,
the point representing its state in phase space
moves in a continuous way. The past, present,
and future history of a particular closed system is
represented by the curve in phase space that repre-
sents the state of the system at each time. The
dynamics can be represented as a set of differential
equations that have as solutions the possible phase-
space trajectories of the system. Since the history of
the system is fully determined by the initial state
S(t0) and the system’s dynamical properties, this
information and sufficiently precise calculations
would, at least in principle, enable one to predict
with perfect accuracy the state of the system at any
time (see Classical Mechanics).

This ideal is compromised in application by the
fact that observational error is always introduced
in measuring continuous quantities like position,
momentum, and energy with limited precision.
Moreover, computational errors are nearly always
introduced by rounding, since analytic solutions to
the dynamical laws are rare in general and almost
never perfectly applicable. Nonetheless, classical
mechanics allows one to make very accurate empir-
ical predictions in a wide variety of contexts, and
Newton’s Principia famously employs his theory
of mechanics to explain and predict the future
motions of the five primary planets, the moon, the
satellites of Jupiter and Saturn, the precession of the
equinoxes, tidal phenomena in the Earth’s seas,
and the motions of comets. And it does all this so
successfully that many thought he had deter-
mined, as EdmundHalley wrote in his ode honoring
Newton’s accomplishment, ‘‘Jove’s calculation and
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the laws / That the creator of all things, while he
was setting the beginnings of the world, would not
violate’’ (Newton [1713] 1999, 379).

Notwithstanding these and other remarkable
successes, there are severe limits to prediction in
classical mechanics that are consequences of its
theories’ nonlinear dynamics. The problem is that
phase-space trajectories that are initially close may
diverge exponentially with respect to time. Thus,
the inevitable small errors in determining the initial
state of a system or introduced into computation
may generate large predictive errors. And it can
happen that the expected error becomes so large
over even relatively short times that one can predict
almost nothing concerning the future state of the
system from its current state. A chaotic system is
one that exhibits such exponential sensitivity to
initial conditions. More precisely, the chaotic do-
main of a system is that region of its phase space
where the trajectories associated with infinitesimal-
ly displaced initial conditions separate from each
other exponentially in time.

Chaotic behavior is exhibited by many familiar
physical systems (Ott 1993). A dripping water fau-
cet, for example, will often exhibit nearly equal
times between drops for low, even inflows, then
shift to an unpredictable sequence of times between
drops when the inflow is increased. Chaotic behav-
ior is also exhibited by some chemical and biological
systems. And curiously, there is reason to expect the
motions of the planets in the solar system, the para-
digmatic example of clockwork regularity, to exhib-
it chaotic behavior. Given that the best estimates
of the relevant continuous physical parameters
are approximate and that numerical methods for
performing computations invariably introduce
error, there are strict limits on the reliability of the
predictions concerning the motions of the planets
obtainable from classical mechanics.

The behavior of chaotic systems is not, however,
entirely unpredictable. In many cases, a chaotic
system can be characterized for the purposes of
prediction by its attractors, those sets of points in
phase space (whether singular points, limit cycles,
or more complex regions) that are attractive to all
neighboring trajectories. Knowing the type and
location of the attractors can allow one to predict
the long-term behavior of even a chaotic system,
although the nature and precision of such predic-
tions will depend on the existence and type of
attractors exhibited by the system. Some dynamical
systems are associated with limit sets that are
asymptotically attractive to neighboring trajec-
tories but contain trajectories that are locally diver-
gent within the attractive set. Such a limit set is

called a strange attractor. If the system begins with-
in the region attracted by the strange attractor, one
would be able to predict convergence to the at-
tractor but virtually nothing concerning the behav-
ior within the attractor. Such attractors may even be
typical in nonlinear systems of order higher than 2
(Cook 1994).
A rather different predictive problem in classical

mechanics concerns the fact that it is deterministic
for only finite, closed physical systems. Consider a
particle that is moving at 1 m/s at t ¼ 0, then is
accelerated to 2 m/s at t ¼ 1

2
s, to 4 m/s at t ¼ 3

4
s, to

8 m/s at t ¼ 7
8
s, etc. After t ¼ 1 s, the particle will be

farther than any finite distance from where it
started. Since any possible physical history can in
classical mechanics be run backward as well as
forward, consider the time-reversed version of this
history. Here the particle starts farther than any
finite distance from a system—for instance, one
whose behavior one wishes to predict—and ends
up crashing into it and ruining the prediction. In
this case, one would not be able to make any pre-
dictions concerning the behavior of the system
whatsoever, even after taking into account every
particle that has a well-defined position at the be-
ginning of the time-reversed story (Earman 1986).

Quantum Mechanics
Quantum mechanics is the most successful em-

pirical theory ever, but unlike classical mechanics,
it typically allows predictions that are only proba-
bilistic (see Quantum Mechanics). In quantum me-
chanics the state of a physical system, S, is given by
a vector, cS, in an appropriate vector space. cS is
sometimes called the wave function of S. The state
of the system almost always evolves in a linear,
deterministic way that depends only on the energy
properties of the system. In nonrelativistic quan-
tum mechanics, this deterministic evolution is de-
scribed by the time-dependent Schrödinger wave
equation. Given the standard way of interpreting
the quantum mechanical state, a physical system
typically fails determinately to have or determi-
nately not to have a given classical physical prop-
erty at a time. But systems are found to have the
determinate property being measured when a mea-
surement is made. In the von Neumann–Dirac col-
lapse formulation of quantum mechanics, this is
explained by the collapse of the quantum mechani-
cal state on measurement: When a system S, initi-
ally in state cS, is measured, S instantaneously and
randomly jumps to a state where the property
being measured is determinate (see Quantum Mea-
surement Problem). Which state S jumps to is taken
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to be an irreducible matter of chance. The proba-
bility of ending up in the determinate-property
state wS is determined by the geometric relationship
between the vectors cS and wS (the probability is
equal to j hc j wij2). It is because the collapse dy-
namics is random that one is typically limited to
making only probabilistic predictions concerning
the results of future observations.
While there is disagreement concerning how one

ought to understand quantum mechanics generally,
and the collapse dynamics in particular, there is
nearly universal agreement that one will never be
able to make empirical predictions that do better
than the standard quantum probabilities (Albert
1992). In this sense, the quantum probabilities
are taken to represent a fundamental limitation to
empirical prediction in physics.

Biological and Social Sciences
It is sometimes claimed that biological sciences

in general, and evolutionary biology in particular,
are not predictive, but this is at worst simply false
and at best a simplistic description of a complex
situation. There is no question, however, that there
are systematic differences between the predictive
capabilities characteristic of biological sciences
and those familiar from the physical sciences.
Some of these are illustrated by an example Mary
Williams (1982) borrows of characteristic predic-
tion in evolutionary theory: ‘‘Sexual dimorphism in
the length and color of the furry body covering of
bumblebees should show a latitudinal and altitudi-
nal gradient among species of bumblebees, with
tropical and low altitude species having more
dimorphism’’ (293). As the example suggests, bio-
logical predictions more typically concern groups,
species, populations, or ensembles than individuals,
and they more often describe unknown past or pres-
ent states of affairs than future ones. Moreover, the
intended scope of predictive generalizations in biol-
ogy is typically not spatiotemporally unrestricted:
They are at a minimum restricted to circumstances
in which particular (often unique and evolutionarily
contingent) causal mechanisms operate, and they
are typically exception-ridden or asserted ceteris
paribus, even within the scope of such intended
domains. Mendel’s law of segregation, for example,
can be used to make reliable predictions (of ratios
for populations or probabilities for individuals), but
even these predictions are both restricted to con-
texts in which a particular, evolutionarily contin-
gent causal mechanism is operating (i.e., sexual
reproduction) and are subject to exceptions (e.g.,
meiotic drive) even in that domain. Perhaps the
most interesting question, then, concerns the source

of these characteristic differences in predictive
capabilities (see Population Genetics).

The first and most obvious is the relatively great-
er causal complexity of the natural systems studied
by biological sciences as compared with those in
the restricted domains in which physical science is
able to deliver precise and accurate predictions. As
Mitchell (2003, chap. 5) effectively documents, the
relevant complexity here is of several kinds, includ-
ing the compositional complexity of actual bio-
logical systems, the number and variety of causal
processes operating in them, the sometimes dramat-
ic and sudden shifts in the relationships between key
variables across different ranges of their variation,
and the characteristic embeddedness of biological
entities in levels of organization with multiple weak,
nonadditive forces and redundant mechanisms
operating both within and between these various
levels. The impact of such causal complexity is
amplified by the long timescale of evolutionarily
significant effects, during which such complexity
must be modeled, controlled, or eliminated to
allow effective prediction. Also significant is the
characteristic contingency of the states of affairs
studied by evolutionary biology and other histori-
cal sciences on the occurrence of particular (often
rare) events, which themselves constrain and shape
the course of future evolutionary change. Perhaps
the simplest example here is the effect of mutation:
At a given time, different mutational substitutions
of just a single amino acid can easily lead to ex-
tremely different evolutionary outcomes over rela-
tively short timescales, but the process of mutation
is treated as a random variable by evolutionary
theory, either because it is genuinely indeterminis-
tic or because one does not yet know enough about
the process or relevant conditions in particular
organisms to predict with any precision what,
when, and how particular mutations will occur. It
is for all these sorts of reasons (although not always
in these terms) that philosophers of science have
enthusiastically debated whether there are laws of
any traditional variety in biological science and the
ultimate source of the indeterministic character of
evolutionary theory.

Taking these sorts of complexities and contin-
gencies into account suggests that the physical an-
alogue for biological sciences is not predicting the
speed and position of a ball rolling down an in-
clined plane, but something more like predicting
the path of a bag of feathers dumped out of an
airplane. Physical sciences are able to make some
predictions about what will happen in these cir-
cumstances, but these predictions will be relatively
weak, more likely to concern the feathers as a
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group, and will be reliable only ceteris paribus or
subject to the operation and/or interference of par-
ticular causal mechanisms that affect their trajecto-
ry (e.g., prevailing weather conditions). Of course,
the extent to which these features are characteristic
of the predictive application of the physical sci-
ences generally is also controversial (see Cartwright
1983), but biological sciences appear to fare even
worse in natural settings and to be even less ame-
nable to the construction of specialized contexts
that make precise and powerful prediction possible.

Rosenberg (1983 and 1994) and others have ar-
gued for a related but perhaps more fundamental
kind of limitation on the predictive capabilities of
biological sciences. Rosenberg suggests that such
predictive limitations arise because in typical cases
(arguably excluding some parts of molecular genet-
ics) biologically significant categories must be char-
acterized functionally or teleologically, and there
is a wide diversity (which seems unlikely to admit
of finite specification even in a disjunctive list) of
possible physical realizations of such functionally
characterized entities (see Function).

Put another way, the claims here are that

. there are no type identities between important
explanatory biological categories (like fitness,
mimicry, temperature-regulating mechanism,
balanced polymorphism, regulatory gene)
and the mechanistic physical descriptions of
the tokens instantiating these functional
kinds in particular cases; and

. it is these mechanistic descriptions that offer
power and precision in predicting the range of
conditions under which a mechanism will op-
erate, what causal factors might interfere with
it, its probable evolutionary trajectory, and
the like.

Rosenberg thus argues that the goals of predic-
tion and explanation pull in different directions
here and that the diversity and potential infinity
of the possible realizations of functionally charac-
terized biological kinds conspire to ensure that
biological sciences retain their weakly predictive
character if they are to remain useful to us.

Perhaps a useful example of how this can be so is
provided by Fisher’s (1930) famous explanation of
why the sex ratio in sexually reproducing diploid
species at reproductive age is typically 1:1. Briefly,
the explanation is that (assuming equal parental
cost to produce offspring of either sex and igno-
rance of offspring quality, and setting aside com-
plications) no matter what the mating system, a
parent will spread more copies of its genes by pro-
ducing offspring of the less numerous sex: Since

every successful mating requires the genetic contri-
bution of exactly one member of each sex, members
of the less numerous sex are more easily able to
obtain multiple successful matings, be more choosy
about mates, or enjoy whatever reproductive ad-
vantages members of that sex enjoy in the mating
system. Even if a species’ mating is structured in
such a way that a few successful males do all the
mating and most males do not mate at all, when
males are less numerous than females, a parent will
do better on average by producing sons with a
proportional chance of being one of the lucky few
than daughters who are guaranteed to mate. There-
fore, it pays to produce members of whichever sex
is more rare, ensuring strong selective pressure
against any mechanism that favors producing male
offspring over female or vice versa.
Contrast this explanation of the sex ratio with

that provided by conjoining the physical histories
of each organism in each species. There is certainly
a sense in which the sex ratio is thereby explained,
for this complex history (including the random
segregation of sex-determining chromosomes, the
details of development and survivorship for each
organism, and even the survival and propagation
of the specific genetic, physiological, and ontoge-
netic mechanisms responsible for sex determination
in each species in the first place) deductively imply
that sex ratios are what they are (near 1:1 in each
case). But this mechanistic explanation, provided in
terms that would increase predictive power and
precision regarding individual cases, provides noth-
ing like Fisher’s insight into the evolutionary rea-
sons for the emergence and persistence of the 1:1
sex ratio. Similarly, a detailed molecular descrip-
tion of the operation of a particular DNA-repair
mechanism may permit effective prediction of the
conditions under which themechanismwill operate,
but it will be unable to explain why such a mecha-
nism exists and persists and perhaps even obscure
the fact that it is a mechanism for repairing DNA
(and thereby minimizing mutational changes). Of
course, without this functional characterization,
there would seem little sense left to be made of the
question of under what conditions such a mecha-
nism will operate (or do so effectively). Such exam-
ples illustrate why the relative predictive weakness
of biological sciences might not simply be an unfor-
tunate consequence of increased complexity and
contingency in their domains of application, but
also an aspect of those sciences intimately bound
up with what renders them useful.
An interesting further question concerns to what

extent any of these predictively limiting aspects
of biological science also underlie the relative
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predictive weakness of the social sciences. Causal
complexity and contingency are often invoked in
this connection, perhaps most famously in an influ-
ential argument due to Karl Popper (1957) (help-
fully discussed by Rosenberg 1993) to the effect
that because the growth of scientific knowledge
has persistently exerted dramatic effects on the
course of history and human affairs, the unpredict-
able trajectory and directions of such growth pre-
clude even the possibility of a predictively robust
social science. However, the failure of type identi-
ties between important explanatory categories has
also been invoked to explain the relative predictive
weakness of the social sciences (see Rosenberg
1994). Here it is the intentional explanatory cate-
gories of the social sciences that are supposedly
both ineliminable and multiply realized by tokens
that are heterogeneous in the terms of more predic-
tively precise and powerful sciences, including biol-
ogy itself (but cf. Nelson 1990) (see Intentionality).
These and closely related considerations are in-
voked to support a variety of predictively relevant
conclusions concerning the social sciences, includ-
ing the claims that the kinds of predictive limita-
tions discussed above will prove to be ineliminable
from them; social scientific predictions will remain
merely ‘‘generic’’ or qualitative; genuinely scientific
and predictive social science will have to eliminate
any appeals to intentional notions; the study of
social phenomena is autonomous and cannot be
understood in terms of aggregate actions and dis-
positions of individuals; and social inquiry must
or should be restricted to the interpretive study of
others (see Social Sciences, Philosophy of ).

JEFFREY A. BARRETT

P. KYLE STANFORD

References

Albert, D. (1992), Quantum Mechanics and Experience.
Cambridge, MA: Harvard University Press.

Brush, Stephen G. (1995), ‘‘Dynamics of Theory Change:
The Role of Predictions,’’ Proceedings of the Philosophy
of Science Association 2: 133–145.

Campbell, Richmond, and Thomas Vinci (1983), ‘‘Novel
Confirmation,’’ British Journal for the Philosophy of Sci-
ence 34: 315–341.

Carnap, Rudolf (1967), The Logical Structure of the World:
Pseudoproblems in Philosophy. Translated by Rolf A.
George. Berkeley and Los Angeles: University of Cali-
fornia Press.

Cartwright, Nancy (1983), How the Laws of Physics Lie.
Oxford: Oxford University Press.

Cook, Peter A. (1994), Nonlinear Dynamical Systems, 2nd
ed. Hemel Hempstead, UK: Prentice-Hall International.

Earman, John (1986), A Primer on Determinism. Dordrecht,
Netherlands: D. Reidel.

Fisher, R. A. (1930), The Genetical Theory of Natural Selec-
tion. Oxford: Oxford University Press.

Gardner, Michael R. (1982), ‘‘Predicting Novel Facts,’’
British Journal for the Philosophy of Science 33: 1–15.

Giere, Ronald N. (1983), ‘‘Testing Theoretical Hypoth-
eses,’’ in John Earman (ed.), Minnesota Studies in the
Philosophy of Science, vol. 10: Testing Scientific The-
ories. Minneapolis: University of Minnesota Press,
269–298.

——— (1984), Understanding Scientific Reasoning, 2nd ed.
New York: Holt, Rinehart and Winston.

Glymour, Clark (1980), Theory and Evidence. Princeton,
NJ: Princeton University Press.

Goodman, Nelson (1954), Fact, Fiction, and Forecast. Cam-
bridge, MA: Harvard University Press.

Hamilton, James D. (1994), Time Series Analysis. Prince-
ton, NJ: Princeton University Press.

Hempel, Carl G. (1965), Aspects of Scientific Explanation.
New York: Free Press.

Horwich, Paul (1982), Probability and Evidence. Cam-
bridge: Cambridge University Press.

Howson, Colin, and Peter Urbach (1989), Scientific
Reasoning: The Bayesian Approach. LaSalle, IL: Open
Court.

Hume, David ([1748] 1977), An Enquiry Concerning Human
Understanding. Edited by Eric Steinberg. Indianapolis,
IN: Hackett.

Lakatos, Imre (1970), ‘‘Falsification and the Methodology
of Scientific Research Programmes,’’ in Imre Lakatos
and Alan Musgrave (eds.), Criticism and the Growth of
Knowledge. Cambridge: Cambridge University Press, 91–
195.

Lange, Marc (2001), ‘‘The Apparent Superiority of Predic-
tion to Accommodation as a Side Effect: A Reply to
Maher,’’ British Journal for the Philosophy of Science
52: 575–588.

Leplin, Jarrett (1997), ANovel Defense of Scientific Realism.
New York: Oxford University Press.

Lipton, Peter (1991), Inference to the Best Explanation.
London: Routledge.

Mayo, Deborah G. (1991), ‘‘Novel Evidence and Severe
Tests,’’ Philosophy of Science 58: 523–552.

Mitchell, Sandra D. (2003), Biological Complexity and Inte-
grative Pluralism. Cambridge: Cambridge University
Press.

Musgrave, Alan (1974), ‘‘Logical versus Historical Theories
of Confirmation,’’ British Journal for the Philosophy of
Science 25: 1–23.

Nelson, Alan J. (1990), ‘‘Social Science and the Mental,’’ in
Peter A. French, Theodore E. Uehling Jr., and Howard
K. Wettstein (eds.), Midwest Studies in Philosophy, vol.
15: The Philosophy of the Human Sciences. Notre Dame,
IN: University of Notre Dame Press, 194–209.

Newton, Isaac ([1713] 1999), The Principia: Mathematical
Principles of Natural Philosophy, 2nd ed. Translated by I.
Bernard Cohen and Anne Whitmen. Berkeley and Los
Angeles: University of California Press.

Ott, Edward (1993), Chaos in Dynamical Systems. Cam-
bridge: Cambridge University Press.

Popper, Karl R. (1957), The Poverty of Historicism. Lon-
don: Routledge.

——— (1963), Conjectures and Refutations. New York:
Harper.

Quine, Willard Van (1951), ‘‘Two Dogmas of Empiricism,’’
inFromaLogicalPoint ofView.NewYork:Harper, 20–46.

Reichenbach, Hans (1938), Experience and Prediction: An
Analysis of the Foundations and Structure of Knowledge.
Chicago: University of Chicago Press.

PREDICTION

598



Rosenberg, Alexander (1983), The Structure of Biological
Science. Cambridge: Cambridge University Press.

——— (1993), ‘‘Scientific Innovation and the Limits of So-
cial Scientific Prediction,’’ Synthese 97: 161–182.

——— (1994), Instrumental Biology or the Disunity of Sci-
ence. Chicago: University of Chicago Press.

Scerri, Eric R., and John Worrall (2001), ‘‘Prediction and
the Periodic Table,’’ Studies in History and Philosophy of
Science 32A: 407–452.

Schlesinger, George N. (1987), ‘‘Accommodation and Pre-
diction,’’ Australasian Journal of Philosophy 65: 33–42.

van Fraassen, Bas (1980), The Scientific Image. Oxford:
Clarendon Press.

Williams, Mary B. (1982), ‘‘The Importance of Predic-
tion Testing in Evolutionary Biology,’’ Erkenntnis 17:
291–306.

Worrall, John (1978), ‘‘The Ways in Which the Methodology
of Scientific Research Programmes Improve on Popper’s
Methodology,’’ in G. Radnitzky and G. Andersson

(eds.), Boston Studies in the Philosophy of Science, vol.
58: Progress and Rationality in Science. Dordrecht,
Netherlands: Reidel, 321–338.

———(1989), ‘‘Fresnel,Poissonand theWhiteSpot:TheRole
of Successful Predictions in the Acceptance of Scientific
Theories,’’ in D. Gooding, T. Pinch and S. Shaffer (eds.),
The Uses of Experiment: Studies in the Natural Sciences.
Cambridge: Cambridge University Press, 135–157.

Zahar, Elie (1973), ‘‘Why Did Einstein’s Programme Super-
sede Lorentz’s?’’ parts I and II, British Journal for the
Philosophy of Science 24: 95–125, 223–262.

See also Bayesianism; Causality; Confirmation
Theory; Determinism; Empiricism; Explanation; In-
duction, Problem of; Laws of Nature; Logical Em-
piricism; Phenomenalism; Popper, Karl Raimund;
Probability; Reichenbach, Hans; Theories; Verifica-
tionism

PROBABILITY

There are two central questions concerning proba-
bility. First, what are its formal features? That is a
mathematical question, to which there is a stan-
dard, widely, though not universally, agreed upon
answer (reviewed in the next section). Second, what
sorts of things are probabilities—what, that is, is
the subject matter of probability theory? This is a
philosophical question, and while the mathematical
theory of probability certainly bears on it, the
answer must come from elsewhere. To see why,
observe that there are many things in the world
that have the mathematical structure of probabil-
ities (e.g., the set of measurable regions on the
surface of a table) but that would never be mistak-
en for being probabilities. So probability is distin-
guished by more than just its formal characteristics.
The bulk of this essay will be taken up with the
central question of what this ‘‘more’’ might be.

Kolmogorov’s Axiomatization

Probability theory was inspired by games of chance
in seventeenth-century France and inaugurated by
the Fermat–Pascal correspondence, which culmi-
nated in the Port Royal Logic (Arnauld [1662]
1964). Its axiomatization had to wait nearly an-
other three centuries. The locus classicus of the

mathematical theory of probability is Kolmogor-
ov’s ([1933] 1950) Foundations of Probability.
Inspired by measure theory, Kolmogorov’s axi-
omatization has become orthodoxy. Let O be a
nonempty set. A field (algebra) on O is a set F of
subsets of O that has O as a member and that is
closed under complementation (with respect to O)
and union. Assume for now that F is finite. Let P
be a function from F to the real numbers, obeying
the following axioms:

PðaÞ � 0 for all a 2 F ; A1

PðOÞ ¼ 1; and A2

Pða O bÞ ¼ PðaÞ þ PðbÞ
for all a; b 2 F such that a \ b ¼ f: A3

Call P a probability function, and (O, F, P) a
probability space.
One could instead attach probabilities to mem-

bers of a collection of sentences of a formal lan-
guage, closed under truth-functional combinations.
Either way, a kind of reflective equilibrium is
achieved between these axioms, which are thought
to be intuitively plausible, and various important
interpretations of probability (to be discussed in
the subsequent sections), which obey them and
bring them to life in applications.
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It is often thought that the only nonconventional
part of the axiomatization is A3. That is too quick,
for it is substantive that probabilities are

1. Defined by functions (rather than by one-
many or many-many mappings);

2. Functions of one variable (unlike primitive
conditional probability functions, which are
functions of two variables);

3. Defined on a field (rather than a set with
weaker closure conditions);

4. Represented numerically (rather than qualita-
tively, as is ‘‘possibility’’; or comparatively,
as is ‘‘similarity to a given world’’ in the
Stalnaker/Lewis style of semantics for coun-
terfactuals [Lewis 1986a]);

5. Real numbers (rather than those of some
other number system);

6. Bounded (unlike other quantities that are trea-
ted measure-theoretically, such as lengths);

7. Bounded by Maximal and minimal values
(thus prohibiting open or half-open ranges).

For a discussion of rival theories that relax or re-
place points 2, 3, 4, and 6 above, see Fine 1973.
Complex-valued probabilities are proposed by
Feynman and Cox (Mückenheim et al. 1986);
infinitesimal probabilities (of nonstandard analysis)
by Skyrms (1980) and Lewis (1986b), among others;
and unbounded probabilities by Renyi (1970).
Primitive conditional probability functions will be
briefly discussed at the end of this section.
Kolmogorov extends his axiomatization to cover

infinite probability spaces. Probabilities are now
defined on a s-field (s-algebra)—a field that is
further closed under countable unions—and A3 is
correspondingly strengthened:

A30 ðCountable additivityÞ If a1; a2; a3; . . . is a
countable sequence of ðpairwiseÞ disjoint sets; each
belonging to F ; then Pð

[1
n¼1

anÞ ¼
X1
n¼1

PðanÞ:

De Finetti (1990) is a notable opponent of count-
able additivity.
Kolmogorov then defines the conditional proba-

bility of a given b by the ratio of unconditional
probabilities:

PðajbÞ ¼ Pða \ bÞ
PðbÞ ; provided PðbÞ > 0:

Note that this ratio is undefined if either or both of
the unconditional probabilities are undefined, or if
P(b) ¼ 0. Yet in uncountable spaces there can
be genuine, nontrivial events whose probabilities

are undefined (so-called ‘‘nonmeasurable’’ sets),
and others whose probabilities are 0 (‘‘probability 0
does not imply impossible,’’ as textbooks and
Kolmogorov himself caution us). So Kolmogorov’s
definition does not guarantee that certain intuitive
constraints on conditional probability are met—for
example, that the probability of an event, given
itself, is 1.

Kolmogorov addresses the probability-0 problem
with a more sophisticated account of conditional
probability as a random variable conditional on a
sigma algebra, appealing to the Radon-Nikodym
theorem to guarantee the existence of such a
random variable (see, e.g., Billingsley 1995). A
rival approach takes conditional probability P(_,_)
as primitive and defines the unconditional probabil-
ity of a as P(a, T), where T is a necessary (e.g.,
tautological) proposition. Various axiomatizations
of primitive conditional probability have been
defended in the literature, typically differing only
in the handling of conditional probabilities with
zero unconditional probability antecedents. In
many ways, the most general and elegant of the
proposed axiomatizations is Popper’s (1959). (See
Roeper and Leblanc 1999 for an encyclopedic dis-
cussion of competing theories of conditional proba-
bility, andKeynes 1921, Carnap 1950, Popper 1959,
and Hájek 2003b for arguments that probability is
inherently a two-place function.)

Versions of Bayes’s theorem can now be proven
(see Bayesianism):

Pða j bÞ ¼ Pðb j aÞPðaÞ
PðbÞ

¼ Pðb j aÞPðaÞ
Pðb j aÞPðaÞ þ Pðb jØaÞPðØaÞ :

More generally, suppose there is a partition of
hypotheses {h1, h2, . . . , hn} and evidence e. Then
for each i,

Pðhi j eÞ ¼ Pðe j hiÞPðhiÞPn
j¼1

Pðe j hjÞPðhjÞ
:

The P(e jhi) terms are called likelihoods, and the
P(hi) terms are called priors. Finally, Kolmogorov
defines a and b to be independent iff (if and only if )
P(ajb) ¼ P(a); equivalently, iff P(bja) ¼ P(b);
equivalently, iff P(a \ b) ¼ P(a)P(b) (for P(a) 6¼
0 6¼ P(b)). The terminology suppresses the fact that
such independence is really a three-place relation
between an event, another event, and a probability
function. This distinguishes probabilistic indepen-
dence from such two-place relations as logical,
causal, and counterfactual independence.
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The next section turns to the so-called interpreta-
tions of probability—attempts to answer the central
philosophical question: What is probability?

Frequentism

Ask a scientist what probability is, and one will
typically get a frequentist answer: The probability
of an event is the relative frequency of trials of a
repeatable experiment on which that event occurs;
sometimes the words ‘‘in the long run’’ are added.
This leaves open important questions: Which are
the trials to be counted? How long does the run
have to be? One may confine one’s attention to
actual trials, realized in this world, or countenance
hypothetical trials. And one may have merely finite-
ly many trials to contend with or infinitely many, in
which case probability will be identified with the
limit of the relative frequency in a sequence of trials.
One may thus immediately distinguish 2 � 2 ¼ 4
variants of frequentism. However, the actual world
typically delivers only finitely many trials of any
given experiment. And it is often thought that if
one is going to allow the trials to be hypothetical
anyway, there is no obstacle to letting the sequence
of trials be infinite, thus guaranteeing a ‘‘long run.’’
So one may confine one’s attention, as frequentists
typically do, to just two of the possible positions:
finite actual frequentism and infinite hypothetical
frequentism.

In his discussion of the proportion of births of
males and females, Venn (1866) contends that
‘‘probability is nothing but that proportion’’
(84)—a version of finite actual frequentism. Von
Mises (1957), by contrast, insists that probabilities
exist only relative to virtual infinite sequences of
‘‘attributes’’ called collectives. In a collective, the
limiting relative frequency of any attribute exists
and is the same on any recursively specified subse-
quence. (Von Mises’ original definition, in terms of
‘‘place selections,’’ is finessed by Church.) The
probability of a given attribute, relative to a collec-
tive, is then identified with its limiting relative fre-
quency in that collective. Von Mises’ position is
thus a version of infinite hypothetical frequentism,
as are those of Reichenbach and van Fraassen.

Any version of frequentism faces the notorious
reference class problem. Any event, in all its detail,
occurs exactly once, so if nontrivial frequencies are
to be associated with it, it must be regarded as a
token of a more general event type, whose instances
constitute its reference class. However, there are
indefinitely many ways of typing a given event.
This would not be a problem if its relative frequen-
cy were the same in each reference class, or if one

such class stood out as natural or privileged. The
problem gains teeth to the extent that various com-
peting reference classes have equal claim to deter-
mining the probability and that they yield different
relative frequencies for the event.
In some cases, the reference class problemmay be

solved for the actual, finite frequentist, but at the
price of creating the equally notorious problem of
the single case: Intuitively, the objective probability
of a one-off event may be less than 1, but finite
frequentism cannot respect this intuition. Many
events occur only once by any reasonable standard
of typing: the 2000presidential election, the invasion
of Iraq, the last Lakers–Bulls game, and so on. The
only natural reference class for such an event is the
singleton set consisting of itself, and thus it has
relative frequency 1 (and its nonoccurrence has rela-
tive frequency 0). Nonetheless, it seems natural to
think of nonextreme probabilities attaching to at
least some of these ‘‘single-case’’ events.
The problem of the single case is particularly

striking, but there is really a sequence of related
‘‘granularity’’ problems: the problem of the double
case, the problem of the triple case, and so on. A
finite reference class of size n can produce relative
frequencies at only a certain level of ‘‘grain,’’
namely 1

n
. Among other things, this rules out irratio-

nal probabilities; yet, the best physical theories say
otherwise (for example, various decay probabilities
delivered by quantum mechanics are irrational).
Furthermore, there is a sense in which any of these
problems can be transformed into the problem of
the single case. Suppose that a coin is tossed a thou-
sand times. This can be regarded as a single trial of a
thousand-tosses-of-the-coin experiment. Yet one
does not want to be committed to saying that that
experiment yields its actual result with probability 1.
The move to infinite hypothetical frequentism

makes the reference class problem only worse, for
not only must a set of events be chosen in which to
place a given event, but since the set is now infinite,
an ordering among the events must be chosen.
After all, in nontrivial cases a limiting relative
frequency can be made whatever value one likes
simply by reordering the results of a given se-
quence. Consider the limiting relative frequency
of even numbers among positive integers. In the
‘‘natural’’ ordering <1, 2, 3, . . . > it is 1

2
; however,

one can make it 1
4
by reordering the integers so that

the even numbers occur at every fourth place in the
sequence: <1, 3, 5, 2, 7, 9, 11, 4, 13, . . . >; and so
on. Thus, limiting relative frequencies are sensitive
to apparently arbitrary choices of ordering, while it
appears that probabilities need not be. One might
call this the reference sequence problem.
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A sequence of events is said to be exchangeable
with respect to a given probability function if all
the joint probabilities of the events are invariant
under finitely many permutations of the sequence:
Every event has the same probability, every con-
junction of two events has the same probability,
every conjunction of three events has the same
probability, and so on. A sequence of events is
automatically exchangeable with respect to the rel-
ative frequency function: The frequency of an event
is insensitive to which trials the event occurs at. Yet
various events intuitively are not exchangeable with
respect to the relevant probability function. Consid-
er someone learning to throw a dart at a bull’s-eye:
The sequence <MISS, MISS, HIT> is presumably
more probable than<HIT,MISS, MISS>, because
the dart thrower’s accuracy improves with practice.
Yet the (finite) relative frequency of HIT is 1

3
either

way. Since relative frequencies force a kind of sym-
metry that probabilities need not obey, they cannot
be the same thing. (Ironically, it was the failure of a
more thoroughgoing ‘‘infinite exchangeability’’ that
proved to be the undoing of hypothetical infinite
frequentism in the previous paragraph.)

The Classical Interpretation

The brainchild of such founding fathers of proba-
bility as Pascal, Fermat, Huygens, and Leibniz, and
clearly articulated in Laplace ([1814] 1951), the
classical interpretation is the oldest interpretation
of probability—indeed, it dates back to a time when
the axiomatization and interpretation of probabili-
ty were not clearly distinguished. It seeks to charac-
terize the probability assignment of a rational agent
in a state of epistemic neutrality with respect to a
finite set of ‘‘equipossibilities’’: The agent has ei-
ther no evidence or symmetrically balanced evidence
regarding the possibilities. It appeals to the so-
called principle of indifference: Whenever there is
no evidence favoring one possibility over another,
each should be assigned the same probability as the
others. So

PðeÞ ¼ number of equipossibilities in which e occurs

total number of equipossibilities:

But the notion of ‘‘equipossibilities’’ seems to
presuppose some prior notion of probability.
After all, the most obvious characterization of
‘‘symmetrically balanced evidence’’ is in terms of
equality of conditional probabilities: Given evi-
dence e and possible outcomes o1, o2, . . . , on, the
evidence is symmetrically balanced with respect to
the outcomes iff P(o1 je) ¼ P(o2je) ¼ . . . ¼ P(on je).

Perhaps, then, one should regard the classical in-
terpretation as an attempt to reduce quantitative
probability to comparative probability: All numeri-
cal probabilities are ultimately based on facts about
equalities among probabilities.

Note the structural resemblance of the classical
theory to finite frequentism. Both theories see
probability as a matter of evenhanded counting
and ratio taking:

PðeÞ ¼ number of cases favorable to e

total number of cases
:

It is just that for frequentism, the cases are actual
outcomes of a repeated experiment, whereas for the
classical theory they are possible outcomes of a
single experiment. And indeed the classical theory
faces many of the same problems as frequentism.
There is the granularity problem: Clearly, every
classical probability is some fraction of the form m

n
,

where n is the number of possibilities. There is the
exchangeability problem: Classical probabilities are
invariant under permutation of the labeling of the
possibilities (for example, relabeling the faces of a
die makes no difference to their probabilities of
coming up). Thus, the classical interpretation can-
not readily provide asymmetric probability distribu-
tions (e.g., for biased dice or coins), and it cannot
handle distributions that evolve over time (e.g., for
the dart thrower’s hitting the bull’s-eye).

Moreover, the reference class problem reappears.
If one is truly ignorant about the results of some
experiment, then presumably there is nothing to
favor various competing choices of sample space.
One should then be indifferent between, for exam-
ple, {heads, tails} and {heads, tails, edge}. And one
should be indifferent between various refinements
of the original space: for example, between spaces
that refine in different ways the heads outcome
according to its final orientation relative to due
north. Thus, probabilities will be determined by an
apparently arbitrary choice of sample space.
To adapt an example from physics: Bose-Einstein
statistics, Fermi-Dirac statistics, and Maxwell-
Boltzmann statistics each arise by considering the
ways in which particles can be assigned to states
and then partitioning the set of alternatives in differ-
ent ways (see, e.g., Fine 1973). Someone ignorant of
which statistics apply to a given type of particle can
make only an arbitrary choice and hope for the best.

In typical applications of the classical theory
(gambling, for example), one is not wholly ignorant,
but the evidence that one has is symmetrically bal-
anced regarding the possibilities. There are two pro-
blems here: in the evidence and in the symmetry.
Classical probabilities are acutely sensitive to the
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evidence. If the evidence becomes unbalanced, favor-
ing some outcomes over others, then classical prob-
abilities are not merely revised; they are destroyed.
And there may be competing respects of symmetry,
each equally compelling. This problem arises espe-
cially when there are infinitely many possible
outcomes. Then, the equipossibilities must be a fi-
nite partition of the outcomes. But which partition?

A tempting answer may be: the most ‘‘natural’’
partition. However, ‘‘Bertrand’s paradoxes’’ show
that there need not be any. The trick is to give
competing parameterizations of a given problem
that are nonlinearly related to one another but
equally natural. Suppose one is told only that a
car traveled 100 miles at an average speed between
50 and 100 mph. What is the probability that its
average speed was between 75 and 100 mph? Per-
haps 0.5, since (50, 75) and (75, 100) are equipos-
sible intervals for the average speed. But the
question could be equivalently formulated: A car
took between 1 and 2 hours to travel 100 miles.
What is the probability that it took between 1 hour
and 1 1

3
hours? Now it seems that there are three

equipossible intervals for the time taken: (1, 1 1
3
),

(1 1
3
, 1 2

3
), and (1 2

3
, 2); whence the answer should be 1

3
.

Logical Probability

Many philosophers—Leibniz, von Kries, Keynes,
Wittgenstein, Waismann, Carnap, and others—
have tried to explicate the following ‘‘logical’’ con-
cept of conditional probability:

Pðp j qÞ ¼
the proportion of logically possible

worlds in which both p and q are true

the proportion of logically possible

worlds in which q is true

:

An obvious problem has been to justify a mea-
sure of the ‘‘proportion of logically possible worlds
in which a proposition is true.’’ Early attempts
(including those by Carnap that will be the focus
here) tried to apply the controversial principle of
indifference (see Carnap, Rudolf ). Carnap’s (1950)
early constructions are very similar to systems de-
veloped earlier by W. E. Johnson (1921) (see In-
ductive Logic for further references on Carnapian
inductive logic and logical probability).

Begin with a first-order language L containing a
finite number of monadic predicates: F, G, H, . . . ,
and a finite or denumerable number of individual
constants a, b, c, . . . . Then define an (a priori)
unconditional probability function P(�) over the
sentences of L, in a way that appeals to only their
syntactic structure (whence the name ‘‘logical’’ prob-
ability). Finally, use the standard ratio definition to

construct a conditional probability function P(�j�)
over pairs of sentences of L.
The results of this procedure will be language

relative: If one describes the same phenomena by
means of a different language L*—equipped with a
different stock of monadic predicates—one will
typically not recover the same probabilities. Con-
sider two languages used to represent the outcomes
of random draws from an urn filled with colored
balls. Let L contain the color predicates ‘‘blue’’ and
‘‘green’’ and let L* contain the predicates ‘‘grue’’
and ‘‘bleen.’’ The intended interpretation is that a
draw is grue just in case it is one of the first million
and green or a later one and blue; a draw is
bleen just in case it is one of the first million and
blue or a later one and green. Starting with L, use
whatever is the appropriate procedure to calculate

P(draw 1,000,001 is green jthe first 1,000,000 draws are
green).

Starting with L*, use this procedure to calculate

P(draw 1,000,001 is grue jthe first 1,000,000 draws are
grue).

If syntax is all that matters, then these conditional
probability values will be identical—and surely
greater than 1

2
, at least if logical probability is to

have a hope of modeling actual inductive reasoning
(see Inductive Logic). The trouble is that the second
conditional probability, translated into L, is just

P(draw 1,000,001 is blue jthe first 1,000,000 draws are
green).

One can avoid contradiction, but only by explicitly
insisting that probability is language-relative. And
that raises a serious problem—really, the reference
class problem in a new guise: If one wishes to
employ logical probability as a foundation for in-
ductive inference, which is the ‘‘right’’ language to
use? The remainder of this discussion will presup-
pose that an answer to this question has been found
(for Carnap [1980], this question was ‘‘external’’ to
inductive logic anyway, and his later systems did
not have this blatant form of language relativity).
Returning now toCarnap’s early systems, consid-

er a simple language with only two monadic predi-
cates F and G and only two individual constants a
and b. This language yields exactly sixteenmaximal-
ly specific descriptions of the world—the state
descriptions of L: (Fa6 Ga6 Fb6 Gb), (Fa6 Ga
6 Fb6 øGb), etc. Two state descriptions S1 and S2

are permutations of each other if S1 can be obtained
from S2 by some permutation of the individual con-
stants. For example, Fa 6 ø Ga 6 øFb 6 Gb and
øFa 6 Ga 6 Fb 6 øGb are permutations of each
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other. A structure description in L is a disjunction of
state descriptions, closed under permutation. The L
language provides these ten structure descriptions:

Fa6Ga6Fb6Gb ðFa6ØGa6ØFb6GbÞV
ðØFa6Ga6Fb6ØGbÞ

ðFa6Ga6Fb6ØGbÞV
ðFa6ØGa6Fb6GbÞ

ðFa6ØGa6ØFb6ØGbÞV
ðØFa6ØGa6Fb6ØGbÞ

ðFa6Ga6ØFb6GbÞV
ðØFa6Ga6Fb6GbÞ

ØFa6Ga6ØFb6Gb

Fa6Ga6ØFb6ØGbÞV ðØFa6Ga6ØFb6ØGbÞV
ðØFa6ØGa6Fb6GbÞ ðØFa6ØGa6ØFb6GbÞ

Fa6ØGa6Fb6ØGb ØFa6ØGa6ØFb6ØGb

Now, assign nonnegative real numbers to the
state descriptions, so that these sixteen numbers
sum to 1. Any such assignment will constitute an
(a priori) unconditional probability function P(�)
over the state descriptions of L. To extend P(�) to
the entire language L, note that the probability of a
disjunction of mutually exclusive sentences is the
sum of the probabilities of its disjuncts. Since every
sentence in L is equivalent to some disjunction of
state descriptions, and all the state descriptions are
mutually exclusive, this gives a complete uncondi-
tional probability function P(�) over L—typically
called ameasure function. The standard ratio defini-
tion then yields a conditional probability function P
(�j�) over pairs of sentences in L. Carnap (1950)
discusses two natural measure functions. The first,
m{, treats each state description as equiprobable a
priori: If there areN state descriptions in L, thenm{

assigns 1
N

to each. However natural this measure
function may seem, it has the consequence that the
resulting probabilities cannot undergird learning
from experience. To see why, observe that

PðFb jFaÞ ¼ m{ðFb6FaÞ
m{ðFaÞ ¼ 1

2
¼ m{ðFbÞ ¼ PðFbÞ:

So ‘‘learning’’ that one object has property F can-
not affect the probability that any other object will
also have property F. Indeed, it can be shown that
no matter how many objects are assumed to be F,
this will (according to probability functions based
on m{) always be irrelevant to the hypothesis that a
distinct object will also be F—a feature widely
viewed as a serious shortcoming of m{.
As a result, Carnap formulated an alternativemea-

sure function m*: First, assign equal probabilities to
each structure description. Then, each state descrip-
tion entailing a given structure description is assigned
an equal portion of the probability assigned to that
structure description. So, in the present toy language,
the state description Fa 6 Ga 6 øFb 6 Gb gets

assigned an a priori probability of 1
20

ð1
2
of 1

10
Þ; but the

state description Fa6 Ga6 Fb 6 Gb receives an a
priori probability of 1

10
ð1
1
of 1

10
Þ: Unlike m{, m* does

allow for learning from experience; for example,
PðFa jFbÞ ¼ 3

5
> 1

2
¼ PðFaÞ: Still, even m* can give

unintuitive results in more complex languages (see
Carnap 1952 for discussion). Also, note that the
state descriptions are exchangeable with respect to
m*, an omen that logical probabilities will face
some of the problems that plagued the frequentist
and the classical probabilist.

Carnap (1952) presents a more complicated
‘‘continuum’’ of conditional probability functions.
This continuum depends on a parameter l intended
to reflect the ‘‘speed’’ with which learning from
experience is possible. l ¼ 0 corresponds to the
‘‘straight rule,’’ which says that the probability
that the next object observed will be F, conditional
upon a sequence of past observations, is simply the
frequency of F objects in that sequence; l ¼ þ1
yields a conditional probability function much like
that derived from the measure function m{ (i.e., l ¼
þ1 implies that there is no learning from experi-
ence); l ¼ k (which is the number of independent
families of predicates in Carnap’s more elaborate
[1952] linguistic framework) yields a conditional
probability function equivalent to that generated
by the measure function m*.

Problems remain. None of the Carnapian systems
allow universal generalizations to have nonzero
probability. Carnap’s early systems also failed to
allow for analogical effects, since in these systems
the fact that two objects have several properties in
common is (in many cases) irrelevant to whether
they have any other properties in common. Car-
nap’s most recent (and most complex) theories of
logical probability (1980) include two additional
parameters designed to provide the theory with
enough flexibility to overcome these (and other)
limitations. Unfortunately, no Carnapian logical
theory of probability to date has dealt successfully
with the problem of analogical effects (see Maher
2001 for further discussion). The consensus now
seems to be that the Carnapian project of con-
structing an adequate logical theory of probability
is all but hopeless: The syntactical constraints im-
plicit in any such theory will inevitably prevent the
theory from being able to model certain essential
features of statistical inference and/or inductive
logic (see Inductive Logic).

Subjectivism

In slogan form, subjectivism regards probabilities
as degrees of belief, or credences. But what are
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credences? Subjectivists since Ramsey ([1926] 1980)
have insisted that they must be intimately tied to the
behavioral dispositions of suitable agents. In one
influential account, advocated by de Finetti ([1937]
1980):

An agent’s credence in e is p iff p units of utility
is the price at which the agent would buy or
sell a bet that pays 1 unit of utility if e, 0 if øe.

This is at best a first approximation to an analy-
sis of credence. One surely should allow the buying
and selling prices of at least some bets to come
apart. And even when they agree, there are pro-
blems. How does one separate the agent’s epistemic
attitude to e from his or her attitude (favorable,
unfavorable, or neutral) to gambling? Indeed, one
may insist on separating epistemic attitudes from
desire-based attitudes altogether; one can imagine,
for example, a chronic apathetic who has opinions
but lacks corresponding desires (for bets or for
anything). Moreover, the very placement of the
bet may change the world in ways that affect the
agent’s credences.

Be that as it may, there are famous arguments
that credences must conform to the probability
calculus, at least if one demands that the agent be
in some sense ideally rational. For example, if one’s
credences do not so conform, one is susceptible to a
Dutch Book, a sequence of bets that one regards as
acceptable taken individually but that collectively
guarantee one’s loss, however the world turns out.
Conversely, if one’s credences do so conform, one
is immune to a Dutch Book. Rationality, it is con-
cluded, requires obedience to the probability calcu-
lus (see Dutch Book Argument).

Utilities (desirabilities) of outcomes, their prob-
abilities, and rational preferences are all intimately
linked. The Port Royal Logic (Arnauld [1662] 1964)
showed how utilities and probabilities together de-
termine rational preferences; de Finetti’s betting
interpretation derives probabilities from utilities
and rational preferences; von Neumann and
Morgenstern (1944) derive utilities from proba-
bilities and rational preferences. And most rem-
arkably, Ramsey ([1926] 1980) (and later, Savage
1954 and Jeffrey 1983) derives both probabilities
and utilities from rational preferences alone (see
Ramsey, Frank Plumpton).

First, Ramsey defines a proposition to be ethical-
ly neutral—relative to an agent and an outcome—if
the agent is indifferent between having that outcome
when the proposition is true and when it is false.
Suppose that the agent prefers a to b. Then an
ethically neutral proposition n has probability 1

2
iff

the agent is indifferent between the gambles

a if n, b if not.
b if n, a if not.

One may assign arbitrarily to a and b any two
real numbers u(a) and u(b) such that u(a) > u(b),
thought of as their respective desirabilities. Having
done this for the one arbitrarily chosen pair a
and b, the utilities of all other propositions are
determined. Given various assumptions about the
richness of the preference space, and certain ‘‘con-
sistency assumptions,’’ Ramsey can define a real-
valued utility function of the outcomes a, b, etc.—
in fact, various such functions will represent the
agent’s preferences. He is then able to define equal-
ity of differences in utility for any outcomes over
which the agent has preferences. It turns out that
ratios of utility differences are invariant—the same
whichever representative utility function one
chooses. This fact allows Ramsey to define degrees
of belief as ratios of such differences. For example,
suppose the agent is indifferent between a and the
gamble ‘‘b if x, c otherwise.’’ Then his or her degree
of belief in x, P(x), is given by:

PðxÞ ¼ uðaÞ � uðcÞ
uðbÞ � uðcÞ :

Ramsey shows that degrees of belief so derived
obey the probability calculus (with finite additivi-
ty). He calls what results ‘‘the logic of partial
belief.’’
Ramsey avoids some of the objections to the

betting interpretation, but not all of them. Notably,
the essential appeal to gambles again raises the
concern that the wrong quantities are being
measured. And his account has new difficulties. It
is unclear what facts about agents fix their prefer-
ence rankings. It is also dubious that consistency
alone requires one to have a set of preferences as
rich as Ramsey requires, or that one can find ethi-
cally neutral propositions of probability 1

2
This

in turn casts some doubt on Ramsey’s claim to
assimilate probability theory to logic.
Savage (1954) likewise derives probabilities and

utilities from preferences among options that are
constrained by certain putative ‘‘rationality’’ prin-
ciples. For a given set of such preferences, he gen-
erates a class of utility functions, each a positive
linear transformation of the other (i.e., of the form
u1 ¼ au2 þ b, where a> 0) and a unique probability
function. Together these are said to ‘‘represent’’ the
agent’s preferences. Jeffrey (1983) refines the meth-
od further. The result is theory of decision accord-
ing to which rational choice maximizes ‘‘expected
utility,’’ a certain probability-weighted average of
utilities.
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So far, this is a static picture of a rational agent.
How should one update one’s degrees of belief in
the light of new evidence? The favored rule among
subjectivists is conditionalization: Where e is the
strongest proposition of which one becomes cer-
tain, one’s new credence function is related to the
old by:

ðConditionalizationÞ Cnewð�Þ ¼ Coldð� j eÞ;
using C(�) here and in what follows to distinguish
credence from other kinds of probability.
So-called subjective Bayesianism holds that an

agent’s epistemic trajectory is rational iff the
agent’s credences are representable at any moment
by a probability function and the agent always
updates by conditionalization. This is at once a
highly demanding and highly permissive epistemol-
ogy. It is demanding because conformity to proba-
bility theory is demanding. It is permissive because
there is no requirement that degrees of belief in any
way correspond to the way the world is. So some-
one who assigns probability 1 to the universe being
ruled by a rubber chicken can meet the Bayesian
standards for rationality—as long as the agent
obeys the probability calculus in all other assign-
ments and always updates by conditionalizing.
Bayesians reply that various convergence theorems
show roughly that in the long run, agents who do
not give probability 0 to genuine possibilities, and
whose stream of evidence is sufficiently rich, will
eventually be arbitrarily close to being certain re-
garding the truth about the world in which they live.
For skepticism about the value of these theorems,
see Earman (1992).
In any case, there are numerous proposals for

further constraints on priors. Some (e.g., Jeffreys
and Jaynes) appeal to a version of the principle of
indifference. Some can be regarded as instances of
a certain schema, proposed by Gaifman (1988). He
coins the term ‘‘expert probability’’ for a probabil-
ity assignment that a given agent strives to track,
codifying this idea as follows:

ðExpertÞ Cða j prðaÞ ¼ xÞ ¼ x; for all x such that

CðprðaÞ ¼ xÞ > 0:

Here pr(a) is the assignment that the agent regards
as expert. For example, if one regards the local
weather forecaster as an expert, and he or she
assigns probability 0.1 to it raining tomorrow,
then one may well follow suit:

Cðrain j prðrainÞ ¼ 0:1Þ ¼ 0:1:

More generally, one might speak of an entire
probability function as being such a guide for an

agent, over a specified set of propositions—so that
(Expert) holds for any choice of A from that set. A
universal expert function would guide all of the
agent’s probability assignments in this way. Van
Fraassen (1995) argues that an agent’s future prob-
ability functions are universal expert functions for
that agent—his reflection principle is:

Ctða jCt0 ðaÞ ¼ xÞ ¼ x; for all a and for all x such

that CtðCt0 ðaÞ ¼ xÞ > 0;

where Ct is the agent’s probability function at time
t, and Ct0 his or her function at a later time t0. The
principle encapsulates a certain demand for ‘‘dia-
chronic coherence’’ imposed by rationality. Van
Fraassen defends it with a diachronic Dutch Book
argument (one that considers bets placed at differ-
ent times) and by analogizing violations of it to the
sort of pragmatic inconsistency that one finds in
Moore’s paradox. For example, suppose an agent
is certain that he will tomorrow assign probability 1

2
to it raining the day after but that he nonetheless
assigns it probability 1

3
now. While this is not logi-

cally inconsistent, it is surely puzzling.
One may go still further. There may be universal

expert functions for all rational agents. The princi-
ple of direct probability regards the relative frequen-
cy function as a universal expert function. Let a be
an event type, and let relfreq(a) be the relative
frequency of a (in some suitable reference class).
Then for any rational agent:

Cða j relfreqðaÞ ¼ xÞ ¼ x; for all a and for all x

such that CðrelfreqðaÞ ¼ xÞ > 0:

The next section takes up what many consider
the most important such universal expert function.

Objective Chance

De Finetti (1990, x), the great probabilist, quipped
that ‘‘probability does not exist.’’ What he meant
was that all probability is subjective. Yet there is a
strong prima facie case for recognizing the existence
of objective chances: probabilities that attach to
physical systems and their behavior independently
of anyone’s mental state and that capture contin-
gent facts about those systems, not merely quasi-
logical relations among propositions concerning
them. One wonders, for example, whether a certain
coin is biased, and if so, to what degree and in what
direction. Translation: One wonders what the
chance of heads would be were the coin tossed
fairly.

This example would not faze a committed sub-
jectivist such as de Finetti or a frequentist like von
Mises (1957), who denies that probability ever
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applies in the single case. But more serious exam-
ples from physics suggest that ultimately, resistance
is futile. For starters, statistical physics says that
the entire universe could evolve toward a state of
lower entropy but that the chance of its doing so is
vanishingly small. Such chances are seemingly
compatible with determinism at the level of the
fundamental dynamical laws (this is controversial;
see Irreversibility; Statistical Mechanics), and fol-
lowing Bernoulli, various authors have for that
reason doubted their credentials (however, see
Levi 1990 for a valuable discussion of authors
since Cournot and Venn who countenance such
compatibilist chances). The compatibility is puta-
tively secured by relativizing chances to a kind of
trial. For example, a coin may have chance 1

2
of

landing heads relative to the specification of being
tossed high above a flat surface, while it has a
chance 1 of landing heads relative to a precise
specification of the initial conditions of a particular
toss in a deterministic world. Levi argues that the
applicability of chance hypotheses and statistical
techniques does not presuppose an underlying in-
determinism, and so a theory of chance should
remain neutral vis-à-vis determinism.

In any case, commitment to chances has a second
source: collapse theories of quantum mechanics.
These theories explicitly introduce indeterministic
dynamical laws that not only specify what courses
of evolution are possible for a given physical sys-
tem with a given initial state, but also specify exact
probabilities for each such trajectory (see Quantum
Measurement Problem; Quantum Mechanics). The
subjectivist or von Mises–style frequentist seems
left only with the option of denying—from the
armchair!—that the physical theories that postu-
late them are true or coherent. It is better simply
to acknowledge that objective chances are or at
least could be real, and then to go on to consider
what sort of account one could give of them.

Reductionist accounts attempt to reduce facts
about objective chances to the totality of nonmodal
facts about a world. Nonreductionist accounts
deny that chance even supervenes on the nonmodal
facts. Actual frequentism is clearly a reductionist
view. More sophisticated is Lewis’s (1994) ‘‘best
systems’’ approach, which sees the laws for a
world W as, roughly, being theorems of that axi-
omatic system for describing nonmodal facts about
W that achieves an optimal balance of simplicity
and informativeness. In the case of probabilistic
laws, Lewis invokes a third criterion: A system for
W is ‘‘better’’ to the extent that it assigns a higher
probability to the total history of W. The simplest
form of nonreductionism is primitivism, which

takes chances to be unanalyzable features of the
world. Alternatively, one might try to explain one’s
nonreductionist chances by appeal to some other
bit of metaphysical gadgetry, such as Armstrong’s
interpretation of chances as consisting in higher-
order relations of ‘‘probabilification’’ that obtain
between universals.
No mention has been made so far of ‘‘propensi-

ty’’ interpretations of probability. Everyone, reduc-
tionist and nonreductionist alike, can agree that in
a chancy world, some physical systems will have
propensities to exhibit certain behaviors under cer-
tain conditions, for all one need mean by that is
that counterfactuals of the following form are true
of these systems: ‘‘Were the system in conditions C,
there would be a chance of x that it would manifest
behavior B.’’ So propensities—understood as ten-
dencies, or variable-strength dispositions—can be
analyzed straightforwardly in terms of subjunctive
conditionals whose consequents make reference to
objective chances.
Propensity interpretations of probability aim to

reverse this order of analysis, explaining objective
chances directly in terms of propensities. For some
authors (Popper, Gillies), chances are dispositions
for a chance setup to produce long-run relative
frequencies; for others (Giere, Fetzer, Miller),
they are dispositions for a chance setup to produce
outcomes on single trials. Subtle variations can be
found in the work of Hacking, Mellor, and Levi
(see Gillies 2000 and Hájek 2003a for surveys.)
But there are some general problems that any

propensity account faces. Suppose that system S
has a certain tendency to manifest behavior B
under conditions C. One must be able to attach
numbers to such a tendency as a measure of its
strength without appealing to the concept of
chance; it is not clear how this is to be done or
why the results should obey the probability calcu-
lus. Moreover, how do propensities for distinct
systems yield propensities for the composite sys-
tems they make up? Here are two coins, each with
a propensity of 0.5 of landing heads if tossed. Sup-
pose both are tossed at once. If there is a chance
that both will land heads, then there must be a
propensity possessed by the combined two-coin sys-
tem. If so, what guarantees that the marginal prob-
abilities (for each coin considered separately) will
be recovered correctly from this composite pro-
pensity? And one cannot stop here, but had better
say that the world as a whole exhibits, at each
moment, propensities to evolve in various different
ways. Having gone thus far, one might as well
simply say that instead of exhibiting propensities,
the world exhibits chances, thus avoiding (by

PROBABILITY

607



stipulation) the original problem of their conformi-
ty to the probability calculus—and thus arriving at
primitivism about chance. If that is right, then it is
not clear that propensity accounts offer a genuinely
new option for understanding probability.
Although distinct, objective and subjective prob-

ability display an extremely important connection.
Lewis (1980) formulates it in his principal principle:

ðPPÞ C0ða j e6 chtðaÞ ¼ xÞ ¼ x:

Here C0 is some reasonable ‘‘initial’’ (a priori) cre-
dence function; a an arbitrary proposition; cht(a) ¼
x the claim that the chance, at time t, of a is x; and
e an ‘‘admissible’’ proposition—one that does not
contain information relevant to a beyond that
given by its chance at t (thus, e.g., a itself is
inadmissible).
One can apply (PP) to a non-initial agent by

modeling credence C as the result of conditionaliz-
ing some reasonable initial credence C0 on some
suitable evidence. Let h describe a complete possi-
ble course of history until time t. Let l describe
some possible fundamental laws compatible with
h, and assume that the way in which chances de-
pend on history is underwritten by these laws. Then
the conjunction h 6 l picks out a unique chance
distribution P(�) for time t. Thus, if a proposition
of the form ðh6 l6 chtðaÞ ¼ xÞ is consistent, then
the third conjunct is entailed by the first two. As-
suming, as seems reasonable, that the conjunction
h 6 l is admissible, it follows that

ðPP�Þ C0ða j h6 lÞ ¼ PðaÞ:
Much of the debate between reductionists and

nonreductionists consists in a war of intuitions. For
instance, the reductionist claims to find the nonre-
ductionist’s extra, irreducibly modal feature of
metaphysical reality unintelligible, while the non-
reductionist claims to ‘‘show’’ that distinct chances
can give rise to exactly the same total histories of
nonmodal fact—a draw, perhaps. But (PP) and
(PP*) appear to open up new lines of argument.
The nonreductionist alleges that reductionism is

inconsistent with (PP*). Typical reductionist views
will allow that the chance laws can have some
nonzero chance of failing to obtain, for the reduc-
tionist says that these laws are determined by the
total history of nonmodal fact. But these laws issue
in chance distributions over possible total histories
of nonmodal fact. Thus, it may turn out that posi-
tive chances are assigned to total histories that
would specify different laws—the ‘‘undermining’’
of the chance laws by themselves (see Lewis 1994).
Example: A coin is about to be tossed exactly 1010

times. As it happens, exactly half the tosses will
land heads. A reductionist might say that it follows
that the chance of heads on each toss is 0.5, adding
that the correct chance laws will treat the tosses as
independent. So there is now a large chance that
the frequency of heads will be different from what it
actually is—and if so, the laws will be different as
well.

The inconsistency with (PP*) is now manifest.
Consider those consistent history–law conjunct-
ions h 6 l that entail that P(l ) < 1. Pick such a
conjunction; by (PP*),

C0ðl j h6 lÞ ¼ PðlÞ < 1:

But by the probability calculus,

C0ðl j h6 lÞ ¼ 1:

Lewis responds by amending (PP*) to what he calls
the ‘‘new principle’’:

ðNPÞ C0ða j h6 lÞ ¼ Pða j lÞ;
thus avoiding the inconsistency. The consensus in
the literature seems to be that unlike the original
principal principle, (NP) is unintuitive and, in ap-
plication, unwieldy.

The reductionist (e.g., Lewis 1994) retorts that
nonreductionists are hard-pressed to show how
chances, understood their way, constrain rational
credences according to (PP). But can the reduction-
ist meet this challenge? Presumably, in addition to
his reductionist analysis of chance, he ought to
provide a derivation of (PP) from constraints on
rational credence to which he is already committed.
The literature provides no such derivation. And
while a nonreductionist may also be unable to sup-
ply such a derivation, it is not clear why it would be
needed. Arguably, both the reductionist and the
nonreductionist are committed to the existence of
substantive constraints on rational credence; why
can’t the nonreductionist simply include (PP) as
one of them? (See Hall 2003 for further discussion.)
Perhaps, then, the debate between reductionism
and nonreductionism remains a stalemate.

Finally, a ‘‘deflationary’’ account of chance, as-
sociated with de Finetti and his followers, has
proved to be very influential. Consider an infinite
exchangeable sequence of events with respect to a
probability function P. De Finetti’s representation
theorem states that the probability according to P
of exactly k of the events occurring in n trials is
given by Z 1

0

n

k

� �
pkð1� pÞn�k

f ðpÞdp;
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for all n and k and for some density function f. The
upshot is that any such probability distribution is
representable as a ‘‘weighted average’’ of distribu-
tions. Each distribution corresponds to a hypothe-
sis about the value of the probability p of an event
occurring on a single trial; it gives the probability of
k such events occurring in n independent, identical-
ly distributed trials, given that fixed value of p. One
can then average these distributions using the prob-
abilities of their corresponding hypotheses about
the value of p as weights. The result is significant
because it enables a subjectivist to ‘‘simulate’’ being
an objectivist about chance when the exchangeabil-
ity assumption holds, and for many situations this
seems reasonable. If P is one’s subjective probabili-
ty function, then it is as if one spread probability
over various hypotheses about the single-case ob-
jective chance of the event, which remains fixed
across infinitely many independent trials of the ex-
periment in question. (See Skyrms 1994 for an excel-
lent discussion of generalizations of exchangeability
and their use in formulating various Goodmanian
theses about projectability.) Indeed, common sense
often (but not invariably) seems to require that
probabilities be exchangeable over ‘‘green’’-like
hypotheses but not ‘‘grue’’-like hypotheses.

Conclusion

Feller (1957, 19) writes: ‘‘All possible definitions of
probability fall short of the actual practice.’’ Cer-
tainly, a lot is asked of the concept of probability.
It is supposed at once to capture a quasi-logical
notion, a subjective notion, and an objective notion
instantiated in the mind-independent world. Per-
haps one would do better to think of these as
distinct concepts of probability. Each of the leading
interpretations, then, attempts to illuminate one of
these concepts, while leaving the others in the dark.
In that sense, the interpretations might be regarded
as complementary, although to be sure each may
need some further refinement. Clearly, much work
remains to be done on the philosophical founda-
tions of probability. Equally clearly, the field has
come a long way since the Port Royal Logic.

BRANDEN FITELSON

ALAN HÁJEK

NED HALL
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PROGRESS

See Scientific Progress

PROTOCOL SENTENCES

Protocol sentences are reports of an individual’s
experiences. The simplest and paradigmatic exam-
ple is a report of ‘‘red here now.’’ The term ‘proto-
col sentence’ was introduced by Rudolf Carnap
(1932a, b) (and the example here is his). It reflects
two chief aspects of logical empiricism (or positiv-
ism): (i) the importance of linguistic form and (ii)
the role of experience as the source of acceptability
and cognitive significance of scientific beliefs (see
Logical Empiricism). The form, role, and status of
protocol sentences became the topic of an impor-
tant philosophical debate in the early 1930s involv-
ing logical empiricists such as Carnap, Moritz
Schlick, Edgar Zilsel, Otto Neurath, Karl Popper,
and a few others.
In Der logische Af bau der Welt, Carnap ([1928]

1967) investigated the logical ‘‘construction’’ of
objects of intersubjective knowledge from several

possible bases. These included a physicalist basis,
but Carnap epistemically privileged a basis consist-
ing of the autopsychological objects of private
sense experience, termed ‘‘elementary experiences,’’
which were supposed to provide the simplest and
natural starting point for epistemological construc-
tions. The main problem then became how objec-
tive knowledge is possible. To solve that problem
required the existence of connecting statements or
rules linking those other statements to these episte-
mically privileged experiential statements.

The Aufbau’s focus on an empiricist or phenom-
enalist model of knowledge in terms of the immedi-
ate experiential basis was interpreted by other
members of the Vienna Circle as manifesting three
philosophical positions: reductionism, atomism,
and foundationalism. Reductionism took one set
of terms to be fundamental or primitive; the rest
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would be logically derived from them. Atomism,
especially in Neurath’s reading, was manifest in the
elementary structure of protocol sentences each as
a single experiential report, such as ‘‘red here
now.’’ Foundationalism took autopsychological
beliefs to be infallible and as epistemic warrant
for all other beliefs.

Neurath rejected Carnap’s subjectivism on the
grounds that if the language and the system of
statements that constitute scientific knowledge
are intersubjective, then phenomenalist talk of
immediate subjective, private experiences should
have no place. To replace Carnap’s phenomenalist
language, Neurath (1932) introduced a physical-
ist language. Along with it came the thesis of phys-
icalism: The unity, intelligibility, and objectivity of
science rests on statements in a language of public
things, events, and processes in space and time,
including behavioral and physiological events.
While inspired by materialism, for Neurath this
was a methodological and linguistic rule, and not
an ontological thesis.

Following Neurath, Carnap also explicitly drew
a contrast between the language of experience and
an intersubjective physicalist language. After the
Aufbau, the unity of science rested on the universal
possibility of translation of any scientific statement
into this physicalist language. The physicalist lan-
guage was intersubjective because it was also inter-
sensual, that is, translatable into the private
protocol language of any type of sensory experi-
ence of any subject, such as the atomic elementary
statement reporting ‘‘red here now.’’ For Carnap, a
protocol language was a subjective language for
each subject and, by the translation rules, also
part of the physicalist language. However, it was
still the epistemic point of departure for all scientif-
ic theorizing. The protocol language thus provided
the tools for empirical verification in any language
or knowledge system. It is the language of state-
ments that have the function of control, support, or
warrant. Even with its limitations, it is an indis-
pensable source of knowledge:

[A]n inferential connection between the protocol sen-
tences and the singular physical statements must exist,
for if, from the physical statements, nothing can be
deduced as to the truth or falsity of the protocol state-
ments there would be no connection between scientific
knowledge and experience. Physical statements would
float in a void disconnected, in principle, from all
experience. (Carnap 1932a, 81)

Neurath (1932) responded to Carnap with a dif-
ferent account of protocol sentences that consid-
ered their distinctive linguistic form, contents, and

methodological status. This account was supposed
to explicate the concept of scientific evidence in an
empiricist framework, by specifying the conditions
for acceptance of a statement as empirical scientific
evidence. The doctrine was meant to circumvent
the pitfalls of the alleged subjectivism, atomism,
reductionism, and foundationalism attributed to
Carnap’s earlier discussion in the Aufbau.
Unlike Carnap’s ideal of a basic statement,

whether as a protocol sentence or in the physicalist
language, Neurath’s protocol sentences were not
clean, precise, or pure. For Neurath, the physical
language, and hence science in turn, was insepara-
ble from ordinary language of any time and place.
In particular, it is muddled with imprecise, unana-
lyzed, cluster-like terms (Ballungen) that appear
especially in the protocol sentences. They were
often to be further analyzable into more precise
terms or mathematical coordinations, but they
often could not be eliminated. Even the empirical
character of protocol sentences was not pure and
primitive, as physicalism allowed the introduction
of theoretical terms.
The empirical genealogy expressed by protocol

sentences was the linguistic expression of empiri-
cism that identified protocol sentences as epistemo-
logically special units in the system of statements
that would constitute objective scientific knowl-
edge. This was both Carnap’s and Neurath’s at-
tempt to develop a full-fledged empiricist position.
Yet another difference from Carnap’s account of
protocol sentences appears in the second aspect of
Neurath’s account, in their role in providing em-
pirical tests. Neurath’s protocol sentences did not
have the atomic structure or the atomic testing role
that Carnap’s did. Their methodological role
reflected Duhem’s holism (see Duhem Thesis).
Hypotheses are not tested individually; only clusters
of statements confront empirical data. Their meth-
odological value in the testing of other statements
did not make Neurath’s protocol sentences unre-
visable. Carnap (1932b and 1934) later adopted a
similar conventionalist and pragmatic attitude.
Such is the anti-Cartesian nonfoundationalism
and fallibilism of Neurath’s account. The system
of knowledge is constrained by historically and
theoretically accepted terms and beliefs and can-
not be rebuilt on pure, secure, infallible empirical
foundations. This was made only worse by the pres-
ence of Ballung-type terms. The method of testing
could not be carried out in a logically precise, deter-
minate, and conclusive manner. Protocol senten-
ces, by virtue of perception terms, would provide a
certain stability in the permanence of information.
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But methodologically they could only bolster or
shake confidence. Reasons underdetermine actions,
and thus pragmatic extralogical factors were re-
quired to make decisions about what hypotheses
to accept. A loose coherentist view of justification
and unification is the only option available. To ac-
knowledge these limitations is a mark of rationality,
which Neurath opposed to ‘‘pseudorationalism.’’
(see Neurath, Otto).
Carnap came to share Neurath’s epistemological

attitude (especially in Logical Syntax), but found
the complexity of Neurath’s protocol sentences
excessive, raising too many practical difficulties.
He also believed that their self-referential character
raised logical difficulties. In reaction to Neurath’s
proposal, Carnap (1932b) adopted a distinct con-
ventionalist and pragmatist attitude toward proto-
col sentences. He distinguished his early protocol
theory from Neurath’s (1932) proposal and anoth-
er, unpublished one from Popper. He believed,
under Popper’s influence, that any concrete physi-
calist statement could be used as a protocol or basic
sentence. The foundation or stopping-point of re-
duction or validation was achieved pragmatically.
Neurath agreed only in that the equivalence be-
tween Carnap’s physicalist basic statements and
his own protocol sentences was logical or functional
because both were revisable and that their accep-
tance was ultimately pragmatic. He lamented,
however, that the conventionalist Carnap–Popper
standpoint had cut itself loose from any references
to perception, and thus amounted to abandoning
empiricism.
In 1936, after adopting the semantic turn—

in contrast to the syntactic approach of Logical
Syntax—Carnap defended the distinctive character
of protocol sentences in science provided by obser-
vational predicates. While defending a distinction
between theoretical and observational language, he
acknowledged that the distinction could not be
made precise and fixed. The observational charac-
ter was not a logical or syntactic property, but a
psychological and instrumental one decided in the
course of actual scientific practice.
By 1934, Popper had adopted an approach to

scientific knowledge based on the logic of method,
not on meaning. For Popper, any talk of individual
experience could have no linguistic expression; a
theory of scientific knowledge was to be not a
subjective or descriptive account, but a normative
logic of justification and demarcation (Popper
[1935] 1959). He also criticized Neurath’s antifoun-
dationalism about protocol sentences as a form
of anti-empiricism that merely opened the door to
dogmatism or arbitrariness. Instead of protocol

sentences, Popper proposed to speak about ‘‘basic
statements’’—a term more attuned to their logical
and functional role. They are basic relative to a
theory under test and are singular existential state-
ments reporting observable facts. But acceptance
of basic statements, much as in Neurath’s account,
could in principle be revoked.

Finally, the most radical empiricist attitude to-
ward protocol sentences within the Vienna Circle
came from Schlick, who endorsed a formal, struc-
tural notion of communicable, objective knowledge
and meaning as well as a correspondence theory of
truth. His realism opposed Neurath’s coherentism,
as well as the pragmatism and conventionalism of
Carnap. In 1934, Schlick proposed to treat protocol
sentences, left by Neurath with the status of little
more than mere hypotheses, as key to the founda-
tion of knowledge. They would be physicalist state-
ments that, albeit fallible, could be subjectively
linked to statements about immediate private ex-
periences of reality, such as ‘‘red here now,’’ which
he called affirmations (Schlick 1934). Affirmations
carried certainty and elucidated what could be
shown but not said. They provided the elusive con-
frontation or correspondence between theoretical
propositions and facts of reality. In this sense they
afforded the fixed starting points and the founda-
tion of all knowledge. But the foundation raised a
psychological and semantic problem about the ac-
ceptance of a protocol sentence. Affirmations, as
acts of verification or givingmeaning, lacked logical
inferential force; in Schlick’s words, they ‘‘do not
occur within science itself, and can neither be
derived from scientific propositions, nor the latter
from them’’ (Schlick 1934, 95). Schlick’s empiricism
regarding the role of protocol sentences suggests,
but does not logically support, any strong epistemo-
logical foundationalism.

Neurath (1934 and 1935) replied to Schlick’s and
Popper’s criticisms, respectively, emphasizing the
role of extralogical factors in accepting theories
and criticizing metaphysical talk of comparing
knowledge and reality and the overidealized notion
of a precise and conclusive logic of science. The
discussion of the nature and value of protocol sen-
tences was taken up subsequently by Hanson,
Kuhn, Feyerabend, and others, all of whom
stressed the theory-ladenness of observations
(Feyerabend 1958 and 1962; Hanson 1961; Kuhn
1962). They denied that an absolute distinction
between observation and theoretical predicates
and statements was available and could ground
the rationalism of scientific testing. Quine made
famous the holistic idea of a web of beliefs; he
and Davidson examined the role of experience by
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looking at the relation between empirical beliefs
and reality (Quine 1963; Davidson 1987). The
physicalist bridge they see is neural and causal,
respectively, but not epistemological in an inferen-
tial sense. These bridges nevertheless play a crucial
role in our attempts to fix meaning and belief.

JORDI CAT

References

Carnap, R. ([1928] 1967), The Logical Structure of the
World. Berkeley and Los Angeles: University of Califor-
nia Press.

——— (1932a), ‘‘Der physikalische sprache als Universal-
sprache der Wissenschaft,’’ Erkenntnis 2: 432–465.

——— (1932b), ‘‘Ueber Protokollsaetze,’’ Erkenntnis 3:
215–228.

——— (1934), The Logical Syntax of Language. London:
Kegan Paul, Trench, Trubner & Co.

Carnap, R. (1950), ‘‘Empiricism, Semantics and Ontology,’’
Revue Internationale de Philosophie 4: 20–40.

Davidson, D. (1987), ‘‘Empirical Content,’’ in E. Lepore
(ed.), Essays on Truth and Interpretation. Oxford: Oxford
University Press.

Feyerabend, P. K. (1958), ‘‘An Attempt at a Realistic Inter-
pretation of Experience,’’ Proceedings of the Aristotelian
Society 58: 143–170.

——— (1962), ‘‘Explanation, Reduction, and Empiricism,’’
in H. Feigl and G. Maxwell (eds.), Scientific Explana-
tion, Space, and Time. Minneapolis: University of Min-
nesota Press, 28–97.

Galison, P. (1989), ‘‘Aufbau/Bauhaus: Logical Positivism and
Architectural Modernism,’’ Critical Inquiry 16: 709–752.

Hanson, R. N. (1961), Patterns of Discovery. Cambridge:
Cambridge University Press.

Kuhn, T. S. (1962), The Structure of Scientific Revolutions.
Chicago: Chicago University Press.

Neurath, O. (1931), ‘‘Physikalismus,’’ Scientia 50: 297–303
(trans. in Neurath 1983).

——— (1932), ‘‘Protokollsaetze,’’ Erkenntnis 3: 281–288.
——— (1934), ‘‘Radikaler Physikalismus und ‘wirkliche

Welt,’ ’’ Erkenntnis 4: 346–363.
——— (1935), ‘‘Pseudorationalismus der Falsification,’’

Erkenntnis 5: 353–365.
——— (1983), Philosophical Papers, 1913–1946. Edited by

M. Neurath and R. Cohen. Dordrecht, Netherlands:
Reidel.

Popper, K.R. ([1935] 1959), The Logic of Scientific Discov-
ery. London: Hutchinson.

Quine, Willard Van (1963), From a Logical Point of View.
New York: Harper and Row.

Schlick, M. ([1918] 1925), General Theory of Knowledge.
LaSalle, IL: Open Court.

Schlick, M. (1930), ‘‘Die Wende in der Philosophie,’’
Erkenntnis 1: 4 –11 (trans. in Schlick 1979).

Schlick, M. (1932), ‘‘Positivismus und Realismus,’’ Erkennt-
nis 3: 1–31 (trans. in Schlick 1979).

Schlick, M. (1934), ‘‘Ueber das Fundament der Erkenntnis,’’
Erkenntnis 4: 79–99 (trans. in Schlick 1979).

Schlick, M. (1979), Philosophical Papers, Vol. 2 (1925–1936).
Dordrecht, Netherlands: Reidel.

See also Carnap, Rudolf; Cognitive Significance;
Demarcation, Problem of; Feyerabend, Paul; Han-
son, Norwood Russell; Kuhn, Thomas; Logical
Empiricism; Neurath, Otto; Popper, Karl Raimund;
Schlick, Moritz; Vienna Circle

PSEUDOSCIENCE

See Cognitive Significance;Demarcation, Problem of

PHILOSOPHY OF PSYCHOLOGY

Traditionally, when general philosophy of science
dominated the discipline, a simple division was

often invoked to talk about philosophical issues
specific to particular kinds of science: that between
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the natural sciences and the social sciences. Over
the last twenty years, philosophical studies shaped
around this dichotomy have given way to those
organized by more fine-grained categories,
corresponding to specific disciplines, as the litera-
tures on the philosophy of physics, biology, eco-
nomics, and psychology—to take the most
prominent four examples—have blossomed. In
general terms, work in each of these areas has
become increasingly enmeshed with that in the
corresponding science itself, and so increasingly
naturalistic (in at least one sense of that term).
The philosophy of psychology, like psychology

itself, is concerned with mind and cognition.
When psychology cut itself loose—institutionally
and professionally—from philosophy in the late
nineteenth and early twentieth centuries, it was
the discipline that predominantly studied mind
and cognition. This has changed over the last thirty
years. With the development of artificial intel-
ligence, cognitive anthropology, linguistics, and
neuroscience—perhaps, together with psychology,
best referred to collectively as the ‘‘cognitive
sciences’’—philosophers of psychology have found
themselves both drawing on and contributing
to scientific work in this more interdisciplinary
milieu. There are two consequences of this. The
first is that the field has become increasingly
entwined with the philosophical aspects of cogni-
tive science. One view is that one does greater
justice to the interdisciplinary motivations behind
cognitive science by placing an emphasis on the cog-
nitive sciences, rather than on foundational
assumptions that constitute a single paradigm of
cognitive science (see Cognitive Science). In this
view, the philosophical aspects of the cognitive
sciences occupy the greater part of the philosophy
of psychology (cf. Wilson 1999). The second con-
sequence is that the more lively areas or topics of
contemporary discussion in the philosophy of
psychology are quite diverse, including (for ex-
ample) philosophical issues in neuroscience, the
nature and physical bases of consciousness, the
evolution of mind, and the ontogenetic and phylo-
genetic development of intentional states in human
agents.
Despite the first of these points, and contributing

to the second, the material that philosophers of
psychology discuss also covers questions about
the mind and areas of psychology that even a plu-
ralistic conception of the cognitive sciences
excludes. These issues include debates over the sci-
entific status of psychoanalysis, questions about
the foundations of the taxonomy of psychopatho-
logy, and discussions of the nature of social

psychology, all of which concern areas of psychol-
ogy other than cognitive psychology.

What further complicates any simple characteri-
zation of work in the philosophy of psychology,
and to some extent what distinguishes it from the
other ‘‘philosophy of X ’’ studies within the philos-
ophy of science, is its close relationship to a tradi-
tional area of philosophy—the philosophy of
mind—that has not typically viewed itself as a
part of the philosophy of science at all. Thus,
many of the topics that philosophers of psychology
discuss that arise from their reflection on the cog-
nitive sciences have analogues in traditional philos-
ophy of mind. For example, concerns about the
causal role of semantic- or representational-level
properties in computational theories of cognition
echo the more general problem of mental causa-
tion; many of the issues about the nature of cogni-
tive architecture that separate, for example,
‘‘classic’’ from connectionist approaches to cogni-
tive architecture are also reflected in the historical
debates between rationalists and empiricists. Per-
haps because the nature of the mind has been one
of the central issues in metaphysics and epistemol-
ogy throughout the history of philosophy, the con-
nections between the philosophy of psychology and
philosophy more generally are more extensive than
in any other disciplinarily specialized area of the
philosophy of science. What follows will attempt
to convey something of the flavor of three topics
within the philosophy of psychology that have
dominated the field over the last twenty years:
intentionality, cognitive architecture, and con-
sciousness. It will also briefly discuss another
pair of more specific topic clusters that represent
novel and perhaps trend-setting topics for future
research.

Intentionality and Mental Representation

The postulation of mental representation has been
central to the cognitive sciences throughout their
history. Human agents do not simply or reflexively
respond to their environments, but are equipped
with some internal, mediating mental machinery,
which is sensitive to what is in the environment
but which has enough complexity to it to thwart
any attempt (e.g., made by behaviorists) to exhaus-
tively characterize it in terms of that environment
(e.g., in terms of stimulus–response pairs) (see
Behaviorism). Mental representations play pre-
cisely such a mediating role, both containing in-
formation about the world and combining to
guide an individual’s behavior in that world (see
Intentionality).
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The form that mental representation takes in
commonsense, folk psychology is propositional:
Agents have beliefs and desires, where each of
these mental states can be thought of as an attitude
to a proposition. Psychology has built on such folk
psychological representations since its inception,
from the Freudian extension of folk psychology
from conscious to unconscious states, to work on
stereotypes and schemata in social psychology, to
classic artificial intelligence (AI) models of human
problem solving or reasoning. Because of this link
between folk and scientific psychology, proposi-
tional representation has been a focus of discussion
within the philosophy of psychology. In fact, due
to its prominence, many general discussions of
mental representation have been cast exclusively
in terms of propositional representation, or even
its folk psychological guise. What follows constitu-
tes three of the central issues in the literature and a
sampling of positions that have been adopted with
respect to them:

1. How many kinds of mental representation are
there? Much of the debate over mental imag-
ery (Pylyshyn, in press) has focused on the
reality of mental images and their relation-
ship to propositional representations. There
has also been more recent discussion of the
extent to which mental representations are
‘‘local’’ as opposed to ‘‘distributed’’ in their
nature. The role of language in mental repre-
sentation, and thus thought, has also
structured a range of related debates, such
as over the language of thought hypothesis
and the question of the form that mental
representation takes in nonlinguistic crea-
tures, such as human infants and nonhuman
animals.

2. What determines a representation’s content?
Three chief answers to this question have
been entertained: conceptual role or proce-
dural semantics, causal or informational the-
ories, and teleological theories (see also
Cognitive Science). The first of these is typi-
cally internalist in that mental content is de-
termined entirely by intrinsic, physical
properties of the agent or system. But the
most pervasive views here are externalist;
that is, they allow an individual’s social or
physical environment to be a determinant of
the type of mental states the individual has,
which reinforces externalist views of psychol-
ogy and psychological explanation (Wilson
1995 and 2002). Both causal and teleological
views allow an individual’s historical, social,

and physical location to partially determine
what content its representations have. An al-
ternative form of externalism that departs
from the sort of realism about mental repre-
sentation that has been taken for granted by
the three chief views here is a conventional-
ism about the nature of representational con-
tent (see Horst 1996).

3. Is mental representation dispensable within the
cognitive sciences? Stich (1983) was an early
defender of the view that the cognitive
sciences could be (indeed, should be) content
free. Patricia S. Churchland (2002) has ex-
pressed an alternative, neuroscientifically in-
spired form of eliminativism about mental
representation. Both of these forms of elim-
inativism about mental representation have
pitched their critiques at the sorts of repre-
sentations posited by folk psychology. Pro-
ponents of connectionist architectures and,
more recently, of dynamic approaches to
cognition have also often introduced their
views as avoiding the postulation of mental
representation. But as the descriptors ‘distri-
buted’ and ‘dynamic’ suggest, such approa-
ches do not necessarily imply the rejection of
all forms of mental representation, and the
place of mental representation within them
remains a topic of continuing interest (Érdi
2000) (see Epistemology).

Cognitive Architecture and Processing

If debates over the nature of mental representation
concern what it is that cognition ranges over, those
over cognitive architecture and processing concern
how it is that cognition proceeds. Part and parcel of
the ‘‘cognitive revolution’’ of the late 1950s that
formed the basis for the cognitive sciences was the
conceptualization of cognitive processing as a form
of computation. This view, computationalism, has
received both general and somewhat vague charac-
terizations (‘‘cognition is computation’’) as well as
more specific formulations (‘‘cognition is explicit
symbol manipulation’’) that are tied to particular
research programs, the best known of which is the
physical symbol system hypothesis, associated with
Allen Newell and Herb Simon (1981): ‘‘A physical
symbol system has the necessary and sufficient
means for general intelligent action’’ (41). Central
to any account of cognitive processing is a commit-
ment to the nature of the basic design of the cogni-
tive system, the cognitive architecture of that
system, and hypotheses about cognitive architec-
ture have usually been formulated as explicit
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computational models that generate behavior that
approximates some aspect of (often human) cogni-
tive behavior. In Newell and Simon’s own view,
production systems, which consist of chains of
condition-action rules defined over data structures,
form the heart of human cognitive architecture,
and the types of behaviors to which their computa-
tional models were applied most extensively were
problem solving and reasoning. Variations on this
general view were predominant in much of AI and
psychology until the 1980s, and the philosopher
perhaps most firmly associated with this sort of
‘‘rules and representations’’ approach to cognitive
architecture is Jerry Fodor (1981).
Over the past twenty years, connectionism has

come to represent a general alternative to the rules
and representation approach. The basic idea of con-
nectionist architectures and the neural network
models that correspond to them is that cognition
involves the adjustment of weighted connections
between many relatively simple processing units
through a process of feedback from environmental
inputs (learning). Although these basic units are
often compared to neurons, the bulk of the psycho-
logical work to which philosophers appeal (e.g., in
modeling the acquisition of the past tense inEnglish)
involves processing units that are on the wrong
scale to be very neuron-like (see Connectionism).
The most fruitful work within the computational

paradigm, broadly construed, involves models that
appeal to aspects of both rules and representations
and connectionist architectures. A common sugges-
tion is that the former handles ‘‘higher’’ cognitive
functions, such as problem solving, while the latter
are applicable to ‘‘lower-level’’ cognition, such as
pattern recognition. But more truly integrative
models of cognitive architecture focus on the role
that probability has within computational models;
for example, Boltzmann machines, developed with-
in the neural network paradigm, are essentially
identical to Bayesian networks developed within
traditional AI (Pearl 2000). The significance of
such models is that they straddle the supposed
divide between ‘‘classic’’ and ‘‘connectionist’’
architectures. Their rise within work on computa-
tional intelligence signals the next stage in cognitive
modeling (see Jordan and Russell 1999).
Dynamic approaches to cognition attempt to

pose a more radical challenge to these two views
of cognitive architecture and their corresponding
paradigms for the cognitive sciences. The chief idea
of dynamicism is that cognitive systems are a form
of dynamic system that exists in real time and
whose movement over time is not governed by
any special computational principles (Port and

van Gelder 1995). On the dynamic conception of
cognitive processing, internalized rules and sym-
bols do not play any special role in cognition;
rather, cognition proceeds through the settling of
the cognitive system into an equilibrium state. The
mathematical equations that govern such processes
are not internalized within the cognizer any more
than Newton’s laws of motion are internalized in
the objects whose behavior they govern. The dy-
namic approach has thus challenged both the
representational and computational dimensions to
standard cognitive science, and it also suggests that
cognitive systems are fundamentally embedded or
embodied, a point discussed further later.

The development of connectionist architectures
has led many philosophers of psychology to re-
think a range of issues concerning the nature of
cognitive processing. Many of these concern the
nature of mental representation, as noted above,
but the rise of connectionism has also generated
more general discussions, such as those over the
nature of computation (including the relationship
between computational models and computation)
and the role that cognitive neuroscience has to play
in addressing some of these questions about large-
scale cognitive organization. Despite the fact that
most of the neural network models of influence
within the cognitive sciences are not neurally very
realistic, connectionist architectures have redir-
ected attention to the brain itself, particularly as
noninvasive techniques of imaging, such as posi-
tron emission tomography (PET) and functional
magnetic resonance imaging (fMRI), have allowed
researchers to explore the activity of the brain in
real time. One pair of related themes concerning
cognitive architecture has been the modularity
of cognitive design and the localization of mental
processes. Fodor (1983), crystallizing and general-
izing a view of the mind articulated within linguis-
tics by Chomsky as part of his approach to
generative grammar in linguistics, rekindled inter-
est in a modular view of cognitive capacities of the
sort introduced originally by Gall almost two hun-
dred years earlier. According to Fodor’s view,
many such capacities are domain specific and
encapsulated: roughly, cognition is structured so
that particular mental organs are sensitive only to
specific kinds of inputs and are insulated from the
causal influence of the operation of other mental
organs. Fodor’s own view here was that such a
view of the mind held only of input systems—the
five senses, plus language, according to Fodor—
and he cautioned against the extension of the view
to ‘‘central systems.’’ This caution has been large-
ly ignored as developmental psychologists have
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postulated Fodorean modules for the domains of
physics, number, biology, and psychology, and
evolutionary psychologists have endorsed what
has become known as themassive modularity thesis,
the claim that the mind is overwhelmingly modu-
lar, with the number of modules running into the
hundreds if not thousands (see Evolutionary Psy-
chology). Philosophers have had much to say
about these topics, particularly about the ‘‘theory
of mind’’ within developmental psychology and
evolutionary psychology in general.

It has typically been assumed that modules are
physically localized in the brain, roughly in the way
in which other bodily organs, such as the heart or
the kidney, are so localized. As Fodor (1983) him-
self pointed out in his brief discussion of the ‘‘fixed
neural architecture’’ (98–99) associated with mod-
ules, one might articulate this assumption in terms
of broader systems that are somewhat distributed
throughout the brain. But the basic idea is that
functionally individuated modules have neural
hardware specifically dedicated to the function
they perform. As PET and fMRI have been in-
creasingly used in experimental investigations of
cognition, data on such localization assumptions
have accumulated, though it is worth mentioning
that these methods themselves have often been used
in ways that presuppose a basically localistic view
of cognitive function (Uttal 2001). Lloyd (2000) has
presented a striking, even if preliminary, meta-
analysis of the data across independent studies,
arguing that these data support the claim that the
brain is a distributed processor and refutes the
stronger, ‘‘localistic,’’ modularity hypotheses com-
mon in the field (see also Neurobiology).

Consciousness

Consciousness has been a buzz topic in the philos-
ophy of psychology for the past ten years, return-
ing to occupy center stage after a long absence, and
commanding the attention both of philosophers of
science (i.e., of psychology) and of traditional phi-
losophers of mind (see Consciousness). Amongst
the latter, there has been an explicit a priori strand,
with a focus on the challenge that consciousness,
phenomenal states, and qualia pose to views, such
as physicalism and functionalism, that continue to
operate as working assumptions for many within
the cognitive sciences. A work that has galvanized
such discussion is Chalmers’ The Conscious Mind
(1996), a book whose central conclusions echo the
skepticism about physicalism associated with well-
known, earlier papers by Thomas Nagel and Frank
Jackson, and whose emphasis on conceivability

arguments and what they putatively show about
the limits to the scientific study of consciousness
has fueled some interesting debate over the role of
conceptual analysis within a naturalistic account of
the mind. Philosophical work on consciousness has
also reacted to attempts to eliminate qualia, devel-
oped representationalist views of the nature of phe-
nomenal experience, and debated the idea that
consciousness is just awareness, so that a conscious
mental state is some sort of second- (or, in general,
higher-) order mental state. A succinct overview of
this work is provided by Levine (1997).
Within the cognitive sciences themselves during

roughly the same period, consciousness also had a
renaissance, with much of this literature focused on
the phenomena of visual awareness and attention.
There has been speculation in this literature about
the function(s) and evolutionary origins of con-
sciousness, as well as a variety of neural techniques
to try to pinpoint the parts of the brain that are
most directly causally responsible for conscious
experience. In an influential paper, Crick and
Koch (1990) advocated that the time was ripe for
neural speculations about consciousness, and pro-
posed (building on the work of von Malsburg and
others) that 40-hertz oscillatory cycles in the brain,
particularly in the visual cortex, were especially
important to consciousness. A detailed, recent em-
pirical account of consciousness has been offered
by Rodney Cotterill (1998), which emphasizes the
relationship between consciousness and movement
and the importance of timing to consciousness.
Cotterill offers an integrated psychological and
neurological view of the bases for consciousness
that posits a triangular neural circuit linking the
posterior lobes, the premotor area of the frontal
lobes, and the nucleus reticularis thalami between
the thalamus and the medulla oblongata as the
neural basis for conscious experience.
One obvious question concerns the relationship

between such work on consciousness and that on
the nonconscious, representational mental states
that have been central to the cognitive sciences
over the last thirty years. Representationalism
about conscious states constitutes one sort of an-
swer, for it holds that qualitative states just are
representational states. Indeed, one of the motiva-
tions for representationalism is to deflate the com-
mitments that one makes in admitting conscious
mental states as well as intentional states to one’s
ontology. Another type of answer is provided by
John Searle (1992), who has defended what he calls
the connection principle, which says that uncon-
scious mental states must be, in principle, accessible
to consciousness (see Searle, John). This principle
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has one of two implications for traditional cogni-
tive science: Either the states it posits do not
exist or those states are, contrary to what most of
those investigating them believe, accessible to
consciousness. Given the disparate writings on con-
sciousness, it is no surprise that some of these have
become more explicitly self-reflective. Perhaps the
best-known is by Block (1995), who introduced the
distinction between ‘‘phenomenal consciousness,’’
or p-consciousness (the what-it’s-likeness of mental
experience), and ‘‘access consciousness,’’ or a-
consciousness (the feature of mental experience
that allows its reportability). One suggestion is
that mental states such as pain and sensations are
p-conscious, while those such as occurrent thoughts
are a-conscious; another is that the former is really
the subject of the literature inspired by Nagel,
by Jackson, and by Chalmers, while the latter
is what cognitive scientists investigate. Block him-
self introduced the distinction to critique claims,
especially in the psychological literature, that were
often made about the function of phenomenal
consciousness that relied implicitly only on data
about access consciousness. Philosophers remain
divided over whether Block’s distinction makes
sense of much of the consciousness literature or
constitutes a confusion about consciousness itself
(see Consciousness).

Pain, Psychopathology, and Color

One of the concomitant products of the extended-
consciousness fest has been work on topics
concerning particular phenomenal states. Color is
perhaps the most richly mined of these, beginning
with C. L. Hardin’s Color for Philosophers (1988),
which significantly raised the bar regarding the
level of empirical detail relevant to philosophical
discussions of color. From its characterization as a
secondary quality in seventeenth-century mechani-
cal philosophy and science, color has constituted
both an epistemic and an ontological puzzle: Just
what is color, in the world, and does one’s episte-
mic access to it constitute some sort of privileged
knowledge? Some of the recent work on color pro-
cessing in the cognitive sciences suggests that color
is at least as much of an enigma in accounts of
cognitive processing. For example, it now appears
that there is no place or system in the central ner-
vous system that is modularly dedicated to process
color, and this has led some philosophers to rethink
the evolutionary function of color perception and
its role within the perceptual life of the individual
(cf. Matthen 1999).

While psychopathology itself is not a new topic
for philosophers, work here has taken a novel turn
as a by-product of the focus on consciousness.
Conscious experience sometimes deviates from its
normal course. Philosophical issues abound here,
whether it be in cases of blindsight in patients with
severed corpus callosa, where subjects are causally
influenced by phenomena of which they report no
conscious awareness (Weiskrantz 1986), or in clini-
cal breakdowns of the self, such as those involving
‘‘injected selves,’’ or dissipated and disjoint mental
lives (Graham and Stephens 1994). Clinical, medi-
cal, and cognitive psychologies have represented
distinct traditions studying mental pathologies,
and as they begin to share more common phenome-
na, data, and theoretical bases, there is an opportu-
nity for philosophers of psychology not only to
contribute to discussions of foundational questions
about the nature of the self, rationality, and norma-
tive mental functioning, but also to bring together
these discussions with those on each of the three
topics with which this article began: mental repre-
sentation, cognitive architecture, and conscious-
ness. Pain is the third and newest of these topics
within empirically attentive philosophy of psychol-
ogy. The large community of researchers on pain
have their home base in the medical sciences and
have focused not so much on the theorization of
pain as on its amelioration and treatment. Along
with color, pain is the qualitative mental phenome-
non most commonly invoked by philosophers dis-
cussing consciousness, and like color the empirical
work on pain has exploded in recent years. There
are sensory and affective dimensions to pain, where
the former reflects the role of pain as a detector of
bodily damage, and the latter, the phenomenal
character of pain. Moreover, there turns out to be
considerable interpersonal bodily variability for
those experiencing pain. Conceptually, the sensory
and affective dimensions of pain are distinct, and
early empirical work offered support for the hy-
pothesis that there are two separate pain systems.
Dennett ([1978] 1998) used some of the complexities
of the folk psychology commonsense conception of
pain to argue for an eliminativist view of pain, and
more recently philosophers have taken opposing
views on whether pain is essentially perceptual or
emotional in nature (see Aydede, Güzeldere, and
Nakamura, forthcoming).

Embodied, Embedded, and Situated Cognition

A second general area in which there has been a
hive of activity is that of embedded cognition, also
referred to as situated or embodied cognition. In
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part as a reaction to the general character of tradi-
tional symbolic AI and connectionism, both of
which have abstracted away from the nature of
the environment in which cognition actually oper-
ates, this cluster of views emphasizes the organism/
environment coupling in theorizing about cogni-
tion. While the ‘‘embeddedness movement’’ has
sometimes represented itself as anticomputational
(e.g., Brooks 1997), there has been a concerted
effort within an overarching computational frame-
work to capture the spirit of the movement, ranging
from Cantwell Smith’s (1996) reconceptualization
of computation to Dennett’s (2000) emphasis on
the important role of out-of-the-head scaffolding in
higher mental processes. Central to the embedded
movement is the idea that cognizers are agents who
act in the world, gathering information about the
world in order to act. This agent-centered concep-
tion of cognition has become increasingly a part of
mainstream artificial intelligence (e.g., Russell and
Norvig 1995). Indeed, as stated at the outset, it is
one of the motivating themes of folk psychology.
In light of these points, this development within the
philosophy of psychology is less a departure from
traditional views than a return to one of the themes
familiar to those in the field.

There is an obvious affinity between such
approaches to cognition and the externalist views
that have come to dominate philosophical reflec-
tion on intentionality and mental representation.
There are a number of attempts (e.g., Clark 1997)
to build some firmer bridges between the philo-
sophical and scientific work. But there is much
more to be done here.

ROBERT A. WILSON
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HILARY PUTNAM

(31 July 1926– )

Hilary Putnam is a philosopher whose unmistak-
able originality has had a great impact on many
areas of contemporary philosophical concern, in-
cluding, but not restricted to, the philosophy of
science, the philosophy of language, and the phi-
losophy of mind. He is also commonly perceived as
having changed his mind drastically on a myriad of
interrelated issues over the years, notably in areas
in which his ideas have been extremely influential,
such as functionalism in the philosophy of mind.
This perception, which at times Putnam himself
appears to share, is, however, very much over-
stated. The better interpretation of his scholarship
and contribution to philosophy emphasizes conti-
nuities in his thought. Indeed, careful attention to
his writings reveals a remarkable unity of overall
concern.
Quine and the later Wittgenstein have been un-

questionably important influences on Putnam’s
thinking over the years. With each he shares, in
different ways, a stance that shuns speculative
metaphysics as First Philosophy. But Putnam’s
own position is distinctive. He has always rejected
Quine’s austere scientism, in particular Quine’s ten-
dency to regard philosophy as a branch of natural
science—the branch of science that studies how
human organisms can have contrived the language
of science, the very language within which this
investigation is pursued. And in contradistinction
to the later Wittgenstein, Putnam has not abstained
from offering novel theoretical solutions to philo-
sophical perplexities at the level at which they
were traditionally contemplated, concerns as fun-
damental as how it is possible to think and talk
about the world at all. Putnam’s lifelong suspicion
of speculative metaphysics is evidenced in his ear-
liest writings. In a classic paper on microreduction
coauthored with Paul Oppenheim (Openheim
and Putnam 1958), Putnam portrays the unity of
science—understood as the microreduction of all
of science (including social science) to the level of
particle physics—as a working hypothesis within
science (see Unity and Disunity of Science; Unity
of Science Movement; Reductionism). One

remarkable aspect of this early paper is its choice
of main target: the view that acceptance of the
microreducibility of all of science to a single lowest
level is a mere act of faith. As against the speculative
physicalist metaphysician, who professes belief in all
facts being at bottom physical facts, Oppenheim
and Putnam defend microreducibility as a hypoth-
esis that is made credible both by empirical evi-
dence and on general methodological grounds. In
other words, in Putnam’s hands, physicalism,
which has become the metaphysics of choice for
an entire generation of analytic metaphysicians,
becomes a hypothesis on a par with other working
hypotheses within science.

Among the main themes running throughout
Putnam’s corpus are:

. the rejection of an absolute analytic/synthetic
distinction and a concomitant rejection of an
absolute a priori (for some early statements,
see Putnam 1962a, 1962b, and 1968);

. emphasis on the primacy of practice within the
philosophical understanding of natural science
(for an early statement, see Putnam 1974);

. realism and the attendant accommodation of
the possibility of constancy of meaning across
radical theory change (see, e.g., Putnam
1975a);

. anti-scientism and the insistence on the indis-
pensability of nonscientific knowledge (see,
e.g., Putnam 1978 and 1981);

. anti-Cartesianism in the philosophy of mind
and language (see, e.g., Putnam 1988);

. interest-relativity of explanation and what
Putnam terms ‘‘conceptual relativity’’ (see,
e.g., Putnam 1987); and

. rejection of the fact/value dichotomy (see, e.g.,
Putnam 1981, Ch. 6; 1990, pt. 2; 2002).

In this article, only some of these themes can be
elaborated. The overall aim will be to show that
many of them are best viewed as elements in a sus-
tained engagement with, and rejection of, a certain
Cartesian outlook on people’s cognitive rapport
with the world.
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It is worth noting in this context that other anti-
Cartesian strains abound throughout Putnam’s
work. A vivid early illustration is provided by his
anti-Cartesian rejection of absolute a priori. He
argues (Putnam 1968) that even logic itself is em-
pirical. While this may sound familiar to readers of
Quine, Putnam’s method of argumentation is char-
acteristic of a distinct philosophical style. Unlike
Quine (see Quine, Willard Van), whose attack on
the analytic/synthetic distinction consists mainly of
narrowly circumscribed illustrations of the circu-
larity and futility of various attempts to draw it,
Putnam’s arguments are rich in historical-scientific
precedents. In his view, just as Euclidean geometry
is best viewed as falsified by general relativity, clas-
sical logic may best be viewed as falsified by quan-
tum mechanics. Specifically, it may be reasonable
to conclude that quantum logic, according to which
conjunction does not distribute over disjunction,
is the ‘‘correct’’ logic on empirical grounds. So
much the worse, contends Putnam, for the alleged
a priori of logic.

Realism and Reference

A natural point of entry into Putnam’s work is
through the question of realism (see Realism; In-
strumentalism). Putnam has always aligned his po-
sition with one form or other of realism, even
though some of these versions seem to his critics
too remote from what they claim to understand by
the term ‘realism.’ However, one of Putnam’s main
concerns in this area has been to inquire after what
‘realism’ might possibly mean. Part of the problem
here, of which anyone who has thought about the
realism issue is aware, is that it is far from obvious
how to formulate realism as a distinctive, and
therefore controversial, thesis.

As part of his ongoing engagement with realism,
and alongside his insistent realist commitment to
the distinction between what is the case and what
only seems to be the case (even at the level of the
entire species), Putnam has vehemently criticized a
version of realism he terms ‘‘metaphysical realism.’’
His main efforts in this area have been to find
formulations of metaphysical realism that would
actually render the position controversial, and
then to proceed to controvert it. It is against this
backdrop that his most famous argument against
metaphysical realism, the model-theoretic argu-
ment, should be understood ( Putnam 1976 and
1977; see Putnam 1989 for a discussion of the
implications of naturalizing semantics). The re-
mainder of this section will be devoted to summar-
izing the argument, and the next section will

examine Putnam’s own later reservations about it.
This will pave the way for a consideration of Put-
nam’s staunch anti-Cartesianism about content.
The model-theoretic argument is designed to

demonstrate the inconsistency of the following set
of claims presumed to encapsulate the metaphysical
realist position:

The world is a totality of

mind-independent objects:
ð1Þ

Sentences are true or false by virtue of a

correspondence between words and

portions of this mind-independent totality:

ð2Þ

A theory that is epistemically ideal might be false:

ð3Þ
The upshot of this position is that truth might

very well outrun what is epistemically best. The-
ories of the world are true or false by virtue of a
correspondence between the terms employed and
portions of the world, a correspondence to which
agents have no direct cognitive access. Thus, even
the very best theory that agents come up with
might really be false for all they are able to tell.
Putnam’s argument for the inconsistency of the

set {(1),(2),(3)} is as follows. Let T be a formaliza-
tion within first-order logic of an epistemically
ideal theory meeting all theoretical and operational
constraints. (The former restraints are require-
ments such as elegance, simplicity, and explanatory
power; the latter restraints are requirements rough-
ly of the form ‘‘If T implies that agent A sees object
O, then it seems to A that A is seeingO.’’) Now, if T
is epistemically ideal, then it is at least consistent.
So, given certain minimal requirements on T and
on the size of the world, T has a modelM of exactly
the same size as the world. (Suppose that the world
is an infinite totality of things, that the size of L, the
language of T, does not exceed that of the world,
and that T has infinite models. Then, by one version
of the Löwenheim-Skolem theorem, T has a model
of exactly the same size as the world. If the world
happens to be finite, enrich L to L [ {cj j j2J},
where the index set J is of the same finite size n
as the world and for every j2J, cj =2L. It is then
assumed that the extended theory T [ {8j, k2J,
cj 6¼ ck} [ {8x(x ¼ c1 V . . . V x ¼ cn)} is consis-
tent, so that T has, once again, a model of the same
size as the world. Either way, given minimal
requirements on T and on the size of the world, T
will have a model M of that size.) But if T has a
model of the same size as the world, then T has
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a model MW isomorphic to M that has the world
itself as its domain. So, given (1) and (2), T is true
of the world, that is, true simpliciter. In other
words, the sentences of T are made true by a corre-
spondence—the one supplied by MW —between L
and portions of the world. So it turns out that (3) is
false: T is bound to be true (under the above mini-
mal conditions). The moral of this argument is
not the falsity of (3). After all, (1) and (2) are not
supposed to be Putnam’s premises but rather the
metaphysical realist’s. The moral, rather, is the
inconsistency of the set {(1),(2),(3)}.
Metaphysical realist replies to the model-

theoretic argument usually amplify the original set
of theses in some way so as to block the inference
from metaphysical realist premises to the negation
of (3). For example, David Lewis’s (1984) version
of this move is to claim that metaphysical realists
should insist on supplanting (1) and (2) with some-
thing more metaphysically robust along the lines of
the following two theses:

The world is a totality of mind-independent

objects that bear objective similarity

relations to one another:

ð10Þ

Sentences are true or false by virtue of a

correspondence that respects those objective

similarity relations between words and

portions of this mind-independent totality:

ð20Þ
By ‘‘objective similarity’’ in this context is to be

understood a similarity among things that is prior
to and independent of any explanatory interests
investigators might have—a primitive similarity
built into the world itself. With this understanding,
endorsing (10) and (20) indeed allows the metaphys-
ical realist to endorse (3) as well: Given that the
world is already carved into objective similarity
classes, there is no guarantee that T will have a
model isomorphic to this structure. So T might
turn out to be false of the world after all. But
whether or not metaphysical realism is worth the
price of commitment to such objective similarity
relations is a question on which Lewis and Putnam
strongly disagree.

Reference and Perception

In more recent work (Putnam 1993; 1994a, Lecture
I), Putnam identifies the following difficulty in
the model-theoretic argument’s transition from

epistemic ideality, through having a model with
the world itself as its domain, to being true simpli-
citer. The transition rests on the tacit assumption
that there can be no independent determination of
what T ’s terms refer to other than through the
theory’s meeting the theoretical and operational
constraints. In other words, it is assumed that the
correspondence of T ’s terms to portions of the
world is an interpretation in the formal sense, that
is, a mapping that figures in a definition of satis-
faction, where speakers’ perceptions are treated as
perceptual conditions (‘‘appearances’’) to be inter-
preted as part of the operational constraints. Given
the assumption, and given that T has model MW,
T ’s terms cannot but refer to portions of the world
in such a way that T comes out true, as the model-
theoretic argument illustrates. And, while the as-
sumption is shared by many of the intended targets
of the argument, Putnam himself finds it deeply
problematic.

To fully appreciate why requires turning to
Putnam’s earlier work on the so-called new theo-
ry of reference. This will occupy the next section
and will reveal an often-neglected continuity in
Putnam’s thought about meaning and mind—his
pronounced anti-Cartesianism. But for now, a pre-
liminary consideration of the implications of the
above assumption for the general bearing of speak-
ers’ words on their environment is in order. These
implications become most vivid by setting aside the
subtleties of the model-theoretic argument and fo-
cusing on the worn example of the cat on the mat.

Consider a speaker who, in the presence of a
certain salient cat on a certain salient mat, reports:
‘‘The cat is on the mat.’’ Question: What makes it
the case that it is the salient cat being on the salient
mat that make the speaker’s ‘‘The cat is on
the mat’’ come out true? How is it that the speak-
er’s words are about this cat and this mat, rather
than about anything else? In a traditional episte-
mological view famously bolstered by Bertrand
Russell (1910; [1912] 1952), the expression ‘the
cat’ contributes a certain perceptual condition f
to what is said by ‘The cat is on the mat,’ the
condition of being appeared to as if some specific
cat is before one under the relevant conditions.
Similarly, the expression ‘the mat’ contributes a
certain perceptual condition c to what is said by
‘The cat is on the mat,’ the condition of being
appeared to as if some specific mat is before one
under the relevant conditions. So what is said over-
all by ‘The cat is on the mat’ is that the f is on
the c, which Russell analyzes as the following
existence claim:
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9 x 9 yð8zðfz $ z ¼ xÞ68zðcz $ z ¼ yÞ6ðONxyÞÞ:
In short, what makes it the case that the

speaker’s ‘the cat’ is about the salient cat and
the speaker’s ‘the mat’ is about the salient mat is
that the cat and mat in question uniquely satisfy
conditions f and c, respectively.

Suppose all perceptual judgments receive a simi-
lar treatment in terms of satisfaction of perceptual
conditions. Terms employed for perceived objects
are about them by virtue of the objects satisfying
associated conditions in the manner illustrated
above. Now consider the totality of sentences held
true—call it the agent’s ‘‘overall theory.’’ Accord-
ing to the view of reference espoused by the model-
theoretic argument, all terms are about whatever is
assigned to them under an interpretation that
makes the overall theory come out true. In other
words, terms are about whatever satisfies the over-
all theory, including the perceptual part of the
theory. For a term to be about a thing (or things)
is for it to pose a certain condition that the thing
satisfies (or things satisfy) so as to make the overall
theory come out true. This is what reference comes
to in this picture—a word-world relation that
makes the overall theory come out true.

Even from this rough sketch of the view of refer-
ence presupposed by the model-theoretic argu-
ment, some lessons can be drawn. For example, if
all that is required for a term to refer is that the
referent be assigned to the term by an interpreta-
tion that makes the overall theory come out true,
then reference is bound to be a radically under-
determined affair. Given any interpretation of the
language that makes the overall theory come out
true, it is a trivial matter to construct a systematic
reinterpretation of the language, with compensato-
ry adjustments accommodating all occurrences of
the terms in the overall theory, that is truth pre-
serving. To borrow a vivid example from Quine
(1992, Ch. 2), any singular term for some spatio-
temporally extended item under the old interpreta-
tion can be reinterpreted as referring to the item’s
mereological complement, that is, the whole uni-
verse minus the item, with compensatory adjust-
ments to the assignments to all other terms such
that truth-values of all whole sentences remain un-
altered. One implication of the existence of such
possibilities might be that reference is indeed radi-
cally underdetermined. This is the conclusion
Quine draws (Quine 1969; 1992). For him, there is
no fact of the matter as to what a given term refers
to independently of some assignment under which
the overall theory is true. But Putnam draws a
different conclusion. For him, reference is not a

matter of interpreting the language of a theory so
as to render the theory true. It is not a mapping
that figures in the satisfaction of theories. It should
be clear that there is a certain traditional view of
perception that accompanies the above view of
reference-as-mapping (see Putnam 1993). It is the
view that the objects of perceptual judgments are
specified only through satisfying perceptual condi-
tions that are entertained in the mind, that percep-
tual judgments are about items in the environment
only to the extent that the latter satisfy perceptual
conditions with which the agent is ‘‘acquainted.’’
(A corollary is that ordinary perceptual beliefs are
at bottom general, or de dicto, and are never genu-
inely singular, or de re.) This view of perception
figures prominently in a general Cartesian picture
of the relation between mind and world. A thing is
experienced visually, say, to the extent that it ‘‘fits’’
an appearance present before the mind. So the mind
comes into contact with the object itself only deriv-
atively, via the mind’s immediate contact with an
appearance. In this picture, perceivers are confined
in their cognitions to how things appear to them
and are never in direct contact with the objects
about which they cognize. Specifically, their only
perceptual contact with the world is through por-
tions of the world satisfying perceptual conditions.
Reference and perception are inevitably indirect.
Much of Putnam’s work has been devoted to

uprooting this picture of the relation between
mind and world. But perhaps none has been more
influential than his celebrated work on meaning,
which is the next topic of discussion.

Meaning and Mind

In considering accounts of meaning, or semantic
content, it is useful to draw a distinction between
two kinds of theories that are easily conflated (see
Kaplan 1989; Stalnaker 2001). The first kind is a
semantic theory. Such a theory specifies what the
semantic contents of expressions are and their
modes of composition. So, for example, the Millian
thesis that the semantic content of a name is its
bearer is a semantic thesis. The second kind of the-
ory is a meta-semantic theory. A meta-semantic
theory specifies how the semantic contents of
expressions are determined—how, in other words,
expressions come to possess the contents they do.
So, for example, the historical-chain view of names,
according to which the content of a name—its
bearer—is determined by an initial act of naming
and subsequent inheritance down the generations
of users, is a meta-semantic thesis.
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From the start, Putnam’s work on meaning has
been motivated by an effort to explain how mean-
ings can remain fixed despite substantial changes in
theory. During the heyday of logical positivism,
philosophers of science were attracted to the view
that terms gain their meanings from the theories in
which they are couched, so that differences in the-
ory implied differences in the meanings of the terms
contained therein. This was a certain application
of a widely received and traditional view about
meaning—that the meaning of terms are general
extension-fixing criteria that are shaped by the
speakers’ body of general beliefs. Thus, for exam-
ple, it was thought that the meaning of a noun such
as ‘gold’ is given by a set of severally necessary and
jointly sufficient general conditions for being gold.
And proficiency with the noun was thought to
entail an implicit grasp of such an extension-fixing
criterion.
Putnam’s reaction to this picture, which grounds

his overall attack on the positivists’ construal of
natural science, consists in making two central
moves. The first is semantic. As against the tradi-
tion that saw meaning as an extension-fixing crite-
rion, Putnam argues that extension is the crucial
determinant of the meaning of a typical common
noun and that an extension-fixing criterion is no
part of the meaning. He concedes that there are
some common nouns in the language, such as vixen,
mare, and sow, that are associated with extension-
fixing criteria in the sense that knowledge of mean-
ing demands grasp of such a criterion. These are the
so-called one-criterion nouns, but they are clearly
the exception among the nouns. For the vast ma-
jority of nouns, no such extension-fixing criterion is
forthcoming.
It would surely be an unreasonable cognitive

burden on speakers of the language to have to
grasp general extension-fixing criteria for nouns
such as gold, water, aluminum, and elm, and it
seems that no amount of loose talk about implicit
grasp of such criteria could loosen this unreason-
able requirement on proficiency. The point is viv-
idly illustrated by Putnam in a series of provocative
thought experiments involving a distant planet
(‘‘Twin Earth’’) that is indistinguishable from
Earth but for a complete absence of H2O and a
complementary abundance of some superficially
similar yet alien substance (‘‘XYZ’’). Putnam con-
siders a community of English speakers on Earth
and its counterpart community of Twin English
speakers on Twin Earth before the rise of Dalto-
nian chemistry. The two linguistic communities are
stipulated to be exact replicas of one another but
for the above difference between Earth and Twin

Earth, and it is presumed that the state of knowl-
edge in the two communities is such that it does not
support any ability to distinguish H2O from XYZ.
Yet, when English speakers employ ‘water,’ they
refer to portions of H2O, whereas when Twin
English speakers employ ‘water,’ they refer to por-
tions of XYZ. Whatever general criterion indivi-
duals on one planet can be said to associate with
‘water,’ or to grasp collectively, no such criterion
can fix the extension of the term to the exclusion of
the substance on the other planet. But there is still
a strong inclination to conclude that the extension
of ‘water’ on Earth is H2O, while the extension of
‘water’ on Twin Earth is XYZ.

In Putnam’s account, the meaning of a typical
common noun does not determine the noun’s ex-
tension. Rather, the meaning of a typical common
noun is determined by its extension, whereas an
extension-fixing criterion is no part of the overall
meaning of the noun. Of course, if the meaning, or
semantic content, of the noun is determined by its
extension rather than the other way around, and if
an extension-fixing criterion is no part of its con-
tent, then there is no question of proficiency with
the noun being a matter of speakers’ grasp of an
extension-fixing criterion as its meaning. Semantic
content, in this view, turns out not to be in the
head.

Putnam’s second move against the traditional
view of meaning is meta-semantic. If extensions of
common nouns are components of their overall
contents and are not fixed by grasped criteria,
then how are they determined? To make the issue
vivid, consider a speaker who has the terms ‘elm’
and ‘beech’ in his idiolect and also has some undif-
ferentiating general beliefs about elms and beeches,
but who cannot distinguish elms from beeches.
(Putnam famously claims himself to be such a
speaker.) In the old view, ‘elm’ and ‘beech’ for
such a speaker would be synonymous and thus
coextensive. Yet it seems that by ‘elm,’ this person
can intend to refer to elms, and by ‘beech’ to refer to
beeches. For example, such a person might easily
wish to affirm the distinctness of elms from beeches.
It would be a distortion of the situation to construe
what such a person would be affirming as the con-
tradictory claim that anything is an elm (a beech)
just in case it is not an elm (a beech). Perhaps an
even more vivid illustration is afforded by the noun
‘gold.’ Most speakers cannot distinguish gold from
iron pyrite, yet, by employing ‘gold,’ they mean to
speak of gold and not of either-gold-or-iron-pyrite.
How can such an extension determination be
achieved if the meaning of gold does not include
an extension-fixing criterion?
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Putnam’s answer consists of a novel meta-
semantic account with two importantly distinct
components. The first is the claim that extension
determination is achieved indexically. The second
is the claim that extension determination is often a
social matter. Consider these points in turn. As for
the indexical or environmental aspect of extension
determination, Putnam’s view is that speakers
employ a typical common noun N as if they
are committed to the following extension-fixing
stipulation:

NðxÞ $ samerðx; thisÞ;
where samer is a relevant similarity relation and the
demonstrative ‘this’ refers to a paradigmatic in-
stance of N. In other words, the stipulation speci-
fies that x is N just in case it is relevantly similar to
a paradigmatic instance of N demonstratively re-
ferred to. And even though Putnam himself does
not fully unpack what it is to speak ‘‘as if ’’ one is
committed to such an extension-fixing stipulation,
his account implies that speakers employ N with
the intention to refer to anything bearing samer to
paradigm instances.

The second component of Putnam’s meta-
semantic account is social. For nouns such as
‘gold,’ ‘elm,’ and ‘beech,’ the average speaker can-
not determine that something or other is relevantly
similar to paradigmatic instances of the relevant
kind. Yet ‘gold’ in the mouth of the average speak-
er refers determinately to gold. How is this deter-
mination achieved? It is achieved through a social
cooperation that Putnam dubs ‘division of linguistic
labor.’ In the case of gold, an average speaker
intends to refer to anything bearing the relevant
similarity relation, samenessmetal, to paradigmatic
instances. But whether or not samenessmetal obtains
among samples of substance is not a determination
that the average speaker can be presumed capable of
making. It is a matter left to metallurgy to decide.
Similarly for elm and beech. The extension-fixing
stipulations for them would be: elm(x) $
sameplant(x,this) and beech(x) $ sameplant(x,this).
But whether or not samenessplant obtains is not
something that the average speaker can be pre-
sumed capable of deciding. It is a matter left to
botany to decide. In other words, for nouns such as
‘gold,’ ‘elm,’ and ‘beech,’ speakers are linguistically
deferential to a relevant expertise for fixing their
extensions. In this way, there is a special sense in
which extension determination for many nouns in
language is a social matter. For such nouns, exten-
sion, and thus semantic content more generally, is
determined both environmentally and socially.

The implications of Putnam’s meta-semantic ac-
count for the philosophy of science, specifically
for the possibility of constancy of meaning across
radical theory change, are far-reaching. If exten-
sion determines content rather than being deter-
mined by it, and is itself fixed in the manner
sketched above, then there is little mystery as to
how, for example, the ancient Greek term for gold
(chrysos) and the English term ‘gold’ can share in
meaning. Generally speaking, what is relevant for
determinations of sameness of content are the con-
tents themselves and not the ways in which they are
determined.
Consider any mass noun N1 as it is used in

linguistic community C1, and any mass noun N2

as it is used in a remote linguistic community C2.
Suppose that the two terms are linguistically defer-
ential, that the dominant theory about N1 in C1 is
T1 and that the dominant theory about N2 in C2

is T2. Finally, suppose that T1 informs procedure
P1 for detecting N1, whereas T2 informs proced-
ure P2 for detecting N2. Then an important conse-
quence of Putnam’s meta-semantic account is that
N1 and N2 can share in meaning as long as P1 and
P2 overlap sufficiently in their outcomes, that is,
as long as there is sufficient overlap in what P1

identifies as N1 and what P2 identifies as N2.
So regarding chrysos and ‘gold,’ the following

explanation emerges. It is highly likely that an
average ancient Greek speaker employing chrysos
back then was linguistically deferential to a cer-
tain gold-expertise of that time. And the average
English speaker employing ‘gold’ today is ling-
uistically deferential to a certain contemporary
gold-expertise. And it so happens that the two
procedures for detecting the presence of the rele-
vant substance are largely (although surely not
entirely) consonant. This is the crucial detail in
what warrants translating their term chrysos into
the term ‘gold.’

Further Implications

Some broader implications of Putnam’s views
about meaning are noteworthy. One is a general
anti-Cartesian outlook on speakers’ cognitive rap-
port with the environment. If Putnam’s semantic
and meta-semantic views are on the right track,
then portions of the world that speakers think
and talk about are not determined via satisfying
conditions, perceptual or other, that are enter-
tained in their minds. In Putnam’s view, reference,
and thus content more generally, is a world-
involving affair. It is no longer thought to be a
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criterion-involving affair internal to the mental
lives of the agents, as the Cartesian tradition
would have it.
The importance of this point for general episte-

mology is difficult to exaggerate. It makes agents’
cognitive contact with the environment direct, as it
were, rather than mediated by criteria entertained
in their minds. If one says ‘‘Water is wet’’ and one’s
twin on Twin Earth utters the same words, then the
content of one’s ‘water’ involves H2O directly,
whereas the content of one’s twin’s ‘water’ involves
XYZ directly. And this is so even if neither one can
distinguish the two contents from one another.
Generally speaking, an important implication of
Putnam’s views is that one cannot identify what
one says or thinks in abstraction from the global
context in which the saying or thinking is con-
ducted, that is, in abstraction from one’s relations
to others and to the environment. This immediately
raises questions about first-person epistemic access
to one’s own thoughts. If what one says or thinks is
shaped by one’s relations to the world, then knowl-
edge of these contents depends on knowledge of the
world more generally. (For recent work on this
topic, see Wright, Smith, and Macdonald 1998.)
Another interesting implication of Putnam’s

work on meaning regards the prospects of natura-
lizing reference within some branch or other of
cognitive science. If Putnam’s views are correct,
then it seems hopeless to look to cognitive science
for explaining reference. Consider, for example, the
phenomenon of division of linguistic labor. One of
the striking features of Putnam’s meta-semantic
story is the hypothesis that linguistic practices are
organized within elaborate authority structures—
social networks in which novices are deferential to
experts by virtue of the latter’s possession of expert
doctrines in which the former place their trust. If
this is correct, then it is highly implausible that
reference can be naturalized within cognitive sci-
ence to the extent that it is highly implausible that
such notions as authority can be captured within
cognitive science. (For a different take, see Fodor
1994, especially Ch. 2.) If reference implicates an
elaborate social structure in the way emphasized by
Putnam, then there is good reason for thinking that
reference will resist naturalization in the way that is
often envisioned by those who think that cognitive
science holds the key to the most philosophically
fundamental issues concerning the relation between
the mind and the world.
Finally, there is an important implication of

Putnam’s views on meaning for the question of
realism. As mentioned at the outset, Putnam has
always aligned his views with one form or other of

realism, even though many philosophers (includ-
ing, at times, himself) have viewed his take on the
realism question as having undergone dramatic
shifts over the years. But one thing that Putnam’s
work on meaning illustrates is that a realist com-
mitment to the idea that sentences are made true or
false by virtue of something external to speakers is
already packed into the very notion of semantic
content. Consider, again, the term ‘gold’ and the
meta-semantic question of how it gains its content.
Putnam’s view is that content determination pro-
ceeds by way of extension determination, and that
extension determination proceeds via referential
intentions to pick out anything relevantly similar
to paradigmatic instances of the kind in the speak-
ers’ environment, where the relevant similarity in
this case is left to metallurgy to decide. One thing
that emerges from this account is that in order for
the term to gain a determinate extension and thus
become semantically significant, there has to be an
objective standard of relevant similarity. Other-
wise, whatever will seem to speakers to be relevant-
ly similar to paradigmatic instances will thereby be
relevantly similar, in which case no determinate
extension will be secured for the term after all,
and sentences involving ‘gold’ will not be truth-
evaluable. In short, in order to think of words as
significant, the relevant seem/is distinction has to
be in place. And the latter can be facilitated only by
a standard that is external to speakers in the sense
of opening up the possibility that what seems to
be the case falls short of what is the case. This
is clearly a realist commitment in any reasonable
understanding of the term ‘realism,’ and it is one
that Putnam has never abandoned. To be sure, it is
a far cry from the metaphysical realist picture
according to which a theory that is epistemically
ideal may nevertheless be false of the world as it is
‘‘in itself ’’ because what the terms of the theory
refer to is beyond the cognitive access of the theo-
rist. Indeed, Putnam’s emphatic rejection of the
latter picture is inseparable from his insistence on
a person’s cognitive being-in-the-world, an insis-
tence he sometimes refers to as ‘direct’ or ‘natural’
realism.

ORI SIMCHEN
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Q
QUANTUM FIELD THEORY

Quantum field theory (QFT) provides the mathe-
matical framework of modern fundamental ele-
mentary particle physics. It grew out of relativistic
quantum mechanics conjoined with the demand
for a variable particle number (which is required
because particles may be created or annihilated
during interactions) (see Particle Physics).

Although some of QFT’s predictions, notably in
quantum electrodynamics (QED), show a highly
remarkable agreement with experimental results,
its mathematical foundations still suffer from con-
sistency problems. From a philosophical point of
view, QFT raises such questions as whether a field
or particle ontology applies, how to understand the
lack of individuality of field quanta, what the
meaning of the vacuum state and virtual particles
is, whether and how quantized fields will be mea-
surable and observable, and what quantization in
general means.

Field Theory and Canonical Quantization

The need for a QFT in the literal sense of a ‘‘quan-
tized field’’ theory can be seen from the fact that a
field is a physical system with infinitely many
degrees of freedom, which cannot be captured by
ordinary quantum mechanics of finite systems (see

QuantumMechanics). A chain of connected simple
harmonic oscillators, for instance, will—in the con-
tinuum limit of infinitely many oscillators—allow
for infinitely many modes of oscillation. Since
fields in physics generally refer to quantities with
values associated with space-time points, the con-
tinuous character of space-time (as usually pre-
sumed in classical space-time physics) is the
reason why fields represent systems with infinitely
many degrees of freedom. A mathematical expres-
sion representing this situation is given by the fact
that the field value at a point most generally
requires a superposition in terms of a continuous
Fourier expansion cðxÞ ¼ R

d4k=ð2pÞ4~cðkÞeikx
where cðxÞ is the field amplitude and ~cðkÞ is its
Fourier transform in momentum space, with arbi-
trarily high four-momenta k representing an infi-
nite number of modes.
With the advent of quantum mechanics in the

years between 1925 and 1927, the question of the
quantization of the electromagnetic field arose.
Following previous work by Born, Heisenberg,
and Jordan, Paul Dirac (1927) in his seminal
paper first arrived at a full-fledged version of a
QFT in terms of the canonical quantization of the
free electromagnetic field. The general scheme of
canonical quantization is to formulate the theory
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within the Hamiltonian framework and then to
impose commutation relations between the canoni-
cal variables. Generally, for a field ’ðxÞ with La-
grangian LðxÞ the canonical variables are ’ðxÞ and
the canonical momentum pðxÞ ¼ @LðxÞ=@ _’ðxÞ.
These variables are analogous to classical positions
and momenta in quantum mechanics, and by
making them operator valued, one gets canonical
commutation relations (CCRs) analogous to the
ordinary Heisenberg relations between x̂i and p̂i in
quantum mechanics (where the hats ^ denote
operators).
In more technical terms (see Ryder 1985) and for

the simple case of a scalar field, one starts from the
Fourier expansion

’̂ð x!; tÞ ¼
Z

d3kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2pÞ32o

q �
âð k!Þe� iðk! x

!�otÞ

âþ ð k!Þeiðk
!
x
!�otÞÞ.

Here, the Fourier coefficients âþðk!Þ, âð k!Þ can be
considered as creation and annihilation operators
of momentum states j k!i (written in abstract Dirac
notation) with the CCRs

½âðk!Þ; âðk! 0Þ� ¼ ½âþðk!Þ; âþðk! 0Þ� ¼ 0;

½âðk!Þ; âþðk! 0Þ� ¼ dðk!� k
! 0Þ:

The Hamiltonian can be written as

Ĥ ¼ R
d3koðk!Þ�n̂ðk!Þ þ 1=2

�
, where the number of

states n̂ðk!Þ ¼ âþðk!Þâðk!Þ depends on creation and
annihilation operations.
The structure of the CCRs determines the struc-

ture of the many-particle Hilbert space, the so-

called Fock space, which is defined over a vacuum

state j0i with the property âð k!Þ j 0i ¼ 0. Applying

creation operators to the vacuum produces field

quanta states j k!i ¼âþð k!Þ j 0i, which are character-

ized by the number n̂ð k!Þ only. Therefore, the Fock
space allows for an occupation number representa-
tion (see below) and can be understood as a direct
sum H ¼ H1 �H2 �H3 � . . . of n-particle Hilbert
spaces Hn ¼�nH1 (where H1 denotes the one-
particle state space).

Two Routes to Quantum Field Theory

The canonical quantization of a classical field the-
ory is not the only route to QFT proper. It can be
shown that the quantum mechanics of many parti-
cles is indeed mathematically equivalent to the
description given above of a QFT in Fock space.
Starting from classical particle mechanics CM, one
may go over to a classical theory with infinitely

many particles being equivalent to a classical field
theory CFT. Applying now the techniques of ca-
nonical quantization (basically by imposing CCRs)
directly leads to QFT. This route chiefly consists of
two procedures: first, the transition from one to
(infinitely) many degrees of freedom (n ! 1)
and, second, the introduction of commutation rela-
tions (CCRs). Reversing the order of these proce-
dures leads in a first step from CM to ordinary
quantum mechanics QM (of a finite number of
particles) by canonical quantization. In a second
step, the transition to a theory with infinitely many
particles yields a theory equivalent to QFT. One
may therefore draw the following diagram:

n�! 1
QM ��! QFT

CCRs " " CCRs

CM ��! CFT

n�! 1

Puzzles arise once the quantum mechanical wave
function is formally treated as a classical field (e.g.,
the ‘‘Schrödinger’’ or ‘‘Klein-Gordon field’’). Since
this tacitly assumes the equivalence QM , CFT,
the two routes become confusingly intertwined. In
his 1927 paper, Dirac introduced this procedure
under the heading ‘‘second quantization.’’ The
usual stance among physicists on this is best cap-
tured in a quote from Ryder (1985, 126):

What we shall do first is to consider the equation as
describing a fieldf(x). Since the equation has no classical
analogue,f(x) is a strictly quantum field, but nevertheless
we shall begin by treating it as a classical field. . . .
We shall then take seriously the fact that f(x) is a quan-
tum field by recognising that it should be treated as
an operator, which is subject to various commutation
relations analogous to those in ordinary quantum
mechanics. This process is often referred to as ‘second
quantisation’, but I prefer not to use this term. There is,
after all, only one quantum theory, not two; what we are
doing is quantising a field, rather than the motion of a
single particle, as we do in quantum mechanics. lt turns
out that the field quantisation has an obvious interpreta-
tion as a many-particle theory, which is just what we
want.

But the conceptual and philosophical problems
surely lie deeper (see Cao 1997, Sec. 7.3). One must
at least carefully distinguish between the quantiza-
tion of real-valued fields (such as the electromag-
netic field, which allows for a classical interpretation
of waves in space-time) and complex-valued fields
(such as probability wave functions defined on a
configuration rather than position space). For the
latter the field operators are non-Hermitean opera-
tors and, hence, not observable, whereas for the first
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the fields—classical and quantized—are observable.
In these cases, however, there exist no conserved
(particle) currents, and, thus, as Pauli (1933) put it
in an early paper, for real fields ‘‘the notion of a
local particle density [e.g., the photon density] . . .
does not meaningfully exist.’’

Particles or Fields?

Roughly stated, the two routes to QFT indicate the
two primary ontological aspects of quantum
fields—the wave or field aspect on the ‘‘right-up-
route’’ CM ! CFT ! QFT, as opposed to the
particle aspect on the ‘‘up-left-route’’ CM ! QM
! QFT. As philosophical debates have shown,
both views do contain certain, seemingly inelimi-
natable problems. Teller (1995), for instance, has
argued that quantum fields may be described by
space-time–indexed operators but that those opera-
tors do not, as classical fields do, represent specific
values of physical quantities associated with space-
time points, but rather represent the quantities
(‘‘determinables’’) themselves—by possibly taking
any of a continuum of values. A simple particle
interpretation, on the other hand, is also blocked.
As a technical result, Malament (1996) has proved
a no-go theorem, which excludes the possibility of
localizable particles in relativistic quantum theory
(see Locality). The other important attack on the
particle view stems from the indistinguishability of
field quanta.

Indistinguishability

As already mentioned, Fock space allows for an
occupation number representation, more formally
j n1; n2; n3 . . .i ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n1!n2!n3!...
p ðâþ1 Þn1ðâþ2 Þn2ðâþ3 Þn3 . . . j 0i

with âþi � âþð k!iÞ, where ni denotes the number of
the i-th state. The combinatorial factor in the state
representation, here written for bosonic fields, indi-
cates that quanta are observationally indistinguish-
able. (For fermionic fields one has to use totally
antisymmetrized representations instead due to the
spin-statistics theorem (see Particle Physics). This
holds true already on the level of quantum mechan-
ics and becomes a generic feature of QFT.

Ontologically speaking, the indistinguishability
means that quanta possess all intrinsic properties
in common. Nevertheless, quanta do possess a car-
dinality. In this sense, then, Leibniz’s principle of
the identity of indiscernibles fails as a principle
of individuation. One way of dealing with this
is to consider quanta as nonindividuals lacking
even such basal substance-ontological categories

as ‘‘transcendental individuality,’’ ‘‘primitive this-
ness,’’ or ‘‘haecceity.’’ Obviously the indistinguish-
ability of quanta poses a serious problem for a
straightforward particle ontology of QFT (cf.
French and Redhead 1988; Teller 1995).

Alternative Approaches to Quantum
Field Theory

The interpretive issues of QFT become even more
complicated due to the fact that there is more than
one approach toQFT.Over andabove the canonical
Hilbert space formulation, mention must be made
at least of path integrals and algebraic quantum field
theory (AQFT).
Path integrals are based on Feynman’s represen-

tation of transition amplitudes in nonrelativistic
quantum mechanics as sums over path histories
weighted by the classical action (Feynman 1948).
Due to the principle of least action, the classical
trajectory of a particle corresponds to an extre-
mal action functional. The quantum-mechanical
interpretation consists of allowing all the possible
trajectories ‘‘at once.’’ This leads to a transition
amplitude Kðxf ; tf ; xi; tiÞ ¼

R f

i
D½xðtÞ�eiS½xðtÞ� be-

tween an initial state j xi; tii and a final state
jxf ; tf i, where S[x(t)] is the action functional (with
a suitable measure D[x(t)] in the function space
of all trajectories x(t)). This formalism can straight-
forwardly be extended to infinite degrees of
freedom—and also provides a convenient method
of performing perturbation theory visualized in
terms of Feynman diagrams and needed for the
calculation of interactions (see below). However,
a literal interpretation of Feynman diagrams in
terms of spatiotemporal particle trajectories is un-
tenable and does not support a particle ontology.
AQFT, the second approach, was invented by

Haag and others in the 1960s (see Haag 1992) as
an attempt to construct QFT on a more rigorous
and solid mathematical basis. The main idea is that
the algebra of observables represents the core phys-
ical structure of quantum theory. Given such
an algebra A, it is possible to identify the physi-
cal states with the linear forms o over A. It can be
shown that each o defines a Hilbert space Ho and
a representation po of A by linear operators
acting on Ho (Gelfand-Naimark-Segal [GNS]
construction).
One considers in particular the C*-algebra A(O)

of all bounded operators associated with a space-
time region O; thus, AQFT replaces the correspon-
dence x ! c(x) (where x is the position and c(x)
is a field amplitude) by the more operationally
defined correspondence O ! A(O). In AQFT, the
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description of systems with an infinite number of
degrees of freedom leads to unitarily inequivalent
representations. Different representation classes,
so-called sectors, must therefore be connected to
each other by superselection rules, which include
the different, empirically known charges. It is of
particular conceptual and philosophical interest
to explore the meaning of inequivalent represen-
tations.
An important result of AQFT is the Reeh-

Schlieder theorem, which, roughly, asserts that any
physical state may be created from the vacuum.Due
to this theorem and in spite of AQFT’s superficial
spirit of locality, the notorious quantum nonlocal-
ities (such as EPR-Bell correlations) reappear and
can be demonstrated also within the framework of a
relativistic QFT (see Redhead 1995) (see Locality).

Interacting Fields

For real applications of QFT, one has to consider
interacting fields. Here the field equations be-
come nonlinear (they contain coupling and self-
interaction terms with two or more fields) and can
be solved only by means of perturbation theory
(i.e., as approximations in terms of infinite power
series in the coupling constants). Higher-order
expansions will then include divergent terms that
are due to the integration over internal loops. In
order to cope with the infinities, one introduces
renormalization procedures, where the various cou-
pling constants andmasses are treated first as ‘‘bare’’
infinite parameters that, in a next step, become in-
teractionmodified. InQED, for instance, the electric
bare charge is screened by vacuum polarization,
which means that, for instance, the naked electron
charge attracts positrons and repels electrons from
the surrounding cloud of virtual electron-positron
pairs leading to an effective finite electron charge. It
can be shown that the interaction theories in the
standard model (see Particle Physics) can be made
finite at all orders through the renormalization
procedure. From a meta-theoretical point of view,
the very idea of renormalization touches the
deep question, whether and on what grounds one
should expect a unified and rigorous fundamental
theory.
Moreover, the fundamental standard model of

today distinguishes between quantized matter and
interaction fields and describes their intercon-
nection in terms of gauge theories. The latter
are characterized by a local symmetry requirement;
more precisely, the postulate of local gauge
covariance of the free matter field theory leads to

the introduction of a covariant derivative where
the inhomogeneous connection term can be in-
terpreted as a gauge potential field (cf. Auyang
1995). However, since gauge transformations refer
to unphysical degrees of freedom, only gauge in-
variant quantities can be observable. This raises
questions about the status of the seemingly re-
dundant excess or ‘‘surplus structure’’ in gauge
theories. Apparently, modern physics QFTs show
in many ways the unresolved puzzles of the no-
torious intertwining between mathematics and
physics.

Good starting points for further studies can be
found in Huggett (2000) and Redhead (1982), as
well as in the collection of papers in Brown and
Harré (1988), Cao (1999), Clifton (1996), and
Kuhlmann, Lyre, and Wayne (2001).

HOLGER LYRE
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QUANTUM LOGIC

Much work done under the rubric ‘quantum
logic’ concerns various mathematical structures
connected with quantum mechanics (for reviews,
see Beltrametti and Casinelli 1981; Pták and
Pulmannová 1991). It includes important elucida-
tions of the physical content of the formalism; in
particular, ‘‘to what extent is the Hilbert space
description of quantum systems coded into the
order structure of propositions?’’ (Beltrametti and
Casinelli 1981, 89). But this entry is concerned with
a different issue: the possibility—or necessity—of
using nonstandard logical systems in the interpre-
tation of quantum-mechanical formalism. In
keeping with most literature on the topic, discus-
sion is confined, on the physical side, to nonrelativ-
istic quantum mechanics; and, on the logical side,
to first-order propositional calculus and first-order
logic—also called first-order functional or predi-
cate calculus (see, e.g., Stoll [1963] 1979). Certain
needed topics in classic mechanics (see ‘‘Classical
Ensembles and Probability Densities’’) and quan-
tum mechanics (see ‘‘Probability Amplitudes and
Feynman Paths’’) not treated elsewhere in this vol-
ume are also discussed.

In assessing various ‘quantum logics,’ a distinc-
tion is made between ‘‘the logic of ’’ approaches,
which claim that some unique nonstandard logic is
necessary for the correct interpretation of quantum
mechanics, and ‘logic(s) for’ approaches, which
discuss the possible utility of one or more alternate
logic(s) in the interpretation of the formalism
(cf. Gibbins [1987, 142] distinction between activist
and quietist interpretations of quantum lattice
logic).

History

Von Neumann ([1932] 1955, 247–254) and
Birkhoff and von Neumann (1936) claimed that a

nonstandard propositional calculus based on the
non-Boolean lattice structure of the closed linear
subspaces of a quantum-mechanical Hilbert space
(see Quantum Mechanics) should replace the clas-
sical propositional calculus based on the Boolean
lattice of subspaces of a classical-mechanical phase
space. Strauss ([1936] 1972) used a propositional
calculus based on the partial Boolean algebra of
projection operators acting on Hilbert space to
formalize Bohr’s concept of complementarity (see
Complementarity). Both of these approaches
preserved the traditional bivalent valuation of
propositions as either true or false, but Février
(1937) (later Destouches-Février) and Reichen-
bach (1944) introduced indeterminacy as a third
truth value; and von Weiszsäcker (1958) advocated
a many-valued ‘‘complementarity logic,’’ in which
a probability rather than a definite truth value is
associated with each proposition. Recent discus-
sions of quantum logic devote little attention to
nonbivalent logics (but see Haack 1996 on Reich-
enbach’s three-valued logic); nor has there been
extensive discussion of operational or dialogic
approaches to quantum logic or of a probabilistic
variant of intuitionist logic for the consistent-
histories interpretation of quantum mechanics,
both of which are briefly discussed at the end of
this entry. The rest of this entry is devoted to the
discussion of quantum logics based on either non-
Boolean lattices or partial Boolean algebras (see
Jammer 1974, 340–416, for a history of quantum
logic; Hooker 1975 for a selection of the relevant
papers).

Classical Mechanics and Classical Logic

Phase space is the space of all possible states of a
classical mechanical system. This state is deter-
mined by particular values of the system’s
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generalized position q and momentum p (hereafter,
in a system with n degrees of freedom, a single
symbol such as q or p will stand for the entire set
of n components of the corresponding quantity).
Physically, phase space coordinates may represent
energies, angles, angular momenta, etc. (see Classi-
cal Mechanics). The Boolean lattice of all subsets
(or just measurable subsets if desired) of its phase
space may be put in correspondence with the stan-
dard (‘‘classical’’) logic of a corresponding set of
predicates of, or propositions about, the system,
which form an isomorphic Boolean lattice. That
is, each such subset can be interpreted semantically
as corresponding to either a predicate of the system
or a proposition about the system—or even to a
‘‘yes-no’’ question about the system in operational-
ist interpretations of this logic. For brevity, ‘prop-
osition’ will be used hereafter to stand for any of
these possible interpretations. A singleton set, that
is, one containing a single point (q, p) of phase
space, corresponds to an ‘‘elementary proposi-
tion,’’ representing the maximal possible specifica-
tion of the properties of the system at a given time:
‘‘The system has position q and momentum p.’’
Throughout this entry, all propositions are inter-

preted extensionally. For example, if a set of ca-
nonical variables q and p are related to a new set Q
and P by a canonical transformation, then the
propositions ‘The system has values Q, P’ and
‘The system has values q, p’ are equivalent. With
this identification of equivalent propositions, the
Boolean algebra associated with the lattice of sub-
spaces discussed above becomes a Lindenbaum al-
gebra (see, e.g., Stoll [1963] 1979, chap. 6).
The point in phase space occupied by the system

at any time t is often referred to as ‘the state of the
system at t.’ A classical system that is closed in the
interval between the times t1 and t2 is assumed to be
deterministic during that interval: given its state at
some intermediate time t, the equations of motion
of the system (usually, but not necessarily, assumed
to be derivable from a Hamiltonian) may be used
to predict its future state up to t2, or retrodict its
past state back to t1. Consequently, each elementa-
ry proposition, ‘The system has position q and
momentum p’ is either true or false (with exclusive
‘or’) at any time t; and for each t, the proposition is
true for one and only one pair of values, let us say
q0 and p0.
There is an isomorphism between the Boolean

algebra of subspaces of phase space and the Bool-
ean algebra of elementary and compound proposi-
tions about the system. Any compound proposition
about the system is equivalent to one of the form
‘The system’s position and momentum lie within

some subset S of the phase space’ and also has a
determinate truth value for each t: it is true if the
point (q0, p0) lies in the subset S at that time, false if
it does not. Such compound propositions are gen-
erated by logical operations on elementary or other
compound propositions. (Note that propositions
like ‘The system has position p,’ which might ap-
pear simple, are actually compound.) The logical
operations correspond to set-theoretical operations
on the subsets corresponding to the proposi-
tions, the basic correspondences being given in the
following table:

Logical operation Set-theoretical operation

Negation (‘not,’ ‘ø’) Complementation

Conjunction (‘and,’ ‘6’) Intersection (‘\’)
Disjunction (‘or,’ ‘V’) Union (‘[’)

All other logical operations may be defined in
terms of these. In particular, the (material) condi-
tional (‘if . . . then’) ‘a ! b’ is defined as ‘øaVb’;
and the biconditional (‘if and only if’) ‘a $ b’ is
defined as ‘(a ! b)6(b ! a).’ All of these opera-
tions are truth-functional; that is, the truth or falsity
of any compound proposition is uniquely deter-
mined by a valuation, that is, the assignment of
bivalent (true or false) truth values to each of the
propositions entering into the compound.

Various other logical concepts can be defined in
terms of such sets or relations between them. For
example:

Logical concept Set or relation between sets

Tautology (‘T ’) The universal set (‘I’)

Contradiction (‘F ’) The empty set (‘□’)

Implication ) Inclusion (‘�’)

This means that a proposition corresponding to the
universal set—the entire phase space in our case—
is a tautology; a proposition corresponding to the
empty set is a contradiction; and if the set
corresponding to a proposition is included in the
set corresponding to a second one, then the first
proposition implies the second.

Since the classical propositional calculus is truth-
functional, the semantic interpretation of all classi-
cal logical operations and concepts may be defined
in terms of the above set-theoretical operations and
relations (see ‘Semantic Problems’ below). Never-
theless, it has recently been shown (Pavičić and
Megill 1999) that there exist complete, non-Boolean
lattice models of the axioms of the classical
propositional calculus.
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Classical Ensembles and Probability
Densities

When introduced into classical mechanics, prob-
abilities are always symptomatic of ignorance, i.e.,
renunciation of full information about a classical
system that, in principle, could be obtained. Classi-
cal ensembles in configuration space (Schiller 1962;
Berry and Mount 1972) provide an example that is
important for comparison with the situation in
quantum mechanics (see ‘‘Probability Amplitudes
and Feynman Paths’’ below). Consider a complete
solutionW(q, a, t) to the Hamilton-Jacobi equation
for a system with Hamiltonian H. The solution is
based on stipulation of ‘‘half ’’ the total number of
variables needed to specify an individual trajectory
in phase space, i.e., each pair (q, a) specifies such a
trajectory. The complete solution corresponds to a
real or virtual ensemble of such trajectories, one for
each value of a. The density r(q, a, t) of these
trajectories in the extended configuration space
with coordinates (q, t) is given by the Van Vleck
determinant |@2W/@q @a|; and, hence, if a trajectory
is chosen at random, the probability P(q, a, t) of its
having the values (q, a) at time t is proportional
to r(q, a, t).

But, whether one knows their values or not, at
any time each individual system in a classical en-
semble always possesses some definite position and
momentum, and it is only renunciation of a possi-
ble measurement of half this information in prepar-
ing the ensemble that leads to the probabilities of
values for individual systems in the ensemble. In
other words, a Hamilton-Jacobi ensemble can al-
ways be subdivided into subensembles, for which
more narrowly defined probabilities can be calcu-
lated; and it is ultimately divisible into individual
trajectories, with each of which definite values are
associated.

For later comparison with quantum ensembles,
consider a complete solution of the form W(qi, ti;
q, t)—a Hamilton’s principal function—and let t be
later than ti . It follows from the previous discussion
that the conditional probability for a system initially
prepared with position qi at time ti to be found in
an interval dq around q at time t is given by:

Pðqi; ti; q; tÞdq;
where the probability density P(qi, ti; q, t) is
proportional to the Van Vleck determinant of
Hamilton’s principal function. This probability
may be given a propensity interpretation for a
virtual ensemble associated with a single system,
or a frequency interpretation for an ensemble of
identically prepared systems (see Probability).

As noted above, the entire ensemble of trajec-
tories associated with a principal function may be
decomposed into subensembles of trajectories, with
each of which a probability density is associated. A
collection of such subensembles is complete if

. no trajectory belongs to more than one sub-
ensemble; and

. every trajectory belongs to some member of
the collection.

It follows that the robability density for the en-
tire ensemble is the sum of the densities for all the
members of the complete collection.
It also follows from the properties of the princi-

pal function and its Van Vleck determinant that
probabilities are cumulative. That is, for ti � t � tf :

Pðqi; ti; qf ; tf Þ ¼ Pðqi; ti; q; tÞPðq; t; qf ; tf Þ:
The main difference between classical and

quantum-mechanical conditional probabilities is
that probability densities must be replaced by prob-
ability amplitudes in the assertions of the last
two paragraphs (see ‘‘Probability Amplitudes and
Feynman Paths’’; but see ‘‘Consistent-Histories
Approach’’ below for an attempt to associate
probabilities with quantum histories).

First-Order Functional Calculus

Standard first-order functional calculus deals with
statements involving one or more propositional or
predicate functions and the universal and existen-
tial quantifiers. A typical function is symbolized by
F(x), where x ranges over some class C of indi-
viduals. As x ranges over its values, the truth values
of F(x) range over true and false. Propositional
functions are compounded in the same ways as
propositions. The universal quantifier (8x)[F(x)]
asserts that F(x) is true for all values of x in C.
The existential quantifier (∃x)[G(x)] asserts that
there is at least one value of x in C for which G(x)
is true.
In the case of classical mechanics, the class C is

the Boolean (or rather Lindenbaum) algebra of
subspaces of the phase space of the system being
considered. Then the universal quantifier is equiva-
lent to the assertion of the conjunction of all prop-
ositions F(x) as x ranges over the points (or better,
the singleton subsets) of phase space; while the
existential quantifier is equivalent to the assertion
of the disjunction of all these propositions.
A semantics for the standard propositional and

first-order functional calculi is easily developed
such that given the antecedent of any conditional
propositional tautology, the consequent can be
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proven using standard rules of inference (basically
modus ponens).

What Is a Quantum-Mechanical Proposition?

Much of the debate over quantum logic(s) hinges
(implicitly if not explicitly) on the question of the
quantum-mechanical analogue of the classical-
mechanical propositions discussed above. Classi-
cally, propositions refer to only the properties of
the system itself, considered as closed (that is, not
interacting with anything outside the system).
But, as Bohr emphasized, the existence of the
quantum of action h prevents such a complete
separation between a quantum-mechanical system
and its macroscopic surroundings. Two major
consequences are:

1. A full description of a quantum-mechanical
phenomenon (Bohr 1958) or process
(Feynman 1968; the word ‘‘process’’ will be
used hereafter) must include a specification of
the result of an initial preparation of the sys-
tem, an account of the type of interactions it
undergoes subsequently, and the result of
some act of registration (‘‘measurement’’) to
which the system is finally subjected (see
Quantum Measurement Problem);

2. A maximal quantum-mechanical preparation
or registration specifies only half the data
about a system that would be specifiable
classically. For example, while one could in
principle prepare or register a classical-
mechanical system with both a determinate
position and momentum, one can prepare or
register a quantum-mechanical system only
with either a determinate position or mo-
mentum. (Such quantum-mechanical quanti-
ties are often referred to, in a somewhat
misleading fashion, as observables.)

As a consequence, a typical proposition about a
process involving an electron might read: ‘‘At time
t1 the electron was prepared with momentum p0,
subsequently passed through a certain electric field
E, and at (a later) time t2 was registered at position
q0.’’ Quantum mechanics assigns a probability to
such a proposition as explained in the next section.

Probability Amplitudes and Feynman Paths

Because of consequence (2) above, rather than be-
ing analogous to preparation of an individual
classical system, a quantum-mechanical prepara-
tion is analogous to the preparation of a clas-
sical ensemble (see ‘‘Classical Ensembles and

Probability Densities’’ above). Given such an en-
semble, only the probability for a definite value of
that half of the final data chosen for final registra-
tion (measurement) can be calculated. In quantum
mechanics too, only the probability of a quantum-
mechanical process leading from an initial prepa-
ration to a final measurement can be defined—in
limiting cases, this probability may be 1 (certainty)
or 0 (impossibility). The central difference in quan-
tum mechanics is that rather than a probability (or
probability density in the continuous case), as in
the classical system, one computes a probability
amplitude—a complex number of amplitude � 1—
for each process. This amplitude must then be
‘‘squared’’ to get the corresponding probability.
Partial amplitudes are calculated for all paths lead-
ing from the initial preparation to the final mea-
surement that are indistinguishable within the
given process, and (rather than partial probabilities
as in the classical case) these partial amplitudes
must be summed to get the total amplitude for the
process. Again, it is the probability amplitudes that
are cumulative, rather than the probabilities.

Using Dirac’s bra-ket notation, one may write
<b |a> as the total amplitude for some process
connecting an initially prepared value a and a fi-
nally registered reading b (note that a and b may be
the values of different observables). The probability
of this process is then equal to the square of the
absolute value of the amplitude:.

Pða ! bÞ ¼ j< b j a> j2:
The two rules mentioned above are summarized

in the following formula. Let | bi> be a complete
collection of indistinguishable alternatives at some
time between preparation | a> and registration | c>.
This means that the paths <c j bi> <bi j a> are all
mutually exclusive and between them exhaust the
possibilities (cf. the definition of ‘‘complete’’ for
classical ensembles). Then:

<c j a>=
X
i

<c j bi><bi j a > :

If a registration of one of the alternatives were
to take place at some intermediate point, thus dis-
tinguishing between these alternatives, then the
probabilities P(a ! bi ) ¼ |<bi | a> |2 would have
to be computed and used in all calculations of later
probabilities.

Note that, as in the classical case, all the quan-
tum-mechanical probabilities are conditional; one
does not ask for the probability of a final b-value
tout court but given an initial prepared value a.
Once computed, these conditional probabilities
obey the laws of the classical probability calculus
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based on classical logic. In contrast to the classical
case, quantum-mechanical conditional probabil-
ities cannot be attributed to ignorance but are fun-
damental. Without altering the physical conditions
defining the process under consideration (thus
producing a different process), it is impossible to
further subdivide an initially prepared quantum-
mechanical ensemble into subensembles, let alone
into individual trajectories, for which probabilities
(as opposed to probability amplitudes) can be de-
fined. For example, a sample of initially undecayed
radioactive nuclei all with the same average half-
life cannot be subdivided into subensembles each
with different predicted average lifetimes. (Of
course, retroactively, after some or all have
decayed, it is easy to do so.)

To complete the analogy to classical ensembles,
note that the probability amplitude <qi, ti j qf, tf >,
like any complex number of amplitude � 1, can be
written:

<qi; ti j qf ; tf> ¼ ½Pðqi; ti; q; tÞ�1=2
exp½h=iWðqi; ti; q; tÞ�;

where P is a real number between 0 and 1. To a
first, semiclassical approximation in the classically
allowed region of configuration space (see Berry
and Mount 1972 for the semiclassical treatment
of turning points and the classically forbidden re-
gion), W is a Hamilton principal function, and P is
its Van Vleck determinant. In other words, a clas-
sical ensemble can be used to produce a semiclassi-
cal wave function for a system described by some
Hamiltonian.

Prediction, Retrodiction, and State Functions

Preparation of a system usually involves a choice
between one of several initial input channels ai
(e.g., the choice of that beam of atoms with given
z-component of spin in a Stern-Gerlach type of
experiment); and registration usually involves
one of several possible outcome channels bj (e.g.,
the result of a subsequent measurement of the
x-component of the spin of the atoms in the chosen
beam); so that one may calculate a set of ampli-
tudes <ai j bj> for these related processes. An
ensemble of (real or virtual) copies of the system
may then be prepared by preselection, based on the
choice of one of an ai. In this case the probability
amplitudes will be used for prediction of the prob-
abilities of each of the subsequent possible reg-
istration results bj. As an aid in calculating these
probability amplitudes for prediction, a state of the
system | c> is often defined for the time interval

between preparation and registration. (In the
Schrödinger picture, the state changes with time;
in the Heisenberg picture it does not.) The possible
states of a quantum-mechanical system are as-
sumed to form a Hilbert space, and most standard
accounts of quantum mechanics begin with consid-
eration of the abstract state space or one of its
representations (see Quantum Mechanics).
Usually, only preselected ensembles are consid-

ered, but an ensemble may also be postselected
based on the choice of a unique final registration
result bj, and amplitudes introduced as aids in
calculating the conditional probabilities for retro-
diction of the various possible values of initial ai,
given a particular final value of bj. The limited
physical significance of the concept of state in
quantum mechanics is indicated by the fact that
at any intermediate time between preparation and
selection, different states will be assigned to prese-
lected and postselected ensembles for the same
physical system. In contrast, the same state of a
classical ensemble can be used for purposes of
either prediction or retrodiction.

Classical or Quantum Logic?

As noted in the section ‘‘What Is a Quantum-
Mechanical Proposition?,’’ classical propositional
logic is all that is needed to handle propositions
describing a complete quantum-mechanical pro-
cess. Logical problems begin when such proposi-
tions are truncated by omission of reference to
preparation and/or registration. Since classical-
mechanical propositions are correlated with states
of the system in phase space without reference to
anything outside the system, an attempt is made to
correlate quantum mechanical propositions with
states of the system in Hilbert space (see below).
Usually, only preselected ensembles are considered,
and explicit reference to both reparation and regis-
tration is dropped. Attention is focused on ‘‘the
state | c> of the system at time t,’’ to which one
tries to attach a significance similar to that of the
state in the classical case.
The maximal goal of such an approach is to

attribute a complete set of classical properties,
e.g., both position and momentum, to a quantum
system in a given state. Note that, in contrast
to the classical case, here propositions, such as
‘‘The system has position q’’ and ‘‘The system has
momentum p,’’ are elementary. They are then
compounded by suitably defined operations of
conjunction and disjunction in an attempt to give
meaning to the resulting compound propositions,
even when the properties referred to in such
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compound propositions are incompatible quantum
mechanically. The compound propositions are as-
sumed to have a definite truth value at any time t,
and the inability to actually determine these truth
values by experiments performed at this time is
regarded as a purely epistemic problem. An at-
tempt to carry out such a program while maintain-
ing classical propositional logic would clearly fail.
So some alternate, nonstandard logic is introduced,
with the aid of which the program can be carried
out. The earliest and most widespread such logic is
based on the (non-Boolean) orthomodular lattice of
linear subspaces of the Hilbert space associated
with the system, with the claim that this results in
the logic of quantummechanics, that is, of the reali-
ty underlying the formalism (see ‘‘Orthomodular
Lattice Logic’’ below).
More modestly, it may be agreed that one must

restrict simultaneous attribution of properties to a
system, and hence the attribution of simultaneous
truth values to the corresponding sets of elementa-
ry propositions, to quantum-mechanically compat-
ible sets of properties. Compounding of such
properties and/or propositions is similarly restrict-
ed to compatible propositions. There are a number
of ways of developing such an approach into a
formal logical system, with the claim that use of
(one or more of) the resulting nonstandard logic(s)
aids the understanding of the quantum-mechanical
formalism. The earliest and most widespread of
such logic(s) for quantum mechanics is based on
the partial Boolean algebra of projection operators
acting on the Hilbert space associated with the
system (see ‘‘Partial BooleanAlgebra Logic’’ below).

Orthomodular Lattice Logic

As traditionally formulated since von Neumann
(1927), the state space of a quantum-mechanical
system is a Hilbert space (see Quantum Mechan-
ics). In the lattice-logical approach, elementary
quantum propositions are taken to correspond to
one-dimensional linear subspaces (rays) of the
Hilbert space, compound propositions correspond-
ing to higher-dimensional closed linear subspaces.
No reference to the circumstances of preparation
or registration of the system is supposed to be
included in the semantical interpretation of these
propositions, which are assumed to refer exclusively
to the state of the system at some time t. But, as
noted earlier, an elementary proposition about a
quantum system can involve only half the canonical
variables of the corresponding classical system. For
example, the statements ‘The system has position
q’ and ‘The system has momentum p’ are each

(mutually exclusive) elementary quantum proposi-
tions, and no further information about the system
may be included in such elementary propositions.
As a consequence (and in contrast to the classical
case), the truth of an elementary quantum proposi-
tion is not sufficient to determine the truth value of
all other (elementary or compound) propositions.
If an elementary quantum proposition is true at
some time, for example, it does not follow that all
other elementary quantum propositions are false at
that time.

To give them a determinate truth value, (most)
such propositions would have to be rephrased
probabilistically—for example, ‘The probability
that the system has a position q is x,’ where x is a
real number between 0 and 1—or more accurately,
as conditional probability statements, such as ‘If
the system has momentum p, then the probability
that the system has a position q is x,’ and this
would actually describe a process (preparation of
p, registration of x). In contrast to the classical
situation, the conditional probabilities occurring
in such propositions cannot be eliminated by any
additional knowledge about the system.

How to interpret such quantum-mechanical
probabilities has been a subject of controversy
since the earliest days of the theory. In particular,
how is ‘‘probability’’ in such a proposition to be
interpreted semantically? It is certainly not abso-
lute, but conditional on the truth of some other
given (usually elementary) quantum proposition
(this circumstance is usually expressed in terms of
a certain ‘‘preparation’’ of the system, or in equiv-
alent ‘‘state vector’’ language). Even assuming their
conditional character, are such probabilistic asser-
tions meaningful for a single system, as propensi-
ties? Or do they hold only for an ensemble of
systems, for each of which the original antecedent
proposition is true (‘‘identically prepared systems’’
or ‘‘systems having the same state vector’’), as in
ensemble interpretations of quantum mechanics?

How to treat the logic of such quantum proposi-
tions became a subject of considerable controversy
with the proposal to ‘‘just read the logic off from
[the atomic orthomodular lattice of closed linear
subspaces of] the Hilbert space’’ (Putnam 1969).
The atoms of this lattice are the one-dimensional
subspaces of the Hilbert space, and they corre-
spond to the elementary propositions about the
quantum system discussed in the previous section.
Logical operations on (elementary or compound)
propositions are then defined in terms of opera-
tions on the lattice subspaces corresponding to
the propositions, as indicated in the following
table:
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Logical operation

Closed linear

subspace operation

Negation (‘not,’ ‘ø’) Orthogonal subspace (‘?’)

Conjunction (‘and,’ ‘6’) Intersection (‘\’)
Disjunction (‘or,’ ‘V’) Span of the two linear

subspaces (‘Sp’)

Note that the definition of ‘‘conjunction’’ does
not differ from the classical one in the sense that
applied to closed linear subspaces, set-theoretical
intersection does not take us outside that class. On
the other hand, the definitions of ‘‘disjunction’’ and
‘‘negation’’ cannot employ set-theoretical comple-
mentation and union: When applied to linear sub-
spaces, each takes us outside this class. The chosen
correspondence of ‘‘disjunction’’ with ‘‘span’’ (i.e.,
the smallest closed linear subspace containing the
sums of all vectors lying in either of the two
spanned linear subspaces) and of ‘‘negation’’ with
‘‘orthocomplement’’ are mutually coherent, in the
sense that they enable the preservation of the form
(if not its semantical content, as shall be seen
below) of the tertium non datur, the law of the
excluded middle: ‘A or not-A’ is a tautology, or
equivalently its negation ‘A and not-A’ is a contra-
diction (see below).

As a consequence of the non–set-theoretical defi-
nitions of negation and disjunction, the resulting
operations are not truth-functional (Gibbins 1987,
135–136). Indeed, no consistent assignment of
truth values to all three connectives is possible
that preserves the relation between tautologies
and inferences (Malament 2002, 16–18) (for the
semantic implications, see ‘‘Semantic Problems’’
below). Recently, it has also been shown (see
Pavičić and Megill 1999) that there are nonortho-
modular lattice models that obey all the axioms of
this quantum logic.

Various other logical concepts can now be de-
fined by closed linear subspaces or relations be-
tween them. For example:

Logical concept

Closed linear subspace or

relation between them

Tautology (‘T’) The entire Hilbert space (‘H’)

Contradiction (‘F’) The zero-dim linear

subspace (‘{0}’)

Implication (‘)’) Inclusion (‘�’)

Notice that these definitions do not differ from
the classical ones in the sense that, as sets, the en-
tire Hilbert space and the zero-dimensional linear

subspace are both linear subspaces, and as applied
to closed linear subspaces, set-theoretical inclusion
is still meaningful. In the resulting lattice logic,
both distributive laws relating conjunction and dis-
junction fail. Sometimes this has been taken to be
the distinctive feature of quantum logic; but it is
easily seen that lattice logics can be constructed for
certain classical physical systems, in which the dis-
tributive law also fails (see Stachel 1986, 236–264).
It has been shown (see Megill 2005, where it is

misnamed ‘‘implication’’) that there are five possi-
ble definitions of a lattice quantum-logical condi-
tional as the closest possible approximation to
the classical (Boolean) material conditional. In a
certain sense, it does not matter which one is
chosen: Any of these conditionals, together with
negation, may be chosen as the only primitive
operations in setting up lattice quantum logic. But
no matter which is chosen, it does not have
the desired relation to implication (see ‘‘Semantic
Problems’’ below).

Partial Boolean Algebra Logic

As mentioned above, Strauss ([1936] 1972) intro-
duced partial Boolean algebra logics in an attempt
to formalize Bohr’s concept of complementarity.
The form of the elementary propositions is the
same as in the lattice logic approach, but such
propositions are now put into correspondence not
with one-dimensional subspaces of the Hilbert
space, but with the one-dimensional projection
operators onto these spaces, with which they are
in one-one correspondence. (A Hermitean operator
P is a projection operator if and only if (iff ) it is
idempotent, i.e., if P2 ¼ P.) The set of all these
operators forms a partial Boolean algebra (defined
below); and the logic is now read off from the
structure of this algebra. Only those logical opera-
tions on propositions are allowed that correspond
to operations on the corresponding projection
operators that do not lead out of this algebra.
While the sum of two projection operators P1, P2

(taken in either order) is always a projection oper-
ator and their addition is associative, their product
is a projection operator iff they commute; and they
commute only if

. The corresponding subspaces are orthogonal,
in which case P1 � P2 ¼ P0 , where P0 is the
operator that projects onto the zero-dimen-
sional linear subspace {0}; or

. One subspace is contained within the other:
(P1 � P2 ), in which case P1 � P2 ¼ P1.
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Conjunctions and disjunctions of commuting
projection operators P1 and P2 are defined as fol-
lows:

P16P2 ¼ P1 � P2 P1VP2 ¼ P1 þ P2 � P1 � P2:

(Conjunctions and disjunctions of noncommuting
projection operators are excluded; they could be
defined only ‘‘unnaturally,’’ by first going to the
corresponding linear subspaces, using the lattice
definitions for these subspaces [see previous sec-
tion], and then going back to the corresponding
projection operators.) The negation of a projection
operator øP is defined by the complementary
projection operator I – P, where I is the identity
operator that projects onto the entire Hilbert space.
With these definitions, the set of projection

operators forms a partial Boolean algebra (pBa).
A pBa is a family of Boolean algebras Bi that obeys
the following conditions:

1. If Bi, Bj are two members of the family, their
set-theoretical intersection Bi \ Bj is also a
member of the family. This implies that there
are unique common zero (P0) and unit (I )
elements that belong to each of the Bi values.

2. Given three elements, such that any pair of
them belong to some Boolean algebra (pos-
sibly different ones for different pairs) in the
family, then there is a Boolean algebra in
the family such that all three elements belong
to it.

In the resulting pBa quantum logic, commuting
operators correspond to compatible propositions,
and each set of all mutually compatible proposi-
tions forms one of the Boolean algebras in the
family. Since conjunction and disjunction are de-
fined only for compatible propositions, one cannot
make simultaneous assertions about incompatible
propositions. Thus a sentence like ‘‘The particle
has position x and momentum p’’ is not a well-
formed proposition, so it cannot even be called
false!
Partial Boolean algebras are closely related to

orthoalgebras (see Wilce 2002), which play an im-
portant role in logics based on the consistent his-
tories approach to quantum mechanics (see below).

Semantic Problems

In the previous two sections, syntactical character-
izations of two quantum logics have been given,
with some hints about the semantic interpretation
of their propositions. But for them to be regarded
as true logics, a full semantic interpretation must be

given. The results of Gleason (Hooker 1975, 123–
133; Dvurečenskij 1993), Specker (Hooker 1975;
135–140), and Kochen and Specker (Hooker
1975, 263–292) present formidable obstacles to a
monotonic semantic interpretation of any bivalent
lattice quantum logic. In the standard proposition-
al calculus, a truth function exists for any Boolean
algebra of propositions; i.e., the propositions can
all be mapped onto the set {T, F } in such a way
that once truth values have been assigned to the
elementary propositions (a valuation), the usual
truth tables hold for all propositional connectives.
In other words, the values of truth and falsity can
be consistently applied to all the propositions in a
Boolean lattice.

Gleason showed that no such truth function can
exist for the quantum-mechanical lattice of sub-
spaces of a Hilbert space of more than two dimen-
sions. So a truth-valued semantics for lattice
quantum logic is out. The problem arises from the
existence of ‘‘incompatible’’ propositions in lattice
quantum logic. Classical logic assumes that any
proposition that has been asserted once in an argu-
ment can be asserted again at any later stage of that
argument. Yet, even in many ordinary (i.e., non–
quantum-mechanical) situations, this may fail to be
the case for propositions that do not include an
explicit specification of the implied background
conditions. For example, the various states of mat-
ter (solid, liquid, gaseous, and plasma) are incom-
patible with each other. So a statement such as ‘The
hardness of a certain sample of some metal has
such and such a value’ may be asserted as a propo-
sition (correctly or incorrectly) only as long as the
metal is in the solid state; if the sample is later
melted or vaporized, such a statement can be
regarded as either false or meaningless. One way
out of such difficulties is to consider such state-
ments as propositions only when sufficient back-
ground conditions are added to make them
‘‘eternally’’ true or false—for example, ‘The hard-
ness of a certain sample of some metal has such-
and-such a value under such-and-such conditions
of temperature and pressure.’ Classical logic is
perfectly adequate to treat such propositions. Al-
ternatively, one might continue to treat the in-
complete statements as propositions, and modify
one’s logic in a way that admits incompatible
propositions, such as ‘The hardness of a certain
sample of some metal has such-and-such a value’
and ‘The viscosity of the same sample has such-
and-such a value’—each of the two statements
having a possibility of being true or false only
when the sample is in a solid or liquid state, respec-
tively (Stachel 1986, 249–264). While a perfectly
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respectable way of handling such propositions, such
amodification of logic hardly sheds new light on the
existence of several incompatible states of matter,
or on their respective properties of hardness and
viscosity.

What Can Quantum Logic Do?

As suggested earlier (see ‘‘What Is a Quantum-
Mechanical Proposition?’’ above), a rather similar
situation is obtained in quantum mechanics. As
Bohr (1958) emphasized, as long as the only state-
ments admitted as propositions concern what he
calls ‘‘phenomena,’’ there is no need to go beyond
classical logic in the treatment of such proposi-
tions. If one chooses to drop the description of
the experimental arrangement and admit such
‘‘bare’’ statements as ‘The position of the particle
is x’ as a proposition, then one must have recourse
to a nonclassical logic in the treatment of such
propositions. But, as in the classical case, it is
hard to see how such recourse leads to a deeper
understanding of those features peculiar to quan-
tum mechanics often considered paradoxical.

The following example has been cited (see e.g.,
Putnam 1969) to show how the failure of the
distributive law in lattice quantum logic leads to
a deeper understanding of quantum mechanics: In
this logic, as in classical logic, any statement of
the form ‘‘The particle has position x and mo-
mentum pi’’ (which shall be abbreviated ‘‘X6Pi’’)
is meaningful; but in lattice logic it is always
false (X6Pi ¼ f, the absurd proposition), be-
cause X \ Pi ¼ {0}, the zero-dimensional linear
subspace. Hence, the conjunction of such state-
ments for all possible values of the momentum is
false (S¼P

i (X\Pi )¼f) because the union of any
number of exemplars of the zero-dimensional linear
subspace is still {0}. On the other hand, the state-
men: ‘The particle has momentum p1 or the particle
has momentum p2 or . . .. or the particle has mo-
mentum pN,’ where the list runs over all possible
momenta (complications arising from a denumera-
bly infinite or continuous set of values of quantities
are ignored in the case of

P
iVPi), is always true

(
P

iVPi ¼ I ), because
P

i Sp(Pi ) ¼ H, the entire
Hilbert space. So the statement S0, ‘‘The particle
has position x and (the particle has momentum p1
or the particle has momentum p2 or. . . . or the
particle has momentum pN)’’ (S 0¼X6(

P
iPi)¼

X6I ) is true iff the statement ‘‘The particle
has position x’’ is true (S0 ¼ X). If the distributive
law held, S (which is always false) would be identi-
cal to S0, which may be true or false—a clear con-
tradiction. The failure of the distributive law means

that there is no contradiction involved if S and S0
fail to have the same truth value.
These formal manipulations are certainly cor-

rect. But what insight is gained in terms of the
meaning of the relevant propositions? S0 seems to
assert that the particle has a definite position and
some momentum. But this is a false appearance,
due to an implicitly classical reading of the disjunc-
tion of momenta proposition. ‘The particle has
momentum p1 or the particle has momentum p2
or . . . or the particle has momentum pN’ is true
only because of the quantum-logical definition of
‘‘or’’ as the span of the relevant linear subspaces:
The span of all the one-dimensional orthogonal
linear subspaces representing possible values of
the momentum is the entire Hilbert space; so the
assertion of this disjunction proposition amounts
to no more than the trivial assertion ‘The system
exists.’ It will continue to hold true for states in
which the momentum fails to have a definite
value—in particular, for the state under consider-
ation, in which the position does have a definite
value! Thus the compound proposition S asserts no
more than the simple proposition ‘‘The particle has
position x,’’ and really has nothing to do with its
momentum.
An even simpler example of how the seemingly

classical nature of a quantum-logical law conceals a
quite perverse meaning of its quantum-logical
equivalent is provided by the law of the excluded
middle, AV(øA) ¼ T, which corresponds to the
linear subspace A [ Sp(?A). Classically, the law
asserts that either a certain property or proposi-
tional holds true of a system or it does not. But
lattice-logically, since A [ Sp(?A) ¼ H, the entire
Hilbert space, which corresponds to the trivial
proposition (‘The system exists’), the law has noth-
ing to do with whether one may always assert one
of the two alternatives, ‘The system has property A’
or ‘The system does not have property A.’ The
most it does (via its negation) is show that if one
is able to assert one of the alternatives, then one
cannot assert the other.
Finally, note that quantum logics are always

weaker than classical logic, which manifests a ten-
dency to maximal definiteness (see Waismann
1968). Indeed, Gödel (1930) proves the complete-
ness of the classical first-order predicate calculus:
Every tautology of this calculus can be proven; and
addition of a further (extensionally inequivalent)
proposition to the set of tautologies would lead to
contradictions. In other words, classical first-order
logic cannot be strengthened; any nonclassical first-
order calculus can represent only a weakening of the
classical one; that is, in such a calculus, certain
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classical tautologies will be false for some
valuation(s) of the primary propositions. Kochen
and Specker (Hooker 1975, 263–276) showed this
explicitly by construction for certain pBa values
arising in quantum mechanics. As discussed above
for the case of quantum-mechanical propositions,
classical logic will always be valid if propositions are
stated with sufficient attendant conditions to ensure
that they will always be either true or false; and the
possibility of nonstandard logics that weaken the
first-order predicate calculus arises from the admis-
sion as propositions of statements that omit certain
of these attendant conditions.

Operational or Dialogic Approaches

Various operational or dialogic logics, based on
the temporal sequence of possibly incompatible
assertions, have been proposed as aids in the inter-
pretation of quantum mechanics. One gives up the
assumption that once a proposition is asserted in
an argument, it can always be reasserted at any
later stage. Although there seems no reason why
this need be the case, this observation has often
(e.g., Lorentzen 1965) been associated with the
dialogic approach to logic, which attempts to
found logic on the formulation of a successful
strategy to defend a proposition in dialogue with
an opponent. This approach has been applied to
quantum mechanics (Mittelstaedt 1978). Hintikka
(2002) bases his approach on an extension of first-
order logic that he argues is needed for many cases
in which mutually interdependent properties are
present. All of these are ‘‘logic(s) for’’ approaches
to quantum logic:

Putnam proposes changing logic for physics’ sake; my
starting point is a change in (or, rather, an extension of)
basic logic for logic’s sake, or more explicitly, for the
sake of the expressive power of a logical language. . . .
[O]nce this extension has been carried out, we do not
need any separate new quantum logic. (Hintikka 2002,
208)

Consistent-Histories Approach

The quantum logics considered so far start from
the concept of the state of a system at each instant
of time—or at least the state of the system’s proper-
ties, or propositions about its properties, at each
instant. An alternative approach to quantum me-
chanics (see ‘‘Probability Amplitudes and Feynman
Paths’’ above) is based on the concept of process, a
conditional probability being associated with the
entire development of a system between two

instants of time (preparation and registration). In
nonrelativistic (i.e., Galilei-invariant) quantum me-
chanics, a unique link between the state and process
approaches exists: The time interval of any process
is uniquely divided into instants of absolute time,
and a state is associated with each instant. But in the
case of relativistic’’ (i.e., Lorentz-invariant) quan-
tum mechanics or quantum field theory, such a
unique division does not exist (indeed, the initial
and final instants need not be parallel time-
like hyperplanes, or even hyperplanes at all) in
Minkowski space-time. In non–flat background
space-times, timelike hyperplanes generally do not
exist, so the process approach is much more natural
in relativistic cases. Even in nonrelativistic quantum
mechanics, the process approach has much to rec-
ommend it. As noted earlier, the basic task of any
quantum-mechanical formalism is to compute a
probability amplitude for a process; and the state
function is an auxiliary computational device (see
‘‘Prediction, Retrodiction, and State Functions’’
above).

In contrast to the Feyman approach (see ‘‘Prob-
ability Amplitudes and Feynman Paths’’ above),
the recently developed consistent-histories ap-
proach (Isham 1994, 1995, and 1997) treats quan-
tum systems as closed; it asserts that under certain
conditions, it is possible to assign probabilities to
collections of individual paths associated with a
given process, or at least to collections of subensem-
bles of such paths, or histories, even if these paths
cannot be distinguished within the experimental
arrangement defining the process. For any two
histories a, b a decoherence function d(a, b)—a
complex number of modulus �1—may be calculat-
ed using standard quantum mechanics as if inter-
mediate measurements had been made. It is then
assumed that this function is meaningful even in
the absence of such intermediate measurements.

A set of such histories is said to be complete if the
physical realization of any one history would ex-
clude that of all the others; and, if this set of alter-
natives is chosen for testing, then one of them must
be realized. The set is d-consistent if d(a, b) vanishes
for any distinct pair in the set. If these conditions
hold, the probability that any history a in the set will
be realized is d(a, a), and the sum

P
d(a, a) ¼ 1.

There are many complete, mutually incompati-
ble d-consistent sets of histories; and since the sys-
tem is closed, one cannot adopt the usual Feynman
interpretation and say that the choice of a prepara-
tion and registration apparatus fixes one of them.
The coherent-histories proposal is to consider all of
these sets together, in an interpretation of ‘‘many
world-views’’ (Isham 1997) of quantum mechanics.
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Such a collection of sets has the structure of an
orthoalgebra (see e.g., Wilce 2002; Dvurečenskij
et al. 2002), a collection of Boolean algebras pasted
together into a structure similar to a partial Bool-
ean algebra (see ‘‘Partial Boolean Algebra Logic’’
above). A probabilistic logic can be associated with
this structure by associating a proposition with
each history a, i.e., ‘‘The system followed history
a during the process.’’ The set of propositions form
a nonbivalent logic that falls within the general
class of intuitionistic logics, for which the distribu-
tion law holds, but the law of the excluded middle
fails. Rather than valuations in which propositions
are either true or false, consistent-history prop-
ositions are associated with probabilities, that is,
valuations in the interval [01]. Isham proposed this
‘‘logics for’’ approach in the hope of developing a
structure of sufficiently broad scope to be appli-
cable to background-independent formulations of
quantum gravity.

Conclusion

The final word on quantum logic may be left to
Bohr (1939): ‘‘The question of the logical forms
which are best adapted to quantum theory is in
fact a practical problem, concerned with the most
convenient manner in which to express the new
situation that arises in this domain.’’

JOHN STACHEL
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Structures as Quantum Logics, Dordrecht, Boston, and
London: Kluwer.

QUANTUM LOGIC

643



Putnam, Hilary (1969), ‘‘Is Logic Empirical?’’ in Robert S.
Cohen and Marx W. Wartofsky (eds.), Boston Studies in
the Philosophy of Science, vol. 5. Dordrecht and Boston:
D. Reidel, 216–241.

Reichenbach, H. (1944), Philosophic Foundations of Quan-
tum Mechanics. Los Angeles, CA: University of Califor-
nia Press.

Schiller, Ralph (1962), ‘‘Quasi-Classical Theory of the Non-
spinning Electron,’’ Physical Review 125: 1100–1108.

Stachel, John (1986), ‘‘Do Quanta Need a New Logic?’’ in
Robert Colodny (ed.), From Quarks to Quasars: Philo-
sophical Problems of Modern Physics. Pittsburgh: Uni-
versity of Pittsburgh Press, 229–347.

Stoll, Robert R. ([1963] 1979), Set Theory and Logic. New
York: Dover.

Strauss, Martin ([1936] 1972), ‘‘The Logic of Complemen-
tarity and the Foundation of Quantum Theory,’’ in
Modern Physics and its Philosophy. Dordrecht and Bos-
ton: D. Reidel, 186–199. Originally published as ‘‘Zur

Begründung der statistischen Transformationstheorie
der Quantenphysik,’’ Berliner Berichte 1936: 382–398.

Svozil, Kurt (1998) Quantum Logic. Singapore: Springer.
von Neumann, John (1927), ‘‘Mathematische Begründung

der Quantenmechanik,’’ Gesellschaft der Wissenschaften
zu Göttingen. Nachrichten: 1–57.

——— ([1932] 1955), Mathematical Foundations of Quan-
tum Mechanics [Mathematische Grundlagen der Quanten-
mechanik]. Translated by Robert T. Beyer. Princeton,
NJ: Princeton University Press.
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QUANTUM MEASUREMENT PROBLEM

While there are many problems surrounding the
account of measurement in quantum theory, the
so-called problem of measurement in quantum
theory refers to a specific difficulty that has
plagued its interpretation from early in its history
and that continues to defy a widely accepted reso-
lution. This entry addresses the problem primarily
in terms of the relevant features of the formalism of
standard quantum theory, and the usual account of
measurement in quantum theory. However, as will
be emphasized throughout, the problem of mea-
surement is more generic than the terms in which
it will be primarily described here, for it arises in
every known quantum theory, in some form or
other, regardless of the details of the formalism
or the account of measurement (see Quantum
Mechanics).
In briefest form, the problem is this: At the end

of measurement-like interactions (between a
measured system and a measuring apparatus),
quantum theory sometimes (indeed, generically)
assigns the ‘‘wrong’’ state to physical systems
(henceforth ‘‘systems’’), including systems that are
apparently the objects of everyday observation.
The wrong state of a system refers to a state
whose standard interpretation fails to assign prop-
erties to the system that are apparently directly
observed (for example, the property apparently

enjoyed by many everyday objects of having a
very well defined location in space). While the
details to follow are important for a clear under-
standing, this simple statement of the problem
should be kept firmly in mind.

Quantum States

States as Probability Measures
In quantum theory, the ‘‘state’’ of a system, S,

is a probability measure, a function from the possi-
ble values of all physical quantities (such as posi-
tion and energy, henceforth ‘‘observables’’) to
numbers between 0 and 1, whose intended interpre-
tation is the ‘‘chance’’ that S has the given value for
the given observable. (How one understands these
chances is a matter of interpretation, discussed
below.) For each observable, the probability mea-
sure is ‘‘complete’’ in the sense that the sum of the
probabilities for each possible value of a given
observable is 1. The classical (‘‘ignorance’’) inter-
pretation of this fact would be that the system does
in fact have one of the possible values, but which
value it has is unknown. For example, in classical
statistical mechanics, the state of a gas is a proba-
bility measure over all of the possible con-
figurations of molecules in the gas. The usual
understanding of this measure is that the gas has
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just one of these possible configurations, the prob-
abilities arising purely from our ignorance about
which configuration it is. For now, however, do not
adopt this interpretation, nor any other.

Mixed versus Pure States
To get started on the task of interpretation, it

helps to distinguish between ‘‘mixed’’ and ‘‘pure’’
states. Given two states, s and s0, which, recall, are
probability measures, one can form their ‘‘mix-
ture,’’ s00 ¼ ps þ (1 � p)s0, with 0 < p < 1. The
mixture s00 is a ‘‘mixed state.’’ (Mixtures can
contain an arbitrary number of states, but two is
enough for the purpose of exposition.)

One appropriate use of mixed states is to describe
a system whose actual state is unknown. For exam-
ple, if the system is chosen randomly from an ‘‘urn’’
of systems, some in the state s and some in the
state s00, in the proportion p to 1 – p, then one
should assign the system the mixed state s00. In
the standard parlance, mixed states that arise in
this way are called ‘‘proper mixtures,’’ as opposed
to ‘‘improper mixtures,’’ considered below.

Pure states are states that cannot be written as
mixtures. Reflection on this definition produces a
more positive characterization of pure states. Pure
states are, intuitively, states of maximal informa-
tion. For present purposes, the simplest account of
that notion is this: A state is pure if and only if it
assigns a definite value to some maximally specific
(henceforth ‘‘maximal’’) observable A in the sense
that it assigns probability 1 to one of A’s possible
values, and probability 0 to the rest.

Here and below, one should not presume that the
qualifier ‘‘maximal’’ is essential to the statement of
the problem of measurement. Its presence is for
technical convenience. An observable A is maximal
if it is not the coarse-graining of any other observ-
able; that is, there is no other observableB such that
there is a many-to-one map, m, from the possible
values of B onto the possible values of A, where for
any possible value b of B, every state that assigns
probability 1 to b also assigns probability 1 tom(b).

In quantum theory, any state that assigns a defi-
nite value (in the sense defined above) to a maximal
observable is indeed a state of maximal information
(a notion that can be made mathematically precise).
In classical physics, states of maximal information
assign definite values to all observables. In quan-
tum theory, there are, provably, no such states.
Instead, every pure state assigns a definite value
to some maximal observable, and assigns nontrivial
probabilities (that is, probabilities that are neither
0 nor 1) to the values of other observables.

The Standard Interpretation of Pure States
For the moment, it suffices to adopt the inter-

pretation of mixed states mentioned above, viz.,
that they represent ignorance about the actual,
pure state of a system. (This interpretation is con-
troversial, though standard in the case of so-called
proper mixtures.) Note, however, that an interpre-
tation of the probabilities in a mixed state does not
necessarily carry over to the probabilities generated
by a pure state (henceforth ‘‘quantum probabil-
ities’’)—indeed, there are serious obstacles to a
straightforward ignorance interpretation of quan-
tum probabilities, a point discussed below.
It is helpful to begin with a minimal interpreta-

tion of quantum probabilities, one that is often
adopted in applications, the so-called ‘‘eigenstate-
eigenvalue link,’’ which is a system in the state s
has the value a for the observable A if and only if s
assigns probability 1 to a and (therefore) probabil-
ity 0 to the other possible values of A. (Such a state
is necessarily an eigenstate of A corresponding to
the eigenvalue a—hence the name eigenstate-
eigenvalue link, coined by Fine [1969].) The mea-
surement problem, in a very naive form, amounts
to the fact that some quantum states fail to assign
definite values to the results of a measurement,
given the eigenstate-eigenvalue link. This fact is inti-
mately connected with the principle of superposition
in quantum theory.

Superpositions
Consider some maximal observable A and two

possible values for it, a and a0. Let the state s
assign probability 1 to a, and let s0 assign probabil-
ity 1 to a0. (Such states always exist. The require-
ment that A be maximal is only for ease of
exposition.) The principle of superposition says
that one can form a third pure state, s00, with the
following properties:

1. s00 assigns a probability to the value a for A
strictly between 0 and 1, and similarly for the
value a0;

2. s00 assigns probability 0 to all values of A
except the values a and s0.

In the context of the eigenstate-eigenvalue link,
the principle of superposition is curious at best, for
it implies the existence of a state (s00) in which the
system has neither the value a nor the value a0 for
the observable A, and yet the probability that it has
some other value is 0.
In any case, it is crucial to keep in mind that the

superposition of two pure states is itself pure, not
mixed. Classically, too, there are states having
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properties 1 and 2 given above; however, such
states are necessarily mixed, and in this case, one
could adopt an ignorance interpretation. On the
other hand, superpositions are pure, and (at this
stage of the discussion) their interpretation is given
by the eigenstate-eigenvalue link. The existence of
superpositions ultimately gives rise to the problem
of measurement.

Measurements

Constraints on Measurement
The problem of measurement is perhaps mis-

named, for it arises generically in quantum theory,
not only in the context of a measurement. Howev-
er, the problem is particularly clear in the context
of measurements, which makes it a useful starting
point.
A measurement establishes a correlation between

some observable for the measured system (typically
called the ‘‘measured observable’’) and some ob-
servable for the measuring apparatus (the ‘‘pointer-
observable’’—one can imagine, literally, a needle
that points to a number on a scale). In the ideal
case, the pointer-observable is perfectly correlated
with the measured observable.
Noting that a measurement is a dynamical pro-

cess, it is natural to make the following (extremely!)
minimal requirement for a measurement. Let U
represent the time-evolution of states during the
measurement of a measured observable A by a
pointer-observable B, so that if s is the state of a
system at the start of the measurement, then U(s) is
the state after the measurement. We require: For
any two states, S and S0, of the compound system
(the measured system plus the apparatus), if S
and S0 differ in their probabilities for at least one
value of A, then U(S) and U(S0) differ in their
probabilities for at least one value of B. Intuitively,
U renders the pointer-observable ‘‘somehow sensi-
tive to’’ the measured observable B.

The Quantum-Theoretic Representation of
Measurements
There are models of measurements satisfying this

weak constraint. Indeed, there are models satisfy-
ing the following stronger, though still natural,
constraint: Let S and S0 each assign probability 1
to the (distinct) values a and a0 of A, respectively;
then U(S) and U(S0) must assign probability 1 to
two distinct values of B. That is, under these con-
ditions, U establishes a perfect correlation between
the values of A and B. (If the compound system’s
state continues to assign probability 1 to the value a

for A, then the measurement is said to be ‘‘of the
first kind,’’ or ‘‘nondisturbing.’’ In general, mea-
surements are not nondisturbing.)

In general, given any time-evolution describing
any sort of interaction between two systems, there
will be many observables in the two systems that
become correlated (though generally not perfectly)
as a result of the interaction. In other words, inter-
actions between systems will, most of the time,
establish the sort of correlation that is sufficient
to satisfy the weak constraint on measurements.
Hence whatever problems flow from meeting this
weak constraint will be quite generic to quantum
theory—and the measurement problem does flow
more or less directly from the imposition of this
weak constraint.

On the other hand, the problem follows very
directly from the stronger constraint, and it is
therefore helpful to consider that more restricted
version of the problem first. One should keep in
mind, moreover, that there are interactions, which
apparently occur in the real world, that satisfy the
strong constraint. Actual measurements are not
an example of such interactions, if one measures
success as establishing a perfect correlation be-
tween the intended pointer-observable and the
intended measured observable. However, the lack
of a perfect correlation between these two obser-
vables does not imply that there are not two other
observables (one for the measured system and one
for the apparatus) between which the measure-
ment does establish a perfect correlation. Indeed,
one can prove that after just about any interaction
between two systems, there almost always is a
pair of (nontrivial) observables—one for each sys-
tem—that is perfectly correlated. (The proof is by
way of the biorthogonal decomposition theorem,
and the point was recognized by Schrödinger
[1935].)

The Problem

The State at the End of a Measurement
It is a straightforward consequence of the con-

siderations above and the formalism of quantum
theory (specifically, the linearity of the equation of
motion) that if U satisfies the strong constraint,
then there are initial states for the measured system
(specifically, states that are superpositions of two
or more eigenstates of the measured observable A)
such that, at the end of the measurement, the state
of the compound system is a superposition of
eigenstates of B, so that, according to the eigen-
state-eigenvalue link, the measuring apparatus
has no definite value for the pointer-observable.
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(Strictly speaking, one should say not ‘‘the observ-
able B,’’ but ‘‘the observable B 
 I,’’ which is an
observable on the compound system whose value is
determined solely by the value of B on the appara-
tus, so it ‘‘ignores the measured system.’’) One can
conceive the reason as follows: In the context of the
formalism of quantum theory, the strong con-
straint on measurement essentially requires that
the state of a measuring apparatus must ‘‘formally
mimic’’ the state of the system that it is measuring.
When the system that it is measuring has a definite
value for the measured quantity, then mimicking is
exactly what one wants, of course. The problem is
that when the measured system is in a superposition
of definite-valued states for the measured quantity,
the same requirement implies that the apparatus
will, again, mimic the state of the measured system,
but, alas, in this case ‘‘mimicking’’ means that the
apparatus is itself in a superposition of definite
states of the pointer-observable.

It is also worth noticing that as a result of the
measurement, the measured system becomes entan-
gled with the apparatus. While this fact is perhaps
not, strictly speaking, a problem, some find it coun-
terintuitive that merely as a result of measurement,
the measured system (and apparatus) come to lack
their own pure states.

Proofs of the More General Problem
Perhaps the first notable ‘‘proof’’ of the problem

more or less as we have just considered it was von
Neumann’s ([1932] 1955) derivation, which demon-
strated, roughly, that in a nondisturbing measure-
ment (see above) satisfying the strong constraint,
the final state of the apparatus must be a superpo-
sition of eigenstates of the pointer-observable. A
series of increasingly more general proofs fol-
lowed, for example fromWigner (1963), d’Espagnat
(1966), Earman and Shimony (1968), Fine (1969),
and Shimony (1974). A review of this history, to-
gether with arguably the simplest proof of the the-
orem formulated by Fine and later reconsidered by
Shimony, was given by Brown (1986).

Two features of these theorems (particularly the
later ones) are notable here. First, they do not
adopt the eigenstate-eigenvalue link, but a much
weaker condition on when observables have values.
Second, they adopt (more or less) the weak, rather
than the strong, constraint on measurements.

The interpretive condition that these theorems
adopt is, roughly, that the final state of the ap-
paratus assigns a definite value to the pointer-
observable for the apparatus just in case the final
state of the compound system is a mixture of states

each of which has a definite value for the pointer-
observable according to the eigenstate-eigenvalue
link. In other words, they allow the adoption of
an ignorance interpretation of mixed states of
the compound system, accepting that when the
compound system has the sort of mixed state just
described, it is actually in one of the pure states
appearing in the mixture, and therefore, according
to the eigenstate-eigenvalue link, the apparatus has
a definite value for the pointer-observable.
Note that the condition applies to the compound

system, not to the apparatus on its own. The differ-
ence is subtle, but crucial. For example, in an ideal
measurement, the apparatus by itself will always be
in a mixture of (pure) eigenstates of the pointer-
observable. It does not follow, however, that this
mixture can be given an ignorance interpretation.
Why not? The short answer is that the mixture,

in this case, is improper, meaning that it does not
arise in the way that proper mixtures do (described
above), but rather from ignoring the rest of the
universe, in this case, the measured system. (For-
mally, the improper mixture is obtained by tracing
out the degrees of freedom corresponding to the
measured system.) One cannot straightforwardly
adopt an ignorance interpretation of this improper
mixture. The following considerations illustrate the
difficulty.
Let I represent the logically trivial property pos-

sessed by all systems. For any two properties, P
and Q, of two arbitrary systems, 1 and 2, let the
compound property ‘‘system 1 has P and system 2
has Q’’ be denoted P6Q and the compound sys-
tem be denoted 162. Consider the following, seem-
ingly innocuous, principle: If system 1 has the
property P, then 162 has the property P6I.
This principle is violated by an interpretation

that supplements the eigenstate-eigenvalue link
with an ignorance interpretation of improper mix-
tures, for let the compound system be in a superpo-
sition of two states, each of which assigns
(according to the eigenstate-eigenvalue link) a defi-
nite value for A to system 1, and a definite value for
B to system 2. This superposition is, of course, a
pure state, but the subsystem 2 is in an improper
mixture of eigenstates of B. According to the pro-
posed interpretation, then, subsystem 2 has a defi-
nite value for B. (Similar remarks hold for
subsystem 1.) However, according to the eigen-
state-eigenvalue link, the compound system does
not have any value for the compound observable
A 
 B, thus leading to a violation of the seemingly
innocuous principle above. (So-called ‘‘modal’’
interpretations of quantum theory attempt, in vari-
ous ways, to dance around this issue and adopt an
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ignorance interpretation of [at least some] improp-
er mixtures. The literature on this topic is vast, but
see Bacciagaluppi (2003) for a lengthy discussion,
with plenty of references.)
Hence, if one prefers to hold on to the apparently

innocuous principle, then it is advisable to allow
the ignorance interpretation only for (proper) mix-
tures of the total, compound system, and not for
the improper mixed states of the components.
Brown and his predecessors took this path. Doing
so at least allowed them to consider the case—more
general than that considered in many expositions
of the measurement problem—in which the initial
state of the compound system is mixed. The point is
that in this case, allowing an ignorance interpreta-
tion of mixed states for the compound system, and
insisting on only a very weak notion of what con-
stitutes a measurement, one can still show that
in quantum theory, measurements can lead to
states for the compound system in which the appa-
ratus does not have any definite value for the
pointer-observable.

False Starts and Discredited Answers

There are many initially appealing, but ultimately
insufficient, responses to the problem of measure-
ment. A few of the most important or prevalent are
considered here.

The Ignorance Interpretation of Quantum
Probabilities
Probably the most obvious response to the prob-

lem of measurement is to question the proferred
interpretation of quantum probabilities. Why not
adopt a straightforward ignorance interpretation,
according to which each observable in fact has a
definite value all of the time, the quantum probabil-
ity representing ignorance about the actual value?
Adopting such an interpretation would certainly
resolve the problem of measurement, because all
observables, and a fortiori all pointer-observables,
always have a value.
However, various theorems, most notably that

of Kochen and Specker (1967), pose serious chal-
lenges to an ignorance interpretation. Kochen and
Specker derive a contradiction from a few presup-
positions, including that every quantum-theoretic
observable has a definite value. The presupposi-
tions of their derivation can be understood in vari-
ous ways, but no matter how they are understood,
violating them is a radical move. For example, one
way to violate them is to deny the logical law of
distributivity. While some have taken this route,

clearly it is controversial. In any case, the main
point is that the theorem of Kochen and Specker
renders any naive ignorance interpretation of
quantum probabilities untenable.

The Collapse Postulate
The practical response to the problem is the

collapse postulate: At the end of a measurement,
if the compound system is in a superposition of
eigenstates of the pointer-observable, the state of
the compound system ‘‘collapses’’ onto just one
element in the superposition, corresponding to the
actual result of the measurement. Such a collapse,
which is a discontinuous change of state, contra-
dicts the (continuous) equation of motion in quan-
tum theory. Hence one would like a systematic
principle, internal to the theory, dictating when
such collapses occur. While there are adequate
rules of thumb about when to collapse the state,
there is no such agreed-upon principle. (A further
discussion of the collapse postulate, and reasons
for rejecting it as an interpretive principle, is in
Dickson 1998, Chs. 1–2, with references therein.)

An additional problem for the collapse postulate
is that it introduces a fairly explicit form of non-
locality into the theory. Given a pair of entangled
systems that are well separated in space, suppose
that a measurement is made on one of them. The
result, in this view, is a collapse of the state. How-
ever, such a collapse will effect the state of the
distant system as well. While there are arguments
about why such a collapse does not violate the
letter of the law of relativity, and while quantum
theory is in general nonlocal independently of the
collapse postulate, nonetheless that postulate does
introduce a form of nonlocality that some find
objectionable.

Decoherence
An increasingly common response to the prob-

lem of measurement appeals to decoherence. Very
briefly: If the description of a measurement is made
to take into account the interaction of the measur-
ing apparatus with its environment (for example,
the electromagnetic radiation in the environment),
one can show (given careful though admittedly
idealized modeling of this interaction) that the
compound system composed of the apparatus and
its environment itself undergoes an approximately
nondisturbing measurement-like interaction in
which the pointer-observable becomes the observ-
able measured, by the environment. But the discus-
sion above already entails that in this case (to a
high degree of approximation), the state of the
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apparatus at the end of the interaction is a mixture
of eigenstates of the pointer-observable. Hence, the
suggestion goes, simply adopt an ignorance inter-
pretation of this mixture, and conclude that the
pointer-observable does, in fact, have a definite
value.

Given the discussion above, however, the prob-
lem with this response should be clear. The mixture
in question is improper, and so cannot straightfor-
wardly be given an ignorance interpretation. Some-
thing more by way of interpretation must be said to
justify this interpretation.

Decoherence does, however, help with (though it
does not resolve) the most general form of the
problem of measurement. In its most general
form, the problem is that quantum theory appar-
ently fails to assign definite values to observables
that appear, on the basis of everyday observation,
to have definite values. In the special case of a
measurement, at least the state of the apparatus is
a mixture, albeit improper, of ‘‘desired’’ states. A
task for interpreters of the theory, then, is some-
how to parlay this fact to secure the definiteness of
the pointer-observable. But what about interac-
tions that are not explicitly measurements? What
can one say about the states of the subsystems
involved in the interaction? Decoherence promises
to secure the following: If the subsystem is ‘‘rela-
tively large’’ (e.g., >10�5cm across), its interaction
with the environment will entail that (very quickly)
its state will become (very close to) a mixture, albeit
improper, of desired states. The qualifiers ‘‘very
quickly’’ and ‘‘very close to’’ should not be ig-
nored, but at the same time, one must admit that
decoherence does seem to reduce the most general
form of the problem of measurement to the more
specific form that arises in explicit measurements.
(An excellent discussion of decoherence, focused

on explaining why it is not sufficient to resolve
the problem of measurement, is in Bub 2000, 207–
218.) Even so, however, this strategy has merely
reduced the general problem to one that continues
to elude a satisfactory solution.

MICHAEL DICKSON

References

Bacciagaluppi, Guido (2003), Modal Interpretations of
Quantum Mechanics. Cambridge: Cambridge University
Press.

Brown, Harvey (1986), ‘‘The Insolubility Proof of the
Quantum Measurement Problem,’’ Foundations of Phys-
ics 16: 857–870.

Bub, Jeffrey (2000), Interpreting the Quantum World Cam-
bridge: Cambridge University Press.

d’Espagnat, Bernard (1966), ‘‘Two Remarks on the Theory
of Measurement,’’ Nuovo Cimento Supplement 4: 828–
838.

Dickson (1998), Quantum Chance and Nonlocality Cam-
bridge: Cambridge University Press.

Earman, John, and Abner Shimony (1968), ‘‘A Note on
Measurement,’’ Nuovo Cimento B 54: 332–334.

Fine, Arthur (1969), ‘‘On the General Quantum Theory of
Measurement,’’ Proceedings of the Cambridge Philosoph-
ical Society 65: 111–121.

Kochen, Simon, and E. P. Specker (1967), ‘‘On the Problem
of Hidden Variables in QuantumMechanics,’’ Journal of
Mathematics and Mechanics 17: 59–87.

Schrödinger, Erwin (1935), ‘‘Discussion of Probability
Relations Between Separated Systems,’’ Proceedings of
the Cambridge Philosophical Society 31: 555–563.

Shimony, Abner (1974), ‘‘Approximate Measurement in
Quantum Mechanics,’’ Physical Review D 9: 2321–2323.

von Neumann, John ([1932] 1955), Mathematical Founda-
tions of Quantum Mechanics Princeton, NJ: Princeton
University Press.

Wigner, Eugene (1963), ‘‘The Problem of Measurement,’’
American Journal of Physics 31: 6–15.

See also Quantum Field Theory; Quantum
Mechanics

QUANTUM MECHANICS

Quantum mechanics has been a subject of intense
philosophical discussion for well over 75 years, and
research on the philosophy of quantum mechanics
continues apace. Undoubtedly, much progress has
been made—especially in answering questions

about the mathematical structures used in quan-
tum mechanics. However, when it comes to spelling
out the philosophical implications of quantum
mechanics, there continue to be pronounced dis-
agreements. At one extreme, some claim that the

QUANTUM MECHANICS

649



moral of quantum mechanics is a negative one
about the limited applicability of human concepts;
that is, the concepts humans have developed to
cope with everyday experience do not apply with-
out restriction to the phenomena encountered in
quantum mechanics. So, the upshot is that one
must pay special attention to whether the proper
conditions are in place for applying these concepts.
At the other extreme, some claim that quantum
mechanics supplies positive evidence for the exis-
tence of multiple universes, and that each time a
measurement occurs, the universe divides itself
again. Between these two extremes there is a wide
variety of competing interpretations of quantum
mechanics, and the range of philosophical options
is both intimidating and exhilirating.

The Old Quantum Theory

It is often said that the introduction of quantum
mechanics has brought about a radical change in
our physical worldview. In particular, it is claimed,
quantum mechanics is inconsistent with the intui-
tive picture supplied by classical mechanics. Thus,
in order to understand what is supposed to be so
revolutionary in quantum mechanics, it is neces-
sary first to review the main features of classical
mechanics.
Modern classical physics reached its definitive

form in the ‘‘Hamiltonian’’ formulation of me-
chanics introduced in the mid-nineteenth century
(see Classical Mechanics). In this formalism, the
instantaneous state of a physical system is de-
scribed by its generalized positions (qi) and mo-
menta ( pi). For example, the instantaneous state
of a system of k particles is specified by 6k real
numbers (q1, . . . , q3k, p1, . . . , p3k). The set of all
such instantaneous states is called the phase space
of the system. Moreover, the dynamics of systems
in classical Hamiltonian mechanics is fully deter-
ministic; that is, for any initial state s(0), there is a
unique state s(t) for any future time t.
Classical statistical mechanics often investigates

situations in which there is no certain knowledge of
the precise microstate of the system. In this case,
the instantaneous state of the system is represented
by a probability distribution r over phase space.
Furthermore, if the initial state is r, then the future
state of the system can be computed by applying
the deterministic dynamical laws to the individual
points in phase space, and then by reapplying r.
Thus, there is no difficulty in seeing apparent ran-
domness at the macroscopic level as arising from a
strictly deterministic dynamics of microsystems
(see Statistical Mechanics).

Quantum Statistics

During the nineteenth century, classical statistical
mechanics achieved many successes in explaining
the macroscopic properties of bodies (e.g., the tem-
perature of a gas) in terms of motions of their
constituent atoms (which are subject to the laws
of Newtonian particle mechanics). However, not
all physicists were convinced of the atomic hypoth-
esis. In particular, many believed that electromag-
netism, rather than mechanics, would serve as the
proper foundation for physics. As a result, efforts
were being made to explain macroscopic quantities
in terms of more fundamental electromagnetic
quantities.

One crucial test case for this new statistics of
radiation was the emission of radiation by a black-
body. A black-body is the perfect mixer of electro-
magnetic radiation: No matter what frequency of
radiation it absorbs (and it absorbs any frequency),
it re-emits a range of frequencies of radiation
whose intensities are a function only of the temper-
ature of the body. The theoretical explanation for
this fact is that the atoms in a black-body behave as
small harmonic oscillators. When radiation is ab-
sorbed, these oscillators vibrate, each with some
characteristic frequency.

Wilhelm Wien proposed that the energy den-
sity per unit frequency depends on frequency
f and temperature T according to the formula
u( f, T )¼ af 3 exp(�bf/T ), where a and b are empiri-
cally determined constants. Although Wien’s for-
mula agreed with the available data (which were
restricted to fairly high frequencies), its theoretical
basis was suspect.

At roughly the same time, Lord Rayleigh and
James Jeans showed that if classical statistical me-
chanics is applied to the oscillators in a black-body,
the resulting distribution is given by the formula
u( f, T ) ¼ 8pf 2kT, where k is the Boltzmann con-
stant. Clearly, the Rayleigh-Jeans formula diverges
fromWien’s in the range of high frequencies ( f� 1),
and so it disagrees with the empiricially observed
values for the radiation distribution. But things get
worse: the equipartition theorem of classical statis-
tical mechanics entails that the distribution of en-
ergy over frequencies would tend toward a uniform
distribution over the various degrees of freedom.
But the higher frequencies are associated (classical-
ly) with higher energies, and therefore the system
would tend toward an ‘‘ultraviolet catastrophe.’’

Experiments performed in 1900 by Lummer and
Pringsheim showed that Wien’s formula was inac-
curate for radiation at low frequencies. In order
to take account of this new data, Max Planck
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proposed the distribution u( f, T ) ¼ af 3[exp(bf/T )
�1]�1 that agrees approximately with Wien’s for-
mula in the case of high frequencies ( f � 1), and
with the Rayleigh-Jeans formula in the case of low
frequencies ( f � 1). Planck then supplied a theo-
retical derivation of his formula by assuming that
an oscillator of frequency f can have an energy
value only in the discrete set E ¼ hnf, where h is a
positive constant (now known as Planck’s constant)
and n ranges over the positive integers. (The con-
stant b in Planck’s formula turns out to equal h.)
Moreover, since there are fewer ways to distribute
energy among higher frequencies than among
lower frequencies, statistical considerations entail
that it is unlikely the energy would be concentrated
among the higher frequencies. Thus, the ultraviolet
catastrophe is avoided.

While Planck quantized the energy of the oscil-
lators in a black-body, he did not quantize the
energy of the electromagnetic field itself. It was
Einstein, in 1905, who took this more radical step.
(Kuhn [1978] argues that Planck did not intend to
introduce quantum discontinuity, and its origin is
properly traced to Einstein’s 1905 paper.) Einstein
noticed that for high frequencies, the formula for
the entropy of black-body radiation has the same
logarithmic volume dependence as the entropy of
an ideal gas. The latter dependence results directly
from the fact that the energy in an ideal gas is
localized in molecules. So, Einstein inferred the
same for high-frequency radiation, whose energy,
he proposed, could be treated thermodynamically
as if it is localized in units of hf (i.e., ‘‘light quan-
ta’’). He then went on to show that the light
quantum hypothesis explains phenomena such as
the photoelectric effect.

Bohr’s Atomic Theory

As of 1912, the best available model of the atom
was Rutherford’s solar system model, according to
which an atom consists of negatively charged par-
ticles (electrons) orbiting a dense nucleus of posi-
tive charge. However, Rutherford’s model had a
fatal defect: According to classical electrodynam-
ics, an orbiting electron will radiate at a constant
rate (proportional to the square of the magnitude
of its acceleration) and will thereby quickly decel-
erate. In fact, an orbiting electron would spiral into
the nucleus on the order of 10�10 seconds, which
would entail a radical instability of matter.

Meanwhile, it was also known that atoms emit-
ted characteristic frequencies of light when heated.
When the emitted light is passed through a
prism, the resulting frequencies of electromagnetic

radiation satisfy some rather simple arithmetical
relations. For example, the visible spectrum of
hydrogen is given by the Balmer series:

f ðmÞ ¼ R
1

22
� 1

m2

� �
; ð1Þ

where R is Rydberg’s constant (approximately
109,737.3 cm�1), and m is an integer greater than 2.
In a trilogy of papers in 1913, Niels Bohr pro-

posed a ‘‘quantized’’ version of Rutherford’s model
of the hydrogen atom. Bohr’s model not only
solved the stability problem of Rutherford’s
model, but also explained the observed spectrum.
Bohr’s model is based on two fundamental postu-
lates:

1. An atom has a discrete set of ‘stationary
states’ that correspond to constant values of
its total energy. In these stationary states, the
mechanical properties of the electrons, (e.g.,
the relations between the radius, orbital an-
gular momentum, and kinetic energy) are
governed by classical mechanics. However,
an atom does not emit radiation while in a
stationary state (in violation of classical elec-
trodynamics).

2. In certain circumstances, an atom will make a
transition from one stationary state to anoth-
er. But these transitions cannot be described
by classical mechanics. Rather, during the
transition the atom emits radiation of a single
frequency (i.e., corresponding to one spectral
line). If the energy of the initial state is E(n),
and the energy of the final state is E(m), then
the emitted radiation has frequency

f ðn;mÞ ¼ h�1½EðnÞ � EðmÞ�; ð2Þ
where h is Planck’s constant.
More concretely, Bohr determined that the ener-

gy of the nth stationary state is 2p2mee
4h�2n�2,

where me is the mass of the electron, and e is the
charge of the electron. It follows then from equa-
tion 2 that

f ð2;mÞ ¼ 2p2meeh
�3 1

22
� 1

m2

� �
: ð3Þ

If the known values for me, e, and h are plugged
in, then the leading coefficient 2p2meeh

�3 agrees
with the empirically ascertained value for the
Rydberg constant R. Thus, Bohr’s frequency for-
mula (equation 2) supplied a theoretical derivation
of the Balmer series. Bohr’s model also supplied an
accurate value for the ionization energy |E(1)| of
hydrogen (i.e., the energy needed to remove the
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electron to an infinite distance from the nucleus),
and for the diameter of the hydrogen atom in its
ground state. In summary, Bohr’s proposal was
hugely successful, and it placed the idea of quanti-
zation at the forefront of theoretical physics.

Quantum Conditions

Following Bohr’s quantization of the hydrogen
atom, several research groups began to pursue sim-
ilar lines of inquiry. Among these groups, Arnold
Sommerfeld and his collaborators in Munich are
especially noteworthy for their attempts to provide
a systematic and mathematically rigorous frame-
work for quantum theory.
Sommerfeld’s (1919) quantization recipe in-

volves two steps: First, describe the classically per-
missible motions of the system (i.e., those that
satisfy the appropriate dynamical laws). Then im-
pose ‘‘quantum conditions’’ to pick out a proper
subclass of permissible motions. In particular, since
the laws of classical Hamiltonian mechanics are
deterministic, each point in phase space lies on a
unique phase orbit—i.e., the set of points that can
be reached from that point by a classical trajectory.
The quantum conditions rule out all but a certain
subclass of trajectories. In particular, suppose
that a system is described by the canonical vari-
ables (q1, . . . , qk, p1, . . . , pk). Then the points on a
permissible phase orbit satisfy the k equationsH
pi (qi)dqi ¼ nih, where the ni are positive integers.

[The variables’ qi values are assumed to be periodic,
and the integral is taken over one period. For a
system with one degree of freedom, the functionH
p(q)dq evaluated at point x gives the area enclosed

by the phase orbit through x and has the units of
action (¼energy 
 time).] The number ni is called
the ‘‘quantum number’’ of the corresponding phase
orbit. Thus, each stationary state of a system with
k degrees of freedom is specified by a k-tuple of
quantum numbers.
For example, for an electron in a circular orbit

around a nucleus, the standard choice of canonical
variables are the angle q ¼y, and the orbital angu-
lar momentum p ¼ mr2(dy/dt). In this case,

H
p(q)dq

¼ (2p)p. Thus, the quantum condition requires that
the orbital angular momentum is an integral multi-
ple of h/2p. Combining this with the classical-
mechanical equation for the kinetic energy of the
orbiting electron entails that the energy of the sys-
tem is E(n) ¼ 2p2mee

4n�2h�2, where n is a positive
integer, in agreement with Bohr’s derivation of the
energy levels of the hydrogen atom.
In his original treatment of the hydrogen atom,

Bohr made the simplifying assumption that the

orbiting electron has one degree of freedom
(corresponding to the radius of its orbit). In the
more general treatment, a hydrogen atom is a sys-
tem with three degrees of freedom, which can be
given in spherical polar coordinates (r, y, f) for the
orbiting electron. In this case, a stationary state of
the atom is specified by three quantum numbers nr,
ny, nf. Alternatively, a stationary state can also be
specified by three numbers (n, k, m), where the
principal quantum number n ¼ nr þ ny þ nf
determines the energy; the azimuthal quantum
number k ¼ ny þ nf determines the total angular
momentum; and the magnetic quantum number
m ¼ nf determines the z-component of the angular
momentum.

Sommerfeld’s algorithm for quantization was
succesfully applied to atoms in which a single elec-
tron orbits a positively charged shell (i.e., ‘‘hydro-
genic’’ atoms). For example, by introducing the
magnetic quantum number, Sommerfeld and
Debye were able to explain the Zeeman effect, in
which an atom’s spectral lines separate into multi-
ple lines (‘‘multiplets’’) when it is placed in a mag-
netic field. However, the old quantum theory
proved inadequate in application to multielectron
atoms, even of the most simple sort (e.g., helium, in
which two electrons orbit the nucleus). In particu-
lar, the old quantum theory gave incorrect predic-
tions for the higher frequencies in the spectrum of
helium, and for the ionization potential of helium.
There were also a number of phenomena for which
the old quantum theory simply could not provide
any account—including the anomalous Zeeman
effect (in which multiplet spectral lines recombine
when the intensity of the magnetic field is
increased), and the appearance of doublets in the
spectrum of the alkali atoms. What is more, since
there is no mechanically stable configuration for
two (or more) electrons orbiting a single positively
charged nucleus, the idea that the mechanical prop-
erties of stationary states can be treated classically
could not be maintained. Indeed, it seemed that a
more radical revision of classical physics was need-
ed in order to supply a unified and empirically
adequate account of atomic phenomena.

Quantum Mechanics

In the mid-1920s, two powerful new formalisms
for quantum theory were introduced by Erwin
Schrödinger and Werner Heisenberg, respectively.
On the one hand, Schrödinger hoped to eliminate
discontinuous transitions between stationary states
by formulating a theory of ‘‘wave mechanics’’
in which a chargefield propagates through space
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according to a deterministic equation of motion.
On the other hand, Heisenberg wanted to reformu-
late quantum theory on the basis of observable
quantities (e.g., frequencies of spectral lines) and
to rid it of unobservables (e.g., electron trajec-
tories). The resulting formalism of noncommuting
observable quantities was called matrix mechanics.
For a short period of time, the existence of two
competing quantum theories caused significant ten-
sion within the physics community. However, it
was soon shown by von Neumann that there is a
mathematical isomorphism between the theories of
Schrödinger and Heisenberg. In fact, both theories
can be subsumed under the more general Hilbert
space formalism. In this formalism, states (or wave-
functions) are represented by vectors in a Hilbert
space, and physical quantities (or observables) are
represented by operators in this space.

The salient features of the Hilbert space formal-
ism can be illustrated by looking at the space V of
vectors in three-dimensional Euclidean space, i.e.,
arrows of variable length and direction with tails
fixed at the origin (0, 0, 0). (In actuality, Hilbert
spaces make use of complex numbers, but that
detail is not important here.) The space V is
equipped with two operations. First, for every vec-
tor v 2V and real number a, there is a vector av that
results from ‘‘stretching’’ v by the length a. (If a
is negative, then av points in the opposite direction
than v.) Second, if u and v are vectors in V, then the
vector u þ v is defined by the following operation:
Move the tail of the vector v along u, keeping their
relative angles fixed, until the tail of v lies on the
head of u; then, u þ v denotes the vector whose
head coincides with the head of the transported
vector. Let kvk denote the length of the vector v.

(Thus, if the head of v lies at the point (a, b, c),
then kvk¼ (a2 þ b2 þ c2)

1
2.) If u and v are vectors,

then their inner product is defined by

hu; vi :¼ kuk � kvk � cosy; ð4Þ
where y is the angle between u and v.

More generally, a Hilbert space H is a vector
space over the field of complex numbers C, with an
inner product h� , �i, and limit points for all of its
Cauchy sequences (i.e., any sequence fvng of vectors
that become arbitrarily ‘‘close’’ for large n). Vectors
u, v 2 H are said to be orthogonal if hu, vi ¼ 0. A
subsetW of vectors inH is called a subspace if when
u, v 2W and a 2 C, then av 2W and u þ v 2W. In
other words, a subspace of aHilbert space is a subset
that is itself a Hilbert space. In the case of R3, there
are two sorts of proper subspaces: Lines passing
through the origin (one-dimensional), and planes
passing through the origin (two-dimensional).

An operatorO on a Hilbert spaceH is a mapping
that transforms vectors to vectors and that pre-
serves linear relations. That is, O(v þ w) ¼ Ov þ
Ow and O(cv) ¼ c(Ov) for any vectors v, w and for
any complex number c. There is one special type of
operator on Hilbert space that is particularly im-
portant for quantum mechanics. Let W be a fixed
subspace ofH. Then for any vector v 2 V, there is a
unique closest vector EW v to v in W. (That is,
kEWv� vk � kw� vk for all w 2 W.) The vector
EW v is called the projection of v onto W; and the
mapping that takes v to EW v is called the projec-
tion operator onto W.
With this terminology in place, the ‘‘statistical

algorithm’’ of quantum mechanics can be formu-
lated as follows:

1. Assumption 1. Each quantum-mechanical
system is associated with a Hilbert space H,
and its pure states are represented by rays
(i.e., one-dimensional subspaces) in H.

2. Assumption 2. Experimental yes-no ques-
tions (e.g., ‘‘Is the second particle located in
the region D?’’) are represented by projection
operators on H.

3. Assumption 3. If the system is in state v, then
the probability that an experimental question
E will receive an affirmative answer is
Probv (E ) ¼ kEvk2.

The projection operators that correspond to a
single quantity are pairwise compatible—that is,
their operator product is commutative—which is
typically taken to mean that they can be measured
simultaneously. On the other hand, projections
corresponding to conjugate quantities (e.g., posi-
tion and momentum) do not commute with each
other.

Fig. 1. Vector space operations.
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Interpretations of Quantum Mechanics

Quantum mechanics and its descendant, quantum
field theory, have yielded empirical predictions of
unprecedented accuracy. However, quantum me-
chanics by itself does not supply any unconditional
statements about how things are when no measure-
ment is being performed. (As some philosophers
have put it, quantum mechanics supplies only
probabilities conditional upon certain measure-
ments being performed.) Thus, quantum mechanics
is analogous to an uninterpreted formal system,
and an interpretation of quantum mechanics
would supply a class of models that entail the
conditional probabilities of quantum mechanics
(Stein 1972).
It is often said that the primary obstacle to inter-

preting quantum mechanics is the superposition
principle, which says that any two quantum states
can be superposed to form another quantum state.
In particular, if u and v are state vectors, then
w¼ c1uþ c2v is a state vector (when jc1j2 þ jc2j2¼1),
called a superposition of u and v. The state w shows
different faces, depending on what measurements
are performed. On the one hand, if Eu and Ev are
measured, then w looks like an ignorance mixture
of u and v. In particular, in a long run of exp-
eriments performed on systems prepared in w, a
measurement of Eu will get a positive response in
(100
jc1j2)% of the trials, and a measurement of Ev

will get a positive response in (100 
 jc2j2)% of the
trials. On the other hand, a system prepared in state
w always gives a positive response toEw, and this is a
feature that no ignorance mixture of u and v can
have. In particular, systems whose states are either u
or vwill occasionallly give a negative response toEw,
and so an ensemble of systems in states u and v is
empirically discriminable from a system in state w.
The superposition principle is also the source of

the nonlocality in quantum mechanics (see Locali-
ty). In particular, suppose that v � w is a ‘‘conjunc-
tive’’ state of a pair of systems—that is, v � w is the
state in which the first system is in state v and the
second system is in statew. Suppose that x is another
state of the first system, and y is another state of
the second system. Then the superposition prin-
ciple entails that 2�

1
2(v1 � w1 þ v2 � w2) is a state

of the composite system. Since, however, this state
is not a simple conjunction of states of the compo-
nent systems, it is called an ‘‘entangled’’ state.
According to theorthodox(Dirac–vonNeumann)

interpretation of quantum mechanics, the property
represented by Ev is objectively indeterminate (i.e.,
neither possessed nor not possessed) when the sys-
tem is in a state w such that 0 < Probw(Ev) < 1.

More generally, the orthodox interpretation says
that a system possesses a property E only if its
state assigns probability 1 to E; and E is not pos-
sessed only if the state assigns probability 0 to E.
(This pair of conditions is often called the
eigenstate-eigenvalue link.) When neither of these
conditions hold, E is objectively indeterminate.

However, this objective indeterminacy never
manifests itself directly to observers. That is, in
any single case, an observer who checks for the
property E will find that it either is or is not pos-
sessed by the system. Thus, although E may initial-
ly be indeterminate, it becomes determinate
whenever it is measured. In order to accommodate
this fact, the orthodox interpretation claims that a
measurement of E forces the quantum state to
‘‘collapse’’ onto a state that is either completely in
the range or completely in the null space of E.

. Projection Postulate. If E is measured in state
v, and the outcome is positive, then the final
state is kEvk�1 Ev. If the outcome is negative,
then the final state is kv � Ev k�1(v � Ev).

(See Dirac 1958, 36; von Neumann 1932, Ch. 6).
In the absence of a measurement interaction, the
state of a quantum system changes deterministi-
cally, as dictated by the Schrödinger equation.
However, when 0 < Probv(E ) < 1, the projection
postulate permits two possible postmeasurement
quantum states. So, according to the orthodox
interpretation, there are two types of processes in
quantum mechanics: the deterministic process that
occurs in the absence of measurement, and the
indeterministic process that occurs as the result
of a measurement (see Quantum Measurement
Problem). Since quantum mechanics itself is some-
times (mistakenly) identified with its orthodox in-
terpretation, it has been claimed that quantum
mechanics is an inherently indeterministic theory
(see Determinism).

The orthodox interpretation of quantum me-
chanics has been criticized for many reasons, but
most severely for its claim that the standard rule for
dynamical evolution is suspended in measurement
processes. For one, there is no precise criterion for
distinguishing ‘‘measurement’’ interactions from
other physical interactions, and so invocations of
the projection postulate have to rely on imprecise
judgments (Bell 1990).

There are essentially three lines of response to
the standard criticisms of the orthodox interpreta-
tion. First, some claim that measurements are in
fact distinguished from ordinary interactions in that
they involve a nonphysical object, viz., the mind
of a conscious being (Wigner 1962). However, this
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solution has been rightly criticized as conceding the
incompleteness of the quantum-mechanical descrip-
tion of measurement. Second, some claim that the
standard dynamical law of quantum mechanics—
which is linear and deterministic—never holds
exactly, but is just an approximation of the true
dynamical law, which is stochastic and nonlinear
(Shimony 1993, I.4). It is hoped that this new
dynamical law would be able to explain the appear-
ance of a determinate macroworld by showing
that when systems similar to a human observer
(e.g., large, heavy) interact with microsystems,
then the former end up in states that can count as
having registered a definite outcome. This idea has
been taken quite seriously, and as a result, there are
now a number of worked-out theories of dynamical
wavefunction collapse (see e.g., Ghirardi, Rimini,
and Weber 1986). However, one should be clear
that these theories are replacements for, rather
than interpretations of, quantum mechanics. In
particular, these theories do not attempt to inter-
pret or explain microscopic superpositions. Fur-
thermore, while these theories are in principle
empirically distinguishable from standard quantum
mechanics, the experiments that could decide be-
tween them would be extremely difficult to carry
out in practice.

Finally, the third response to the problems with
the orthodox interpretation is to reject the projec-
tion postulate altogether. Thus, according to ‘‘no
collapse’’ interpretations, quantum mechanics ap-
plies universally to all physical systems, and since
measurements do have outcomes, the eigenstate-
eigenvalue link must fail. There are essentially two
types of no-collapse interpretation. On the one
hand, some no-collapse interpretations claim that
measurements do not have unique outcomes, ap-
pearances notwithstanding. For example, Everett’s
relative state interpretation (Barrett 2001) and
Kochen’s relational interpretation (Kochen 1985)
both deny that a successful measurement has a
single outcome. On the other hand, those no-
collapse interpretations that maintain the unique-
ness of observed measurement outcomes postulate
‘‘hidden variables’’ in order to account for these
outcomes.

Hidden Variables

As noted previously, quantum mechanics predicts
that there are measurements in which the state of
the system does not uniquely fix an outcome. Thus,
if the quantum-mechanical state provides a com-
plete physical description, then there are some
facts, viz., that one measurement outcome obtains

rather than another, that simply have no physical
explanation.
Einstein maintained throughout his career that

the quantum-mechanical description should be
considered incomplete and that physicists should
be searching for a more fundamental theory that
will underwrite its statistical predictions. In con-
trast to Einstein, Bohr maintained that the quan-
tum-mechanical description is complete. Einstein
and Bohr had a long series of debates over this
question, leading eventually to Einstein’s famous
proposal of the Einstein-Podolsky-Rosen thought
experiment (Bohr 1949).
The question of whether quantum mechanics

could be supplemented with hidden variables was
given amathematical formulation by vonNeumann
(1932). In particular, he asked whether it is mathe-
matically possible to enlarge the space of quantum-
mechanical states so as to include states (analogous
to points in phase space) that determine the
answers to all experimental questions. Of course,
if nothing further is required of these hypothetical
completed states than that they map the projection
operators into {0, 1}, then it is trivially true that
such completed states exist. However, in order for
the completed states to have some explanatory
power, the values they assign to operators should
refiect the algebraic relations of these operators
(since these commutation relations are supposed
to have some physical significance). For example,
for any pair of orthogonal projections, a state
should assign 1 to at most one of the two.
Von Neumann formulated his requirement on

hidden variables in terms of expectation values.
He claimed that if A and B are operators (repre-
senting physical observables), then the hidden state
should assign the operator A þ B the sum of the
expectation values that it assigns to A and B. (Of
course, the expectation values of quantum states
satisfy this requirement.) He then proved a repre-
sentation theorem that shows that any such state
(at least in the pure case) is represented by a ray in
Hilbert space. Thus, there are no ‘‘hidden’’ states.
Von Neumann (1932) concluded that

it is therefore not, as is often assumed, a question of a
reinterpretation of quantum mechanics,—the present
system of quantum mechanics would have to be objec-
tively false in order that another description of the ele-
mentary process than the statistical one be possible.
(325)

John S. Bell (1966) was the first to point out
explicitly that von Neumann’s linearity require-
ment may be too stringent. Nonetheless, Bell him-
self went on to show that von Neumann’s result
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goes through—aside from the exceptional case
where the state space is two-dimensional—even
with a weakened version of the linearity assump-
tion (the result was proved independently by
Kochen and Specker [1967]). In particular, a
hidden state is said to be partial-linear just in case
it is linear with respect to simultaneously mea-
surable observables. Bell then pointed out that it
follows from Gleason’s representation theorem,
according to which all pure probability measures
on the lattice of subspaces of a Hilbert space H are
represented by rays in H, that all partial-linear
states are represented by rays in H. Thus, if physi-
cal states must be represented by partial-linear
functionals, then there are no hidden states.
Bell pointed out, however, that even the strength-

ened result has a loophole, because it assumes that
hidden states are noncontextual—i.e., that proposi-
tions about systems have a truth value simpliciter,
independent of contextual features (such as which
measurements are being performed on distant sys-
tems). For example, suppose that E, F1, and F2 are
projections such that E is jointly measurable
with either F1 or F2, while F1 and F2 cannot be
measured simultaneously. Now, the Bell-Kochen-
Specker theorem assumes that a hidden state assigns
a value (either 0 or 1) to E without any reference to
whether F1 or F2 is measured along with E. But this
can be denied; indeed, it is precisely by employ-
ing contextual value assignments that Bohm’s
hidden variable theory escapes the conclusion of
the Bell-Kochen-Specker theorem.

The de Broglie–Bohm Theory

In his 1924 Ph.D. dissertation, Louis de Broglie
proposed that for each type of physical particle
(e.g., photon, electron), there is a corresponding
type of wavefield that guides the particle’s motion.
In particular, de Broglie proposed that the equation
p ¼ h/l supplies the link between the momentum
(p) of a particle and the wavelength (l) of the
corresponding wave. Although de Broglie’s idea
received some confirmation through the discovery
of diffraction effects with electrons, it was soon
squashed by the then-dominant orthodox inter-
pretation of quantum mechanics. In 1952, David
Bohm independently rediscovered de Broglie’s idea
and developed it into a full-blown (empirically
equivalent) alternative to quantum mechanics.
According to Bohm’s theory, the quantum state c
plays two roles: Its squared modulus jcj2 gives a
classical probability distribution over particle posi-
tions, and the gradient of its phase defines a field

that guides the trajectories of individual particles.
The resulting dynamics of individual processes is
completely deterministic; the apparent randomness
and indeterminism of quantum mechanics can be
shown to follow from the impossibility of keeping
track of the trajectories of individual particles.

The Bohmian probability distribution over par-
ticle positions reproduces the distribution that the
quantum state assigns to the position observable Q.
Thus, Bohm’s theory can be thought of as the
(unique) hidden variable theory, in which Q always
has a definite value, regardless of the quantum state
(see Bub and Clifton 1996). Moreover, Bohmians
claim that operators that do not commute with Q
do not represent genuine physical quantities, and
purported measurements of these quantities can be
interpreted as complicated position measurements
(cf. Dürr, Goldstein, and Zanghı̀ 1996).

Bohm’s theory provides an explicit counterex-
ample to any attempt to prove the impossibility of
hidden variables. It also shows that quantum me-
chanics does not logically entail indeterminism. But
critics are quick to point out that Bohm’s theory
has its own share of counterintuitive consequences.
For one, it undermines the traditional understand-
ing of space-time structure: there are no inertial
trajectories of particles, and the nonlocal depen-
dence of the values of hidden variables on measure-
ment contexts violates the spirit, if not the letter, of
special relativity. Nonetheless, some claim that
quantum mechanics by itself is non-local, and so
non-locality cannot be thought of as a peculiar
drawback of Bohm’s theory (Albert 1992; Maudlin
2002). But this position is by no means unanimous,
and the debate over the locality issue continues (see
Locality).

It has also been claimed that Bohm’s theory is
inconsistent with the principle of faithful measure-
ment—that is, that the outcomes of measurements
reflect the values that quantities possessed prior to
measurement. (However, Bohmians will reply that
this result is not surprising, since these unfaithful
measurements are of pseudoquantities.) Finally, it
has been claimed that Bohm’s theory arbitrarily
privileges position over momentum (which play
symmetric roles in the canonical commutation rela-
tions). In fact, it has been claimed that one could
formulate an alternative Bohmlike interpretation in
which momentum is always definite (Stone 1994).
However, Bohmians are likely to claim that there
are good philosophical and physical reasons for
privileging position over momentum (e.g., interac-
tion terms in a system’s Hamiltonian are typically
functions of position and not of momentum).
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Modal Interpretations: Dieks and van Fraassen

LetM be a measuring device, and letO be an object
system. The state space of the composite system
M þ O is represented by the tensor product
V1 � V2 of the state spaces of M and O (see
Locality). A postmeasurement state v of M þ O
will typically be entangled, in which case there is no
property that O possesses with probability 1. Thus,
the orthodox interpretation (which maintains the
eigenstate-eigenvalue link) invokes the projection
postulate to change the entangled state v into a
product state.

Modal intepretations attempt to give a rule for
picking out the definite properties of O without
collapsing the postmeasurement state. The key
move made by these interpretations is to make a
distinction between the ‘‘dynamical state’’ of the
composite M þ O (i.e., the state that changes de-
terministically, as if no special measurement pro-
cess occurred), and the ‘‘value state’’ of the object
system O (i.e., the state that determines the ob-
served outcomes of a measurement of O). Accord-
ing to the biorthogonal decomposition theorem, for
any state v of M þ O, there is a set {y1, . . . ,yn} of
unit-length vectors in V2, and coefficients li (all
between 0 and 1) such that

ProbvðEÞ ¼
Xn
i¼1

li Prob
yiðEÞ; ð5Þ

for all experimental questions pertaining to the
object system. So, ignoring the measuring appara-
tus M, the state v looks just like an ignorance
mixture of {y1, . . . , yn}. According to Dieks’s
modal interpretation, the value state of O is some
yi (which one obtains is not determined by the
dynamical state), and in this case the real properties
are those represented by projection operators that
are compatible with Eyi. According to van Fraas-
sen’s modal interpretation, the value state of O can
be any state x that is ‘‘possible relative to v’’ (i.e.,
not orthogonal to all of the yi), and in this case the
real properties of O are those compatible with Ex.
In both cases, the set of real properties is con-
strained in some way by the quantum state and
typically has different members at different times.

One argument put forward in favor of modal
interpretations is that they solve the measurement
problem by means of a ‘‘minimal’’ revision of stan-
dard quantum mechanics (without the projection
postulate). However, it has also been argued that
these interpretations do not provide a general solu-
tion to the measurement problem (Albert 1992,
appendix). (For a summary of these debates, see

Vermaas 1999, chap. 10.) In terms of being a mini-
mal revision of standard quantum mechanics, it
can be shown that the set of real properties in
Dieks’s modal interpretations is definable in terms
of the quantum state alone (Clifton 1995; Vermaas
1999). Thus, modal interpretations do not need to
invoke extraneous philosophical arguments for
privileging certain properties over others—in con-
trast to Bohm’s claim that position is privileged,
and to Bohr’s claim that the measured observable is
privileged. However, modal interpretations have
also been criticized for not providing a plausible
dynamics for their hidden states. On the one hand,
some modal interpreters (e.g., van Fraassen 1997)
reply that a satisfactory interpretation of quantum
mechanics does not need to supply dynamics for its
hidden states. On the other hand, attempts to work
out explicit dynamics for the hidden states have
yielded some unpleasant results (Vermaas 1999;
Dickson and Clifton 1998).

Bohr’s Complementarity Interpretation

According to Niels Bohr’s complementarity inter-
pretation of quantum mechanics (see Complemen-
tarity), it is appropriate to speak about different
quantities in different ‘‘measurement contexts.’’ In
particular, there are contexts in which it is appro-
priate to speak of an ensemble of particles with
definite positions; and there are contexts in which
it is appropriate to speak of an isolated system that
is subject to dynamical conservation laws; but there
is no single context in which it would be appro-
priate to employ both of these modes of descrip-
tion, which are complementary. Thus, to a first
approximation, Bohr’s interpretation can be seen
as the (unique) nocollapse interpretation in which
the measured observable R is always determinate
(see Bub and Clifton 1996). Note, however, that in
this interpretation, the set of real properties is not
fixed by the quantum state (as in Dieks’s modal
interpretation), nor does it remain invariant (as in
Bohm’s interpretation). But what then determines
which quantity it would be appropriate to speak
about? Is the preferred determinate observable
picked out by something physical (e.g., the Hamil-
tonian of the measurement interaction), or does it
correspond merely to a perspective from which the
object is viewed?

Other Interpretations

There are many other interpretations of quantum
mechanics besides those previously mentioned.
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Three of the most prominent are Everett’s relative
state interpretation (and its numerous philosophical
spawn; see Barrett 2001), the consistent histories
interpretation (see Griffiths 2001), and relational
interpretations (see Mermin 1998; Rovelli 1996).
The first two of these interpretations have been gain-
ing ground recently among quantum cosmologists
who argue that an observer-independent interpreta-
tion of quantum theory is needed in order to apply
quantum mechanics to the universe as a whole.

Conclusion

Much of the landscape of contemporary philoso-
phy of science has been shaped in some way or
other by issues that arise in the foundations of
quantum mechanics. Conversely, attitudes toward
the interpretation of quantum mechanics refiect
trends in the general philosophy of science. In par-
ticular, while many early attempts to interpret
quantum mechanics (e.g., by members of Bohr’s
institute in Copenhagen) had operationalist over-
tones, more recent efforts have focused on develop-
ing ‘‘realistic’’ interpretations.Whether any of these
realistic interpretations is adequate and plausible
remains a matter of debate.

HANS HALVORSON

The author acknowledges the helpful input of John
Norton, University of Pittsburgh.
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WILLARD VAN QUINE

(25 June 1908–25 December 2000)

Willard Van Quine was born in Akron, Ohio, and
died in Boston, Massachusetts. He took an under-
graduate degree in mathematics from Oberlin Col-
lege in 1930. In 1932, he completed a Ph.D. at
Harvard University with a dissertation in logic
that generalized and simplified a portion of White-
head and Russell’s Principia Mathematica. From
1932–1933, traveling on a fellowship in Europe,
Quine spent five months in Vienna, where he
attended meetings of the Vienna Circle and met
such notables as Schlick, Waismann, Gödel, Hahn,
Reichenbach, and Ayer (see Vienna Circle). Six
weeks in Prague brought the beginning of the
famous personal and professional relationship be-
tween Quine and Rudolf Carnap (see Carnap,
Rudolf ). Quine then studied logic with Tarski,
Leśniewski, and Łukasiewicz while in Warsaw for
six weeks. In 1936, following three years as an inau-
gural JuniorFellowatHarvard,Quine tooka faculty
position at Harvard, teaching there (but for his ser-
vice in theUnited StatesNavy duringWorldWar II)
until his retirement in 1978. Quine published prolifi-
cally throughouthis careeruntil theyearofhisdeath.

Quine emerges from a tradition within analytic
philosophy that has been called scientific philoso-
phy. This tradition is characterized by a concern for
the epistemology and ontology of science, logic, and
mathematics; the exploitation of developments in
logic and set theory; and an antipathy toward spec-
ulative metaphysics (Hylton 2001). In particular,
Quine’s work is best understood against the back-
drop of Vienna Circle logical empiricism, especially
the work of Carnap. Allowing for some necessary
simplification, the logical empiricists were con-
cerned to portray science as a unified system of
knowledge, including not only logico-mathematical
knowledge and the so-called hard sciences, but also
psychology, sociology, and history (see Logical
Empiricism). While the positivist conception of sci-
ence was broader than typically portrayed, it is, of
course, not the case that every claim of every disci-
pline qualified as scientific. To so qualify, a claim
or statement had to pass a test of cognitive signifi-
cance by being either analytic (true solely in virtue

of the meanings of constituent terms) or synthetic
(empirically confirmable or disconfirmable) (see
Cognitive Significance). Any claim that was neither
analytic nor synthetic was considered cognitively
meaningless, thus unscientific.
This conception of the analytic and the synthetic

served a number of interrelated ends in the logical
empiricist program. First, the claim that the truths
of logic and mathematics are analytic provides an
empirically respectable account of the supposed
a priori status of logico-mathematical knowledge.
The relevant claims are true in virtue of meaning
alone, so no particular state of the world is rele-
vant, and thus no appeal to observation is relevant.
Yet neither is an appeal to special intuition
or nonempirical realms required—understanding
of the language is the key justifying component of
such knowledge.
Second, the empiricist characterization of syn-

thetic claims was central to providing an account
of the unity of the a posteriori portion of science. In
the early days it was thought that every synthetic
claim would strictly reduce to (translate into) some
claim in a basic observational language. This lan-
guage would include vocabulary sufficient for
logic, set theory, and some form of observational
claim. The exact nature of the observational claims
was much debated, even after strict reductionism
had been abandoned. If feasible, this would show
that all genuinely synthetic claims are ultimately
about possible or actual observations. But strict
verificationist reducibility of theoretical claims to
observational claims is not to be had (see Reduc-
tionism; Verifiability). The required relation had to
be loosened to some form of implication of obser-
vational claims by the theoretical (Carnap 1936 –
1937). In any case, the requirement that synthetic
claims must be related to observable circumstances
in ways to be made clear through logical analysis
supports the notion of the unity of science (see
Unity and Disunity of Science)—for every nonana-
lytic claim would bear the same (type of ) relation
to observational claims, and the process of confir-
mation would be fundamentally the same. Thus,
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with no fundamental epistemological or ontologi-
cal distinctions made among synthetic claims, no
fundamental distinctions of methodology or ontol-
ogy were made among the sciences. Whether one
is considering physics, psychology, sociology, or
whatever else, to be scientific, the claims of the
discipline had to be either analytic or synthetic.
Third, in this understanding of legitimate theoriz-

ing, much traditional philosophy was to be swept
aside as unscientific. One might wield the require-
ment of cognitive significance like a scythe—cutting
down any claim that failed to be either clearly ana-
lytic or clearly synthetic, thereby eliminating a host
of metaphysical claims and problems. Or one might
take a more considered, clinical approach, as
Carnap did. Many traditional philosophical dis-
putes (idealism versus realism, for example) were
seen as pseudoproblems—situations in which what
appear to be contradictory claims regardingmatters
of fact are, according to Carnap, more fruitfully
viewed as disagreements over which language (lin-
guistic framework) should be adopted. Since adop-
tion of a language is logically prior to the process of
meaningful inquiry, nothing decidable by inquiry
(that is, no matter of fact) is at issue. Rather it is a
question of which language to adopt for the pur-
poses of inquiry, and competing proposals can be
assessed only on pragmatic (and, so, for Carnap,
nonfactual) grounds. Thus, what traditionally
would be taken as a deep dispute requiring meta-
physical inquiry is cast by Carnap as a question not
of truth, but of methodological and linguistic effica-
cy. Provided a proponent is clear about the structure
of the language, tolerance reigns when considering
the very loosely constrained questions of how
perspicuous, simple, and fruitful the proposed
framework might eventually prove.
While this view substantially deflates the status

of philosophy as queen of the sciences, it does not
completely relegate her to the position of intellec-
tual handmaiden. The logical empiricists main-
tained a role for philosophy in the use of logic, set
theory, and mathematics to analyze, clarify, and
simplify the ground, structure, and results of empi-
rical theorizing. Since those disciplines were under-
stood to be analytic, philosophy itself is understood
to be analytic (or the pragmatic investigation of
analytic frameworks) and is not expected to make
synthetic claims, or produce knowledge—such is
the job of (and only of ) unified science. Rather,
philosophy is an a priori discipline of linguistic and
conceptual analysis, maintaining a status indepen-
dent of and methodologically distinct from
empirical science. Far from playing a passive or
merely organizing part, however, the analytic

work of philosophy was projected to play a sig-
nificant role in the advance of knowledge by
illuminating the epistemology of science and help-
ing to diagnose, cure, and prevent outbreaks of
pseudoproblems.

Quine emerges from this tradition and inherits its
concerns, but in rejecting the analytic/synthetic
distinction he radically transforms the manner
in which they are addressed. The conception of
analyticity was central to the logical empiricists’
semantics, epistemology, and dismissal of meta-
physics; moreover, it marked the frontier between
science and what remained of philosophical inqui-
ry. In place of the picture sketched above, Quine
offers a holistic semantics and epistemology that
allows for only a difference of degree (not type)
between so-called analytic and synthetic sentences.
All meaningful sentences (including those of logic
and mathematics) have at least remote observa-
tional import, not when taken individually, but
only insofar as they are part of a set of claims (up
to the whole of science) having observational impli-
cations. Quine’s rejection of analyticity and the
holistic epistemology and semantics anchor his nat-
uralism—a view of science and philosophy as fun-
damentally similar in subject and method, differing
only in degree of contact with empirical considera-
tions. Mathematics and logic are viewed, not as
analytic a priori, but as central strands of ongoing
theorizing, thus participating in the empirical con-
tent of the whole theory. Philosophy and science
(and ‘‘common sense’’) are on a continuum. In a
sense, philosophy becomes science—though, as will
be shown, this is a misleading turn of phrase.

Although Quine’s importance is little disputed,
there is much disagreement over the success and
exact import of his rejection of analyticity and
transformation of logical positivism and philoso-
phy. Critical views of Quine range from those who
aim to reject semantic holism (Fodor and Lepore
1992) and/or defend some form of the analytic/
synthetic distinction (Boghossian 1997; Grice and
Strawson 1956; Katz 1966) to those who read
Quine as the revolutionary who could not, himself,
see the full implications of his break with tradition
(Rorty 2001). These disputes will be important at
various points in this essay.

Two Dogmas, Analyticity, and Philosophy

Two Dogmas of Empiricism (Quine [1951] 1980) is
often looked to as the decisive moment in Quine’s
rejection of analyticity, and, indeed, as a (if not the)
decisive moment in the development of twentieth-
century analytic philosophy. Rorty (2001), with
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typical enthusiasm, hails it as the most important
article of the century and writes that it ‘‘rocked the
audience back on its heels.’’ Such folkloric status is
enhanced by its appearance right at the midpoint
of the century—Quine presented the paper in
December 1950 to the American Philosophical
Association in Toronto, and it was published in
Philosophical Review in January 1951—dividing
the calendar perfectly. The date of Quine’s death,
moreover, nearly perfectly marks the silver anni-
versary of Two Dogmas. Yet, while it does contain
the famous arguments against analyticity and the
striking initial pronouncement of Quine’s holism,
and has been discussed and translated perhaps
more than any other English-language article in
philosophy, Two Dogmas must not be considered
in isolation from its surrounding works. It consti-
tutes only a part of Quine’s attack on analyticity,
and, in truth, contains only a sketchy statement of
his metaphysical and epistemological views. Thus,
a discussion of the article can be a starting point,
but by no means an endpoint.

Quine opens Two Dogmas by proposing to ex-
amine the notion of analyticity (that certain truths
are true in virtue of meaning and independently
of fact) and the notion of reductionism (that each
meaningful sentence is equivalent to some claim
in an observational language). The ensuing crit-
icisms strike at the center of the logical empiri-
cist conceptions of science, the a priori, and
philosophy.

Quine divides supposedly analytic truths into
two classes: the logical truths and those that can
be transformed into logical truths by appropriate
substitution of synonyms (whether this classifica-
tion exhausts the supposed analytic truths has been
questioned; see, e.g., Boghossian 1997; Katz 1966).
Quine proposes initially to take the first class for
granted and focus on the second class of analytic
sentences. Thus, Two Dogmas has very little explicit
discussion of logical truths, even though his criti-
cisms of the analyticity of logic are more fun-
damental than much of what goes on in Two
Dogmas—this issue will resurface in greater detail
further on. Since Quine focuses on statements that
can supposedly be transformed into logical truths
by appropriate substitution of synonyms, the initial
problem is to gain a relevant understanding of
synonymy, or sameness of meaning.

Definition is surveyed and rejected as helpful in
explicating synonymy—for, Quine argues, defini-
tions either depend on preexisting synonymies,
thereby failing to explain them generally, or are
explicit introductions of notational variants, again
failing to explain the synonymy relation generally.

Next, Quine considers the condition of inter-
changeability salva veritate: Two terms are synon-
ymous if they can be interchanged in all contexts
without change of truth value. The problem Quine
finds is that in order to secure a relation stronger
than mere coextension, one must either include a
necessity operator in the language or modify the
interchangeability requirement from preservation
of truth value to preservation of analyticity. The
latter is a nonstarter, as analyticity is what wants
explanation. The former, though less obviously, is
equally a nonstarter according to Quine. The only
way he sees to make sense of a necessity operator is
essentially to presuppose an understanding of ana-
lyticity; thus, again, one must presuppose what
wants explaining. Quine concludes that explaining
analyticity by way of synonymy fails.
Quine next considers an attempt to define analyt-

icity directly, at least for artificial languages, via
semantical rules. His complaint here is that while
there are various ways of distinguishing a subset of
the truths of some artificial language L and label-
ing them ‘‘analytic for L,’’ this provides no under-
standing of what ‘‘analytic’’ means generally, for
there is no indication of how this would generalize
across languages (‘‘S is analytic for L’’ with vari-
able S and L), nor is there any indication of how
the specific notion of analytic for L relates to the
notion of analyticity for natural languages. Even if
there were a specification of ‘‘analytic for L’’ that
captured intuitions concerning natural language
analyticities, no clarity would be gained, for the
attempt to explain the natural language case was
abandoned in hopes that an appeal to artificial
languages would be more illuminating (though
more on this below). As an alternate approach,
the analytic truths of L might be specified by ap-
peal to the semantical rules of L (for analyticity is
supposed to have something to do with meaning
relations). Then ‘‘S is analytic for L’’ (for variable
S and L) becomes ‘‘S is true in virtue of the seman-
tical rules for L.’’ But, of course, ‘‘semantical rules
for L’’ wants explaining in a general way, for any
recursive specification of a set of truths of L could
be labeled as semantical rules. Again, the proposal
gives no way of identifying what the rules or ana-
lytic truths of one language supposedly have in
common with those of other languages, no way of
explaining a general notion of analyticity. Quine
(1980, 37) concludes that belief in analyticity is an
‘‘unempirical dogma.’’
Quine then discusses reductionist verification-

ism. If, as the reductionist view claims, each mean-
ingful statement could be translated into some
statement in a logico-observational language, then
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there would be an eminently clear criterion of state-
ment synonymy (translating into the same observa-
tional claim), from which a criterion of term
synonymy could be derived. This understanding
of synonymy would then yield an understanding
of analyticity. This strict form of semantic reduc-
tionism had already been discredited by the date of
Two Dogmas, but Quine claims that the notion that
a sentence has a specifiable content independently
of other sentences still survives in the doctrine of
analyticity. That doctrine encourages the idea that
each sentence has a clearly specifiable content,
while the idea of specifiable sentential content
(left over from strict reductionism) encourages the
idea that some sentences lack empirical content,
that what content they have is not at all empirical
but purely a question of meaning relations. Thus,
discrediting the notion of specifiable sentential con-
tent discredits the notion of analyticity, for Quine
sees the two as inextricably linked. Moreover, by
underlining the failure of strict reductionism and
extending its moral to the then current doctrines
concerning the empirical content of supposedly
synthetic claims, Quine is criticizing both sides of
the logical empiricists’ conception of the analytic/
synthetic distinction.
In place of the notion of specifiable sentential

content, Quine offers an early version of his seman-
tic and epistemic holism. There is a strong remnant
of logical empiricist verificationism here—Quine
(1980) continues to countenance the notion of em-
pirical content, but not of sentences taken individ-
ually: ‘‘The unit of empirical significance is the
whole of science’’ (42). Following Duhem and
Neurath (see Neurath, Otto; Duhem Thesis),
Quine emphasizes the holistic nature of theory.
Since no hypothesis has observational implications
independently of a host of auxiliary hypotheses,
there is, for Quine, no sense in which any theoreti-
cal claim is meaningful independently of the theory
in which it is embedded. Moreover, since only a
conjunction of hypotheses has observational im-
plications, a failed prediction falsifies not a spe-
cific hypothesis, but a conjunction of hypotheses.
Where the theory should be modified in order to
defuse the implication and maintain consistency is
underdetermined by the evidence. The falsification
determines only that one or more of the conjuncts
must be rejected or changed, but nothing deter-
mines which. On the basis of this underdetermina-
tion Quine claims that in the face of failed
prediction, any sentence may, in principle, be main-
tained by making the necessary adjustments else-
where in the theory. Conversely, any sentence may
be revised, again, so long as the concomitant

adjustments are made elsewhere. Quine even coun-
tenances the possibility of rejecting logical or math-
ematical laws in order to defuse the inference. All
that is necessary, initially, is to block the inference
leading to the false predictions. If rejection of a law
of logic or mathematical claim will defuse the in-
ference, then such an avenue is open. Since logic
alone cannot determine how a theory must be re-
vised, Quine claimed that pragmatic considerations
(including conservatism and simplicity) figure into
the choices made. Again, this follows Neurath’s
emphasis on the role of pragmatic concerns in the-
orizing. Neurath’s conception of those concerns,
however, was much broader than Quine’s—for
Neurath included social, economic, and political
issues among the relevant considerations (Neurath
1983).

This latter claim of radical revisability is often
taken as a further argument against the analytic/
synthetic distinction, especially given the linkage of
analyticity to apriority. For, if analyticity and apri-
ority coincide (as the logical empiricists would have
it) and if a priori claims are unrevisable (as is,
perhaps, intuitive), then radical revisability would
imply that there are no a priori truths, and so no
analytic truths. Such a reading is encouraged by the
opening of a famous paragraph of Two Dogmas.
Quine (1980) has been discussing holism:

If this view is right, it is misleading to speak of the
empirical content of an individual statement—especially
if it is a statement at all remote from the periphery of the
field. Furthermore it becomes folly to seek a boundary
between synthetic statements, which hold contingently
on experience, and analytic statements, which hold
come what may. Any statement can be held true
come what may, if we wish to make drastic enough
adjustments elsewhere in the system. Even a statement
close to the periphery can be held true in the face of
recalcitrant experience by pleading hallucination or by
amending certain statements of the kind called logical
laws. Conversely, by the same token, no statement is
immune to revision. Revision even of the logical law of
excluded middle has been proposed as a means of
simplifying quantum mechanics; and what difference
is there in principle between such a shift and the
shift whereby Kepler superseded Ptolemy, or Einstein
Newton, or Darwin Aristotle? (43) (emphasis added)

The first italicized portion suggests that Quine is
appealing to mere revisability in his rejection of the
analytic/synthetic distinction. But this common in-
terpretation fails to account for the final lines of the
paragraph and to take into account the views of
Carnap, the main target of Quine’s criticisms.
Unrevisability was no part of Carnap’s view of
analyticity. Indeed, a central pillar of Carnap’s

QUINE, WILLARD VAN

662



view was that competing analytic frameworks
could be chosen or revised based on pragmatic
considerations and that such changes are in princi-
ple different from changes made in the synthetic
portions of theory. This is the heart of Carnap’s
deflation of metaphysics and the notion of the
constitutive a priori. If Quine is appealing only to
the revisability of supposed analytic claims, then
this criticism flies wide of Carnap’s conception.
Thus, there must be more going on in the preceding
paragraph, and it occurs in the final lines. Quine is
appealing not just to revisability, but to there
being no principled difference between the revision
of supposedly analytic claims (e.g., logical laws)
and supposedly synthetic claims (e.g., that planets
move only in perfect circles).

The point for Quine is that any revision made to
the overall theory is supposed to improve its fit
with sense experience while maintaining as much
simplicity and usability as possible. This is just
what a theory is for Quine—a linguistic construct
facilitating interaction with—and understanding
of—the world, constrained by predictive test and
pragmatic considerations of simplicity and efficacy.
There is no difference of type in the considerations
that might lead to the revision of a law of logic and
those that might lead to the revision of a so-called
synthetic claim. Rather, there are only differences
of degree—a difference in how directly linked to
observations a claim is, and a difference in the
amount of readjustment a revision would require
in the rest of the theory. The natural (and pragmat-
ic) tendency toward conservatism and simplicity
inclines theoreticians away from revising logic
and mathematics and toward revising claims
more closely linked to observation. Given this
conservatism, revision of the more fundamental
portions of theory (mathematics, logic, ontology),
though always an option, will be considered only
when either prediction meets with gross and ex-
tended failure in some domain, or some important
and widespread gain of theoretical simplicity is in
the offing (or both). Despite this difference in de-
gree, and despite the difference in intellectual focus
it occasions when revising theory, every decision to
revise or accept a theory is a question not of this or
that specific hypothesis, but of the whole theory.
And any such decision is constrained by a combi-
nation of pragmatic and empirical considerations.
Hence, for Quine, there is no difference of the kind
Carnap conceived—no distinction between kinds
of revision, between the analytic and the synthetic,
between the purely pragmatic and the fully
factual. Thus, setting aside some qualifications to
be addressed below, Quine’s holism and radical

revisability do generate a further argument against
analyticity. But it is the lack of a principled differ-
ence in kind of revision, not mere revisability itself,
which is operative.
Finally, having rejected reductionism in favor of

holism regarding empirical content, there is no
need for analyticity as a special explanation for
the supposedly nonempirical, a priori claims of
logic and mathematics. Despite being linked to
observation only remotely, logic and mathematics
participate in the empirical content of the whole
system, for they are ubiquitous in and essential to
the inference of observational consequences from
sets of hypotheses. The apparent unrevisability,
apriority, and necessity of logic and mathematics
are explained via the unwillingness to revise such
central strands of theory and the usual availability
of simpler revisions.
Note that despite how Quine opens Two

Dogmas, holistic considerations do address the
analyticity of logic (the first class of analytic
claims). Indeed, the arguments against the semantic
rule conception also address the analyticity of
logic, though this may not be entirely transparent
while reading Two Dogmas. But the full-fledged
attack on the analyticity of logic and math occurs
in Truth by Convention (Quine [1936] 1976a) and
Carnap and Logical Truth (Quine [1960] 1976b).
It is in these pieces straddling Two Dogmas that

some heavy work is done in attempting to disman-
tle Carnap’s conception of analyticity. Indeed, it
has been argued (most recently by O’Grady [1999]
and George [2000], but see also Gregory [2003])
that Two Dogmas actually does very little to dam-
age Carnap’s conception of analyticity and the use
to which he puts it. The main problem is that
Carnap was not, ultimately, interested in explain-
ing and grounding an analyticity distinction appli-
cable to natural language, nor was he interested
in a general definition of analyticity applicable
across artificial languages. As Carnap ([1952]
1990) notes, all he himself is after is a formally
articulated distinction within an artificial language
that, to some extent, though by no means perfectly,
captures intuitions regarding analyticity and that,
more importantly, clearly delineates framework
commitments from theoretical commitments. This
is consonant with Carnap’s overall metaphysical
deflationism and his view of philosophy as a disci-
pline of linguistic analysis aimed at clarifying and
examining analytic frameworks. In order to con-
tribute to the advance of knowledge by helping to
diagnose, cure, and prevent outbreaks of pseudo-
problems, a concept of analyticity may not need to
be grounded in natural language or generalizable
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across artificial languages. All that ‘‘analytic for
L0’’ need do, it seems, is adequately formalize and
identify those sentences taken to be most funda-
mental to whatever theoretical conception is under
examination. If ‘‘analytic for L1’’ does the same for
an alternate theoretical conception, then sufficient
clarity has been gained for pragmatic issues of
framework choice to be considered. If this view of
Carnap’s program is correct, then Quine’s criti-
cisms of analyticity for artificial languages appear
simply to miss their mark. For the upshot of
Quine’s criticisms is that analyticity for artificial
languages fails either to be nonarbitrary and gener-
alize across languages or to capture and explain
the concept of analyticity for natural languages.
But on the above account, neither full generality
nor explanation of natural language analyticity is
required.
The situation is not so simple, however—for,

along with the explication and comparison of com-
peting theoretical frameworks, Carnap wanted to
hold a deflationary stance toward the choice of
analytic frameworks. As noted, such choice was
understood as governed by purely pragmatic con-
siderations such that framework decisions carry no
genuine metaphysical import. Thus, the analyticity
distinction is crucial to Carnap’s antimetaphysical
program and to the conception of philosophy as
unique in its method of analysis. But it is not
entirely clear that these aspects of the view evade
the conjunction of the Two Dogmas criticisms
with those extracted from Truth by Convention
and Carnap and Logical Truth. In those works
Quine argues (among other things) that the method
of legislative postulation (as it is called in the later
article), while promising to establish certain sets of
sentences as true by convention or analytic, can
easily be extended beyond logic and mathematics,
beyond what is taken to be fundamental to a theory
proposal, to include even empirical truths—indeed,
every supposed truth of the theory in question.
There is no principled stopping point to the legisla-
tive postulation of truths. Thus, there is no princi-
pled stopping point (on this account) to the
circumscription of analytic truths. That is, if one
wished, one could define the whole of a theory as
analytic (this point is implicit in the Two Dogmas
criticism of semantical rules). This is no problem
for Carnap’s explicative aims. One can still delin-
eate competing theories, restricting the postulation
of truths to those sets of sentences the proponents
of a theory take to be most fundamental. This,
surely, will facilitate understanding and pragmatic
comparison of theories, thereby aiding the advance
of science.

The lack of a principled analytic/synthetic dis-
tinction is, however, a problem for Carnap’s meta-
physical deflationism. The notion of analyticity
was supposed to support the deflation of meta-
physics by distinguishing sets of sentences whose
acceptance is a matter of pure pragmatic decision
from sets of sentences whose acceptance constitutes
a judgment of truth. The former are the analytic
sentences of the language, and, as their acceptance
is supposed to be logically prior to all meaningful
inquiry in that language, their acceptance cannot
constitute a judgment of truth—rather, it is sup-
posed to be a pragmatic decision regarding which
tool to use. But if the exact delineation of a set of
analytic sentences is constrained, not by some logi-
cal principle or any deep understanding of natural
language synonymy, but by only what seems fun-
damental to the supporters of a particular propos-
al, then the metaphysical deflationism loses its
force. This is because the distinction between prag-
matic framework decision and synthetic judgment
carrying metaphysical import is essentially arbi-
trary and can be varied at will. The whole of a
theory might be defined as analytic, or none of it,
or some proper portion.

If the whole is taken to be analytic, then any
change in theory is supposed to count as a purely
pragmatic framework decision, where such deci-
sions are constrained by simplicity, coherence, fa-
cility of use, and the overall empirical fit of the
theory. But, since the whole theory is analytic, no
other kind of change can be made. So there is no
distinction here between pure pragmatic decision
and genuine judgment. If none of the theory is
taken as analytic, then any change is supposed to
count as a genuine judgment of truth. But, again,
such changes will be constrained by overall simplic-
ity, coherence, facility, and empirical fit. No real
distinction is being made here either. If one of the
many middle roads is taken, then nearly any proper
portion of the theory may be taken as analytic.
However, without some principled ground (in
logic or natural language) for analyticity, all this
amounts to is the assigning of provisional pro-
tected status to certain sets of sentences, such that
revising those sentences is taken to be a more fun-
damental sort of revision than revising others. But,
depending on current pragmatic and empirical con-
cerns, including the intuitions of the theoreticians
involved, exactly which portion of the theory is so
protected can be varied at will. Such a view, Quine
(1976a, b) argues, supports a distinction not of
metaphysical status, but only of the theoreticians’
current willingness to revise certain portions of the
theory as opposed to others—a willingness that can
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evolve as theory, evidence, and pragmatic concerns
evolve. If this is correct, then, for want of a princi-
pled analytic/synthetic distinction, Carnap’s defla-
tionary metaphysics collapses into a view nearly
identical to that of section 6 of Two Dogmas—a
view that accords equal metaphysical import to all
truths of the theory, distinguishing them mainly by
the theoreticians’ willingness to revise (Gregory
2003).

In addition to attempting to undermine Carnap’s
deflationism, Quine’s rejection of analyticity is
supposed to result in an erasure of the logical
empiricists’ distinction between philosophy and sci-
ence. Quine still has a conception of the unity of
science, but now this includes mathematics, logic,
and philosophy—these being understood not as
analytic disciplines, but as empirically meaningful
in virtue of their contribution to the whole theory.
Metaphysical deflationism is rejected, but Carnap’s
explicative aims persist. Logico-mathematical anal-
ysis of theoretical proposals is still central to the
practice of philosophy, but the judgments and deci-
sions based on such analysis are not considered
devoid of metaphysical import. Thus, Quine rein-
flates metaphysical inquiry, but only so long as the
claims of such inquiry participate in the empirical
content of the whole theory. Moreover, it is not
only the philosopher who recognizably engages in
such philosophical activity, it is open to any self-
conscious theorizer. The main differences among
the layperson, the scientist, and the philosopher are
simply in the frequency and degree of sophistica-
tion with which that individual engages in abstract
reflective analysis. Thus, while philosophy becomes
science, science is recognized as having always been
philosophical.

It is not easy to be clear on what this means.
There are two natural, yet polarized, ways of mis-
interpreting the impact of Quine’s rejection of ana-
lyticity and reinflation of metaphysics. On one side,
there is the view that Quine (re)instates a certain
liberalism regarding metaphysics and philosophy.
On the other is the view that Quine has rejected
philosophy altogether in favor of a rigid scientism.
In the liberalist interpretation, Quine’s rejection of
logical empiricist constraints on inquiry reopens
the door to traditional metaphysics; or, in conjunc-
tion with his stress on pragmatism, it opens a new
door to a hypertrophic pragmatism in which inqui-
ry is constrained only by social practice. In the
scientistic interpretation, Quine’s rejection of the
boundary between science and philosophy and
his insistence on empirical significance leave no
room for philosophical inquiry—all is science,
and science is all.

Both interpretations mistake what Quine took to
be the nature of his own views. Against the liberal-
ist interpretation, Quine consistently maintains the
importance of observational constraints on inquiry
and that even despite observational underdetermi-
nation of theory, these constraints can distinguish
better from worse theories (1969, 1975, and 1998).
Moreover, Quine is best understood as a form of
metaphysical realist—at least in the internalist
sense. For Quine claims that there is no standard
transcending the best scientific methodology from
which to make meaningful claims of anti-realism
regarding ongoing theory (Quine 1981b, d; [1990]
1992). The scientistic interpretation is closer to
being accurate but ignores both Quine’s attitude
toward current science and the way in which he is
trying to reconceive philosophy. On the first count,
the charge of scientism implies a blind faith in the
methodology and deliverances of science or scien-
tists, but Quine accounts for both the possibility of
large-scale theoretical change (taking even founda-
tional commitments as tentative), as well as small-
and large-scale methodological change (see below).
Quine (1981c, 22–23; [1990] 1992, 20–21) even
countenances the possibility of rejecting physical-
ism and empiricism (though not intersubjective
testability). On the second count, to view Quine
as plumping for science and dismissing philosophy
is to maintain a simplistic distinction between the
two, such that one must, by embracing science, be
rejecting philosophy. But, as the discussion of ana-
lyticity begins to reveal, Quine sees no fundamental
distinction between the two, and not simply be-
cause what is best or acceptable in philosophy is
what is scientific. Rather, it is because scientists
and philosophers alike speculate and theorize
about the world in an attempt to understand it;
and any such theorizing is constrained by holistic
empirico-pragmatic concerns. The more closely tied
to observation inquiry is, the more scientific it is;
conversely, the more remote from observation, the
more philosophical—it matters not what academic
department one reports to. Philosophy does not
disappear; indeed it is understood as ubiquitous.
The grain of truth in the scientistic interpretation is
that Quine was thoroughly (though in principle
tentatively) committed to the findings and method-
ology of science. Moreover, Quine was deeply com-
mitted to the notion that as one’s distance from
intersubjective checkpoints increases, so does one’s
risk of moving beyond science or philosophy, into
fantasy or gibberish. The scientistic interpretation
fails, however, to recognize that Quine, via philo-
sophical analysis and argument, maintained a
unique caution and skepticism regarding science,

QUINE, WILLARD VAN

665



based in large part on his (very philosophical) rec-
ognition of how tenuous is the connection between
intersubjective checkpoints and the vast theoretical
structures erected upon them.

Observation, Theory, and Naturalized
Epistemology

At the most general level of description, Quine has
a hypothetico-deductive model of science. Hypoth-
eses are generated and sets of them tested by the
observational predictions deducible from those
sets. When prediction is successful, then so far so
good—confidence should always be tentative.
When prediction is not successful, then new or
revised hypotheses are called for. Given Quine’s
naturalism, understanding the details of hypothesis
generation and testing is a task for science itself.
Many subdisciplines will be relevant—physics, neu-
rology, psychology, evolutionary biology, linguis-
tics, history of science, etc.—especially on the
generative side of the tale. But Quine ([1990] 1992,
2) believed he had ‘‘by means of little more than
logical analysis’’ shed significant light on the struc-
ture of prediction and testing. The observation
sentence is central to this analysis.
Observation sentences are supposed, in some

sense, to be those sentences most closely associated
with concurrent sensory stimulation and on which
members of a language community will largely
agree when presented with the same stimulus situa-
tion. To make this more precise, three criteria pick
out observation sentences relative to a community
of speakers. First, observation sentences are occa-
sion sentences. That is, they are true at some times
and places, and false at others (e.g., ‘‘There’s a
dog’’). This is in contrast to standing sentences,
which are true always or false always (e.g., ‘‘Elec-
trons carry negative unit charge’’). Second, a sen-
tence is observational for an individual speaker if
that speaker responds affirmatively (at the time of
stimulation) for some range of stimulations of the
speaker’s sensory receptors, and negatively for
some other range (there may also be a range in
which the speaker is noncommittal). Stimulation
of a subject on a given occasion is understood as
‘‘the temporally ordered set of all those of his
exteroceptors that are triggered on that occasion’’
(Quine [1990] 1992, §2).Given this definitionof stim-
ulation, two subjects cannot share the same stimu-
lation unless they share nerve endings. Hence, a
careful way of stating the component of commu-
nitywide agreement is needed. So, third, a sentence
is an observation sentence for the community if it is
observational for each member individually and if

community members would agree in their verdicts
upon witnessing the same (or a similar) occasion of
utterance (Quine [1990] 1992, §§2, 15–16). Thus, an
abbreviated definition might run: An observation
sentence is an occasion sentence that commands
assent or dissent outright upon query in a given
stimulus situation, and this pattern of assent and
dissent is consistent across a community.

Observation sentences have a dual semantical
and epistemological importance for Quine. Seman-
tically, they are both the locus of empirical con-
tent and the first rung on the ladder of language
acquisition. Epistemologically, they are the inter-
subjective checkpoints of science. The very same
intersubjectivity of utterance and prompting occa-
sion that normalizes usage and affords a way into
language for the neophyte also allows for the test-
ing of sets of hypotheses. Since hypotheses consist
mainly of standing generalizations, they do not
imply individual observation sentences (particular
occasion sentences). Rather, sets of hypotheses imply
observation categoricals. These are generalized con-
ditionals of observation sentences (e.g., ‘‘Whenever
there’s an apple, then it’s red’’). Indeed, observation
categoricals are a sort of minimal hypothesis,
expressing generalized or habituated expectation.
Unlike observation sentences, they are testable—
one instantiates the antecedent and checks to see if
the consequent obtains. If it does, then so far, so
good. If not, then the conjunction of implying
hypotheses is falsified, and revision is called for.
Outside of his definition of observation sentences
and categoricals, Quine takes a rather straightfor-
wardly Popperian and Humean line on the logic of
testing (see Popper, Karl Raimund). The testing of
sets of hypotheses via the testing of observation
categoricals they imply can, strictly speaking,
only refute the conjunction of hypotheses. The
continued success of predictions embodied in im-
plied observation categoricals reinforces the habit
of reliance on and confidence in the categoricals
and their implying hypotheses (Quine 1981a, 28;
[1990] 1992, §§5–6).

It is important to avoid some misunderstandings
regarding observation sentences. Though Quine
saw them as playing the role classical empiricists
had wanted of sensory evidence, they are not
Humean impressions, nor Russellian sense data.
Nor, in contrast to certain logical empiricist con-
ceptions of protocol sentences, are they reports of
sensory phenomena. They are occasion sentences
so strongly associated with ranges of stimulation
that utterance or assent/dissent is practically imme-
diate. Such immediacy is supposed to minimize,
though by no means eliminate, reliance on learned
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theory. Viewed as undifferentiated wholes (holo-
phrastically), observation sentences are nontheo-
retical responses to stimuli. This is part of what
allows the novice to acquire a language. But obser-
vation sentences are not simply undifferentiated
wholes. They contain terms that appear in more
theoretical sentences, and it is in virtue of these
shared terms that observation categoricals are im-
plied by hypotheses. This dual nature has a number
of implications. First, though when taken holo-
phrastically they appear theory neutral, observa-
tion sentences are theory laden in virtue of the
inferential connections to and terms shared with
theoretical sentences. Second, in addition to direct
conditioning, observation sentences may be learned
via description and inference. Third, observation-
ality of a sentence is relative to the community
specified. What counts as observational for one
community (‘‘That’s a red giant,’’ ‘‘That’s a middle
C’’), in virtue of the members’ spontaneity of judg-
ment in a stimulus situation, may not count so for
a broader community. At any given time, however,
the more specialized speakers could instruct those
less specialized, in part by reverting to observation
sentences common to both. It should also be
stressed that observation sentences are not incorri-
gible. Assent to the utterance of an observation
sentence may be rescinded either in the face of
further observation or as the result of theoretical
considerations. Thus, while observation sentences
play a fundamental role in the testing of hypoth-
eses, they are not a form of sensory given or simples
forming an incorrigible foundation for knowledge.

Thus, logical analysis and some armchair psy-
chology yield the prediction and testing side of the
story, at least in outline. The generative side of the
story, however, is highly unconstrained by logic
and observation. Understanding the generation of
expectations, projections, and hypotheses thus
requires more than just logical analysis.

On the one hand, theoretical claims cannot be
deduced from observations because there is no
logic of ampliative inference, nor do logical con-
straints determine how to revise in the face of failed
prediction. On the other hand, the rejection of
analyticity, apriority, and reductionism involve
repudiating both the Cartesian goal of externally
justifying scientific methods and the Carnapian goal
of rationally reconstructing the logico-empirical
structure of science (Quine 1969). The natural
sciences themselves are to be used to ‘‘address the
question how we, physical denizens of the physical
world, can have projected our scientific theory of
that whole world from our meager contacts with it’’
(Quine 1995, 16). Thus, it is not that ampliative

inference is devoid of all system or structure. Rath-
er, what system or structure can be imputed to it will
be largely extralogical—a matter of the evolution of
innate similarity standards in the species, in the
cognitive development of individuals, and in the
community’s ongoing theorizing. In the earliest pro-
nouncements, such as ‘‘EpistemologyNaturalized,’’
Quine (1969) focuses especially on psychology as the
science wherein this project is to be pursued. In later
writings, such as Pursuit of Truth (Quine [1990]
1992), neuroscience, evolutionary genetics, and the
history of science are included. The epistemologist is
to investigate the complex and variousways humans
actually do arrive at theories, including neuro-
logical, psychological, sociological, and historical
factors.
Interestingly, despite arguing in favor of the nat-

uralization of epistemology, Quine engaged in no
hands-on investigation of the sort he urged. Per-
haps this was a consequence of his professed dislike
of laboratory work and enjoyment of popular sci-
ence literature (see Hahn and Schilpp 1998, 5, 43;
Quine 1985, 37). He did, however frequently theo-
rize on how to gather behavioral evidence of a
subject’s similarity standards and their evolution,
including, of course, the development of language
(see e.g., Quine 1974 and 1981c). Foley (1994)
takes this as a sign that Quine was not doing epis-
temology in any new way, but unless one accepts
a naive distinction between philosophy and science,
it should not be expected that all naturalistic
epistemologists be lab rats as opposed to abstract
theorizers.
Three interrelated objections have typically been

raised regarding Quine’s naturalized epistemology—
the circularity objection, the normativity objection,
and the change-of-subject objection. As the re-
sponses to these objections are also interrelated, it
is worth considering them en masse. If epistemolo-
gists are to engage in a scientific study of science,
then it seems that the results must be circular,
thereby vitiating the normative/justificatory project
of epistemology (the circularity objection). Given
the circularity issue, and the fact that science is a
purely descriptive endeavor, no scientific episte-
mology could ever be a normative epistemology,
but the normative aspect is a crucial part of any
philosophical epistemology (the normativity objec-
tion). While the epistemology Quine advocates may
be of interest to psychologists, it is not a properly
philosophical epistemology, since, being circular
and purely descriptive, it fails to address the funda-
mental normative questions of traditional episte-
mology—Quine is simply changing the subject.
These will be addressed in reverse order.
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It is correct that in some sense Quine is attempt-
ing to change the subject, to motivate a departure
from or reconception of traditional epistemology,
but it is naive to conclude that naturalized episte-
mology is no longer philosophical, losing all con-
tact with traditional issues. This maintains the
simplistic dichotomy between science and philoso-
phy that Quine was repudiating, and it seems to
treat traditional formulations of questions as some-
how sacrosanct. Quine’s importance, and that of
his naturalism, rests in the attempt to reconfigure
the field of inquiry in a philosophically and scien-
tifically fruitful manner. Hence the change-of-
subject objection has the air of mere dismissal, as
opposed to critical engagement.
The normativity objection presupposes that sci-

ence is purely descriptive, that all a scientific inves-
tigation of belief and theory formation can do is list
the various and sundry things that go on. But
scientific theory and practice have significant nor-
mative dimensions, as evidenced by idealizations
used in theory development and testing and the
normative role of theory in engineering. Moreover,
these norms are applied to scientific practice itself,
allowing differentiation of practices according to
their measure along different parameters. As these
measures of instrumental efficacy are theoretical
claims, they are fallible and open to revision.
Quine cited predictive success as the ultimate pa-
rameter. So, naturalized epistemology is the assess-
ment of the instrumental value of cognitive and
social practices toward the goal of predictive suc-
cess. Quine supports this through his analysis of the
structure of theory and evidence, which reveals that
prediction of intersubjectively available check-
points is the fundamental norm of science. Since,
as science reveals, information comes through the
five senses, success in sensory prediction is the
‘‘final arbiter.’’ As mentioned during the discussion
of his alleged scientism, Quine ([1990] 1992, 20–21)
recognized the possibility of admitting sources of
information and testing other than the senses (extra-
sensory perception, revelation), were this ever war-
ranted. He stopped short of speculating about giving
up on intersubjective predictive tests altogether.
One further point bears mentioning. Clearly, to

say that predictive success is the end against which
methods are assessed is not to say that predictive
success is the goal of science or cognition. It is
likely one of the goals, but truth, understanding,
and aesthetic enjoyment are surely others. Finding
value in various practices, even if only distantly or
loosely connected to predictive success, is entirely
consistent with taking predictive success as the test
parameter.

The obvious circularity of this approach is not a
problem from Quine’s point of view. The rejection
of analyticity and apriority and the view of com-
mon sense, science, and philosophy as continuous
imply that inquiry (epistemological or otherwise)
cannot begin from a position independent of all
theory. Hence any such inquiry is ultimately circu-
lar. But this is not to be understood as defeatist
resignation. It is not that the demand for an inde-
pendent justification of science and its methods is
well grounded, but, alas, it cannot be met. Rather,
the point is that such a demand is itself based in a
misconception of the nature of theory and lan-
guage—a misconception of epistemology. Quine
tried to offer a better conception. There is a further
worry that because natural epistemology begins
from within ongoing scientific theory, it is doomed
to reinforce the norms already at work in science.
But this, while not impossible, is as unlikely as the
possibility that no new theories will be developed,
because all inquiry begins from within ongoing
theory. Theory changes in the light of new evidence
and new understandings of old evidence and theo-
ry. Methodological norms are fallible and may
change with developing theory. It is no more likely
that natural epistemology will become stuck in a
loop of blind stagnation than that science in gener-
al will. For Quine, the epistemology of science is on
a par with science itself (Gregory 1999; Quine 1969
and [1990] 1992).

Conclusion

It is worth illuminating points of contact with a few
other philosophies of science. There are, of course,
the connections to and departures from logical
empiricism. The stress on falsification links Quine
with Popper, as noted above, though Quine never
maintained a sharp criterion of demarcation be-
tween science and pseudoscience. Quine’s recogni-
tion of a lack of purely logical constraints on
theory change, his assertion of the theoretical na-
ture of normative constraints, his holism, and his
stress on conservatism while recognizing the possi-
bility of fundamental revisions—all these suggest
that theory development will usually be a rather
mundane affair but that given extended and serious
failure in some domain, dramatic and very loosely
constrained change will occur. This is all perfectly
consonant with Kuhn’s account of normal science
and paradigm change (see Kuhn, Thomas). Of
course, Quine’s view idealizes theories as formal
linguistic structures and conceives of theory change
as modification of such structures. Kuhn’s view
of theory change is much richer, paying detailed
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attention to sociological, technological, and practi-
cal issues. Moreover, in Quine’s view, revolution-
ary change is more highly constrained (mainly by
predictive test) than in the typical reading of Kuhn.
Finally, views of philosophers such as Lakatos
(1977), who distinguish portions of theory that
are less apt to be revised and are revised only
under special circumstances, are less in tension
with Quine’s views than it might appear. Quine’s
views can countenance distinctions among sen-
tences of more or less protected status, and natur-
alized epistemology is supposed to illuminate the
nature of those distinctions. Tensions arise only
insofar as such distinctions are taken to ground
metaphysical and epistemological conclusions anti-
thetical to Quine’s naturalism. This is not to deny
the presence of tensions between Quine’s views and
others’ or to deny the possible value in rejecting
Quine’s naturalism. But it is important to note that
while Quine is notorious for rejecting or blurring
conceptual boundaries, his views can countenance
certain kinds of distinctions.

Quine’s criticisms of analyticity heralded the wan-
ing of logical empiricism. His holistic naturalism
offers a unique view of philosophy as progressive,
metaphysically committed, and continuous with sci-
ence. His articulation of a version of naturalized
epistemology was one of the major impetuses for
the development, in philosophy, of naturalistic stud-
ies of science and cognition. Whether one accepts his
naturalism in detail, in outline, or not at all, Quine’s
importance cannot be overestimated. Willard Van
Quine shaped philosophy and philosophy of science
in the second half of the twentieth century.

PAUL A. GREGORY
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R
FRANK PLUMPTON RAMSEY

(22 February 1903–19 January 1930)

Frank Plumpton Ramsey made important contri-
butions to philosophy, economics, logic, and math-
ematics. The son of a Cambridge mathematician,
from an early age he was well known to members of
the Cambridge intellectual community. He received
a degree in mathematics from Trinity College in
1923, became a Fellow of King’s College in 1924,
and in 1926 he was made a University Lecturer in
Mathematics, the post he held until his untimely
death in 1930. Ramsey was an original thinker and
no one’s disciple, but his work clearly shows the
influence of Russell, Keynes, Wittgenstein, Moore,
W. E. Johnson, and Peirce. (Biographical informa-
tion on Ramsey can be found in Mellor 1995,
Sahlin 1990, and the introductory sections of
Ramsey 1931 and 1990.)

Ramsey’s earliest publications include a criticism
of Keynes’ theory of probability (Ramsey [1922]
1989) and a critical notice on Wittgenstein’s
([1922] 1961) Tractatus. From 1925 to 1927, he
published the philosophical papers ‘‘The Founda-
tions of Mathematics,’’ ‘‘Universals,’’ ‘‘Mathemati-
cal Logic,’’ and ‘‘Facts and Propositions’’ (Ramsey
1927). In 1927–1928, he published two influential

papers in economics, ‘‘A Contribution to the Theo-
ry of Taxation’’ and ‘‘A Mathematical Theory of
Saving,’’ and his single mathematical publication,
in which was introduced what is now known as
Ramsey’s theorem, ‘‘On a Problem in Formal
Logic.’’ Shortly after his death, the collected works
of Ramsey (1931) appeared, containing all of the
aforementioned works except the economics papers
and the discussion of Keynes. It also contains writ-
ings unpublished until then, including the paper
‘‘Truth and Probability,’’ written in 1926, and
papers dating from 1928–1929 such as ‘‘Theories’’
and ‘‘General Propositions and Causality.’’ Similar
collections of Ramsey’s work have also been pub-
lished (Ramsey 1978 [which has the economics
papers] and 1990). Twomore recent books (Ramsey
1991a, b), contain material from the manuscripts in
the Ramsey Collection at the University of Pitts-
burgh’s Archives of Scientific Philosophy. The
most comprehensive treatment to date of Ramsey’s
philosophical work is by Sahlin (1990).
The significance of some of Ramsey’s work—for

example, his contributions to the foundations
of mathematics—was quickly appreciated. But it
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took time for many of Ramsey’s ideas to become
widely known and appreciated (on this, see Ramsey
1990, xi–xxiii, and Mellor 1995). As one encounters
those ideas, it is worth remembering that they were
all produced before his twenty-seventh birthday,
which he did not live to see. Some are expressed in
papers or notes not meant for publication and not
developed to a point that fully satisfied him. It is
remarkable howmuch illumination has been found,
and how much can still be found, by studying the
work that Ramsey had time to produce.

Logic and The Foundations of Mathematics

Ramsey was well acquainted with Whitehead and
Russell’s (1910) Principia Mathematica (PM), and
with Wittgenstein ([1922] 1961). He commented on
and corrected the proofs of the second edition of
PM, and he was the major contributor to the first
English translation of the Tractatus. In his lengthy
‘‘The Foundations of Mathematics (FM)’’ and the
subsequent paper ‘‘Mathematical Logic (ML),’’
Ramsey strongly argued that the system of PM
needed serious revision in order to remain true to
the project of capturing mathematics within logic
(see Russell, Bertrand). He identified three crucial
shortcomings of the system that, in his view, under-
mined both the legitimacy of its fundamental prin-
ciples and the system’s adequacy as a basis for
mathematics. As Sullivan (1995) observes, there is
a correspondence between the three fundamen-
tal problems that Ramsey found and the three
problematic axioms of PM with which Russell
struggled—the axioms of choice, reducibility, and
infinity. The upshot of the solutionsRamsey offered
was that the formal system of PM was drastically
reinterpreted but largely preserved; changes were
confined to a simplification of its theory of types
and the elimination of one of its axioms (reducibili-
ty). In the course of doing this, Ramsey drew a
distinction that has become a standard way of clas-
sifying the various paradoxes that Whitehead and
Russell cataloged in PM. Only brief indications of
Ramsey’s criticisms and proposals can be given
here. (For background and more thorough dis-
cussion, see Sullivan 1995 or Grattan-Guinness
2000; the latter contains an extensive bibliography
of further sources.)
At the heart of Ramsey’s revisions to the system

of PM is a move toward extensionality, based on
an understanding of logic strongly influenced by
Wittgenstein. Ramsey followed the Tractatus in
taking propositions to be truth functions of atomic
propositions. He divorced propositions from
the symbolic formulas that express them; a single

proposition (truth function) may be expressed by
many different formulas, and some propositions
may not be expressible at all. The same is true for
propositional functions. (InPM, propositional func-
tions are, roughly, what yield propositions when all
their occurrences of free variables are bound or
replaced by names. In Ramsey’s conception, they
turn out to be functions from individuals to proposi-
tions.) Some truth functions with infinitely many
arguments can be expressed by use of the quantifiers,
which Ramsey understood as convenient ways of
writing infinite conjunctions and disjunctions.
Given infinitely many atomic propositions, howev-
er, many possible truth functions of the set of atomic
propositions will not be directly expressible, though
they are relevant to the truth or falsehood of
universally and existentially quantified propositions.

In the system of PM, every class (set whose
members all have the same type) is defined by a
symbolically expressible propositional function, or
defining property. Ramsey’s first criticism was that
this is too restrictive for mathematics, which at
least leaves open the possibility of infinite classes
not definable by the propositional functions of
PM. So the system of PM misinterprets important
mathematical assertions about some or all classes,
including the axiom of choice (PM ’s multiplicative
axiom) (FM, §II). Given the restricted availability
of classes in PM, this would be an empirical truth
rather than a logical truth, if it is true at all. In
Ramsey’s reconstruction of PM, many classes were
available beyond those definable by PM ’s proposi-
tional functions, and he regarded the axiom of
choice as an obvious tautology, a necessary truth.

Paradoxes and the Theory of Types

Ramsey’s second criticism of PM is now the one
best remembered. Whitehead and Russell had cat-
aloged seven logical contradictions that the system
of PM must avoid; these included the existence of
Russell’s class of all classes not members of them-
selves, the liar sentence, and Richard’s construc-
tion of a decimal that both is and is not finitely
definable. They attributed a common source to
the contradictions—‘‘a certain kind of vicious
circle’’—and they invoked a vicious circle principle:
‘‘Whatever involves all of a collection must not be
one of the collection’’ (PM, introduction, Ch. 2).
The system of PM adhered to this principle
through its theory of ramified types.

Ramified type theory arranged propositional
functions into a twofold hierarchy of orders and
of types within individual orders. The type of a
propositional function was determined by the
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members of its domain. Individuals, monadic func-
tions of individuals, monadic functions of monadic
functions of individuals, and so on, had distinct
and increasing types, which might be labeled 0, 1,
2, and so on. (Types of relations, and of classes
defined with them, were more complex.) A function
was only meaningful when applied to entities of
type one less than itself, and it was not meaningful
to say that classes defined by such functions either
contain or fail to contain themselves as members.
The hierarchy of orders of propositional functions
was generated by how the functions were defined—
specifically, by what quantifications over functions
(think of them as quantifications over properties)
were used in their definitions. In keeping with the
vicious circle principle, the idea was that the defini-
tion of a propositional function could not quantify
over all functions, or even over all functions of its
own type. This restriction generated functions of
increasing order: Those whose definition involved
no quantification over functions were order zero
(Ramsey called these elementary), those whose defi-
nition involved quantification over elementary
functions were first-order, those whose definition
involved quantification over first-order functions
were second-order, and so on. It was notmeaningful
to quantify over propositional functions of all orders,
and Whitehead and Russell showed that the dual
hierarchy of ramified type theory defused the threat
posed by the contradictions to the system of PM.

But the complications that the hierarchy of
orders brought to type theory presented a serious
problem for PM’s adequacy as a foundation for
mathematics. The example Ramsey emphasized
most fully in ML is crucial to real analysis. The
least upper bound of a set of real numbers would be
defined in PM by a function having an order great-
er than the order of a function defining the class of
real numbers, so that it would fail to be a member
of that class, that is, fail to be a real number itself.
Whitehead and Russell introduced their axiom of
reducibility to deal with such problems. It asserted
that to each propositional function within a given
type, there corresponded an equivalent function of
lowest order for that type, so that the same class
was defined by both functions. By invoking the
axiom, then, real numbers and least upper bounds
could be defined by functions of the same (lowest)
order. Ramsey forcefully asserted, however, that
the axiom of reducibility is far from obvious, and
certainly not a principle of logic. Ramsey followed
Peano in pointing out that the logical contradic-
tions on Whitehead and Russell’s list are dissimilar.
(He added to the list Grelling’s ‘‘heterologi-
cal’’ contradiction, which he attributed to Weyl.)

Ramsey placed them in two groups—(1) contra-
dictions that could arise within a logical system
and (2) contradictions that ‘‘cannot be stated in
logical terms alone; for they all contain some refer-
ence to thought, language, or symbolism, which are
not formal but empirical terms’’ (FM, Ramsey 1990,
183). The latter ‘‘all involve some psychological
term, such as meaning, defining, naming, or assert-
ing. They occur not in mathematics, but in thinking
about mathematics’’ (ML, Ramsey 1990, 239). This
has come to be known as a distinction between
logical paradoxes and semantic paradoxes. Ramsey
argued that those in the first group, including the
contradictions of Russell’s set and Burali’s greatest
ordinal, can and must be avoided by features of the
logical system; in the case ofPM, the theory of types,
without ramification, would do the job. The second
group of contradictions included the paradoxes of
the liar, the least indefinable ordinal, the least inte-
ger not definable in fewer than nineteen syllables,
Richard’s finitely undefinable decimal, and Grel-
ling’s property ‘‘heterological.’’ These are what
motivatedPM ’s very general vicious circle principle
and the ramified theory of types and orders.
How did Ramsey deal with the semantic para-

doxes (which he described as ‘‘epistemological’’)
and dispense with reducibility? Consider reducibil-
ity first. Ramsey agreed that a propositional func-
tion’s type, determined by the members of its
domain, was a real feature of it. But he thought
of PM ’s orders as features of the particular sym-
bolic expressions that point to functions, rather
than as features of the functions themselves. Since
the functions themselves served to define classes,
there was no need to regard their orders as relevant
to the definitions of classes, and so no need for the
unwanted axiom of reducibility. In taking this direc-
tion, Ramsey departed from PM ’s strict observance
of the vicious circle principle, which he regarded as
much too broad. He treated definitions as ways of
specifying particular functions and classes, rather
than as ways of constructing them. It can be accept-
able, in the course of successfully specifying what
an entity is, to refer to the whole of a class of which
that entity is a member. Whatever circularity is
involved need not be vicious. This approach relies,
of course, on the idea that the entities are already
somewhere out there to be selected by the specifica-
tions. The Platonistic flavor of his account led
Carnap (1931) to label it ‘‘theological mathematics,’’
in contrast to the ‘‘anthropological mathematics’’ of
the intuitionists. Ramsey latermoved away from the
account and this particular aspect of it.
What, then, about the semantic paradoxes? They

all exploit the relation of meaning between symbols
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and propositional functions they express. Orders
are no longer features of functions themselves and
no longer play a role in defining classes, but it does
make sense to think of orders as features of
symbolic expressions that reflect levels of quantifi-
cational complexity—over individuals, or over
functions (properties or relations) of individuals,
or over functions of functions of individuals, and
so on. In a move resembling later treatments that
developed hierarchies of languages, Ramsey argued
that relation(s) of meaning (and so of definability)
are ambiguous for symbolic expressions of differ-
ent orders. The meaning relation that holds for an
elementary function is distinct from the meaning
relation that holds for a first-order function, and so
on up the hierarchy of orders. He further argued
that when one keeps track of the distinct meaning
relations, each of the semantic paradoxes can be
shown not to yield a real contradiction (FM, §III).

Impredicative Functions, Infinity, Abandonment
of Logicism

Ramsey pushed the extensionality of his system
quite far. As mentioned earlier, he arrived at the
point of regarding propositional functions as func-
tions from individuals to propositions, rather than
as open symbolic expressions. Ramsey called all
propositional functions that are truth functions of
atomic propositions predicative functions (this is
not the same meaning that Whitehead and Russell
gave the term). Predicative functions include more
than just functions of individuals; Ramsey shows
that all of the propositional functions of PM are
predicative in his sense. But in Ramsey’s extension-
alization of PM, there are more propositional func-
tions than this: Impredicative functions are those
among the mappings from individuals to proposi-
tions that cannot be built up as truth functions of
atomic propositions. In Ramsey’s system, quantifi-
cation over propositional functions is understood
to range over all functions in extension, predicative
and impredicative.
Ramsey’s third criticism of PM was directed at

its treatment of identity. In PM, identity was de-
fined by appeal to a principle of indiscernibility of
elementary properties. But it is no truth of logic,
Ramsey said, that two things cannot share all ele-
mentary properties. He instead took sameness of
individual as a primitive nonlogical idea, and
made use of the rich collection of functions in
extension to give an account of the propositional
function x¼ y. The proposition thatPM interpreted
as saying that indiscernible individuals are related
by ‘¼’ was instead interpreted as saying that ‘¼’

holds between individuals that share all functions
in extension, predicative or impredicative. The lat-
ter include all mappings from individuals to prop-
ositions, however arbitrary, and this amounts to
saying that ‘¼’ holds among individual(s) that are
the same. In this interpretation, the assertion (fe)
(fe x � fe y), where fe ranges over functions in
extension, does turn out to be a tautology exactly
when x ¼ y, and Ramsey took it, so understood, to
be the defining condition for x ¼ y. Ramsey ap-
plied this account to PM’s axiom of infinity, which,
in Whitehead and Russell’s interpretation, asserted
that there are infinitely many individuals distin-
guishable by predicative functions (in Ramsey’s
sense of ‘predicative’). Ramsey regarded that as at
best an empirical claim. Since his reconstruction
included functions in extension, his interpretation
of the axiom just amounted to the assertion of the
existence of an infinity of individuals, whether dis-
tinguishable by predicative functions or not. Ram-
sey acknowledged that this may still appear to be
an empirical claim, but he used his account of
identity to argue that, though the axiom is unprov-
able, it is a tautology (necessary) if it is true. At the
end of FM he advocated adopting it, both on these
grounds and because it is indispensable to mathe-
matics.

This is still not an entirely satisfactory result for
a logicist theory of mathematics, and Ramsey in-
creasingly departed from that view after the publi-
cation of FM. The paper ML appeared one year
later, and in it he still defended a generally logicist
outlook against the alternative approaches of
Hilbert, Weyl, and Brouwer. In ML Ramsey
remained dissatisfied with the status of the axiom
of infinity, yet he was still convinced that it is need-
ed. There is evidence, however, that his views soon
began to change. Braithwaite reports that in 1929
Ramsey ‘‘was converted to a finitist view which
rejects the existence of any actual infinite aggregate’’
(Ramsey 1931, xii), and among the notes written in
the last years of his life there is clear evidence of his
strong interest in finitism (Ramsey 1991a, notes 53
and 54). There is also this statement, written in 1929
at the end of an unpolished set of notes on theories:

It is obvious that mathematics does not require the exis-
tence of an infinite number of things. We say at once
that imaginary things will do. . . . But there are no imagi-
nary things, they are just words, and mathematicians
and physicists who use the infinite are just manipulating
symbols with some analogy to propositions. (Ramsey
1991a, note 58)

There is no further indication how he thought to
dispense with an axiom of infinity.
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Ramsey’s Theorem

All of Ramsey’s work in logic and the foundations
of mathematics predated the dramatic develop-
ments of the 1930s. Who can say how his views
would have continued to evolve if he had lived?
Before moving on to other topics, it is worth men-
tioning Ramsey’s most lasting contribution to
mathematics itself, Ramsey’s theorem. In the
paper ‘‘On a Problem in Formal Logic,’’ Ramsey
took up Hilbert and Ackermann’s Decision Prob-
lem and proved a special case, the decidability of
validity for 98-form sentences with identity. In
1936 Alonzo Church showed that the problem for
full predicate logic is unsolvable. As a preliminary
to the main topic of his paper, however, Ramsey
established a remarkable result in combinatorics
that has proved seminal to a great deal of subse-
quent mathematical research. Details can be easily
found in mathematical sources on Ramsey theory
or Ramsey numbers.

Probability and Partial Belief

Ramsey’s greatest influence on the philosophy of
science today is through his work on probability
and degrees of belief. His writings on laws and
theories introduced other important ideas that are
now well remembered and widely used (see below),
but Ramsey lacked the opportunity to develop
them as fully as the ideas in the remarkable paper
‘‘Truth and Probability’’ (TP). The paper was not
widely appreciated prior to Savage’s (1954) work,
but Ramsey and Bruno de Finetti are now recog-
nized as the two key figures in the origin and early
development of contemporary accounts of subjec-
tive, or Bayesian, probability. TP is a rich paper
and cannot be covered fully here (see also Zabell
1991, Jeffrey [1965] 1983, Skyrms 1990, Sahlin
1990, and Galavotti 1991). The paper has five
sections—Braithwaite (Ramsey 1931, introduction)
says that at one time Ramsey planned to add a
sixth, on probability in science, and to publish the
paper separately. He later developed plans to in-
clude it in a book, or books, on logic, truth, and
probability. Drafts of other portions of that proj-
ect, chapters devoted mainly to truth and judg-
ment, have been published (Ramsey 1991b), and
other works contain notes on probability, degrees
of belief, and chance (Ramsey 1931 and 1991a).

Ramsey opens TP by allowing that there may
be two distinct interpretations of probability, one
appropriate to logic, the other to statistics and
physical science, and he made clear that his subject

was the former. The framework he had in mind
began by conceiving of logic as the science of ratio-
nal thought, subdivided into what he called the
‘logic of consistency’ and the ‘logic of truth.’ The
former contains formal deductive logic and mathe-
matics. Most of TP is devoted to developing the
idea that the logic of consistency also contains a
theory of probability, and to explaining that the
sort of probability it must contain is subjective. In
the final section, Ramsey turned to the logic of
truth with the observation that ‘‘we want our
beliefs to be consistent not merely with each other
but also with the facts.’’ Conformity to the logic of
consistency gives no guarantee of that, so there is
room for a broader human logic, ‘‘which tells men
how they should think’’ or what it would be rea-
sonable to believe (Ramsey 1990, 87). Ramsey’s
remarks on the logic of truth will be discussed in
a later section.
Ramsey sets the stage for his own account with a

review of the two rival interpretations of probabili-
ty that were familiar to his readers. (Zabell 1991 is
particularly good on the background and context
of Ramsey’s theory.) One is the frequency account,
and the other is J. M. Keynes’ logical interpretation
of probability. Ramsey made no attempt to refute a
frequency interpretation of probability—it is clear-
ly mathematically viable and appears to be useful
to science. It turns out not to be a suitable basis for
a logic (of consistency) for partial belief, however,
and he set aside frequencies until he later took up
the logic of truth. Keynes’ interpretation, on the
other hand, was clearly meant to be a part of logic,
and Ramsey gave serious attention to its shortcom-
ings. Keynes advocated the view that a probability
is an objective logical relation holding between one
proposition and another. He held that such logical
relations are unanalyzable, yet they are at least
sometimes perceivable, and they serve as guides to
rational belief. The degree of belief it is rational to
have in an unknown proposition p is given by the
probability relation that holds between the propo-
sition describing what one knows and p. Keynes’
degrees of probability were not generally quantita-
tive, but in some cases, by appeal to the principle
of indifference, they could be compared and calcu-
lated. Especially since the failure of Carnap’s
sophisticated later attempts at a similar approach,
accounts like this are today no longer widely held.
Suggestions for their resurrection still emerge from
time to time in areas of philosophy where this
history is not well known, and Ramsey’s criticisms
of Keynes remain relevant. They begin with the
straightforward observation that
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there really do not seem to be any such things as the
probability relations [Keynes] describes. He supposes
that, at any rate in certain cases, they can be perceived;
but speaking for myself I feel confident that this is not
true. . . . [M]oreover I shrewdly suspect that others do not
perceive them either, because they are able to come to
so very little agreement as to which of them relates any
two given propositions. (Ramsey 1990, 57)

Ramsey developed this criticism thoroughly in
the second section of TP. Later, after the presenta-
tion of his own view, three further criticisms of
Keynes’ theory were given in the fourth section of
TP. Keynes’ account (a) failed to make clear why
the logical relations should obey the axioms of
probability, (b) attempted to lay down a priori
logical constraints such as the principle of indiffer-
ence to generate what are surely empirical proba-
bility values in science, and (c) did not recognize or
explain ‘‘a probable belief founded not on argu-
ment but on [uncertain] direct inspection,’’ since
the logical relation indicates the probability of a
proposition based only on what is known (Ramsey
1990, 86). Ramsey thought it clear that his own
theory had none of these flaws.

Degrees of Belief

The third section of TP is its longest and most
significant. It introduced, as well as anything writ-
ten since, a conception of degrees of belief that is
now widely used. Ramsey offered two lines of jus-
tification for taking rational degrees of belief to be
probabilities. One was based on a betting model of
action, and led to the Dutch Book Argument. The
second provided a groundbreaking generalization
of the betting model. Ramsey stated an axiomatic
theory of rational preference and derived from it an
expected utility theory that put the agent’s degrees
of belief in the role of probabilities (it is considered
in the next section).
What are degrees of belief, and why think that

they can be quantified? Ramsey developed an ac-
count that applies to dispositional beliefs as much
as to occurrent beliefs. He considered and rejected
the suggestion that the degree of a belief corre-
sponds to the strength of an introspective feeling
one might have about it, proposing instead that it
must be a causal property of the belief, ‘‘which we
can express vaguely as the extent to which we are
prepared to act on it. This is a generalization of the
well-known view, that the differentia of belief lies
in its causal efficacy’’ (Ramsey 1990, 65). Ramsey
did not deny, of course, that beliefs are sometimes
accompanied by feelings of various intensities—
say, of various degrees of conviction. The apparent

advantage of such feelings is that they can be
known through introspection, which supports the
view that one knows how strongly one believes
things. But Ramsey doubted that one always
knows how strong belief is, and suggested another
way of judging a belief ’s strength that need not rely
on internal observation of some belief-feeling: One
imagines how one would act in various hypotheti-
cal circumstances. Even if there were some quanti-
tative scale on which feelings could be measured,
unlikely as that is, he argued, they contribute little
to the role of belief as a basis for action.

In its focus on their action-guiding role,
Ramsey’s account of partial beliefs fits well with
his wider perspective on belief, which was strongly
influenced by his study of Peirce. That will be
neglected here, except to note that in other writ-
ings (Ramsey 1927; 1991b, esp. Ch. 3), he offers a
broadly functionalist account of a belief ’s content,
or, in his terms, its propositional reference. Several
discussions of Ramsey’s treatment of belief appear
in Mellor (1980). Ramsey clearly thought it a good
working hypothesis that internal patterns of rele-
vant causal properties or dispositions are present
and susceptible of measurement, though he was
under no illusion that such measurement is easy.
He repeatedly drew analogies between the difficul-
ties of measuring these causal properties and the
complications that arise in physical measurements
of, for example, length or electric current.

A person’s degree of belief in p is a causal prop-
erty contributing to the belief ’s influence over that
person’s choices and actions. A familiar ‘‘old-
established’’ technique for measuring it, which
Ramsey regarded as ‘‘fundamentally sound,’’ is to
offer that person bets on p and see what bets, at
what odds, that person is willing to accept. The
person’s willingness to give high odds on p indicates
a high degree of belief in p; an insistence on receiv-
ing high odds indicates that the person’s degree of
belief is low. More precisely, if the least favorable
bet that the person is willing to make on the truth
of p is one where the person pays $a if p is false and
wins $b if p is true, the person’s degree of belief in
p is the betting quotient a/(a þ b). A conditional
degree of belief in p given q is similarly measured by
the odds of the least favorable conditional bet—a
bet on p that is in effect only if q is true. (A degree
of belief in p given q, Ramsey said, is not always the
same as the degree to which one would believe p if
one believed q for certain.) Ramsey noted that
there are many complications that undermine the
generality and precision of the method: the dimin-
ishing marginal utility of money or of whatever
goods are the payoffs, the possibility that one has
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particular eagerness or reluctance to make bets, the
possible disturbance of one’s opinion by the act of
making the offer, and so on. Ramsey compared
these to similar difficulties in carrying out physical
measurements—it can be difficult to isolate one out
of a number of forces at work, and measurement
may require a physical intervention that alters the
system being measured. The use of the betting
model to characterize strength of belief predates
Ramsey—it was used by Borel (1924) and de
Finetti (1937), for example.

The betting model has since been the subject of
much discussion and criticism, yet it remains the
best way of getting across the idea on which con-
temporary Bayesian theory is founded. Explicit
wagering is a specialized form of activity, and
most persons engage in it only occasionally. But
the model has the two advantages of familiarity
and flexibility, since one can readily imagine bet-
ting on a wide variety of propositions. So in a
theoretical effort to understand the action-guiding
role of degrees of belief, betting makes a good,
though hardly perfect, stand-in for actions of all
sorts. Many actions can be regarded as expressions
of implicit wagers, ‘‘Whenever we go to the station
we are betting that a train will really run, and if we
had not a sufficient degree of belief in this we
should decline the bet and stay at home’’ (Ramsey
1990, 79). Ramsey’s own remarks about the useful-
ness and limits of the idealized model are more
sensible than a great deal of what has come after.
According to the model, a given person at a given
time has a single (definite) degree of belief in the
proposition p. This involves assumptions of both
precision—degrees of belief have precise numerical
values—and stake-insensitivity. The latter holds
that the action-guiding strength of a belief is unaf-
fected by the size of the stakes involved in the
actions so guided (or, at least, unaffected over
some significant range of stakes). The degree of
belief one has, for example, in ‘‘It will storm this
afternoon’’ is unaffected by whether the stakes in-
volve the inconvenience of carrying an umbrella, or
more seriously, the risk of death in a small sailboat.
There is no doubt that the magnitudes of the stakes
affect how one makes choices, but Ramsey’s theory
and its descendents locate the effects not in changes
to the strengths of one’s beliefs, but in the interplay
between beliefs and desires that yields choice (this
point is further discussed in Armendt 1993).

The Logic of Consistency for Degrees of Belief

The fundamental claim is that rational degrees
of belief satisfy the principles of probability. The

argument Ramsey actually presented for it is based
on his axiomatic theory of rational preference. But
he also stated, for the first time, what has since
become known as the Dutch Book Argument.
That argument concludes that when degrees of be-
lief violate the axioms of probability, they are
flawed, because under their guidance the believer
who holds them would be willing to accept a combi-
nation, or book, of bets that together yield a sure
loss to him, whatever turns out to be true and how-
ever the bets pay off—a Dutch Book. Ramsey
(1990) did not fill in the argument, but he clearly
could have: ‘‘If anyone’s mental condition violated
these laws . . . he could have a book made against
him by a cunning bettor and would then stand to
lose in any event’’ (78). He also stated the conclusion
of the Converse Dutch Book Argument:

Having any definite degree of belief implies a certain
measure of consistency, namely willingness to bet on a
given proposition at the same odds for any stake. . . .
Having degrees of belief obeying the laws of probability
implies a further measure of consistency, namely such a
consistency between the odds acceptable on different
propositions as shall prevent a book being made against
you. (Ramsey 1998, 78–79)

Both the argument and its converse also appear in
de Finetti (1937). In the voluminous later literature
on the Dutch Book Argument, Skyrms best
addresses the heart of the topic (see e.g., his essay
‘‘Higher Order Degrees of Belief’’ in Mellor 1980;
Skyrms 1990, Ch. 5). The key element of Skyrms’
interpretation, in keeping with what seems to be
Ramsey’s own, is that the Dutch Book is a dramatic
device. The believer’s susceptibility to a Dutch
Book illustrates the presence of a flaw in his beliefs;
it does not in itself constitute the flaw. Armendt
(1993) follows Skyrms’ interpretation and further
discusses the relationship between the betting
model and axiomatic preference theories.
Ramsey used the betting model to present the

intuitive idea of degree of belief, but his general
account of subjective probability as a norm for
degrees of belief really comes from his preference
theory, only an overview of which can be given here
(for further details, see Jeffrey [1965] 1983 or Sahlin
1990). Ramsey replaced betting with the more gen-
eral device of a gamble. A gamble yields one out-
come or another, say a or b, depending on whether
a proposition p is true. The outcomes a, b were
taken to be states of the world very fully specified
with respect to things that the believer or agent
cares about. In a nutshell, the account was this:
The agent has a systematic set of preferences
among various outcomes, as well as among a large
set of imaginable gambles on them. His preferences
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are subject to certain principles, which Ramsey
stated as axioms of the system and its preference
relation. Some axioms are richness assumptions—
the system includes preferences among fine-grained
arrays of gambles on every proposition in which
the agent has a degree of belief. To the extents that
this richness is an acceptable idealization and the
other axioms (e.g., transitivity and connectedness)
are plausible components of a model of rationality,
systems that satisfy the axioms can be regarded
as systems of rational preference. Ramsey showed
that for any such system, two appropriately unique,
and so nonarbitrary, measures can be derived. One
is a real-valued measurement of the values of the
outcomes and gambles (a utility function, though
he did not call it that), and the other is a numerical
measurement of the propositions that is provably a
probability function. The two measures together
obey a principle of expected utility, and Ramsey
interpreted the probability function as the measure
of the agent’s degrees of belief. Ramsey’s account
provides a foundation for both the theory of sub-
jective utility and the theory of subjective probabil-
ity, though the latter is what he emphasized in TP.
The theory is a forerunner of many later axiomatic
treatments of belief, utility, and decision developed
by philosophers, economists, statisticians, and
others. The later literature is immense and impossi-
ble to survey here. Savage’s (1954) theory was ex-
tremely influential, and it contributed to the later
recognition of Ramsey’s work; particularly well
known among philosophers is Jeffrey’s ([1965]
1983) theory.

The Logic of Truth

Ramsey took the result just described to establish
the legitimacy of a logic of consistency for partial
beliefs. When the account is regarded as a decision
or utility theory, its direct inclusion of degrees of
belief clearly makes it an epistemic account. When
viewed either as a doxastic theory or a utility theory,
it is also subjective, in that the constraints applying
to degrees of belief and preferences are internal to
the system, not imposed by what is true or objec-
tively desirable in the world. In later subjective
probability theory, and especially in the radical
probabilism of de Finetti, Jeffrey, and others, sub-
jectivism is fundamental to the account—the appar-
ent objectivity of some probabilities is held to be
explicable by the dynamic behavior of interacting
systems of subjective (conditional) probabilities.
Ramsey himself expresses such a view in the later
note ‘‘Chance’’ (Ramsey 1990). The remaining
part of TP, however, does not contain an explicit

commitment to radical probabilism. Here Ramsey
sought a fuller account of good epistemic practice,
one that goes beyond the logic of consistency by
ascertaining the standards and sources of successful
belief. On the other hand, in this most exploratory
part of the paper, Ramsey asserted little or nothing
with which a radical probabilist need disagree.

What is the connection between probability in
the sense of (rational) degrees of belief, and proba-
bility in the sense of frequencies, or ‘‘class-ratios’’?
While still considering the logic of consistency,
Ramsey (1990) allowed that ‘‘experienced frequen-
cies often lead to corresponding partial beliefs, and
partial beliefs lead to the expectation of correspond-
ing frequencies’’ (83), but he denied that a general
connection along such lines can be made out. What
can be said to connect the interpretations is that,
‘‘supposing goods to be additive, belief of degree
m/n is the sort of belief which leads to the action
which would be best if repeated n times in m of
which the proposition is true’’ (84). This is the sense
in which the calculus of frequencies was linked to a
calculus of consistent partial beliefs. (In the later
note, ‘‘Reasonable Degree of Belief ’’ [Ramsey
1990], he explores difficulties and refinements asso-
ciated with this idea.) C. S. Peirce’s pragmatism
greatly influenced Ramsey’s approach to the ques-
tion of what, beyond consistency, makes degrees of
belief reasonable. The habits by which one arrives
at and maintain beliefs should be at the focus of
attention. This led Ramsey (1990) to regard induc-
tive inference as a central topic in the logic of truth,
which is not to say that the logic of consistency
is silent concerning induction:

[I]f p is the fact observed, my degree of belief in q after
the observation should be equal to my degree of belief in
q given p before. . . . When my degrees of belief change
in this way we can say that they have been changed
consistently by my observation. (88)

Beyond conditionalization, though, what inferen-
tial habits produce reasonable beliefs, and what
standards guide judgments about them? A richer
account of induction than Ramsey’s, based on the
idea of exchangeable sequences of events, was soon
given by de Finetti (1937). As to goals and stan-
dards, always fully believe the truth comes to mind,
but it is not very helpful for human belief or for the
habits followed in the many predicaments where
certainty would be misplaced. A better standard,
Ramsey proposed, is that a habit should yield par-
tial beliefs whose strengths correspond to the fre-
quencies with which relevantly similar beliefs are
true. He illustrated the point with an example
concerning the wholesomeness of toadstools; one
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might also think of weather forecasts. A habit that
yields a degree of belief in p equal to x is reasonable
when the frequency with which such beliefs are true
is x. (For a discussion of how this proposal may
be linked to deeper decision-theoretic standards of
success, see Adams 1988).

Ramsey’s further remarks in TP are a prolegom-
enon to the logic of truth, rather than a develop-
ment of it. He asserts that scientific inductive
reasoning will be indispensable to the project of
identifying and assessing mental habits—judging
when and how well they work. Induction is itself
such a habit, and a useful one. To understand it
better, and to determine how useful it is, one can-
not avoid employing it. There is a circle here, but as
Ramsey conceives the point of the project, nothing
vicious about it.

The Value of Knowledge

TP is by far Ramsey’s most substantial and polished
effort in the area of partial belief, decision, and
probability, but a number of other notes on related
topics are among his papers. Two were mentioned
above; another particularly interesting note is
‘‘Weight or the Value of Knowledge’’ (Ramsey
1991a, 285–287), in which Ramsey demonstrated a
result that was independently rediscovered by
Savage and by I. J. Good. Can a decision maker
generally expect to be better off by acquiring more
information before making a choice? Ramsey
showed, in the context of his decision theory, that
when free information is available, acquiring it will
not lower, and may increase, the expected utility of
the decision. Skyrms (1990, ch. 4) points out that the
settingRamsey uses in his treatment suggests that he
may also have partly anticipated the generalized
form of belief updating developed by Jeffrey
([1965] 1983) known as probability kinematics.

Scientific Theories, Laws, and Causality

During 1928–1929, Ramsey wrote several notes
and papers on these topics that contain ideas of
lasting influence. Since the papers are unfinished,
and his views were in some respects clearly evolving
and unsettled, the focus here will be on their gener-
al direction and on several ideas that were later
taken up and developed more fully than Ramsey
himself had opportunity to do. One theme that
runs through the papers is an instrumentalist view
of laws and theories.

The 1929 paper ‘‘Theories’’ investigated the
formal structure of scientific theories. Ramsey’s ap-
proach reflected his study of recent work by Nicod,

Carnap, and Russell; he was interested in the con-
tent of theoretical assertions and in how such con-
tent is related to the observational assertions that
the theory explains. Assume for themoment that the
two sorts of assertions can be clearly distinguished.
An idea attractive to logical positivists was that, in
principle, anything expressed by theoretical as-
sertions could also be expressed in a more round-
about way by observational assertions alone. One
way to do this is to show that theoretical terms are
explicitly definable from observational ones and
that the definitions can be inverted. Ramsey pre-
sented a simple, toy example and explored what
would be required to show this. He concluded that
it might be done, but only in a way so complex and
cumbersome that it would never be worth doing.
That was not surprising, but a more significant
problem is that the theory obtained by the method
of explicit definition is too rigid. Further observa-
tions might suggest additions to the theory, but
additions cannot be made without altering the defi-
nitions and thereby changing the meanings of
its terms (this point was further developed by
Braithwaite 1953, Ch. 3).
Ramsey offered another proposal. Assume a the-

ory T that is axiomatized in first-order logic, with a
distinct theoretical vocabulary whose terms appear
in T and in a set C of correspondence rules (or as
Ramsey says, a dictionary) relating theoretical and
observational assertions. Conjoin all the axioms of
T and all the rules of C, replace the occurrences of
each distinct theoretical term with a second-order
variable, and introduce for each distinct variable a
second-order existential quantifier that binds its
occurrences. The resulting sentence contains only
observational terms, it is entailed by (T 6 C ), and
the particular observation sentences it entails are
the same as those entailed by (T 6 C ). This device
is now known as the Ramsey sentence of the theory,
and it has since been widely used in diverse treat-
ments of the content, meaning, and truth of the-
ories (see e.g., Hempel 1958, Carnap 1966, and
Lewis 1970; there are many others). One notable
area in which Ramsey sentences have been widely
used is in the philosophy of mind. Functionalists in
particular, following Lewis (1972), have often
advocated employing Ramsey sentences to charac-
terize mental states.
How much is accomplished or shown by any par-

ticular use of the Ramsey sentence technique clearly
depends upon the application. Is the matter at hand
one in which a relationship between two distinct
linguistic, syntactic systems is really the main target
of interest? Proponents of semantic or model-based
approaches to understanding theories generally
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think that this is not the significant issue, and believe
that more light can be shed on theories by thinking
of set-theoretic or model-theoretic structures.
Ramsey explored two ways of thinking of causal

laws. The brief 1928 note ‘‘Universals of Law and
of Fact’’ (Ramsey 1990) explains the difference
between universals of law and universals of fact (be-
tween lawlike and accidental generalizations) by
appeal to an ideal future system of complete knowl-
edge about the world. If one knew everything,
Ramsey said, one would want to organize that
knowledge in a deductive system in a way that
strives for simplicity. The general axioms of the
system would be the fundamental laws of nature,
and the generalizations derivable from them with-
out reference to facts of existence are derivative
laws of nature. The choice of axioms ‘‘is bound to
some extent to be arbitrary, but what is less likely
to be arbitrary if any simplicity is to be preserved is
a body [of such generalizations]’’ (Ramsey 1990,
143). This is as close as Ramsey came to a unique-
ness claim, and he did not invoke a set of indepen-
dently natural properties, or ways of carving up the
world, that the ideal theory need capture. ‘‘As it
is,’’ he said, ‘‘we do not know everything; but what
we do know we tend to organize as a deductive
system and call its axioms laws, and we consider
how that system would go if we knew a little more
and call the further axioms or deductions there
would then be, laws’’ (ibid). In this unpublished
note, Ramsey did not cite him, but the account
may well have developed from Ramsey’s familiar-
ity with John Stuart Mill’s work. In any case, with-
in a year Ramsey discarded the view. Its influence
has endured, however, in the work of more recent
philosophers, notably Lewis (1973) and Earman
(1986) (see Laws of Nature).
The paper ‘‘General Propositions and Causality’’

contains Ramsey’s second, revised treatment of
causal laws. It was written in 1929, at a time
when Ramsey had frequent conversations with
Wittgenstein, who had just moved to Cambridge.
The new view was that a law is not a summary of
propositions about particular events; its causal
force lies in our trust of it as a guide to inferences
about particular events. Causal generalizations
‘‘are not judgments but rules for judging ‘If I
meet a f, I shall regard it as a c.’ This cannot be
negated but it can be disagreed with by one who
does not adopt it’’ (Ramsey 1990, 149). To assert a
causal law is to assert a formula from which one
can derive propositions about particular events. Its
causal character lies in the temporal ordering of the
events (c does not precede f). The special impor-
tance attached to rules for judgments so ordered is

traceable to how one thinks about one’s actions; in
deliberation one gives special importance to for-
ward-looking rules, those that look to the future.
Ramsey’s views here have affinities to a number of
subsequent treatments that strive for pragmatic,
reductive accounts of causal necessity; a notewor-
thy example is Skyrms (1980).

This article concludes by mentioning a sugges-
tion Ramsey (1990) made in a footnote to a discus-
sion of conditionals in ‘‘General Propositions and
Causality,’’ at a point where he was distinguishing
‘‘hypotheticals’’ from material implications: ‘‘If
two people are arguing ‘If p, will q?’ and are both
in doubt as to p, they are adding p hypothetically to
their stock of knowledge and arguing on that basis
about q. . . . We can say that they are fixing their
degrees of belief in q given p’’ (155). The idea is that
the acceptability of an indicative conditional corre-
sponds to the acceptability of its consequent after
the antecedent is hypothetically added to one’s
beliefs. Ramsey took the latter to be measured by
the conditional probability of the consequent on
the antecedent. The idea has been extensively de-
veloped by Adams (1975). In later philosophical
literature on conditionals, Ramsey’s suggestion,
known as the Ramsey test, is widely embraced, at
least up to a point. Precise characterizations of the
idea vary, however, as do opinions about the scope
of its adequacy. The large body of literature cannot
be covered here (a recent survey of much of it is in
Bennett 2003).

BRAD ARMENDT
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RATIONAL RECONSTRUCTION

Philosophers of science do many things. Neverthe-
less, the demand arises on occasion for them to give
a general account of the relation of the work of
philosophy of science to work in the sciences. To
this demand, there are several responses (e.g., logi-
cal analysis of scientific and metascientific con-
cepts, an explicit account of scientific method).
One answer that has been employed in various
places and times since the twentieth century is
that philosophy of science engages in a rational
reconstruction of science. This seems to raise as
many questions as it answers. Does not the need
for a ‘‘rational reconstruction’’ of science at the
hands of philosophers seem to indicate that science
as practiced is in some important sense not (wholly)
rational? What is it about science that needs to be

reconstructed in order to better exhibit its rational
structure? What are the proper tools for recon-
structing science?
This article seeks to provide a brief but balanced

account of the point of rational reconstruction in
the two projects that most importantly advanced
that understanding of the proper business of phi-
losophy of science: logical empiricism and Imre
Lakatos’s methodology of scientific research pro-
grams (see Logical Empiricism; Research Pro-
grams). Rational reconstruction is connected with
many central issues of philosophical method within
analytic philosophy of science. Arguments over
rational reconstruction connect also to large
debates about proper method in philosophy gener-
ally and, in particular, to the debates in the late
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nineteenth and early twentieth centuries over the
relations of philosophy to psychology and sociolo-
gy (for excellent introductions to these debates, see
Kusch 1995 and 1999).

Logical Empiricism

Within analytic philosophy of science, Rudolf
Carnap’s Der logische Aufbau der Welt [The Logi-
cal Construction of the World] of 1928 is the work
often cited as first articulating an understanding of
the business of philosophy of science as rational
reconstruction (seeCarnap,Rudolf ).Carnap’s proj-
ect in the Aufbau is a rational reconstruction of the
objects of science through exploitation of the tech-
nical resources of the new mathematical logic. He
sketches a system of logical definitions that shows
how all proper scientific claims can be translated
back into a language that makes reference only to
experience. Logical definition and inference are, of
course, exemplary rational procedures, and thus
the constructional system rationalizes psychologi-
cally attained knowledge, exhibiting its objective
conceptual meaning.
It is sometimes suggested that rational recon-

struction was introduced by the young Carnap
(Reichenbach 1938) and is an expression of a rad-
ical break between early logical empiricism and
the German epistemology that was pursued in
the generations before it. Carnap’s use of ‘rational
reconstruction’ [rationale Nachkonstruktion] in
the Aufbau was, in fact, a move within a well
articulated debate among neo-Kantians, phenom-
enologists, positivists, Marxists, and others over
the proper methods of epistemology (Richardson
1999). For example, the positivist Theodor Ziehen
(1914), in his meta-epistemological work Zum
gegenwärtigen Stand der Erkenntnistheorie [On
the Present State of Epistemology], distinguished
between two methods used in the epistemology of
his day. He called the first the ‘genetic method,’
since it traced representations used in judgment
back to their psychological origins; and he called
the second the ‘reconstructive method’ because
it ‘‘to a certain extent reconstructs the world
of impressions from representations and judge-
ments’’ (29). That is, the proponents of the recon-
structive method say that the world of impressions
is not the content of knowledge but is itself only an
object of knowledge when placed within a system
of representations and judgments. Ziehen asso-
ciated the genetic method with positivism and
naturalism, and the reconstructive method with
neo-Kantianism.

Within this general framework, ‘reconstruction’
was closely associated with ‘rational.’ Indeed, some
neo-Kantians used the language of reconstruction
and tied it directly to the rationalizing of the expe-
riential world. For example, Jonas Cohn (1908), in
his Voraussetzungen und Ziele des Erkennens [Pre-
suppositions and Goals of Knowing], calls pure
mathematics an a priori ‘‘constructive’’ science be-
cause it constructs its own objects. Pure experience
is not, for him, the source of knowledge so much as
is the rationally opaque starting point of knowl-
edge that is brought under rational control through
mathematized natural sciences. These sciences use
the resources of mathematics to rationalize and
objectify experience:

All reconstruction is partial rationalization. The con-
cepts of the particular reconstructive sciences are also,
considered in and of themselves, constructions and, as
such, fully transparent. But the new epistemic task that
they serve gives them a close relation to the inexhaust-
ible and opaque experiential reality . . . . One can say,
therefore, that the particular reconstructive sciences
concern themselves with individuals only insofar as
these can be captured under general determinations.
(Cohn 1908, 342)

Carnap’s articulation in 1928 of the point of
epistemology as rational reconstruction of the
results of cognition is a move, therefore, in an
ongoing meta-epistemological debate. The formal
logic of Russell and Whitehead’s Principia mathe-
matica was to be used to show how the objects of
knowledge that are picked out by ordinary cogni-
tive processes and the more articulated processes of
science can be arrived at logically and discursively.
Thus, the process of rational reconstruction has a
curious feature: It yields the results independently
already attained in science but replaces ration-
ally opaque processes with transparently rational
definitions and inferences:

The fact that we take into consideration the epistemic
relations does not mean that the syntheses or forma-
tions of cognition [Erkenntnis], as they occur in the
actual process of cognition, are to be represented in
the constructional system with all their concrete char-
acteristics. In the constructional system, we shall
merely reconstruct these manifestations in a rationa-
lizing or schematizing fashion; intuitive understan-
ding is replaced by discursive reasoning. (Carnap
1967, 89)

Rational reconstruction replaces the rationally
opaque psychological processes by which know-
ledge is typically attained with explicit logical
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definitions and inferences that show how the results
of those processes are genuinely objects of rational
knowledge.

The rational reconstructionism of the Aufbau
fits into two more disputes central to German
epistemology at the time. The first was over the
rational status of metaphysical claims. Carnap’s
principal philosophical use of rational reconstruc-
tion is not so much positive regarding the sciences
as negative regarding metaphysics. Carnap argues
that the claims of the metaphysicians cannot be
rationally reconstructed: Such talk has no touch-
stone in experience and no rational control from
logic; it is without content and form. The second
dispute was the by-then long-standing question of
the relation of epistemology to psychology. Car-
nap’s rational reconstructionist epistemology dis-
tinguishes the questions of the objectivity of
knowledge that are properly epistemological from
the workings of cognition in the causal order that
are a matter for empirical study of psychology.
These two debates come together, since presumably
there is some psychosocial causal story about why
some people talk about metaphysical matters such
as the relation of Dasein and Nothingness. Car-
nap’s view was that whatever causal story there is
that explains the existence of such talk in a culture,
the talk itself cannot be rationalized and has no
meaning. Thus, the task of rational reconstruction
is not simply to reproduce willy-nilly whatever the
results of any psychological process may be. By
1932, Carnap (1959) explicitly claimed that the
processes giving rise to metaphysical talk were af-
fective or conative, not cognitive, psychological
processes.

The first logical empiricist work in English to
make much of the notion of rational reconstruction
was Hans Reichenbach’s (1938) Experience and
Prediction. In this work, the need to properly dis-
tinguish epistemological from psychological con-
cerns is very much in the foreground, and rational
reconstruction is marshaled exactly here:

Epistemology does not regard the processes of thinking
in their actual occurrence; this task is entirely left to
psychology. What epistemology intends is to construct
thinking processes in a way in which they ought to occur
if they are to be ranged in a consistent system; or to
construct justifiable sets of operations which can be
intercalated between the starting-point and the issue
of thought-processes, replacing the real intermediate
links. Epistemology thus considers a logical substitute
rather than real processes. For this logical substitute the
term rational reconstruction has been introduced; it
seems an appropriate phrase to indicate the task of

epistemology in its specific difference from the task
of psychology. (5f )

Indeed, Reichenbach (1938) introduces his
famous distinction between the contexts of dis-
covery and justification as a ‘‘more convenient
determination’’ (6) of the notion of rational recon-
struction. He stresses the way in which the justifi-
cation of scientific claims is a matter of public
communication, whereas the psychology of scien-
tific discovery can be a subjective and intuitive
matter. Only the former is the proper concern of
epistemology, and even in this area, epistemology
substitutes a fully logically articulated structure
for the more inchoate and suggestive arguments
actually found in the writings of scientists engaged
in reasoned persuasion. Following Reichenbach,
the term ‘rational reconstruction’ was routinely
employed by logical empiricists to explain the
point of their philosophical enterprise.
Logical empiricist rational reconstruction was

not without its critics. The most famous is, of
course, Willard Van Orman Quine (1969), who
argued that once logical empiricists themselves
rejected radical reductionism, ‘‘the translation of
all significant discourse into the language of expe-
rience,’’ there was no further point for rational
reconstruction:

To relax the demand for definition, and settle for a kind
of reduction that does not eliminate [the defined terms],
is to renounce the last remaining advantage that we
supposed rational reconstruction to have over straight
psychology; namely, the advantage of translational re-
duction. If all we hope for is a reconstruction that links
science to experience in explicit ways short of transla-
tion, then it would seem more sensible to settle for
psychology. Better to discover how science is in fact
developed and learned than to fabricate a fictitious
structure to a similar effect. (78)

Quine’s move toward psychology and naturalism
here has been widely followed (see Quine, Willard
Van). However, one can read Carnap’s movement
away from the term ‘rational reconstruction’ to
‘explication’ as a sort of response to Quine (see
Explication). The point of philosophical work is
not to find out how science has developed and
been learned, but to provide precise resources for
its future development through the conceptual
tools of logic. That is, for Carnap, rational recon-
struction or explication consists not so much of
forensic norms for the purpose of understanding
and evaluating how things have gone in science,
but of deliberative resources for aiding in a clearer
language of science for the future. This is, in fact,
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how he connected rational reconstruction and ex-
plication in the preface to the second edition of the
Aufbau in 1961:

By rational reconstruction is here meant the searching
out of new definitions for old concepts. The old con-
cepts did not ordinarily originate by way of deliberate
formulation, but in more or less unreflected and sponta-
neous development. The new definitions should be su-
perior to the old in clarity and exactness, and, above all,
should fit into a systematic structure of concepts. Such a
clarification of concepts, nowadays frequently called
‘‘explication’’, still seems to me one of the most impor-
tant tasks of philosophy. (Carnap 1967, vi)

Rational reconstruction, especially when deployed
as a strict distinction between scientific discovery
and justification, has been subject to other impor-
tant objections. Thomas Kuhn and others in the
historical philosophy of science have stressed a
continuity of discovery and justification; Kuhn
(1977) remarks, for example, ‘‘considerations rele-
vant to the context of discovery are then relevant to
justification as well; scientists who share the con-
cerns and sensibilities of the individual who dis-
covers a new theory are ipso facto likely to
appear disproportionately frequently among that
theory’s first supporters’’ (328). Indeed, Kuhn’s
work on multiple discovery suggests an even deeper
lesson: In the absence of successful justification,
scientific discovery has not even happened (see
Kuhn, Thomas). Discovery is generally assigned
to whomever can best marshal the resources of
persuasion, and a claim that is not substantiated
in the scientific community is not a scientific dis-
covery at all.

Lakatos

The second major attempt to explain philosophy of
science as rational reconstruction was at the very
center of the historical philosophy of science that
had rejected logical empiricist rational reconstruc-
tionism. Imre Lakatos importantly revived the no-
tion of rational reconstruction in a new setting,
with his view that philosophy of science engaged
in the rational reconstruction of the history of
science (see Lakatos, Imre). Lakatos argued that
any history of science begins with a prior normative
sense as to what counts as a scientific achievement
in the first place, and this normative sense is an
implicit or explicit philosophy of science. An ex-
plicit philosophy of science is, thus, an account of
the constitutive norms of scientific achievement,
and a history of science based on such a philosophy
presents an internal history of scientific rationality

according to this norm. Lakatos (1978b) sum-
marizes his view of the relation of philosophy of
science and the history of science:

[P]hilosophy of science provides normative methodolo-
gies in terms of which the historian reconstructs ‘‘inter-
nal history’’ and thereby provides a rational explanation
of the growth of objective knowledge; (b) two competing
methodologies can be evaluated with the help of (nor-
matively interpreted) history; (c) any rational reconstruc-
tion of history needs to be supplemented by an empirical
(socio-historical) ‘‘external history.’’ (102)

A philosophy of science thus determines what
internal history of science is, which in turn deter-
mines which historical questions about science are
relegated to an external, social, and psychological
history. Philosophical presuppositions, therefore,
set the problems that a historian must solve in
order to write a history of the rational development
of science while simultaneously assigning some
problems to a nonrational or even irrational ex-
ternal history. For example, a falsificationist meth-
odology of science can assign a rational meaning to
an experiment only if it can find a theory that
the experiment attempts to falsify. Thus, if an
experiment is presented by the scientists who
designed it as independent of theory, the falsifica-
tionist historian must find hidden in the historical
record a theory that the experiment in fact tested.
In the absence of such a theory, the falsificationist
cannot assign a rational point to the experiment.
If no such theory can be found, then the falsi-
ficationist must assign both the scientist’s own
account of science and the experimental activity
to a nonrational external history—perhaps a histo-
ry of false consciousness due to faulty scientific
pedagogy.

It does seem plausible that a historian of science
would have to go to the historical record with
certain presumptions about which activities are
properly scientific. What Robert Boyle did with
his air pump is part of the history of science; what
Robert Boyle had for his breakfasts and what his
butler did with the air pump are neither of them
events properly in the history of science. Lakatos’s
pronouncements on how to write history, however,
struck many as so theory laden as to require a
deliberate falsification even of what was obviously
internal to science. For example, in a famous pas-
sage, Lakatos (1978b) writes:

Internal history is not just a selection of methodological-
ly interpreted facts; it may be, on occasions, their radi-
cally improved version. One may illustrate this using the
Bohrian programme. Bohr, in 1913, may not have even
thought of the possibility of electron spin. He had more
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than enough on his hands without the spin. Neverthe-
less, the historians, describing with hindsight the Bohr-
ian programme, should include electron spin in it, since
electron spin fits naturally in the original outline of the
programme. Bohr might have referred to it in 1913. Why
Bohr did not do so is an interesting problem which
deserves to be indicated in a footnote. (119)

When called upon to diagnose Lakatos’s curious
attitude toward history, some theorists, notably
Hacking (1981) and Koertge (1976), have, quite
rightly, pointed to Lakatos’s lingering Hegelianism.
Unlike most empirically minded Anglo-analytic
philosophers, who think that the set of historical
events is simply the set of all things that have
happened, Hegelians have a teleological sense of
history, and any event that does not fit into the
thread of the story is not part of history. To have a
diagnosis of Lakatos’s attitude is not yet to con-
vince anyone else to adopt his view. Many have
found Lakatosian rational reconstructions of his-
tory of science to be grotesque parodies that cover
up more than they reveal about the dynamics of
science. Kuhn indicated, indeed, how Lakatosian
rational reconstructions (which must have looked
like highly theoretical versions of the textbook his-
tories of science he inveighed against) violate the
norms that historians work within:

The problem is not that philosophers are likely to make
errors—Lakatos knows the facts better than many histor-
ians who have written on these subjects, and historians
do make egregious errors. But a historian would not
include in his narrative a factual report which he knew
to be false. If he had done so, he would be so sensitive to
the offense that he could not conceivably compose a
footnote calling attention to it. (Kuhn 2000, 151)

Conclusion

Philosophy of science has been, and continues to
be, motivated in large measure by a desire to ex-
plain the rationality of science. Rational recon-
struction was, to an important degree, a response
to the demise of inductivist accounts according to
which science was rationally constructed via an
inductive method. Rational reconstruction worked
together with conventionalism and hypothetico-
deductivism to grant a freedom and creativity to
the work of scientists while rescuing the ratio-
nality of science, which was now located in post
facto rational evaluation. Debates over rational
reconstruction are thus ultimately debates about
whether philosophers should be defending the

rationality of science and what resources are
available to do so.

ALAN RICHARDSON
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RATIONALITY

See Incommensurability; Kuhn, Thomas; Scientific
Change; Scientific Progress

REALISM

Realism in the philosophy of science is basically the
thesis that unobservable entities posited by empiri-
cally successful theories exist (see Theories). Theo-
retical posits, like electrons or genes, are not just
useful ideas but real entities. Realism takes the
explanatory and predictive success of theories to
warrant an ontological commitment to the exis-
tence of the entities they posit. But it is certainly
possible for theoretical posits to be useful even if
the entities posited do not exist. Scientists them-
selves use many theories that they disbelieve. Anti-
realism claims that the explanatory and predictive
success of theories testifies only to the utility of
their posits and cannot warrant the belief that the
posited entities are real. At issue is the reach of
empirical evidence (see Instrumentalism).
Virtually all the positions and arguments ad-

vanced in the debate over scientific realism are
implicated in this statement of the issue. Inter-
pretive problems will be addressed first so as to
construct a defensible formulation of the realist
thesis. Subsequent sections will evaluate the major
arguments.

Formulating the Realist Thesis

Components of Realism
Scientific realism, as described, has semantic,

metaphysical, and epistemic components. Semanti-
cally, it claims referential success for theoretical
concepts and truth for existence claims of theories.
This much semantics is redundant. It reduces to the
metaphysical claim that posited entities exist. To

assert that p is true is to assert that p, and to assert
that a refers is to assert that there are as. These
disquotational properties eliminate ‘true’ and
‘refers’ from contexts where p and a are explicit.

But realism makes a further commitment to the
descriptive success of theories. Whether or not ref-
erence to an unobservable entity requires describ-
ing it truly, realism must attribute some truth to a
theory’s description of the entity if evidence for the
theory is to warrant realism’s metaphysical claim.
For, as the entity is unobservable, its mere exis-
tence, independently of its nature and relations to
other entities, carries no observable consequences.
So the realist believes not only that the entity exists,
but also that it has certain properties. Because
theories develop and change in response to new
evidence, and competing or successive theories
sometimes differ in the properties they attribute to
the same entity, this further realist commitment is
vague and inconstant. It is therefore doubtful that
the semantic component of realism can be made
entirely redundant.

It is instructive, on this point, to contrast the
thesis of ‘‘entity realism’’ advocated by IanHacking
(1983). Hacking eschews all talk of truth and all
theoretical description; his realism is exclusively
metaphysical, committed to the entities alone in
virtue of their technological applications in the
study of yet more speculative aspects of nature.
He believes that electrons exist because scientists
say they use them to study other things, but he
professes no theoretical beliefs as to the nature of
electrons. As Hacking disallows himself the
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resources to explain how a theoretical entity man-
ages to be technologically useful, deference to how
scientists describe their own practice is his only
means of identifying the entities to which his real-
ism is committed. This leaves him wide open to an
antirealist reading of such description as a useful
manner of speech without ontological import.

A viable realism must endorse some theoretical
properties as well as a theoretical ontology. The
difficulty, to which Hacking’s minimalism is re-
sponsive, is to make this further commitment spe-
cific. Characteristically, realism speaks of there
being ‘‘some truth’’ to theory, but declines to be
fully explicit as to what this truth is. Realism claims
that there is truth enough to account for the pre-
dictive and explanatory effectiveness of unobserv-
able posits. But not knowing how much truth or
what truth is enough, realism cannot cash its truth
attributions in for specific theoretical assertions.

Epistemically, realism claims that empirical evi-
dence justifies theoretical beliefs. This component
is, again, only partially redundant. Specification of
the propositional content of the beliefs justified can
constitute the realist thesis without adverting to
justification. But the denial that any specific theo-
retical proposition is justified is not yet antirealism.
Antirealism claims not that particular propositions
are unjustified, for the realist could agree and
endorse others, nor even that no theory is justified,
for the realist could attribute this to a contingent
lack of evidence, perhaps to lack of resources or
diligence. Antirealism claims that it is not in the
nature of empirical evidence to justify theoretical
belief. Realism and antirealism divide over the ca-
pacity of the kind of evidence in principle available
to warrant beliefs as to the existence and nature of
entities that cannot, in principle, be observed. To
claim that theoretical beliefs are epistemically justi-
fiable is already realism, and this claim does not
reduce to any endorsement of a particular theory.

Of course, realists characteristically claim much
more. They claim that many theories in fact enjoy
an evidential warrant sufficient to show that the
unobservable entities they posit exist. But then they
meet the additional argumentative burden that this
additional commitment incurs with vacillation or
vagueness; the favored theories are unspecified or
their specification is disputed. Typically, they are
identified only as the ‘‘best supported’’ theories of
current science, without specifying a standard
of support or determining the degree of support of
any particular theory. This has not mattered much
to the debate. The principal arguments for and
against realism are largely insensitive to differences

among its semantic, metaphysical, and epistemic
components.

The Observational-Theoretical Distinction
The distinction between observation and theory is

crucial to realism, and it might seem that the whole
debate is obviated by the disrepute into which this
distinction has fallen (Maxwell 1962; Churchland
1985) (see Observation). If the distinction is denied,
then the alternative to realism is an expansion of
antirealism into a thoroughgoing skepticism. The
antirealist needs the distinction to delimit such in-
credulity. But surely some, at least rough and ready,
distinction is allowable; its difficulties go not so
much to showing that the distinction is untenable
as that there are too many ways to draw it, none of
them neat. An epistemically pristine concept of ob-
servability independent of science is elusive in prin-
ciple. And if one follows science in countenancing
theory-mediated methods of observation, then the
boundary of the observable is ever-shifting (Leplin
1984b; Shapere 1982). Atoms and microbes used to
be examples of unobservable entities; now the status
of atoms is unclear. Elementary particles seem safe,
unless one begins to worry about whether they are
rightly conceived of as ‘‘entities’’ at all and whether
it makes sense even to entertain their observability
(see Particle Physics).
One can only assume that the issue is rightly

joined at some point, for in claiming that empirical
evidence can warrant theoretical belief the realist is
not predicting that all objects of such belief will
become observable. Whatever the point of engage-
ment, beliefs on the observational side are not in
dispute. The realist need not account for their jus-
tification but is entitled to assume it in defending
the justifiability of beliefs on the theoretical side.
Conversely, an argument strong enough to impugn
observational beliefs is out-of-bounds to the anti-
realist. It is not the burden of realism to refute
skepticism.

The Scope of Realism
Realism’s obvious attraction, and motivation, is

to side with science. Realism brooks no philosoph-
ical impediment to what science discovers. This
advantage depends on delimiting the range of the-
oretical entities, and propositions about them, that
realism endorses. For science itself declines to treat
many of its theoretical posits realistically. If it is not
to disagree with science, realism must disqualify
some entities.
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Empirical success tout court—explanatory and
predictive utility—does not seem an adequate
basis for doing so. Stipulating that success be
uniform—uncompromised by failure—disqualifies
replaced theories of continuing utility, but this stip-
ulation is both too strong and too weak. The
records of entrenched, credible theories are not
unblemished; there are reasons for tolerating em-
pirical problems rather than blaming the theories
that face them, nor is there any expectation that the
best theories scientists could ever have would be
trouble free. And theories at the frontiers of re-
search, theories too speculative and underdevel-
oped to believe, may, for a time at least, face no
empirical difficulty whatever. They may be sup-
ported by all available evidence simply because
too little pertinent evidence is available. Worse,
rival theories may all be successful; the realist
must not be ontologically indiscriminate where
science is skeptical.
The standard solution is to restrict realism to

mature, entrenched, well-tested, current theories.
This is inadequate on several counts. Not all the
entities such theories posit are meant to have onto-
logical standing. Some are conceptual devices that
the theory is not committed to. And their status can
change. Scientists come to interpret realistically enti-
ties originally introduced as artifacts ofmathematics
or aids to computation—positrons and quarks, for
example. And entities originally intended realisti-
cally get reinterpreted as conceptual devices whose
existence is prohibited by theory—electron orbits,
for example (see Chemistry, Philosophy of ). Some
theoretical entities are part of a conceptual back-
ground assumed in interpreting a theory but un-
involved in the application of the theory to
observable situations—the electromagnetic ether,
for example. The conceptual framework may be
dispensable or replaceable without empirical cost.
Some entities are conceptually anomalous to the
point that commitment to them is unreasonably
precipitous however well the evidence supports
them and however indispensable to the progress
of science they appear—gravitational mass, for ex-
ample. A defensible realism must somehow unbur-
den itself of a profusion of theoretical entities
that scientists—whose epistemic ambitions are
entangled with pragmatic, aesthetic, and heuristic
interests philosophically infected by sociology—
admit into their best theories.
To address these problems, the following state-

ment of scientific realism is proposed:

SR: Theoretical entities that are needed to
explain or predict empirical results, and that

are posited by well-supported theories free of
empirical or conceptual difficulties, exist and
have those of the properties these theories
attribute to them that enable them to fulfill
their explanatory and predictive roles.

To motivate the unusual complexity of SR, it will
be contrasted with two popular versions of realism.

Contrasting Formulations
According to Bas van Fraassen (1980), realism is

the thesis that science aims at truth and that accep-
tance of a theory includes believing that it is
true (see Empiricism). Notice that this version
acquiesces totally in realism’s propensity for vague-
ness as to what, exactly, one is to be realist about.
Van Fraassen’s realist is not explicitly committed
to anything epistemic or metaphysical. He is, how-
ever, semantically profligate; truth is the defining
concept. He is also, like Hacking, committed to a
particular reading of scientific practice. Van Fraas-
sen’s realist need not believe that any theory is true
but that the scientist believes this in accepting a
theory. SR, by contrast, is a thesis about what
science achieves, regardless of its aims or epistemic
attitudes. Science’s predominant interest and direc-
tion could be nonepistemic, so far as SR is
concerned. They could be indecipherable or as
diversified as the proclivities of individual scien-
tists. Unwilling to defer to the supposed values of
science as an institution, SR must itself specify
the conditions for metaphysical and epistemic
commitment.

An older realist tradition, associated with Hilary
Putnam (1978) and Richard Boyd (1984), holds
that successful theories are approximately true
(see Putnam, Hilary). The qualification leaves
room for theory change and refinement. This ver-
sion is epistemically profligate. SR achieves the
same flexibility with much less generosity. A theory
does not have to be ‘‘approximately’’ true or
‘‘close’’ to the truth to be empirically successful. It
can contain lots of falsity that fails to make a differ-
ence at the observational level. So SR endorses
only those entities and only those of their property
attributions needed to make sense of what tran-
spires at that level. SR is irreducibly semantic and
epistemic because it is difficult to specify what these
entities and properties are. They must be deter-
mined case by case through analysis of the evidence,
of how the evidence is predicted or explained, and
of whether alternative modes of prediction and ex-
planation, invoking different entities or properties,
are open.
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Arguments for Realism

The Burden of Argument
Debates over realism are complicated by dis-

agreement, usually implicit, about the argumenta-
tive burden. Does it fall upon the antirealist because
realism’s endorsement of science gives it an initial
plausibility? This appears to be the presumption of
Philip Kitcher (1993), who thinks that realism wins
if antirealist arguments are countered. Or does it fall
upon the realist because realism makes the stronger
epistemic commitment? This is generally the view of
antirealists, notably van Fraassen, who recom-
mends antirealism for its epistemic minimalism.
Since many realists, in the tradition of Putnam and
Boyd, accept the burden of argument, it seems ap-
propriate to begin with pro-realist argumentation.

This priority does not, however, reduce the
antirealist’s burden to criticism. Because of an
important asymmetry in the opposing positions,
antirealism requires an independent line of argu-
ment. It was noted that theoretical entities are
given varying and changeable roles within science.
Their ontological standing is subject to dispute,
uncertainty, and investigation. A good example is
electron orbitals. The original quantum theory re-
quired them, and experimentalists have claimed to
observe them (Scerri 2001). Yet quantummechanics
denies their existence; only stationary states of the
atom as a whole are real (see Chemistry, Philosophy
of ). Realism reflects this diversity in circumscribing
the range of its intended applicability. Antirealism,
by contrast, counsels a sweeping ontological skepti-
cism with regard to theoretical entities as such,
apart from any scientific issues affecting their inter-
pretation. Only autonomous philosophical rea-
soning, presumed to trump debates within science,
could ground so indiscriminate a position.

The Explanationist Strategy
Themain line of argument for realism is ‘‘explana-

tionist’’ or abductive. This means, essentially, that
the explanatory achievements of theories count fa-
vorably in their epistemic evaluation (see Abduc-
tion). The need to advance theoretical hypotheses to
explain empirical results is justification for believing
the hypotheses, that is, for taking them to be true. In
Putnam’s version, if there were no truth to theory,
one would be at a loss to explain, not just what
is observed, but also the success of theory in ex-
plaining and predicting what is observed. In
Boyd’s version, truth attributions to theory derive
from the success of the scientific method in generat-
ing empirically successful theories. To explain the

success of method, one must suppose it grounded in
a fundamentally correct picture of nature.
As it stands, this line of argument is seriously

deficient. Just as realism is selective in the entities
and properties it endorses, so must it be selective in
the explanatory and predictive successes in which it
invests epistemic import. For many, if not all, such
successes admit of nonrealist explanation. Scientific
method recognizes this. Scientists do not claim epi-
stemic warrant from all the empirical results that a
theory predicts. Experiments capable of warranting
a theory must be carefully designed to make errors
in the theory detectable. If this cannot be done, the
theory is not warranted, however rich its explana-
tory and predictive success.
Thus, it was clear to Mendel that his laws of

dominance and segregation, and the unobservable
hereditary particles they introduced, got no support
from the ratios of dominant and recessive traits in
third-generation plants (see Genetics). That is why
he designed the ‘‘backcross test,’’ which predicted
new ratios uninvolved in the construction of those
laws. Watson and Crick did not recommend their
helical model of DNA for the amount of water that
it accommodated, although the amount of water
accompanying DNA was important information
that an acceptable model would have to provide.
They needed x-ray photographs. Some empirical
information is built into theories. Some is predict-
able by rival theories. Some is explainable by the-
ories—in geology and evolutionary biology, for
example—that could also be used to explain con-
trary results. An explanatory argument for realism
must identify those scientific successes that realism
is needed to explain.

Novel Prediction
The most promising strategy is to focus on pre-

dictive novelty (Leplin 1997a). Scientific practice
accords special probative weight to a theory’s suc-
cessful prediction of results that were unknown,
unexplained, unappreciated, unanticipated, unin-
volved in the theory’s construction, unrelated to pre-
vious tests, unlikely or counterindicated on the basis
of rival theories, unpredictable apart from the theo-
ry—a host of loosely related ideas are encapsulated
in the scientific conception of novelty. The predic-
tion of gravitational deflection of starlight by gener-
al relativity is a paradigm case of a novel result
highly influential in the evaluation of a theory by
scientists. The prediction from Fresnel’s wave theo-
ry of a bright spot in the center of the shadow cast
by a circular disk in spherical diffraction is a favorite
example of philosophers (Giere 1983).
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These examples suggest that novelty matters be-
cause it represents discovery, which is the business
of science. A successful novel prediction is general-
ly the discovery of a new phenomenon. But as the
variations in the cognates of the notion suggest,
this simple desideratum is incomplete. Sometimes
what is discovered is not the phenomenon itself but
how it is to be explained. A known phenomenon
may continue to be regarded as novel so long as it
defies theoretical explanation. For philosophical
purposes, an understanding of novelty is needed
that will advance the distinctively epistemic inter-
est of licensing theoretical belief, rather than the
loose and variable understanding of the scientist
concerned to learn about the natural world.
The twentieth-century philosopher who made

the most of novelty was Imre Lakatos (1970) (see
Lakatos, Imre). Novelty was his criterion of the
progressiveness of science; new theories must
make new predictions. This is instructively ambig-
uous: Is the newness in what is predicted or in the
prediction of it? Lakatos’s conception of progress
was primarily methodological, not epistemic. As it
takes no account of a theory’s conceptual coher-
ence or negative evidence, Lakatosian progress
cannot assure an advance in knowledge or truth.
What the realist wants from novelty is a property
that requires realist explanation. A novel empirical
result must be one whose successful prediction by
a theory requires the existence of the theory’s
unobservable posits to explain.
For this purpose it is unnecessary that the result

be previously unknown, nor even uninvolved in
constructing the theory, for its involvement could
have been innocent. Perhaps, although the theorist
used it, it need not have been the case; its use was
incidental in that its omission would not have af-
fected the theory’s development. Perhaps the result
was like a superfluous premise in a valid argument.
It may have had heuristic importance, but without
it the same conclusion would eventually have been
reached. Conversely, that a result be totally un-
known, new in every respect, does not guarantee
novelty. For the result might instantiate a general
principle assumed in developing the theory, or be
interchangeable in the theory’s development with
known results that were crucial in determining the
theory’s predictive capacities. In these cases,
the theory’s provenance is such that it would natu-
rally predict the result whether its posits warrant a
realist interpretation or not.
Novelty requires that a result have a certain kind

of independence from the provenance of the theory
predicting it. Neither the result nor any general law
or principle that subsumes it can have a role in

determining what the theory will predict. Then the
realist can argue that the theory’s successful predic-
tion of the result was not foreordained, but requires
special explanation. This form of independence cap-
tures the idea of unexpectedness or distinctiveness
ingredient in the common conception of novelty.

A remaining barrier to supposing that realist
explanation is needed is that the result might also
be predicted by rival theories with respect to which
it is also independent. The realist must not endorse
incompatible theories, and might lack a principled
basis for favoring one over others. A number of
additional measures pertaining to the weight or
quantity of evidence might be introduced to handle
this problem. But the simplest expediency is to
make it a condition of a result’s novelty for a
theory that no viable rival theory predicts the
same result. Then the realist can argue that the
only available explanation of the theory’s predic-
tive success is to be found in the theory’s own
epistemic merits. This is a uniqueness condition. It
captures the idea that, not only is a novel result in
fact unexpected, but it is one that scientists had no,
even unrecognized, reason to expect.

This requirement is clearly historical. Either
novel status is historically variable or it must be
indexed to a particular state of science. Given the
realist’s epistemic purposes, it is best to relativize
novelty to the theories available at a particular
time. A result R is novel with respect to a theory
T if it satisfies the independence condition with
respect to T and, at the time that T first predicts
it successfully, no viable rival to T also predicts it.
Then, the later development of rivals that predict R
affects not R’s novelty for T but its epistemic
weight in the evaluation of T. Empirical results
that satisfy the independence and uniqueness con-
ditions for novelty are the ones whose successful
prediction the realist claims provide warrant for
theoretical beliefs.

Defending SR
With this delimitation of the range of scientific

successes to which to apply his explanationist strat-
egy, the realist’s argument for SR is straightfor-
ward. The theoretical entities and properties that
a theory uses to achieve predictive success are need-
ed to achieve this success if this success is novel, for
novel success is explainable neither on the basis of a
theory’s provenance nor on the basis of rival the-
ories. A novel predictive success provides some
reason to think that the theoretical entities used
to achieve it are real, for if they are fictitious,
if the theory is wholly wrong in positing and
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describing them, then one is at a loss to understand
how the theory manages to achieve this success.

Notice that realism’s explanandum here is not a
novel result as such, or its prediction, or the truth
of this prediction. The result is a fact about the
world; the theory explains that. The theory’s pre-
diction of the result is explained by the theory’s
semantic content and the logical relations of this
content to a statement of the result. The explana-
tion of the prediction’s truth is that this is the way
the world is observed to be. What the truth of the
theory is invoked to explain is the complex rela-
tional fact that the theory predicts the result suc-
cessfully; that is, it yields the prediction and the
prediction proves correct. How the theory manages
to do this is unexplained by its semantic content or
the observable way of the world.

A number of philosophers have argued that the
appeal to truth gains the realist no explanatory
advantage. They point out that the reality of theo-
retical entities adds nothing to their explanatory
resources. Reality, according to Hacking (1983,
54), is not part of a theory’s explanation of any-
thing. A theory never explains anything just ‘‘by
being true’’ (Levin 1984, 126). Such objections are
beside the point, because realism’s explanandum is
not that of the theory, but is a second-order fact
about the theory.

That a theory is sufficiently rich to yield novel
predictions and that some such predictions prove
true might be unremarkable. At what point appeal
to chance becomes intellectually inadequate is dis-
putable. But surely a sustained record of novel
success unblemished by failure invites theoretical
belief. To persist in agnosticism in the face of such
ever-mounting achievement would seem to be a
position that refuses to acknowledge the very pos-
sibility of evidence against it, thereby preempting
its own eligibility for support. It is also a position at
odds with scientific method, which seeks explana-
tion not only of properties of the physical world
but also of the success of theories in predicting and
explaining these properties. Understanding why
theories work as well as they do and no better is
necessary for improving them. Unless the antireal-
ist thinks there are a priori reasons to prefer meth-
ods of inquiry different from those found to be
successful in experience, the project of understand-
ing the success of theories cannot very well be
rejected. But to the extent that such success is
novel, realism is the outcome of this project.

The Antirealist Response
The antirealist’s response to the sort of argument

sketched is to attack abductive reasoning. Van

Fraassen claims that explanation is a pragmatic
rather than an empirical virtue; that is, the reasons
for which it is valued have nothing to do with the
realist’s epistemic aims. Explanatory success can-
not betoken truth, because it is impossible for em-
pirical evidence to decide whether a theory’s claims
about its unobservable posits are true. No evidence
available in principle can distinguish a theory’s
truth from its utility and reliability in prediction.
The weaker, nonrealist hypothesis that a theory is
empirically adequate—that it gets the observable
facts right—is the strongest hypothesis testable.
As a stronger hypothesis, realism is untestable
and cannot be warranted.
One might wonder whether anyone but the skep-

tic can accept van Fraassen’s constraints on the
reach of evidence. Van Fraassen himself is certainly
prepared to advance theses, like the empirical ade-
quacy of a theory, that are stronger than alternatives
among which observations cannot discriminate.
Why is the thesis that a theory gets the observed,
rather than the observable, phenomena right not
the strongest thesis warrantable?
But a more fundamental question to ask is

whether van Fraassen’s reasoning argues against
abduction or just presupposes that abduction is
illegitimate. The realist contends that a theory’s
predictive and explanatory success is evidence for
it. Van Fraassen contends that only the empirical
facts themselves—not the fact that they were pre-
dicted successfully or explained, nor their novelty—
are evidence for anything, and these facts can have
no differential bearing on a theory’s truth as
against its mere empirical adequacy. Van Fraassen
has given no reason for this limitation of the scope
of relevant evidence. But he might ask whether
the realist is any better off. Why should how the
empirical facts are predicted or explained be an
evidential matter? The criticism would then be
that it is incumbent upon realists to defend their
expansion of the scope of evidence.
There is a naturalistic answer to this challenge.

Explanatory reasoning is indispensable in ordinary
life. People leave the room by the door rather than
the window, not because over extended trials peo-
ple have had better results the one way than the
other, but because they believe general laws that
explain experience. Neither enumerative nor elimi-
native induction without abduction can make sense
of the warrant for commonplace, practical deci-
sions. Explanatory reasoning is equally indispens-
able within science. The progress of modern science
depends squarely on the ‘‘method of hypothesis,’’
the willingness to advance theoretical hypotheses
and to judge theories by their explanatory
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resources. Recognizing that the methods and stan-
dards for investing credence have no a priori war-
rant, the naturalist relies on those that have been
found successful in experience. Abduction works.
Arthur Fine (1984) thinks that this defense of

abduction is circular. Because abduction is used in
science to decide what conclusions to draw about
the world, it must not be used in the philosophy
of science to judge the epistemic status of these
conclusions. This would be to prejudge their legiti-
macy. If philosophy is to judge the methods of
science, it must not presume the reliability of
those very methods. According to Fine, whether
or not realism is correct, abduction is bound to
support it, because realism is an explanatory hy-
pothesis and abduction simply assumes that expla-
nation betokens truth. If it does not, then the
consistent abductive reasoner is systematically de-
ceived. Only methods of reasoning that, unlike
abduction, are potentially sensitive to a disconnec-
tion between truth and explanation could ground
realism, because only they are capable of delivering
a nonrealist conclusion.
There are a number of replies to this criticism,

their theme being that Fine’s requirements for a
permissible realist argument are unreasonably
stringent. Since abduction is used successfully in
science to reach conclusions about observable phe-
nomena, there is an immediate danger that Fine’s
requirements amount to skepticism. If theoretical
beliefs are preempted by their abductive basis, so
are many beliefs about observables. Could beliefs
about observables be recovered on some other
basis? Van Fraassen (1989) thinks so. But Leplin
(1997a, Ch. 5) has argued that abduction is as
fundamental as other forms of ampliative inference
and that its inclusion in one’s inferential repertoire
is necessary to block paradox. In particular, enu-
merative induction is legitimate only for properties
connected by an explanatory relation. More gener-
ally, the reply to Fine is that one cannot investigate
scientific practice with methods more fundamental
than those of science, because there are no more
fundamental methods; indeed, there are no known
methods at all of any plausibility and reliability
that science does not already use. Hence, skepti-
cism is the only alternative to the innocence of such
circularity as there may be in the realist strategy.

Arguments Against Realism

Underdetermination and Empirical Equivalence
Because the relation of empirical evidence to

theory is ampliative, any body of evidence is strictly
consistent with the falsity of any theory. As it is

not open to the antirealist to reject ampliation
altogether—that produces skepticism—the antire-
alist cannot fault the realist for believing a theory
on the basis of evidence that leaves open the possi-
bility that some rival theory is true instead. Never-
theless, the possibility of unrefuted rivals has been
used to mount an attack on realism. The key is to
claimnot only that anygivenbodyof evidence leaves
alternatives to the realist’s preferred theory open,
but the stronger thesis of empirical equivalence:

EE: Every theory T has a rival theory T 0 whose
observable consequences are identically the
same as those of T.

According toEE, the existence ofT 0 is not merely
a logical possibility but a fact. A multiplicity of
theoretical options are invariably available, whatev-
er the observable evidence. Moreover, observations
used to supportT cannot in principle discriminate T
fromT 0; it is not just that they fail to do so presently,
so that a warranted choice requires further evidence.
Transitory evidential indecisiveness is a perennial
situation; in it scientists attempt to design new
experiments capable of discriminating among the
contending theories. According to EE they may
thereby eliminate some contenders, but can never
reduce the options to a single theory. Frequently it
is claimed that all theories have indefinitely many
or infinitely many empirically equivalent rivals, so
that crucial experimentation necessarily leaves a
multiplicity of options (Kukla 1998, chap. 5). But
if realism can contend with EE as formulated, these
bolder versions need not be addressed. EE is a basis
for claiming that theories are underdetermined by
all possible evidence:

UD: No amount of evidence suffices to warrant
any theory.

It is supposed that, given EE, no evidence for
any theory can support it over some rival (see
Underdetermination of Theories). And it is further
supposed that if rival theories are equally sup-
ported by the evidence, then a choice between
them can be justified only pragmatically and can-
not be epistemically warranted. If UD is correct,
then realism—SR in particular—is indefensible.

As EE is stronger than the uncontested logical
inconclusiveness of evidence, it requires argument.
One approach is to cite cases. A Newtonian theory
in which gravitation is fundamental may predict
the same particle trajectories as an Einsteinian the-
ory in which space-time is curved (Earman 1993).
Standard von Neumann quantum mechanics may
be empirically equivalent to a Bohmian formula-
tion of quantum mechanics with hidden variables
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(Cushing 1994). But the realist has no interest in
denying the possibility of empirical equivalence,
and it is unclear how a few real cases can generalize
into anything like EE. What impresses one about
real cases are the tentativeness and complexity of
the judgment that empirical equivalence is irreme-
diable, and the difficulty of formulating a rival
theory that achieves it.

A more general argument exploits the leeway
some important theories leaveopen for fixing certain
of their parameters. Van Fraassen (1980, chap. 3)
points out that any theory differing from Newtoni-
an theory only in ascribing a nonzero constant
absolute velocity to the center of mass of the uni-
verse is empirically equivalent to Newtonian theo-
ry. John Earman argues that the global topologies
of some cosmological models allowed by general
relativity are empirically indeterminable in princi-
ple. Rival hypotheses about the compactness of
space, for example, will be empirically equivalent.
As these examples depend on accepting a substan-
tial body of theory, the realist should welcome them
(Laudan and Leplin 1991; Stanford 2001). As
shown, the realist has no interest in claiming that
successful theories are to be believed in every detail
or that every theoretical issue must be epistemically
resolvable.

The most influential defense of EE is algorith-
mic. For example, define T 0 ¼ ØT6OðTÞ, where
O(T ) says that T ’s observable consequences are
true. This approach substitutes artifactual cases
for real ones to achieve generality. But it is unclear
whether EE can be sustained artifactually. The
antirealist cannot claim that the mere logical inde-
cisiveness of evidence establishes UD, for then the
result is skepticism. For EE to advance beyond the
logical indecisiveness of evidence, the rival whose
existence it guarantees must be a theory. Is
ØT6OðTÞ a theory? Impatient with the controver-
sy this question stirs up (Leplin and Laudan 1993;
Kukla 1998, Ch. 5), one might become inclined to
dismiss it as ‘‘semantic.’’ This would be a mistake,
for what is really at issue is whether EE is capable
of underwriting UD (Leplin 1997b). It is UD that
threatens realism, not EE as such. If EE is read
simply as asserting the consistency of øT with O(T)
(or with all possible evidence for O(T )), if, in other
words, ØT6OðTÞ is to count as the rival theory
that EE promises, then any underdetermination
consequent upon EE is too sweeping for the anti-
realist to embrace. Either no underdetermination
of real theoretical belief follows from EE, or any
belief logically stronger than the observational evi-
dence in hand is underdetermined. The first option
sustains realism; the second is skepticism.

There is, in fact, no algorithm for generating
theories, and it is by no means clear that theoretical
alternatives are always available. And where they
are available, there is no general impediment in
principle to observational discrimination. Apart
from the profligacy of its promise to deliver theories
without end, there are two grounds for suspicion
about EE.
The observational consequences of a theory de-

pend on auxiliary information with which it is con-
joined to generate predictions. Oneworry is that this
information is inconstant, augmentable, and defea-
sible in unforeseeable ways. Equivalence with re-
spect to one state of auxiliary knowledge may give
way to decidability with respect to another. Unless
the potential scope of auxiliary information is some-
how delimited, equivalence has no guarantee. Even
an equivalence of the idealized ‘‘total’’ theories of a
final science is in principle amenable to changes in
auxiliary knowledge (Leplin 1997b).
The second worry is that if UD were true, the

theoretical auxiliaries needed to generate observa-
tional consequences from a theory would have no
epistemic warrant. As different observational con-
sequences are obtainable with different auxiliaries,
the inability to privilege any specific auxiliaries
leaves the theory’s class of observational conse-
quences indeterminate. But then EE itself is indeter-
minate, and cannot be used to inferUD. Thus either
UD is false and there is no warrant for theoretical
beliefs as realism contends, or EE is undecidable,
in which case UD is unsupported. Either way, the
antirealist’s argument from underdetermination
fails.

The Skeptical Historical Induction

A more serious challenge to realism is to be found
in the historical record of once successful theories
that science has come to reject. If successful the-
ories have regularly proven to be false, then the
success of a theory cannot be evidence that it is
true. Larry Laudan (1981) has compiled a list of
once prominent theories whose unobservable posits
are unacceptable to contemporary science. Includ-
ed are electromagnetic and optical ether theories,
phlogistic chemistry, and the caloric and vibratory
theories of heat. He invites the induction that the
unobservable posits of contemporary science will in
turn be rejected by future science, challenging the
realist to explain why theoretical entities that hap-
pen to be current should be held exempt from the
lessons of history.
Laudan’s list, though embarrassing to realist

intuitions, is not immediately generalizable. Even
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if many successful theories are false, success may
yet indicate truth if its frequency among false the-
ories is low. It may be that during the historical
periods from which Laudan’s examples come, vir-
tually all theories were false. It is the small minority
of successful ones that require notice. Perhaps suc-
cess is far more frequent among true theories,
which predominate in contemporary science, than
among false ones. After all, the realist thinks not
only that the best confirmed theories are at least
partially true, but also that methods of theorizing
and protecting against error have improved with
scientific experience. It is a natural corollary to the
realist position that truth is more frequent among
current theories than past ones. But this is specula-
tion. At best it prevents Laudan’s argument from
being definitive; it does not prevent it from shifting
the burden to the realist.
A number of realist responses suggest them-

selves. The original response was Putnam’s restric-
tion of the abductive argument for realism to
‘‘mature’’ science. But of course the criterion of
maturity cannot be currency. If realism is to claim
any naturalistic grounding, if it is to be responsive
to the historical record rather than imposed
a priori, then its delineation of what is relevant in
this record must not disqualify negative evidence.
There must be an independent standard that
Laudan’s examples fail, a standard of experimental
objectivity or severity of testing, some methodolog-
ical stricture whose violation disqualifies the exam-
ples as the sort of successes that warrant realist
explanation. Perhaps it can be argued that the
quantum-mechanical revolution extends even to
the criteria for theoretical success, so that it is
simply a mistake to credit Laudan’s examples
with success whatever their coeval estimation.
Short of that, it will be difficult to disqualify
major theories of nineteenth-century physics. But
with that, it will be difficult not to forecast further
changes of method that disqualify contemporary
physics. If standards of success have shifted to the
point that scientific judgments of it are unreliable,
then current science cannot be privileged. Either
way, the induction goes through.
A different response is to point to the presuppo-

sition of current science in the determination that
past theories have proved wrong, for, in denying the
existence of previous theoretical entities, Laudan
assumes a contemporary perspective. But to as-
sume this perspective is to declare current science
true and referential. The realist can ask for no
more.
Whether Laudan’s examples can be reinstated on

a basis less congenial to realism is a difficult issue

largely unexplored. If past theories were simply re-
futed by further evidence, they may be pronounced
false without endorsing successor theories. But
then, they may no longer be pronounced, on bal-
ance, successful, and it is unclear that realism need
apply to them. Alternatively, one might fashion a
new induction from the fact that once-successful
theories eventually proved unsuccessful to the even-
tual decline of current theories. Another possibility
is to appeal to inconsistencies among successful the-
ories to argue that some of them must be false
regardless of which, if any, are true. Then success
is no guarantee of truth, and the realist’s abduction
fails. But judgments of logical relations among the-
ories have been historically variable; a definitive
judgment usually requires a contemporary perspec-
tive. And if somehow sustained, such judgments will
deplete Laudan’s list, weakening the induction.

A variant on the induction due to Kyle Stanford
(2001) finesses these problems. Stanford connects
the induction to the thesis of evidential under-
determination by propounding a transitory form
of empirical equivalence. Instead of claiming that
an equivalent rival exists for any theory, he claims
that any body of evidence supporting a theory
supports some rival theory equally well. The rival
need not be available; indeed, Stanford’s induction
to the existence of such rivals in general is based on
cases in which it was unavailable over a substantial
period of the theory’s success. That is, he induces
from cases of theory succession rather than theory
competition. The development of science exhibits a
pattern in which successful unrivaled theories are
eventually replaced by new theories that predict
and explain all the evidence that, before they
existed, supported their predecessors. One is to
infer that the evidence for the best current theories
is equally supportive of some alternative theory as
yet unidentified, so that the best current theories
are underdetermined.

Some critics of realism respond to the difficulties
of EE by founding UD on something weaker: At
any particular time the observable consequences of
T are the same as those of some rival or other,
possibly of different rivals at different times
(Kukla 1998, Ch. 5). The trouble has been that no
general argument, such as the algorithmic strategy
attempts, has been advanced for this thesis; it
appeared as an ad hoc reaction to challenges to
EE. Stanford’s induction appears to supply such
an argument, if only availability of the rival is not
required.

There is a serious difficulty with the argument,
however. Many philosophers and historians con-
tend that successor theories do not predict or
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explain the evidence for their predecessors. There
are explanatory losses as well as gains in theory
change; according to the more radical voices
(Kuhn 1962), successive theories address altogether
different questions and cannot recognize any
common body of evidence at all.

But even with Stanford’s more traditional view
of progress (see Scientific Progress), it is problem-
atic to maintain that the evidence explained by a
new theory supports this theory as well as it sup-
ported its predecessor. In paradigm cases the new
theory posits different, more powerful predictive
machinery whose acceptance depends on new em-
pirical successes. The original evidence that war-
ranted the old theory would not be sufficient to
warrant the new. How, then, can it be decided
that the extent of the support it offers the new
equals that which it offered the old? The only
ready answer is to assimilate the notion of warrant
or evidential support to that of subsumption; both
theories subsume the old evidence. But status as a
consequence of a theory is not the sole determinant
of an observation’s evidentiary weight with respect
to the theory. It is an error, which the inference
from EE to UD commits and SR is formulated to
avoid, to assume that all of a theory’s predictive
successes support it at all, let alone equally. Novel
ones count more, for example. In effect, Stanford
supposes that since evidence supporting a theory is
recoverable by inference from any stronger theory,
it must support a stronger theory as well. This
thesis generates well-known paradoxes of confir-
mation (Hempel 1965, 3–51) (see Confirmation
Theory; Induction, Problem of ).

The skeptical induction is designed to be natural-
istic: The success of science is supposed to warrant
realism, whereas the actual record of successful the-
ories manifestly does not. As an argument from
history, the induction takes at face value histor-
ical judgments of successfulness. But of course
these judgments respond to multiple desiderata,
pragmatic as well as epistemic. The realist will won-
der whether counterexamples from history exhibit
the kind of success for which realism is the appro-
priate explanation, and whether, if they do, the real-
ist commitments they require are actually defeated.
Even if the skeptical induction refutes a realism that
infers theoretical truth from success straightaway,
it may fail against a more discriminating thesis
like SR.

To tell against SR, the inductive basis must in-
clude the particular theoretical entities and proper-
ties that were needed to achieve predictive success.
Only if these have regularly been rejected by
subsequent science, so that they were not simply

misdescribed or incompletely understood but non-
existent, is SR in jeopardy. Moreover, the realist
may require that the success achieved be novel, on
the grounds that otherwise realism is not needed to
explain it. Whether a significant record of novel
success may be credited to many of the theories
and entities from which antirealism is induced is
questionable. More to the point, where novel suc-
cess was achieved it is questionable whether the
entities invoked to achieve it are rejected by current
science.
A number of realists, including Kitcher (1993),

Leplin (1997a), and Psillos (1999), respond to the
skeptical induction by claiming referential success
for some of the posits of abandoned theories, or at
least for some specific predictive and explanatory
applications of these posits. In certain experimental
situations, the use of the term ‘dephlogisticated air’
by practicing chemists referred to the oxygen pres-
ent before them, which they misdescribed. In
saying that dephlogisiticated air sustained combus-
tion, it was oxygen that they were referring to.
Psillos goes so far as to identify the luminiferous
ether, Laudan’s prime example, with the electro-
magnetic field. This is a principled but risky strate-
gy for the realist. Admitting the legitimacy of the
induction, it makes its stand on what the historical
evidence proves to be.
The resolution of this question depends on how

reference to unobservable entities is fixed. The
realist’s strategy assumes that referential success
does not require descriptive success, or at least
that it tolerates some descriptive failure; a theoret-
ical entity can be real although the theory that
posits it is wrong. The best current theory of
reference, the causal theory originated by Saul
Kripke (1980), is the natural foundation for this
strategy. But apart from internal problems, this
theory requires an ostensive access to the referent,
which is unavailable in the case of theoretical
posits. Evidently, some degree of descriptive accu-
racy is required for theoretical reference. Pending
a better understanding of the theory of refe-
rence, it is unclear how much discarded science
the realist must resurrect to answer the skeptical
induction.

JARRETT LEPLIN
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REDUCTIONISM

Reductionism is the thesis that the results of inquiry
in one domain—be they concepts, heuristics, laws,
or theories—can be understood or are explained by
the conceptual resources of another, more funda-
mental domain (Nagel 1961; Sarkar 1998). Thus
chemistry is supposed to be reducible to physics
(see Chemistry, Philosophy of ); within physics,
thermodynamics is supposed to be reducible to the
kinetic theory (see Kinetic Theory); Mendelian ge-
netics is supposed to be reducible to molecular

genetics (see Genetics; Molecular Biology); and so
on. Reductionism can be viewed both as describing
a research strategy or heuristic (how research
should be pursued) and as a claim that the results
of such research justify the assertion that one do-
main is being reduced to another. This article will
concern both these aspects.

From the mid-1930s to the mid-1970s, philoso-
phers commonly regarded reduction as a relation
among theories, theoretical vocabularies, and laws.
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Nagel’s (1961) influential analysis reflected the then
contemporary linguistic orientations: One theory
reduced to another if the theoretical vocabulary re-
ferring to its entities and properties were definable,
and its laws (logically) derivable, from that of the
other—connected by empirical identifications, cor-
relations, or reconstructive definitions (see Nagel,
Ernest). Essentially this model of reduction extends
the deductive-nomological model of explanation to
the situation inwhich the explanandum is itself a law
(of the reduced theory) (see Explanation; Hempel,
Carl Gustav). Nagel also added ‘‘nonformal,’’ or
pragmatic, conditions that had to be satisfied for a
reduction to be scientifically valuable. These condi-
tions are perhaps the most lasting contributions of
Nagel’s account, but in the 1960s and 1970s, they
were seldom noted—the formal properties were of
central concern.

Schaffner (1967) extended Nagel’s account to
allow approximations and ‘‘strong analogies’’ in
connecting theories—situations in which theories
did not match exactly after a putative reduction,
agreeing in some predictions but diverging in
others: when one theory succeeded another, or a
higher-level theory was explained and corrected
by a more exact lower-level account. Theories at
different levels of phenomena could supposedly
thereby be successively reduced to those of the
lowest compositional level or most fundamental
theory, indicating the derivative character and the
in principle dispensability of the things reduced.

This familiar philosophical gambit should invite
suspicion:Whatever else it accomplishes, an in prin-
ciple claim reliably indicates that it has not yet been
achieved in practice. Should science be satisfied with
such in principle claims? If so, how are these ever to
be established? If not, what alternatives should be
explored (Wimsatt 1976)? Typically, ‘‘methodologi-
cal’’ reductionists urge the superiority of reduction-
ist aims but seldom discuss methods—no practical
reductionist problem-solving heuristic, or anything
from the supposedly irrelevant ‘‘context of discov-
ery.’’ These are bothersome lacunae: If scientific
work is reductionist, it should be discernible in the
practice of science.

This unitary account of reduction has long dis-
solved, leaving a polyphonic disunity. Wimsatt
(1979), Hooker (1981), and Sarkar (1998) review
the relevant literature. On the one hand, studies
from different sciences have become needlessly
decoupled, seldom citing one another; on the
other, they have become more responsive to actual
scientific practice—especially in biology. This arti-
cle concentrates on biology, but the analysis is

intended to extend to mechanistic explanations
throughout the cognitive, social, and physical
sciences (see Explanation; Mechanism).
The perceived unity of the Nagel-Schaffner ac-

count was an artifact of the focus on structural or
logical rather than functional features, when interest
in reduction served foundationalist aims of increas-
ing philosophical rigor, epistemological certainty,
and ontological economy. These philosophical
goals seldommatched the goals of scientific research
evenwithin contexts inwhich that research explicitly
involved the pursuit of reductions (Schaffner 1974;
Wimsatt 1976). Sarkar (1998) distinguished three
important types of scientific reductions (see also
Nickles 1973):

. Intralevel reduction, including successional re-
duction (Wimsatt 1976), the type of reduction
involved in theory succession;

. Abstract interlevel reduction, in which levels of
organization are distinguished, and upper-level
features explained, using lower-level ones;
and

. Spatial interlevel or strong reduction, in which
the levels of organization are defined compo-
sitionally in physical space.

Prior formal accounts commonly conflated these
three different types of reduction. Scientific reduc-
tions of any of these sorts are not the global and
complete systematizations traditionally envisioned
by philosophers. They are usually partial, local,
conditional, and context dependent—that is, de-
pendent on the specific mechanisms involved,
and their associated ceteris paribus conditions (for
interlevel reductions), or on the character and
conditions of approximation used (for intralevel
reductions). Thus, reductions do not necessarily
lead to the unification of the sciences into a whole
that satisfies traditional philosophical criteria for
coherence and unity (see Unity and Disunity of
Science).
Intralevel reductions are common in mathemati-

cally expressed theories and models. The most im-
portant typeof intralevel reductions are successional
reductions (see below under ‘‘Intralevel Reduc-
tions’’). These typically localize formal similarities
and differences between earlier and later, or more
approximate and exact, theories of the same phe-
nomena through mathematical transformations,
thereby aiding succession and elaboration of the
later theory and delimiting conditions for safe and
effective heuristic use of the former.
In abstract interlevel reductions, levels of orga-

nization are distinguished in an abstract space. For
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instance, in classical genetics before the molecular
era (see Genetics), the genome was represented
hierarchically from a single allele to multiple alleles
at a single locus, to linkage groups, and finally
to the entire multilocus genotype (Sarkar 1998,
Ch. 5). Properties of the entire multilocus genotype
(that is, the whole organism) were supposed to be
reducible to those at lower levels of this hierarchy.
In condensed matter physics (Batterman 2002), hi-
erarchical models of physical systems in phase
space provide another potential example of such
reductions. In biology, abstract interlevel reduction
is typically a prelude to spatial interlevel reduc-
tion (for instance, from classical genetics to molec-
ular biology). However, in physics, these abstract
reductions often occur in phase-space representa-
tions and, thus, do not show the same pattern.
This type of reduction does not raise any unique
significant philosophical concerns not shared by
the spatial type of interlevel reduction and will
not be discussed further here (for more discussion,
see Sarkar 1998, Chs. 3 and 5); from here on, in-
terlevel reduction will be taken to mean spatial
interlevel reduction.
Spatial interlevel reductions are compositional—

localizing, identifying, and articulating mech-
anisms that explain upper-level phenomena and
entities, all represented as entities in physical
space. Reductionist accounts in complex sciences
are commonly interlevel—for instance, explaining
Mach bands in terms of lateral inhibition in neural
networks (von Bekesy 1967), behavior of genes in
terms of DNA (Sarkar 1998), or gases in terms of
clouds of molecules (see Kinetic Theory). Reduc-
tions of this sort have also traditionally been called
mechanistic explanations in the literature (Nagel
1961) (see Mechanism). Aggregativity, the claim
that the whole is nothing more than the sum of
its parts, is also commonly associated with such
interlevel reductions. It is the proper opposite to
emergence (see Emergence). Like interlevel reduc-
tions, aggregative relations are compositional. But
aggregativity requires more. System properties that
are aggregates of parts’ properties represent degen-
erate cases where the organization of parts does not
matter: They are invariant over organizational
rearrangements. It is—roughly—a reduction with-
out a mediating mechanism. Mechanistic models
often start with many aggregative simplifying
assumptions but add organizational features as
they develop. As with intralevel replacements,
some things (the aggregates) seem dispensable,
though for different reasons: They are not required
in addition because they are ‘‘nothing more than’’
the reducing things.

Intralevel Reduction

In intralevel reductions, the representation of the
system being investigated is not assumed to be
hierarchical or otherwise organized into levels.
For instance, in biology, during heritability analy-
sis (Sarkar 1998, Ch. 4), phenotypic variation in
populations is presumed to be at least partly ex-
plainable by, or reducible to, genotypic variation:
No assumption is made about the structure and
organization of the genotype. The reduction of
geometrical optics to physical optics similarly
involves no claim about organization (see Schaff-
ner 1967); the reduction of Newtonian gravitation
to general relativity concerns all of space-time and
makes no claim about hierarchical organization
(see Space-Time).

The most interesting type of intralevel reduction
is successional reduction, where one theory suc-
ceeds another and the earlier theory gets reduced
to the later one. These reductions relate theories or
models of entities at the same level of organization
or theories that are not level specific. They are
relationships between theoretical structures where
one theory or model is transformed into another
(often via limiting approximations) to localize simi-
larities and differences between them. Since such
derivations involve approximations, they are not
truth-preserving deductions (see Approximation).
‘Derivations’ in this context is not the logical no-
tion of deduction: In one sense, it is weaker insofar
as it requires weaker formal assumptions; in anoth-
er sense, it is stronger because the approximations
and idealizations involved typically make impli-
cit empirical assumptions (Leggett 1987 provides
a discussion, though limited to the context of
physics).

A terminological issue about the use of ‘reduc-
tion’ in contexts of theory succession should be
noted: Sometimes, it is said that the later, more
exact, or more complete theory reduces in the limit
to the other (Nickles 1973). Thus, special relativity
‘reduces’ to classical mechanics in the limit as v/c!
0 (where v is the velocity of a body and c is the
velocity of light); either by letting velocity of the
moving entity, v ! 0 (a ‘‘real’’ engineering approx-
imation for velocities much smaller than the speed
of light, c) or by letting c ! 1 (a counterfactual
transformation yielding Newton’s conception of
instantaneous action at a distance). This usage of
‘reduction’ is nonstandard in scientific contexts and
parasitic on that of reduction in mathematics to
indicate the specification of a particular value to a
variable that can range over a set of values or some
other operation that shows that one problem is a
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special case of another problem. There is obviously
no question of the predecessor theory explaining its
successor.

Localizing similarities by successional reduction
and differences between theories (in aspects not
captured in the reduction and in the transforma-
tions used) serves multiple functions in the succes-
sion of the newer theory (Wimsatt 1976; Nickles
1973). It co-opts the evidence for, and legiti-
mates the use of, the older theory where they
agree (as v! 0 in the case of Newtonian mechanics
and special relativity); may establish conceptual
connections between them (as c ! 1 in the same
case); and locates contexts to pursue confirmation,
testing, and elaboration of the newer theory where
they disagree. Limiting conditions show where the
older theory is a valid approximation and how
rapidly it breaks down.

Finally, successional reduction is a kind of simi-
larity relation. A series of pairwise successional
reductions will usually be intransitive: Differences
accumulate in theoretical successions because of
approximations and idealizations, ultimately be-
coming too great to manage. Also, reductionist
transformations involve scientific work, and are
not achieved gratuitously. Since their scientific
functions usually require relating the new theory
only to its immediate predecessor, one rarely goes
any further. (There is no scientific relevance
in tracing special relativity back to Aristotelian
physics!) Thus, successional reduction is often in-
transitive by default, even when possible other-
wise—which it often is not, because of cumulative
differences. If mappings are too complex to con-
struct transformations relating immediate succes-
sors, then reduction fails, and the older theory and
its ontology may be discarded. Instead of reduc-
tion, there is theory replacement. So this kind of
reduction can be eliminative—but characteristical-
ly only when it fails (Wimsatt 1976). Ramsey (1994)
and Batterman (2002) elaborate such reductions,
and Batterman’s discussion of the role of singu-
larities shows another way in which reductions
can fail without being eliminative. Sarkar (1998)
discusses approximations, and Wimsatt (1987)
connects these issues to related uses of false models.

Interlevel Reduction

By contrast, interlevel reductions generally do not
relate theories (Sarkar 1992). They are driven by
referential identities (Schaffner 1967; Wimsatt
1976) or localizations (Bechtel and Richardson
1993; Sarkar 1998) between entities at the reduced
and reducing levels, and not theoretical similarities.

These identities or localizations comprise what
were called bridge laws or ‘‘reduction functions’’
in traditional accounts of reduction. Darden and
Maull (1977) envision the construction of a single
theory tying together two domains or levels but do
not require prior theories. Interlevel reductions ex-
plain phenomena (entities, relations, lawlike regu-
larities) at one level through the operations of often
qualitatively different mechanisms at a lower
level—such qualitative differences sometimes lead
to claims of emergence (see Emergence).
Such mechanistic (or ‘‘articulation-of-parts’’)

explanations (Kauffman 1972) are paradigmatical-
ly reductionist in biology (Wimsatt 1976; Glennan
1996; Sarkar 1998). They are compositional—
upper- and lower-level accounts are supposed to
refer to the same thing. Unlike the similarity rela-
tions of successional reductions, these references
are transitive across levels, though the explanations
may not be. Levels are defined by spatial inclusion
of parts in a whole. For instance, Mendel’s factors
were successively localized through mechanistic
accounts

(a) in chromosomes by the Boveri-Sutton hy-
pothesis (Wimsatt 1976; Darden 1991),

(b) relative to other factors (now genes) in the
chromosomes by linkage mapping (Wimsatt
1992)

(c) to bands in the physical chromosomes by
deletion mapping, and finally

(d) to specific sites in chromosomal DNA.

Identities and localizations are powerful hypoth-
esis generators in the reductionist’s heuristic
toolkit, suggesting new predictions at one level
from properties or relationships at the other, with
ample cues for how to construct explanatory
accounts (Bechtel and Richardson 1993; Wimsatt
1976). In contrast, more traditional ‘‘correspon-
dence theories’’ (Kim 1966) lack these resources
and look ‘‘empirically equivalent’’ to identificatory
theories only in static ad hoc comparisons made
after the fact. (Work in scientific discovery moti-
vates more realistic dynamical rather than merely
static accounts of these processes. They are often
revealingly different.) When genes were tentati-
vely localized to positions on chromosomes, it
spawned a research program dedicated to the eluci-
dation of what different regions of chromosomes
did and consisted of. Subsequent identification of
genetic specificity with DNA sequences led to pro-
jects of sequencing parts of and eventually the en-
tire genomes of organisms (see Molecular Biology).
Localizations are not logically as strong as iden-

tities: If two entities are identical, then any property
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of one is a property of the other. But localizations
preserve all relevant spatiotemporal properties of
identities, and thus all of their local mechanisms.
Consequently, contrary to Schaffner (1967), iden-
tities are not required for successful reductions. For
identities or localizations, interlevel reductions are
transitive when compositional claims preserve
boundaries between entities, and functional locali-
zation fallacies (attributing a system property to
what is only a very important part of that system)
often result when they do not. Sarkar (1998)
explicates this point about identities more formally,
showing that claims incorporating localizations may
have the form of conditional statements and yet
allow reductions to be achieved; they need not have
the form of biconditionals, which identities must.
Boundaries between entities sometimes change

for good reasons, and explanations may be intran-
sitive for other reasons (e.g., different interests at
different levels). But transitivity of explanation
(and its central connection to compositional rela-
tions) is still reflected in the modus tollens form:
Failures to explain upper-level phenomena in
lower-level terms are inevitably blamed (by reduc-
tionists) on incomplete or incorrect descriptions
of the relevant system at one level or another,
generating expectable mismatches.
As noted earlier, failed successional reductions

may eliminate objects of an older theory, but fail-
ures of interlevel reduction make upper-level
objects and theory indispensable—there is typically
no other way to organize the phenomena. Interlevel
reductionist explanation—successful or not—is
never eliminative. A mythical philosophical inven-
tion, eliminative reduction, reflects older aims of
ontological economies since abandoned (Wimsatt
1979). There is no evidence for such elimination in
the history of science, and there is no reason—
in terms of scientific functions served—to expect
it in the future. Claims to the contrary (see, e.g.,
Churchland 1986) may arise through conflations of
successional and interlevel reduction. Designers of
optical instruments continue to use geometrical
optics rather than physical optics, though they
may need to make corrections due to diffraction
or exploit the phenomenon of polarization in some
contexts, for instance, to eliminate the effects
of glare (Batterman 2002). Engineers designing
combustion engines use thermodynamics, not the
kinetic theory of matter.
Analyses of reduction presuppose (and should

provide) correlative analyses of levels whose
objects, properties, and relationships are supposed
to be related. These typically show that robust
(multiply detectable) higher-level entities, relations,

and regularities (Wimsatt 1981) do not disappear
wholesale in lower-level scientific revolutions. Con-
ceptions of them transmute, add (or occasionally
subtract) dimensions, or turn up in different ways
but do not disappear (Wimsatt 1994). In the case of
interlevel reductions, claims of eliminativism rest
upon exaggerations of unrepresentative cases.

Importantly, reductionist explanatory mecha-
nisms are not themselves—nor directly legitimated
by—exceptionless general laws. Exceptionless gen-
eralizations would be unmanageably complex. Use-
ful, simple, broadly applicable generalizations about
composed systems are richly qualified with ceteris
paribus exceptions explicable in terms of mecha-
nisms operating under an open-textured variety of
applicable conditions (Glennan 1996). Mecha-
nisms are not pragmatically translatable into laws
(Wimsatt 1976; Cartwright 1983) (see also Laws of
Nature; Mechanism).

How successful is interlevel reductionism? His-
torically, as characterized here, it goes back to the
mechanical philosophy of the seventeenth century,
according to which properties of extended bodies
were to be explained by the contact interactions of
their constituent parts (Sarkar 1992). The mechan-
ical philosophy was recognized to have failed as a
universal epistemology for physics by the nine-
teenth century, but the reductionist program
continued to be pursued, though only in a piece-
meal fashion. Its major nineteenth-century achieve-
ment was the kinetic theory of matter (see Kinetic
Theory), in particular, Boltzmann’s mechanical in-
terpretation of the second law of thermodynamics.
Einstein’s kinetic account of Brownian motion in
1905 was another major success (see Sarkar 2000).
While details of these—and other—reductions in
physics continue to be debated, the general philo-
sophical point, that reductions have been successful
in many areas of physics, remains correct.

The major success of interlevel reductionism
since the twentieth-century, as often alluded to
earlier in this article, has been in biology, with the
advent of molecular biology in the 1940s and 1950s
(see Molecular Biology). In chemistry, meanwhile,
the putative reduction of chemistry to physics has
been both defended and challenged (see Chemistry,
Philosophy of). In the social sciences, interlevel
reductionism is usually called methodological indi-
vidualism; it too has been both defended and
challenged (see Methodological Individualism).
Unexpectedly, within physics, interlevel reduc-
tionism has become controversial, with quantum
entanglement often being interpreted as presenting
a challenge to reductionism because it denies any
standard individuation of the parts (see Jaeger and
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Sarkar 2003) (see Locality; Quantum Mechanics).
(For more extended discussions of reductionism
in contemporary physics, see Shimony 1987 and
Batterman 2002.)

Multiple Realizability and Supervenience

The concept of a level of organization figures cen-
trally in two concepts that have played a central
role in discussions of reduction and reducibility in
philosophy of psychology, and the lessons one
would draw from case studies in biology or physics
run counter to the antireductionist views common-
ly asserted there. The very stability of higher
levels of organization, relative to the more rapidly
changing dynamics at the lower level, essentially
guarantee multiple realizability. The lower level
characteristically has many more variables and ex-
ponentially more possible states than the more
macro level; so, there will inevitably be many-one
mappings between microstate and macrostate.

But the relative stability of the macrostates gen-
erates something even stronger, which Wimsatt
(1981) calls ‘‘dynamical autonomy,’’ whereby the
vast number of dynamical changes at the micro
level map to the same or to neighboring macro-
states, else macrostate fluctuations would be con-
stantly observed—as they are in fact with
‘‘between-level’’ phenomena like Brownian motion
(Wimsatt 1994; Sarkar 2000). This means that the
most effective way of making a macro change in a
system is virtually always to manipulate the macro
variables. Thus macroscopic causality is safe in a
reductionist world, and multiple realizability is
no argument against reduction, but a very robust
feature of the natural world.

But it is characteristic of any interlevel composi-
tional reductionist explanations that there are
exceptions to the upper-level regularities when
these are mapped in the most natural ways to the
micro level. (Note that there may be more than one
such way.) For instance, fluctuation thermody-
namics essentially concern continuous fluids, with
exceptions having the right statistical character-
istics. These upper-level exceptions may be negligi-
ble, as in statistical mechanics, or much more
common, for instance, in relations between classical
and molecular genetics. Even very reliable mecha-
nisms have a fairly large and distinct number of
ways of breaking down (which grows with increas-
ing complexity and may also be open-ended). This
open-endedness arises naturally in a mechanistic
perspective, since it is easy to conceptualize in a
systematic way how any proposed mechanistic

intervention would act, but not possible to list sys-
tematically all possible mechanistic interventions.
Claims of supervenience, roughly, hold that there

can be no change at the upper, or macro, levelf
without a change at the lower, or micro, level but
that there is no other systematic relationship be-
tween levels. The intuitions driving supervenience
in interlevel cases are that there are multiply realiz-
able macro-level properties that have no systematic
micro-level account, in part because it is thought
that a micro-level account would be wildly disjunc-
tive and that there would be an open-ended class of
exceptions to any attempt at a lower-level unity (see
Supervenience). The characteristics of mechanisms
described earlier appear to satisfy these conditions,
but without denying reductionist explanations—
and the dynamical autonomy of macro-level vari-
ables gives even more of what is needed to justify
the autonomy of the ‘‘special sciences.’’ It might be
that the search for the apocalyptic completeness
that would eliminate exceptions has motivated the
idea of supervenience (see below), but this is an
artifact of thinking of reductions in terms of laws
rather than in terms of mechanisms—at least in the
compositional sciences.
As used by philosophers of psychology, the for-

mulation of supervenience (whether interpreted on-
tologically or epistemologically) commonly utilizes
the relation between macro states and micro states
as revealed in terms of some future complete apoca-
lyptic physics and psychology (see Psychology, Phi-
losophy of; Supervenience). But this leaves the
discussion in an embarrassing situation: Can it
now even be said that anything is supervenient?
Not having the future sciences, it would appear
that nothing can be said at all.
Interestingly, another concept and approach due

to Levins renders something like supervenience im-
mediately usable and widely applicable. Levins’
(1966) concept of a ‘‘sufficient parameter’’ was
originally elaborated for levels of organization but
applies more broadly:

It is an essential ingredient in the concept of levels of
phenomena that there exists a set of what, by analogy
with the sufficient statistic, we can call sufficient pa-
rameters defined on a given level . . . which are very
much fewer than the number of parameters on the lower
level and which among them contain most of the impor-
tant information about events on that level. (428–429)

He then provides an example of a causally potent
robust property derived and caused in multiple
ways. Levins’ approach avoids dubious, in-principle
arguments and assumptions about future physics
and psychology and substitutes a thoroughly
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heuristic methodology tolerant of approximations
and exceptions and better fitting actual scientific
practice (Wimsatt 1994).

Aggregativity and Emergence

Opponents of reductionism usually fear what
Dennett (1995) calls ‘‘greedy reductionism’’: explai-
ning upper-level things in lower-level terms without
intervening mechanisms mediating emergence of
qualitatively different phenomena at higher levels
(as Dennett says, ‘‘without cranes’’). Greedy reduc-
tionism goes with ‘‘nothing but’’ talk, as reflected in
Sperry’s (1976) worries that to reductionists ‘‘even-
tually everything is held to be explainable in terms
of essentially nothing.’’ But this does not happen in
an interlevel reduction. One moves to smaller and
smaller parts in successive reductions, but in each
transition, much of the explanatory weight is borne
by the organization of those parts into a larger
mechanism that explains the behavior of the
higher-level system. (Those parts’ properties explan-
atorily relevant to the behavior of the larger mecha-
nism also provide the basis for judgments ofmultiple
realizability and functional equivalence—roughly,
any part[s] realizing those properties will do.)
But what if some properties of the parts were also

manifested by the system—and were invariant no
matter how one cuts up or rearranges its parts? For
such properties, organization would not matter.
Such properties are picked out by the most general
conservation laws of physics but apparently not by
any other scientific generalizations. These proper-
tiesmeet very restrictive conditions: For any decom-
positions of the system into parts, they are invariant
over appropriate rearrangements, substitutions,
and reaggregations, and their values scale appro-
priately under additions or subtractions to the
system. For these aggregative properties, one is pre-
sumably willing to say that the mass of an animal
considered as a subject by an artist for an anatomi-
cal drawing is nothing more than the mass of its
parts. And the blame is on the artist—not vanished
emergent interactions—for any shortfalls in what is
represented in the drawing (Wimsatt 2000).
Essentially all other systemic properties partly

depend upon the organization of parts, are in that
sense emergent, and, according to reductionists, are
mechanistically explainable. Within practical scien-
tific contexts, emergence and reduction are not
usually regarded as opposites; and nonadditive,
organizational, and context-dependent interactions
are the domain of emergence (see Emergence).
Given these differences, it is not appropriate
for interlevel reduction to be tarred with the

ontologically corrosive reputation of aggregativity.
Nevertheless, assumptions of aggregativity do play
a role in initiating a reductionist research program;
this may account for the confusion of aggregativity
with reductionism.

Multiple conditions for aggregativity, each re-
quiring invariance of system properties under
different decompositions and operations on the
system’s parts, make aggregativity a degree prop-
erty. In developing explanations, one starts with
simple models. Simpler theories—ignoring higher-
order interactions—typically look more aggregative.
Few properties are aggregative in all respects for all
decompositions, but many are aggregative or ap-
proximately so for some. Such decompositions are
particularly simple and fruitful—more nearly fac-
toring systems into modular parts with monadic,
intrinsic, context-independent properties.

Such decompositions show varying success
for different problems. Decompositions with more
solutions get more attention, and it becomes tempt-
ing to accept ‘‘nothing but’’ statements that are
really context bound and approximate, as if they
were truly general. Bad decompositions for a prob-
lem produce functional localization fallacies, biases,
and conceptual confusions (Bechtel and Richard-
son 1993). Powerful reductionist problem-solving
heuristics can systematically lead to decisions to
ignore or underestimate context dependence (Wim-
satt 1980). This is one bias that epistemologically
successful reductionist research must self-con-
sciously guard against. Analyzing complex systems
often requires simultaneous use of multiple decom-
positions, boundaries, and contexts—treacherous
fields for functional errors: Reductionist heuristics
must be deployed with special care in all such
contexts (Wimsatt 1974 and 1994).

WILLIAM C. WIMSATT
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HANS REICHENBACH

(26 September 1891–9 April 1953)

Hans Reichenbach was born in Hamburg, Ger-
many, a seaport and open-minded commer-
cial town. He went to the Oberrealschule, where,

chiefly, mathematics, natural sciences, and modern
languages were taught. As a result of this school-
ing, in his later life he became more interested

REICHENBACH, HANS

703



in science than in history. Reichenbach initially
studied engineering in Stuttgart for a year, before
studying mathematics, physics, and philosophy
at Munich, Berlin, and Göttingen, respectively.
Among his academic teachers were the physicists
and mathematicians M. Planck, A. Sommerfeld,
P. J. W. Debye, and D. Hilbert, and the phi-
losophers E. von Aster, E. Cassirer, A. Riehl,
G. Simmel, C. Stumpf, and E. Husserl. Von Aster
and Cassirer impressed him the most (for details of
Reichenbach’s life, see Gerner 1997).
As a student Reichenbach was one of the leaders

of the Freistudenten movement. Students who were
active in this movement were influenced by the
Wandervogel and other groups of the Jugend-
bewegung (youth movement). Members of this
movement went hiking, sang, played musical in-
struments, did folk dances, and, in general, tried
to find a new way of life. Reichenbach gave numer-
ous talks and published many articles in student
journals such as Die freistudentische Idee: Ihr Inhalt
als Einheit (Reichenbach 1977–1999, vol. 1, 108–
123). Reichenbach’s noncognitivist ethics stem
from the ideals he acquired from the Freistudenten
movement (see below).
In March 1915 soon after the beginning of

World War I, Reichenbach enlisted in the German
army. Military service damaged his health, and in
September 1917, he left the army for a job in the
Gesellschaft für Funktelegraphie, which devel-
oped radio-telegraphy technology of military im-
portance. In November 1918 a revolution shook
Germany, and Reichenbach joined the Sozialis-
tische Studentenpartei Berlin. He became one of
the leaders of the organization and helped draft
its program. In 1919 he became one of the first
students to attend Einstein’s lectures on the theory
of general relativity, which strongly influenced his
philosophical development. In 1920 Reichenbach
became assistant, and later Privatdozent, for phys-
ics at the Technische Hochschule Stuttgart. There
he developed the main ideas of his philosophy and
wrote, in addition to important articles, his most
ingenious work, which was later translated as The
Axiomatization of the Theory of Relativity ([1924]
1969). Six years later, Reichenbach succeeded, with
Einstein’s help, in becoming an außerordentlicher
Professor (roughly, an associate professor) for nat-
ural philosophy in the faculty of natural science.
The job paid poorly, and Reichenbach wrote many
articles, frequently on relativity for newspapers and
popular journals, to supplement his income. Rela-
tivity was a popular subject for almost everyone at
this time, and Reichenbach gave lectures on the

radio, which later appeared as popular books,
From Copernicus to Einstein ([1927] 1942) and
Atom and Cosmos ([1930] 1932).

In 1923 Carnap, who had previously corre-
sponded only with Reichenbach, organized the
first meeting of ‘‘exact philosophers’’ at Erlangen.
Besides Reichenbach, also participating were
K. Lewin, H. Behmann, Paul Hertz, and others.
There were many subsequent conferences and con-
gresses of ‘‘Logical Empiricists,’’ as they later
called themselves. From 1923 until his death,
Reichenbach remained in close contact with Car-
nap (see Carnap, Rudolf; Logical Empiricism).
After the meeting, they both tried to found a jour-
nal for exact philosophy. It was, however, not be-
fore 1930 that Reichenbach was successful in
taking over the Annalen der Philosophie, which
became Erkenntnis, initially coedited with Carnap
and Neurath (see Neurath, Otto).

The years in Berlin were Reichenbach’s most
productive. In 1928, he published what was later
translated as Philosophy of Space and Time ([1928]
1958), but, after this, his work focused on proba-
bility theory. This eventually led to the publication
of Wahrscheinlichkeitslehre ([1935] 1949). In 1929
Reichenbach replaced Joseph Petzold as president
of the Gesellschaft für empirische Philosophie,
which was very active in organizing talks and dis-
cussions. A smaller informal group, called the
Berliner Kreis [Berlin Circle], was the counterpart
of the Vienna Circle and included the philosophers
Kurt Grelling and Walter Dubislav, the psychia-
trist Alexander Herzberg, and the psychologist
Kurt Lewin (see Vienna Circle).

In 1933, Hitler became chancellor of Germany,
and some months later Jewish and so-called half-
Jewish public servants, including professors, were
dismissed from civil service. Reichenbach had to
leave the university because his father was of Jew-
ish descent. The same year, Kemal Atatürk
refounded the University of Istanbul and replaced
most of the Turkish professors with emigrants
from Germany. Reichenbach had to stop lecturing
in Berlin during the summer of 1933, but fortunate-
ly he could start teaching in Istanbul that October.
During his lectures in Istanbul, Reichenbach was
accompanied by an interpreter who translated the
lectures, sentence by sentence, into Turkish. Reich-
enbach did not suffer as a result of exile as many
others did. He was so inspired by logical empiricism
that the uncomfortable political situation did not
stop his research. Reichenbach remained editor of
Erkenntnis for some years, until Felix Meiner, the
publisher, was forced by the German authorities to
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discontinue the journal. During this period, Reich-
enbach met philosophical friends at many con-
gresses: 1934 in Prague, and 1935 and 1937 in
Paris. With the help of Charles W. Morris, Reich-
enbach received a chair at the University of Califor-
nia at Los Angeles (UCLA) in 1938. There, for the
first time in his life, Reichenbach found ideal condi-
tions for scientific work:He felt he was in the biblical
‘‘Land of Promise’’ far away from the dreadful war
taking place in Europe. At UCLA, he wrote some
of his most important books (Reichenbach 1944,
1947, [1935] 1949 [with about 50% new text], 1951,
and 1954). On April 9, 1953, Reichenbach suffered
a heart attack and died some hours later.

Space and Time

Reichenbach’s reaction to Einstein’s lectures moti-
vated his first book, translated as The Theory of
Relativity and A Priori Knowledge ([1920] 1965).
The main idea of this work is that Kant’s synthetic
a priori principles are not uniquely determined by
human understanding and pure intuition, but can
be freely chosen or replaced by alternative princi-
ples: ‘‘Kant’s concept of a priori has two different
meanings. First it means ‘necessarily true’ or ‘true
for all times’, and secondly ‘constituting the con-
cept of the object’ ’’ (48). Reichenbach rejected the
first but retained the second meaning. Similar to
Poincaré, throughout his life, Reichenbach held the
view that knowledge is composed by empirical evi-
dence and a contribution of reason, consisting of
conventional principles, definitions, or rules (see
Poincaré, Henri; Conventionalism).

Reichenbach called these conventional principles
‘‘coordinating principles.’’ Examples include the
principle of special relativity and the principle of
the Euclidean character of space. The coordinating
principles can become incompatible with the ob-
served facts. It is a task of the theoretical physicist
to find a set of coordinative principles that leads to
a consistent picture of nature in agreement with the
empirical data (see Kamlah 1985, 161–162). In pri-
vate correspondence, however, Schlick convinced
Reichenbach that he had left Kantianism by
writing this book (see Gerner 1997, 54) (see Schlick,
Moritz). From that time on, Reichenbach regarded
himself as an anti-Kantian, even if he inherited
more of Kant’s tenets than he admitted.

Until 1928 Reichenbach studied primarily space
and time. He wrote two books on that subject
(Reichenbach [1924] 1969, essentially the mathe-
matical theory of four-dimensional [light-ray or
first signal] geometry; and [1928] 1958, which is
less technical). In Axiomatization, Reichenbach

axiomatized space-time geometry using three kinds
of objects: space-time points or events, world-lines,
and the relation of causal influenceability of one
event by another, the signal relation. With these
concepts Reichenbach formulated axioms aimed
at showing that the inertial systems of special rela-
tivity and the corresponding coordinate systems
can be constructed uniquely. The mathematical
details of Reichenbach’s light-ray geometry will
not be discussed here, but there are interesting
epistemological remarks that fill some of the cru-
cial gaps later left by the Philosophy of Space and
Time. The following discussion treats the two
books together.
In the early 1920s, Reichenbach developed a the-

ory of coordinative definitions, which replaced coor-
dinating principles. Unfortunately, Reichenbach
makes some confusing remarks about how these
definitions endow signs with meaning. An expres-
sion is defined either by pointing at things (‘‘This is
a horse,’’ ‘‘This is a bicycle,’’ etc.) or by uttering a
sentence that contains, together with other words,
the expression to be defined. The first is a so-called
ostensive definition, the second, a linguistic defini-
tion. Ostensive definitions are used to teach chil-
dren some of their first words, while linguistic
definitions presuppose an existing language. Reich-
enbach ([1924] 1969) writes: ‘‘Physical definitions,
therefore, consist in the coordination of a mathe-
matical definition to a ‘piece of reality’ ’’ (8), which
suggests that coordinative definitions are ostensive
definitions for Reichenbach. With the exception of
the definition of the meter by a standard rod in
Paris, however, all definitions given by Reichen-
bach are linguistic definitions. Reichenbach’s para-
digm for linguistic definition is Einstein’s definition
of ‘simultaneity’ (45): ‘‘Let a first signal be sent
from A at the time t1; reflected at B, let it return
to A at time t3. Then its time of arrival at B will
have the following value: t2 ¼ 1

2
(t3 � t1).’’ This

definition has a linguistic character, but since its
definiens refers to physical entities, it indirectly
coordinates a concept to certain things.
The role of Reichenbach’s coordinative defini-

tions is essentially the same as the role of Poincaré’s
conventions (see Conventionalism). Poincaré dis-
tinguished ‘‘crude facts’’ from ‘‘scientific facts’’
(Poincaré 1958, 115–122). Crude facts are de-
scribed in a language already known (a kind of
observational language). With the aid of conven-
tions, statements about scientific facts must be
translated into the language that describes the
crude facts. Analogously, Reichenbach’s coordina-
tive definitions define the scientific terms in the
language in which observations are described.
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Reichenbach ([1924] 1969) calls these just ‘‘facts,’’
but it is clear from section 1 of Axiomatization that
he means empirical facts.
Reichenbach (1977–1999, vol. 2) considered the

separation of factual statements and definitions as
one of the most important tasks of philosophy of
science:

Coordinative definitions are used at many points in the
study of physics. It is not always easy to recognize
them as such and to distinguish them from assertions of
facts, and some well-known scientific disputes stem
from seeking empirical knowledge where definitions
belong. . . . We have a certain freedom of employing
definitions and facts. It is only when a definition is
given in one place that another assertion becomes an
assertion of fact; conversely, the second may be
regarded as a definition, which makes the first into an
assertion of fact. (161–162)

Reichenbach’s treatment of physical geometry,
measurement of length, and simultaneity illustrate
this task, and he considered his axiomatized theory
of light geometry as a model for the semantics of
physics.
Since definitions are arbitrary, the semantic

analysis of science can be performed in different
ways by splitting a theory into definitions and
descriptions of facts differently. This yields pairs
of different equivalent descriptions that have the
same truth value. Reichenbach ([1928] 1958) origi-
nally called this thesis the ‘epistemological’ or
‘philosophical theory of relativity’ (177) and later
the ‘theory of equivalent descriptions’ (1951, 133).
If it is assumed that the same language is used in all
descriptions of the observational facts (Reichen-
bach’s ‘‘facts’’ and Poincaré’s ‘‘crude facts’’), this
restricts the arbitrariness of the choice of alterna-
tive descriptions. The nontrivial content of the the-
ory of equivalent descriptions is that under this
condition, different equivalent descriptions are
possible. This position can be accurately labeled
‘nontrivial conventionalism.’
Reichenbach’s conventionalism arises from epis-

temological issues and differs from his ostensible
follower Grünbaum (1973). If the observational
language is extended by theoretical terms, the latter
must be defined in a partly arbitrary way. Grün-
baum demands beyond this that nonconventional
terms are ‘‘intrinsic,’’ which he does not identify
with ‘‘observable.’’ Since Reichenbach’s followers
no longer shared the historical presuppositions of
Reichenbach’s generation, they had difficulty
recognizing that his philosophical relativity was
something new and interesting. Reichenbach’s
analysis responded to the neo-Kantian and iconic

realist positions. According to Kant, humans are
equipped with a system of a priori concepts, cate-
gories, pure intuitions, and derived concepts, and
science cannot be conceived outside of this concep-
tual frame. Thus, an arbitrary choice of any defini-
tion of simultaneity is impossible. According to
iconic realism, there is a single true picture of the
world, and any different image is false. True knowl-
edge means to have this picture in one’s mind.
Seventeenth-century philosophers would have said
that at least God sees the world as it really is, even
if human beings are unable to obtain its true picture.
Thus, there is no way to choose between two differ-
ent equivalent descriptions of nature. At least one
of them has to be false. In contrast to both neo-
Kantianism and iconic realism, Reichenbach
emphasized that arbitrary definitions are needed to
describe the world. It is important to note that in
Reichenbach ([1928] 1958) the ‘‘theory of relativity
of geometry’’ appears in the context of the refuta-
tion of neo-Kantianism. Reichenbach’s rejection of
iconic realism will not be discussed here (but see
Kamlah 1979).

Against Kant, Reichenbach first shows that ge-
ometry itself is conventional. One can always intro-
duce physical forces, which are said to compress or
expand measuring rods in such a way that the same
rods, if undistorted, would lead to a given metric or
geometry. As Einstein had already stated, Reich-
enbach emphasized the point that it is not geometry
alone, but geometry plus physics that is empirically
testable (Reichenbach 1953b). Yet, neo-Kantians
could respond: ‘‘Since geometry is given by pure
intuition, one must always choose physics in such a
way that it agrees with geometry and with the
empirical evidence.’’ Reichenbach’s response was
to develop a theory of geometrical intuition that
did not permit this response; this is one of his most
interesting achievements ([1928] 1958, §9–13).
Reichenbach distinguished physical and mathemat-
ical visualization (82). The former is the antici-
pation of a possible perception described by
Helmholtz (1962): ‘‘By the much abused expression
‘to represent’ . . . I understand . . . that we are able
to imagine the series of perceptions we would have,
if something like it occurred in an individual case’’
(277). Reichenbach showed how a non-Euclidean
world can be visualized, and therefore that intui-
tion does not acknowledge only Euclidean geome-
try. For instance, consider a movie that shows how
it is to live in a non-Euclidean environment. Such a
movie is possible only if some physical assumptions
are made: Light has to travel in straight lines and
solid bodies must obey the condition that during
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transportation, their length adapts to the metric of
the geometry that is simulated.

While watching the non-Euclidean movie, how-
ever, neo-Kantians may be unconvinced that these
experiences are veridical. They could argue that
solid bodies are shrinking or growing in a quite
unusual way, while the true geometry is still Eu-
clidean. Pure intuition forces the use of only Eu-
clidean physical models for the world. Neo-
Kantians are committed to mathematical intuition,
which is used to produce a model or picture of a
state of affairs in the mind as to how it really is and
not how it appears. In Reichenbach’s spirit one
may show that, by using physical models, pictures
may be used that are either much bigger than the
portrayed objects (e.g., atoms) or much smaller
(e.g., the planetary system). Hence, the principle
of geometrical similarity, which was already used
as an axiom by Wallis in the seventeenth century in
physical modeling, is an example of the fact that
the axioms of Euclidean geometry are uncon-
sciously used as a constraint for visual thought
experiments. Reichenbach ([1928] 1958) called this
the normative function of visualization (42).

In spite of Reichenbach’s frequent assertions
that coordinative definitions are arbitrary and
that, therefore, many equivalent descriptions of
nature are possible, he admitted that, as a practical
rule, a single description may be superior to all
others. Reichenbach (1951) called this the normal
system (137, 180). Thus, in geometry, physicists
normally define congruence by the transport of
rigid rods. Yet, in nature, only solid rods are
found, and rigid rods are obtained by correcting
for the influences of deformatory forces such as
temperature change or elastic forces. Reichenbach
([1928] 1958) proposed a definition of rigid rods
that he believed was unique. He first distinguished
between universal and differential forces (13). Uni-
versal forces act on all bodies in the same way,
while differential forces (like temperature change)
act on them differently. Hence, differential forces
can be measured by comparing bodies of different
kinds, while universal forces depend on the as-
sumed geometry. Utilizing universal forces can
‘‘explain’’ why solid bodies do not follow the
metrics of that geometry. Therefore, if it is assumed
that all universal forces disappear, the metric of the
space can be determined. However, there is no
guarantee that in each set of equivalent descrip-
tions a normal system exists; if quantum mechanics
is true, a normal system for microphysics cannot be
found (see below).

Finally, Reichenbach’s theory of simplicity
constituted a progress compared with Mach and

Poincaré (see Mach, Ernest; Poincaré, Henri). If
two equivalent descriptions of a physical system
differ in simplicity, this is irrelevant for their
truth. They are either both true or both false, dif-
fering only in descriptive simplicity. If, however,
they are not empirically equivalent, they differ in
inductive simplicity, and the simpler description is
more likely to be true than the other one (Reich-
enbach 1977–1999, vol. 2, 163–164).

Realism and Meaning

After leaving neo-Kantianism, Reichenbach claimed
to be a realist for the remainder of his life, but it is
unclear what kind of realist. There are many differ-
ent epistemological theories that are called ‘real-
ism,’ and the arguments used in any particular
case must be studied carefully in order to find out
what kind of realism is being defended by each
proponent (see Realism).
For Reichenbach, the distinction between realism

and logical empiricism was intimately connected
with the explication of the concept of meaning.
Meaning can be defined in different ways. Ac-
cording to Reichenbach (1938), there is the truth
theory of meaning and the probability theory of
meaning (among others not mentioned here). The
first says:

Two sentences have the same meaning, if they obtain
the same determination as true or false by every possible
observation. (3)

The second says:

Two sentences have the same meaning, if they obtain
the same weight, or degree of probability, by every
possible observation. (ibid)

It cannot be said beforehand which of these
explications of meaning is correct. A decision be-
tween them must be made, which Reichenbach
(1938) called a volitional bifurcation (10). This deci-
sion is not arbitrary, since it leads to different con-
sequences in each case. It is not difficult to see that
the probability theory of meaning allows more sen-
tences to be confirmed than the truth theory of
meaning. Reichenbach erroneously attributed the
latter to the Vienna Circle (see Vienna Circle),
because of an alleged commitment to the slogan:
‘‘The sense of a sentence is the method of its verifi-
cation’’ (see Verifiability). Since most theoretical
sentences cannot be strictly verified in the sense
that they follow logically from observations, those
people who decide to accept the truth theory of
meaning are practically incapable of surviving,
since they cannot empirically verify any important
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sentence about events in the future. By definition,
all these sentences will have the same meaning as a
contradiction (70–71). Reichenbach preferred the
probability theory of meaning, and he called those
who took the same position ‘‘realists.’’ Thus, prob-
ability is indispensable to knowledge. Reichenbach
believed that his realism differed from positivism,
since, for the latter, knowledge came from observa-
tion and logic alone. For Reichenbach, probability
and induction are additionally needed.
Reichenbach defended this theory until about

1938. Later, inPhilosophical Foundations of Quantum
Mechanics, he adopts yet another kind of realism:
realism by convention, which claims that humans are
normally committed to the following principle:

The laws of nature are the same whether or not the
objects are observed. (Reichenbach 1944, 19)

Reichenbach (1977–1999, vol. 2) called this con-
vention an ‘extension rule’ (249). If it is not accept-
ed, a tree that an observer looks at may double if
the observer’s eyes close or the observer looks in
another direction before returning to the original
state of attention. Similar to other conventions,
realism for Reichenbach (1953b) depended on a
‘‘volitional decision’’ (§II.8).

Probability and Causality

Probability remained central to Reichenbach’s
work from 1915, when he wrote his dissertation,
until at least 1949, when the English edition of
Wahrscheinlichkeitslehre was published. Reichen-
bach’s dissertation defended the frequency theory
of probability at a time when, at least in Germany,
textbooks still used Laplace’s Théorie de la prob-
abilité as their model. Two years later, in his
Staatsexamensarbeit, Reichenbach discussed the
possibility that fundamental physical laws were
statistical (Kamlah 1998, 35). Thus, Kant’s con-
cept of causality must be replaced by a statistical
relation between cause and effect. In 1923 Reich-
enbach (1977–1999, Vol. 2) tried to work out in
detail a theory of statistical causality (345–371). It
may be the case that even with complete knowl-
edge of all boundary conditions of a physical pro-
cess, single events can be predicted only with a
probability, p < 1. In this case causality is irreduc-
ibly statistical. Probability, however, does not only
appear in natural laws. It also plays a predominant
role in the process of corroborating scientific the-
ories and in any kind of induction. Without a
probabilistic theory of induction, natural science
is not possible. Logic and observation alone are
not sufficient.

Until 1933 Reichenbach thought that logical em-
piricism could not justify scientific knowledge,
which consists predominantly of general sentences.
At that time Reichenbach was a logical probabilistic
empiricist: The theory of probability and induction
was the third pillar on which knowledge rested,
besides empirical evidence and logic (1977–1999,
Vol. 5, 435–436; see also Kamlah 1985, 166–167).
Every kind of induction rests directly or indirectly
on the principle or rule of induction, which makes
estimation of a probability from a series of events
f n possible. Reichenbach (1953a) formulated this
rule in the same year:

If in a finite section [of a series of events] given we have
observed a certain frequency f n [of events having a
certain property A], we posit that the frequency on fur-
ther continuation, will converge towards a limit f n (more
precisely: within the interval f n � d ). We posit this; we
do not say that this is true. (466)

Reichenbach considered this rule to be meta-
physical and, later, analytical in some sense. How-
ever, in the winter of 1932–1933, the idea of a
pragmatic justification of induction suddenly
came to him: It cannot be shown that the rule will
lead to success, but there is nothing to lose by
applying it. Either the rule will help, or nothing
else will do. Therefore, the rule is treated as a
posit or a wager, and every conclusion that is logi-
cally dependent on it will be a posit. He called those
posits that are direct results of the rule blind posits.
Reichenbach (1953a) illustrated their nature by
analogy to decisions made in ordinary life:

We are often confronted by similar situations in daily
life. We want to reach a certain aim and we know of a
necessary step, which we shall have to take in order to
attain this aim, but we do not know whether this step is
sufficient. The businessman who keeps his store well
stocked, so that he can sell something when a customer
comes in, . . . the shipwrecked man who climbs a cliff,
although he does not know whether a rescue ship will
spot him—all these persons find themselves in an analo-
gous situation; they satisfy the necessary conditions of
reaching an aim without knowing whether the sufficient
conditions are satisfied. (472)

However, in practical situations, the application
of this rule is rather the exception. In most cases
pre-existing knowledge is combined with the induc-
tive appraisal of empirical evidence. Reichenbach
(1938) called the result of such a procedure an
‘appraised posit,’ in contrast to a blind posit, with
which any experience has to start (352).

Reichenbach believed that this pragmatic justifi-
cation solved Hume’s problem (see Induction,
Problem of). He presented this justification to the
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Vienna Circle in February 1933, days after Hitler’s
seizure of power in Germany. It was typical for the
members of the Vienna and the Berlin Circle that
they continued to discuss their philosophical prob-
lems seemingly unaffected by the dangerous politi-
cal situation at that time. Reichenbach wrote to
E. von Aster:

It is only now that I feel to be entitled to defend a radical
empiricism, since I have shown that the principle of
induction does not contain any synthetic a priori com-
ponents, and since I have been successful by applying
probability logic and the concept of posit to give a sati-
sfactory theory of statements about the future. (Quoted
in Kamlah 1994, 191)

Reichenbach now no longer needed a metaphys-
ical principle to justify induction, but the philo-
sophical cost was high. Strictly speaking, there
was no longer room for scientific knowledge in
Reichenbach’s epistemology, only a system of
posits that could be used as directives for action.

The Direction of Time

After an ingenious attempt to solve the problem of
the source of the directionality of time in 1925, with
interesting but half-finished results, Reichenbach
left work on this issue until late in his life. What
interested him most was the difference between the
past and the future. When Reichenbach died, he left
an almost completed book that was later edited for
publication by his wife, Maria Reichenbach. The
book contains philosophical observations on sub-
jects such as traces left by physical processes, human
memory, the order of playing cards in a deck, regis-
tering instruments, the measure of information, and
other processes that undergo temporal change.

The following discussion treats, though only
qualitatively, the principle of common cause, where-
as Reichenbach (1956) used the theory of probabil-
ity to treat the matter exactly. He wrote:

Suppose two geysers which are not far apart spout regu-
larly, but throw up their columns of water always at the
same time. The existence of a subterranean connection
of the two geysers with a common reservoir of hot water
is practically certain. (158)

He subsumed this example under the following
rule:

If an improbable coincidence has occurred, there must
exist a common cause. (157)

A more precise formulation is obtained by con-
sidering two events or series of events A and B that
are both improbable alone and very similar to each

other at two different places and at the same time.
There is a high probability that a third earlier event
or series of events C is the common cause of both
(see Figure 1, case 1). Reichenbach (1956, Ch. 4)
then asked whether the time-mirrored counterpart
also exists, the common effect D (see Figure 1, case
2). The answer is yes only if A and B share a
common cause C (see Figure 1, case 3). Hence,
there is another asymmetry between the past and
the future besides those generally arising from
physics.
Chapter 4 of the The Direction of Time is full of

ingenious but raw ideas waiting to be worked out by
future philosophers; it is not a precise presentation
of philosophical results. It is this character of the
book, and of many other writings of Reichenbach,
that makes his work valuable.

Logics

When Reichenbach taught logic, he looked for
examples in natural language as exercises. In this
way he reconstructed pronouns and tenses in first-
order (predicate) logic. His theories of tenses and
pronouns are well known as first attempts at for-
malizing natural languages with the aid of formal
logics (see Reichenbach 1947, Ch. 7).

Quantum Mechanics

Twenty years after Einstein’s special theory of rel-
ativity, a second revolution took place in physics.
In 1925 Heisenberg’s first paper on matrix mechan-
ics was published, followed by Schrödinger’s paper
on wave mechanics in 1926 (see Quantum Mechan-
ics). Reichenbach tried to understand this new mi-
crophysics, now called quantum mechanics. After
1938, he became intensively occupied with it and, in
1944, published Philosophic Foundations of Quan-
tum Mechanics, which drew the attention of both
physicists and philosophers.

Fig. 1. Common cause and effect in a space-time diagram.
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Reichenbach (1944) did not significantly address
the standard problem of the philosophy of quan-
tum mechanics—the measurement problem (see
Quantum Measurement Problem). Instead, he
tried to integrate quantum mechanics into his theo-
ry of equivalent descriptions. Reichenbach thought
that in quantum mechanics, a normal system (see
‘‘Space and Time’’ above) can no longer be found.
Instead, the wave or the particle interpretation of
quantum mechanics can be used (§8) (see Comple-
mentarity). The first construes Schrödinger’s wave
function as a real entity. Reichenbach does not
clearly explain the second: Quantum systems are
described as particles, but a formalism that would
describe the quantum process in detail is not given.
For Reichenbach, neither of the two descriptions
can be considered a normal system. Only if one
pays the price of accepting causal anomalies do
either of the two interpretations describe the
complete process.
To understand this point, consider the famous

double slit thought experiment (Reichenbach 1944,
30). A particle starts from a source, passes through
a diaphragm with two slits, and finally hits a screen
or a photographic plate. If it passes slit A (see
Figure 2), it will hit certain points on the screen
with a certain probability. If the experiment is re-
peated many times, a certain density distribution of
hits on the screen can be calculated using quantum
mechanics. Now if slit B is also open, the density
distribution will be different from that of an exper-
iment in which both slits are open at different times
(with the same duration). This causal process seems
to violate the principle of action by contact. Slit B
influences the particle in a nonlocal way (see Lo-
cality). The microprocess can thus be explained
only if a causal anomaly is accepted.
Yet, electrons, protons, and other particles may

behave as wave packets. A wave can pass both slits
at once and interfere if both slits are open. If only
one slit is open, the wave that leaves the diaphragm
is different. At the moment the wave hits the

screen, it suddenly shrinks to a point from which
a new wave starts. Again, the principle of action by
contact is violated. The breakdown of the wave is
an instantaneous process. With infinite velocity,
the wave is concentrated at one single point.

Reichenbach concluded that a choice must be
made between two equivalent descriptions in
which causal anomalies occur: the particle or the
wave description. Neither of these can be called a
normal description, since in both cases an im-
portant principle of everyday physics is viola-
ted. Reichenbach (1944) claims that Bohr and
Heisenberg try to avoid this problem by using a
third restrictive interpretation (33). They do not
consider the interphenomena—those which happen
between the measurements—as real physical pro-
cesses. Therefore, statements about these interphe-
nomena are meaningless for them. According to
Reichenbach, they regard the quantum-mechanical
formalism simply as an instrument for calculating
predictions on the basis of past observations. Only
observations really exist. It is also clear that this
restrictive interpretation cannot avoid causal
anomalies.

There is a fourth possibility that also agrees with
the experimental findings. The microphysical inter-
phenomena can be described in a language with a
three-valued logic. Besides the truth values true and
false, a third value, indeterminate, is introduced
(Reichenbach 1944, 42). If a particle passes the
diaphragm with two open slits A and B, it is inde-
terminate whether it goes through slit A. If a mea-
surement of the position at the moment when the
particle passes the slit is made and it is found in slit
A, it is true that it is in A. Reichenbach’s own
interpretation of the third value, indeterminate,
does not agree with the way he applied it, which
suggested another explication (which, however,
applies only if the quantum system is in a so-called
pure state):

Let U be the possible result of a measurement,
then one defines: If the probability of the result
that U will be measured as true is p ¼ 1, U is
indeed true, if p¼ 0,U is false, and if 0< p< 1,
U is indeterminate.

This interpretation agrees more with the ap-
proach to this topic by many contemporary
authors (see Reichenbach 1977–1999, vol. 5. 401–
8). Even if Reichenbach’s interpretation of quan-
tum phenomena in terms of three-valued logics is
problematic, it avoids causal anomalies with this
logic. When the wave function changes instanta-
neously during the measuring process, many state-
ments that have been true before now becomeFig. 2. The double slit experiment.
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indeterminate, and others that were indeterminate
become true or false. There is no true statement in
such cases, which does not accord with the principle
of action by contact.

Ethics

Reichenbach, Carnap, and some other logical
empiricists did not believe that a philosopher
could establish a system of ethical rules that could
be held universally obligatory. How can Reichen-
bach’s radical position be understood? As men-
tioned before, Reichenbach was a student leader
of the Freistudenten movement. The movement
was characterized by anti-authoritarianism, and
it is unsurprising that Reichenbach (1977–1999,
Vol. 2) wrote:

The individual may give his life whatever form he finds
to be of value and may set for himself particular goals. . ..
The individual may do whatever he considers to be
right. Indeed he ought to do it; in general, we consider
as immoral nothing but an inconsistency between goal
and action. (110)

Later Reichenbach sent his children to the Mon-
tessori school in Berlin, where the main educational
principle was that students should find their own
way: Learn something if they want to do that and
organize common activities themselves.

Reichenbach believed that his values were iden-
tical to those of many people in contemporary
civilization. Thus, he says in The Rise of Scientific
Philosophy (1951, 295): ‘‘I even have some funda-
mental moral directives, which, I think, are not so
very different from yours.’’ Reichenbach’s belief
that human beings will develop ethical directives
useful for social life even if they are not taught to
do so was later supplemented by logical analysis of
ethical utterances. For him, these were not state-
ments that can be true or false, but rather com-
mands or directives, utterances of human will.
These sentiments cannot be logically derived from
empirical statements or from a priori principles. If
a person commits a crime, that person will certainly
be imprisoned if caught. The murderer’s will con-
flicts with the will of the majority, but it cannot be
shown that the murderer is wrong. Reichenbach was
blind to the fact that in society there is vivid ratio-
nal discourse on ethical questions. He cannot even
discuss questions of justice based on his own stand-
point, which, however, philosophers and others
frequently do.

Reichenbach published only one discussion of
ethics (1951, Ch. 17). Nevertheless, it is not possible
to ignore this issue altogether. Reichenbach’s

writings frequently contain expressions like ‘‘arbi-
trary decision’’ and ‘‘volitional decision’’ in an
epistemological context. These decision-indicating
conventionalist terms have something to do with a
deep-rooted desire for freedom, which is also found
in Reichenbach’s noncognitivist treatment of mor-
als. Reichenbach had been a conventionalist in
ethics even before he attended Einstein’s lectures in
1919 and became a conventionalist in epistemology.

ANDREAS KAMLAH
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L. Schäfer (eds.), Hans Reichenbach und die Berliner
Gruppe. Braunschweig and Wiesbaden, Germany:
Vieweg, 183–200.

——— (1998), ‘‘Die Analyse der Kausalrelation, Reichen-
bachs zweites philosophisches Hauptproblem,’’ in
H. Poser and U. Dirks (eds.), Hans Reichenbach. Philo-
sophie im Umkreis der Physik. Berlin: Akademie Verlag,
33–53.
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RESEARCH PROGRAMS

Popper claimed that a theory is scientific if and
only if it makes predications that can be tested by
experiment or observation. Thus (Popper argued),
genuine sciences, like physics, may be distinguished
from pseudo-sciences, like astrology. On this basis
Popper developed a cyclic picture of the scientific
process: A theory is proposed; its empirical conse-
quences are deduced; these consequences are em-
pirically tested; some of these consequences are

found to be false; a new theory is proposed that
does not make these false predictions; this new
theory is tested empirically; and so on. However,
as it stands, this cyclic pattern allows scientists to
repair refuted theories in an ad hoc fashion. One ad
hoc strategy is to supplement a refuted generaliza-
tion with a list of its known exceptions. Another is
to hedge the theory with vague conditions such as
‘normally’ or ‘other things being equal.’ Popper
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needed to prevent such ad hoc repairs. To this end
he specified a rule governing the replacement of an
old, refuted theory by a new one. This rule
employed the technical concept of empirical con-
tent. Popper defined the empirical content of a
theory as the range of possible circumstances that
the theory rules out. A typical scientific law has in-
finitely many such ‘‘potential falsifiers,’’ that is,
infinitely many ways in which it might be refuted.
With this definition, Popper could specify the re-
quired rule: When a new theory replaces an old
one, the new theory should have at least as much
empirical content (so defined) as its predecessor.

In sum, a scientific discipline, for Popper, is one
that does not use ad hoc maneuvers to preserve its
theories from refutation at the expense of their em-
pirical content. This apparently innocuous develop-
ment permanently changed the character of
normative philosophy of science. First, it required
philosophers to consider the temporal sequence of
theories. Popper’s immediate predecessors had con-
ceived the connection between a theory and the
relevant evidence as an atemporal logical relation,
like that between a mathematical theorem and the
premises of its proof. In Popper’s view, however, the
reasons for accepting a theory Tn should include
the fact that Tn is a content-increasing successor to
Tn�1. This requirement, that philosophers should
consider sequences of theories (Tn�1;Tn;Tnþ1,
etc.), helped pave the way for later collaboration
between philosophers and historians of science. Sec-
ond, Popper’s original question, ‘‘Which theories
are scientific?’’ has become ‘‘Which sequences of
theories are scientific?’’ In other words, what
makes for scientific respectability is the manner in
which one develops and nurtures a cluster of
thoughts over time, rather than any purely logical
feature of an individual theory.Nevertheless, Popper
remained convinced that individual theories may be
assessed for verisimilitude. Thus in Popper’s view
the question of scientific status is put to sequences
of theories, while the unit of epistemological
appraisal remains the individual theory.

Imre Lakatos was a colleague of Popper’s at the
London School of Economics (see Lakatos, Imre).
His early philosophical work was in the philosophy
of mathematics, but in the late 1960s he turned to
the philosophy of science. His target was the al-
leged relativism and irrationalism of Thomas
Kuhn’s Structure of Scientific Revolutions (see
Kuhn, Thomas). Kuhn’s model of scientific activity
posed a problem for rationalist philosophers such
as Popper and Lakatos because it seemed to offer a
more historically accurate account of science than
did any of its rationalist or realist competitors.

Lakatos’ aim was to offer a normative philosophy
of science that combined Popper’s rationalism with
Kuhn’s historical sense.
Lakatos attempted to solve the problem with his

methodology of scientific research programs. One of
the difficulties with Popper’s view is that, in Laka-
tos’ phrase, all theories are born into a sea of
anomalies. That is, all scientific theories are, strict-
ly speaking, false, if only because they are approxi-
mate. Moreover, most important scientific theories
have ‘‘open problems’’ that, if they were to remain
unsolved, would constitute refutations. But if all
theories are false, how is one to know which to
adopt as the current scientific orthodoxy? Lakatos’
solution was to recognize sequences of theories
(Tn�1;Tn;Tnþ1, etc.) as the units of appraisal, rath-
er than individual theories. All theories are false,
but some sequences of theories seem to be heading
toward the truth, while others seem to go nowhere.
One should accept and support the former and
abandon the latter. To use Lakatos’ language,
some sequences progress while others degenerate.
His task was to specify criteria by which progress
and degeneration could be distinguished. However,
the Popperian notion of a sequence of contingently
related theories is not adequate for this purpose, as
it does not capture the thought that the same lead-
ing idea informs each successive theory of the se-
quence. In other words, one requires a unit of
scientific appraisal that can maintain its identity
as it changes.
Lakatos’ suggestion for this role is the ‘‘research

program.’’ In his sense, a research program is the
sum of the various stages through which a ‘‘leading
idea’’ passes. This leading idea provides the ‘‘hard
core’’ of the research program, that is, a set of
commitments that cannot be abandoned without
abandoning the research program altogether.
Lakatos offers as an example the three laws of
motion and the law of gravitation as the hard
core of Newton’s research program (Lakatos
1978a, 179). In addition to the hard core, a research
program must have a ‘‘heuristic.’’ A program’s
heuristic is its collection of characteristic problem-
solving techniques. To continue with Lakatos’ fa-
vorite example, the heuristic of Newton’s program
chiefly consisted in its mathematical apparatus: the
differential calculus, the theory of convergence,
and differential and integral equations.
What, then, is it for a program to progress? For

Lakatos, change comes to a progressive program
from its own inner logic, whereas a degenerating
program changes in response to external criticism.
Newton first worked out his program for a plan-

etary system with a fixed point–like sun and one
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single point–like planet. It was in this model that
he derived his inverse square law for Kepler’s el-
lipse. But this model was forbidden by Newton’s
own third law of dynamics; therefore the model
had to be replaced by one in which both sun and
planet revolved round their common center of
gravity:

Then he worked out the programme for more planets as
if there were only heliocentric but no interplanetary
forces. Then he worked out the case where the sun and
planets were not mass-points but mass-balls . . . . Having
solved this ‘puzzle’, he started work on spinning balls
and their wobbles. Then he admitted interplanetary
forces and started work on perturbations. (Lakatos
1978a, 50)

This is the paradigmatic research program: a
sequence of theories representing stages in the de-
velopment of a central idea. The important point is
that the successive modifications were not forced
on Newton by awkward empirical facts. Indeed,
Newton scarcely glanced at the facts at all. Rather,
the modifications were prompted by internal logi-
cal problems (such as the inadmissibility of infinite
density in Newton’s system), which were solved
using the program’s heuristic (i.e., Newtonian
mathematics). Newton was able to ignore the fact
that none of these models was empirically adequate
because the program held out the promise that if he
continued in the same vein, he would eventually
produce a model that would not only respect the
empirical evidence but also explain it.
This leads to the third and final element of the

research program: a ‘‘protective belt’’ of auxiliary
hypotheses. If empirical evidence requires changes
to the program, they should be made here rather
than to the hard core. In Newton’s program, for
example, this role was played by (amongst other
things) geometrical optics and Newton’s theory of
atmospheric refraction (Lakatos 1978a, 179).
Moreover, such changes must be ‘‘in the spirit
of the heuristic’’ (ibid)—otherwise they would be
ad hoc.
Thus, in a progressive research program, the

central idea is developed and refined using the
resources of the heuristic. Anomalies can and
should be ignored in the hope that they will be
accommodated and explained by a later stage of
the program. That hope evaporates when the heu-
ristic encounters problems that it cannot solve.
Then, the program enters a degenerating phase,
marked by ad hoc efforts to protect the hard core
from criticism with the aid of devices external to
the program. So long as successive changes to the
protective belt of auxiliary hypotheses are in the

spirit of the heuristic, the program is said to make
heuristic progress.

Heuristic progress alone is not enough, however.
A heuristically progressive program may ignore its
anomalies, but it must also make empirical prog-
ress. Empirically progressive programs predict
facts that are not only new but undreamt of. Laka-
tos’ favorite example is Einstein’s theory predicting
that the distance measured between two stars
would vary according to the time of day. Einstein’s
program gets as much credit for suggesting the
experiment as it does for getting the prediction
right (Lakatos 1978a, 5). In general, a program is
theoretically progressive if it makes novel predic-
tions, and it is empirically progressive if some of
these are corroborated. Notice that the order of
events matters: An empirically progressive pro-
gram successfully predicts future empirical results,
while the same changes to the program would signal
degeneration if they came about after the results
emerged.

This, in outline, is Lakatos’ solution to the demar-
cation problem. Notice that the definition of heuris-
tic progress is in fact a schema that gives a different
specification for each program. Modifications to a
program must be driven by its heuristic—but the
meaning of this formula depends on the program
in hand. Thus, the heuristic of a program plays a
double role: It provides a logic of discovery for the
scientists working on the program and at the same
time sets the standard by which the program is to be
evaluated (since fidelity to the spirit of its heuristic is
a criterion of progress in a program). Thus, for
Lakatos, the history of science is one of extended
wars of attrition between research programs, some
of which are progressing, while others are degener-
ating. A discipline is scientific so long as progressive
programs triumph over degenerating ones.

The most effective critic of the methodology of
scientific research programs was Paul Feyerabend,
who claimed that any rigid account of the scientific
method would eventually inhibit scientific progress
(Feyerabend 1993, 14). Lakatos agreed, but he ar-
gued that his methodology was sufficiently flexible
to escape this criticism. However, he had earlier
argued that a program may recover from a degen-
erating phase to become progressive again and that
degenerating programs should be starved of funds
and support. Feyerabend had to point out only
that Lakatos’ methodology, if enacted as policy,
would prevent a degenerating program from enter-
ing a new, progressive phase by killing it off
too soon. The methodology of scientific research
programs had another problem: Empirical prog-
ress requires the prediction of novel facts, but the
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Copernican revolution made no such predictions.
Rather, the heliocentric theory offered better expla-
nations of already existing data. Thus, Lakatos was
unable to explain why Copernicus’ program was an
improvement on Ptolemy. Lakatos was able to fix
this problem by adopting an insightful suggestion
by Elie Zahar. Zahar suggested that a program can
achieve dramatic empirical success by explaining a
fact that, though previously known, was not among
the phenomena that the program was designed
to explain. However, Zahar’s suggestion, though
insightful, was ad hoc with respect to Lakatos’ phil-
osophical program. By its own criteria, the method-
ology of scientific research programs fell into
degeneration. This, together with the general de-
cline of normative philosophy of science, may ex-
plain why it now has few adherents. Nevertheless,
it will remain of interest so long as the question,

‘‘What is science?’’ retains its cultural and intellec-
tual importance.

BRENDAN LARVOR
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BERTRAND RUSSELL

(18 May 1872–2 February 1970)

‘‘Almost everything that distinguishes the modern
world from earlier centuries is attributable to sci-
ence.’’ With these words, Bertrand Arthur William
Russell (1945) begins his chapter on ‘‘The Rise of
Science’’ in his expansive History of Western Phi-
losophy; and using this insight, he helped revolu-
tionize not only twentieth-century logic, but
philosophy itself.

Although known to many outside the academy
primarily as a social critic, Russell contributed sig-
nificantly to philosophy of science, in both a narrow
and a broad sense. In the narrow sense, along with
Gottlob Frege, Alfred North Whitehead, David
Hilbert, and Kurt Gödel, Russell is responsible for
groundbreaking work in two important subfields
within twentieth-century philosophy of science:
symbolic logic and philosophy of mathematics (see
Hilbert, David). In the more broad sense, Russell is
among those who originally championed connec-
tions amongmodern logic, mathematics, and science
and between what he called the ‘‘scientific outlook’’
(Russell 1931) or ‘‘scientific temper’’ (Russell [1922]
1928, 172) and knowledge more generally.

Russell’s most significant contributions include
his refining and popularizing of Frege’s predicate
logic (upon which so many insights in philosophy
of science have been based), his discovery of the
paradox that bears his name, his introduction of
the theory of types (his way of avoiding para-
doxes), and his defense of logicism (the view that
mathematics is in some important sense reducible
to logic). Equally significantly, Russell, along with
G. E. Moore, developed what would eventually
become known as analytic philosophy, encourag-
ing the view that science, mathematics, logic, and
philosophy are all interconnected and all have
something to learn fromone another. Both in theory
and in practice, Russell championed the view that
progress in every intellectual sphere (science, philos-
ophy, politics, education, etc.) depends on the scien-
tific outlook, or as he also sometimes put it, ‘‘the
liberal outlook’’ (Russell [1947] 1950, 15–16).
Born in 1872, Russell was the second grandson

of Lord John Russell, the reform politician who
twice served as prime minister to Queen Victoria.
Following the death of his mother (in 1874) and of
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his father (in 1876), Russell and his brother went to
live with their grandparents. Although Russell’s
father had granted custody of his sons to two athe-
ists in order that they not be raised within the
church, Russell’s grandparents had little diffi-
culty in getting his will overturned. Following the
death of his grandfather (in 1878), Russell was
raised primarily by his grandmother, Lady Russell.
Educated at first privately and later at Trinity
College, Cambridge, Russell obtained first-class
degrees in both mathematics (1893) and the moral
sciences (1894).
While at Cambridge, and like other later-to-

be-famous intellectuals such as John Maynard
Keynes, G. E. Moore, Henry Sidgwick, Alfred Lord
Tennyson, Alfred North Whitehead, and Ludwig
Wittgenstein, Russell became a member of the
secret undergraduate association, the Society of
the Apostles. As Sidgwick described it, ‘‘The es-
sential value of the Society is a belief that we can
learn, and a determination that we will learn, from
people of the most opposite opinions’’ (Deacon
1985, 43).
Although appointed a Fellow of Trinity College

in 1895 and elected to the Royal Society in 1908,
Russell’s career at Trinity appeared to come to an
end in 1916 when he was convicted and fined for
antiwar activities. He was dismissed from the Col-
lege as a result of the conviction. The details of the
dismissal are recounted in G. H. Hardy’s book,
Bertrand Russell and Trinity (Hardy 1942). The
British government also refused to issue him a
passport, which would have enabled him to lecture
at Harvard. Two years later he was convicted a
second time. This time he spent six months in
prison. It was while in prison that Russell (1919)
wrote his well-received Introduction to Mathemati-
cal Philosophy and began work on The Analysis of
Mind (Russell 1921). In 1920 he traveled to both
the Soviet Union and China. Although sympathet-
ic to the socialist goals of the Bolsheviks, in the
Soviet Union he became convinced that little good
could come from the communist revolution. As he
put it, ‘‘I see no reason whatever to expect equality
or freedom to result from such a system, except
reasons derived from a false psychology and a
mistaken analysis of the sources of political
power’’ (Russell [1920] 1962, 78–79). He did not
return to Trinity until 1944, supporting himself and
his family in the interim through a string of tempo-
rary lectureships and as a writer. Married four
times and notorious for his many affairs, Russell
also ran unsuccessfully for Parliament in 1907,
1922, and 1923. Together with his second wife,
Dora Russell, he opened and ran an experimental

school during the late 1920s and early 1930s. He
became the third Earl Russell upon the death of his
brother in 1931.

While teaching in California in the late 1930s,
Russell was offered an appointment at City Col-
lege, New York. The appointment was revoked
following a large number of public protests and a
judicial decision in 1940 stating that he was morally
unfit to teach at the College. Nine years later, he
was awarded the Order of Merit. He received the
Nobel Prize for Literature in 1950. In making the
award, the Nobel Committee explained that it was
its intention to honor Russell ‘‘as one of our time’s
brilliant spokesmen of rationality and humanity,
as a fearless champion of free speech and free
thought’’ (Frenz 1969, 451). In 1953, perhaps re-
calling the 1940 New York court decision, Russell
was also elected an Honorary Associate of the New
York National Institute of Arts and Letters.

During the 1950s and 1960s, Russell spent much
of his time encouraging scientists to participate in
various antiwar and antinuclear activities. As a
result, he became something of an inspiration to
large numbers of idealistic youth around the world.
Together with Albert Einstein, he released the
Russell-Einstein Manifesto in 1955, calling for the
curtailment of nuclear weapons. In 1957, he was a
prime organizer of the first Pugwash Conference,
which brought together scientists concerned about
the proliferation of nuclear weapons. He became
the founding president of the Campaign for Nucle-
ar Disarmament in 1958 and was once again im-
prisoned, this time in connection with antinuclear
protests, in 1961. Upon appeal, his two-month
prison sentence was reduced to one week in the
prison hospital. In 1960, he announced the launch-
ing of two foundations: the Bertrand Russell Peace
Foundation and the Atlantic Peace Foundation.
He remained a prominent public figure until his
death 10 years later at the age of 97.

Russell’s Contributions to Logic and the
Philosophy of Mathematics

‘‘Bertrand Russell’s claim to be remembered by
history,’’ says his obituary in The Times of
London, ‘‘rests securely on his work in mathemati-
cal and symbolic logic and in philosophy, on which
his influence was pervasive and profound. The
story of symbolic logic and of philosophy of math-
ematics in the twentieth century is the story of the
expansion of the edifice which Russell and Frege
founded. There have been major reconstructions,
but they are reconstructions from within’’ (‘‘Earl
Russell’’ 1970).
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This assessment is no doubt correct. In fact,
when discussing Russell’s intellectual life, it is use-
ful to distinguish between events leading up to the
publication of Principia Mathematica—Whitehead
and Russell’s (1910–1913) main contribution to
logic and philosophy of mathematics—and those
that came afterward. As Russell (1967–1969) him-
self has remarked in his Autobiography, completion
of this project served as something of a turning
point for him intellectually: ‘‘At the age of eleven,
I began Euclid, with my brother as my tutor. This
was one of the great events of my life, as dazzling as
first love. I had not imagined there was anything so
delicious in the world. . . . From that moment until
I was thirty-eight [the year the first volume of
Principia appeared], mathematics was my chief in-
terest, and my chief source of happiness’’ (37–38).

Principia Mathematica thus served as the culmi-
nation of years of work in both logic and mathe-
matics. Along the way, Russell had accepted and
then rejected idealism as the proper approach to
mathematics; discovered what has since become
known as Russell’s paradox; introduced and then
modified several versions of his theory of types;
defended a new, robust version of logicism, thereby
improving upon the work of Leibniz, Dedekind,
and Frege; and refined and popularized Frege’s
newly invented quantificational logic.

His move to realism, not just in mathematics but
generally, occurred only after first being exposed to
the absolute idealism of J. M. E. McTaggart and
F. H. Bradley at Cambridge. As Russell saw it,
absolute idealism depended crucially upon the doc-
trine of internal relations, which holds that any
relational fact (e.g., that x is related to y) is really
a fact about the natures of the related terms. In this
view, if x is greater than y, then being greater than
y is a part of the nature of x. Object y is thus, in
some sense, a part of x, and x is similarly a part of
y. Given the complexity of relations in the world, it
then turns out that all objects will be related to all
objects. Hence there exists a single, all-encompass-
ing unity. Further, since, if one is aware of x, x
must also (in this view) be a part of one’s mind, it
follows that everything conceivable is a part of
consciousness.

Initially, Russell used this idealist framework in
his approach to mathematics (e.g., Russell 1897).
However, he became disenchanted with idealism
once he realized how incompatible the view was
with his developing view of mathematics. In Rus-
sell’s emerging view, geometrical points, for exam-
ple, could be individuated only by their relations.
But according to absolute idealism, relations
depended in turn upon the individual, intrinsic

natures of their relata. Forced to choose between
idealism and mathematics, Russell unhesitatingly
chose mathematics, replacing idealism with realism
and replacing the doctrine of internal relations with
a new doctrine of what he called ‘‘external rela-
tions,’’ the view that relations, like objects, have a
reality independent of the objects they relate. The
change would lead, in the short term, to his next
major work (Russell 1903) and, in the long term, to
his commitment to pluralism, antipsychologism,
the importance of science, and the emergence of
analytic philosophy as a replacement for idealism.
It was in this context that Russell discovered, in

the spring of 1901, the paradox that bears his
name. In 1900, he had attended the Mathematical
Congress in Paris and had been impressed by the
work in mathematical logic by Giuseppe Peano and
his students. As a result, he began studying both
Peano’s and Frege’s logic in detail. A year later, he
stumbled across a puzzling contradiction. The con-
tradiction arose in connection with the set of all
sets that are not members of themselves. Such a set
(or collection), if it exists, will be a member of itself
if and only if it is not a member of itself. To see this,
it helps first to observe that some sets (such as the
set of all Englishmen) are not members of them-
selves. In contrast, other sets (such as the set of all
non-Englishmen) are members of themselves. It fol-
lows that if any property (or predicate) is sufficient
to pick out a set in this way, then a new set,R, can be
picked out using the property of not-being-a-
member-of-itself. Immediately it follows that if R
is a member of itself, then by definition it cannot be
a member of itself; and ifR is not a member of itself,
then by definition it must be a member of itself.
The significance of the paradox follows, because

in classical logic, all sentences are entailed by a
contradiction. (For example, assuming both P
and øP, one can prove any arbitrary proposition,
Q, as follows: From P one can obtain PVQ by the
rule of addition; then from P V Q and øP one can
obtain Q by the rule of disjunctive syllogism.) In
the eyes of many mathematicians, including David
Hilbert and Luitzen Brouwer, it thus appeared that
no proof could be trusted. Once it was discovered
that the logic and set theory apparently underlying
all mathematics was contradictory, no mathe-
matical claim was secure. A large amount of work
throughout the early part of the twentieth cen-
tury in logic, set theory, and the philosophy and
foundations of mathematics was thus prompted.
Russell wrote to Frege with news of his paradox
on June 16, 1902. The paradox was relevant to
Frege’s logical work, because in effect, it showed
that the axioms Frege was using to formalize logic
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were inconsistent. Specifically, Frege’s rule 5,
which states that two sets are equal if and only if
their corresponding characteristic functions coin-
cide in values for all possible arguments, requires
that a propositional function such as f(x) be con-
sidered both a function of the argument f and a
function of the argument x. In effect, it was this
ambiguity that allowed Russell to construct R in
such a way that it could both be and not be a
member of itself.
Russell’s letter arrived just as the second volume

of Frege’s ([1903] 1964) Grundgesetze der Arithme-
tik was in press. Immediately appreciating the dif-
ficulty the paradox posed, Frege hastily added an
appendix to the Grundgesetze to discuss Russell’s
discovery. In this appendix Frege ([1903] 1964)
observes that the consequences of Russell’s para-
dox are not immediately clear. For example, ‘‘Is it
always permissible to speak of the extension of a
concept, of a class? And if not, how do we recog-
nize the exceptional cases? Can we always infer
from the extension of one concept’s coinciding
with that of a second, that every object that falls
under the first concept also falls under the second?
These are questions,’’ Frege notes, ‘‘raised by Mr
Russell’s communication’’ (127).
Because of these kinds of worries, Frege eventu-

ally felt forced to abandon many of his logical and
mathematical views. Russell himself was also
concerned about the paradox, and so, like Frege,
he hastily composed an appendix for his soon to be
released Principles of Mathematics. Entitled ‘‘Ap-
pendix B: The Doctrine of Types,’’ the appendix
represents Russell’s first attempt at developing a
workable theory of types. Russell’s basic idea was
that reference to troublesome sets (such as R) could
be avoided by arranging all sentences into a hierar-
chy, beginning with sentences about individuals at
the lowest level, sentences about sets of individuals
at the next lowest level, sentences about sets of sets
of individuals at the next lowest level, etc. Then,
using the ‘‘vicious circle principle’’ (VCP) intro-
duced by Henri Poincaré, together with his so-
called ‘‘no class’’ theory of classes (Whitehead
and Russell 1927, 37f, 187f), Russell was able to
explain why propositional functions, such as the
function ‘‘x is a set,’’ should not be applied to
themselves: because self-application would involve
a vicious circle (see Poincaré, Henri). In other
words, it is possible to refer to a collection of
objects for which a given condition (or predicate)
holds only if they are all at the same level or of the
same ‘‘type.’’
Although first introduced by Russell in his Prin-

ciples, his theory of types eventually found its

mature expression in his 1908 article ‘‘Mathemati-
cal Logic as Based on the Theory of Types’’ and in
Principia Mathematica. Thus, in its details, the the-
ory admits of two versions, the ‘‘simple theory’’
and the ‘‘ramified theory.’’ Both versions of the
theory later came under attack. For some they
were too weak, since they failed to resolve all of
the known paradoxes. For others they were too
strong, since they disallowed many mathematical
definitions that, although consistent, violated the
VCP. Russell’s response to the second of these
objections was to introduce, within the ramified
theory, the axiom of reducibility. Although the
axiom successfully lessened the VCP’s scope of
application, many claimed that it was simply too
ad hoc to be justified philosophically (see Ramsey,
Frank Plumpton).

Other responses to Russell’s paradox include
those of David Hilbert and the formalists (whose
basic idea was to allow the use of only finite, well-
defined, and constructible objects, together with
rules of inference that were deemed to be absolutely
certain) and of Luitzen Brouwer and the intuition-
ists (whose basic idea was that one cannot assert
the existence of a mathematical object unless one
can also indicate how to go about constructing it).
Yet a fourth response was contained in Ernest
Zermelo’s 1908 axiomatization of set theory,
Z. ZF, the axiomatization generally used today, is
a modification of Zermelo’s theory developed pri-
marily by Abraham Fraenkel. All four responses
helped logicians develop an explicit awareness of
the nature of formal systems and of the kinds of
metalogical results that are today commonly asso-
ciated with them. Of equal significance during this
same period was Russell’s (1903) defense of logi-
cism, the theory that mathematics is in some im-
portant sense reducible to logic. As he put it: ‘‘The
fact that all Mathematics is Symbolic Logic is one
of the greatest discoveries of our age; and when this
fact has been established, the remainder of the
principles of mathematics consists in the analysis
of Symbolic Logic itself’’ (5). Initially, this meant
showing that all mathematics was derivable from
symbolic logic. It also meant discovering, so far as
possible, the principles of symbolic logic itself.
Later, in Principia Mathematica, it became clear
that logicism would have to include two more pre-
cise theses. The first is that all mathematical truths
can be translated into logical truths or, in other
words, that the vocabulary of mathematics consti-
tutes a proper subset of that of logic. The second is
that all mathematical proofs can be recast as logical
proofs or, in other words, that the theorems of
mathematics constitute a proper subset of those
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of logic. Like Frege, Russell’s basic idea for defend-
ing logicism was that numbers were to be identified
with classes of classes and that number-theoretic
statements were to be explained in terms of quanti-
fiers and identity. Thus the number 1 would be
identified with the class of all unit classes, the num-
ber 2 with the class of all two-membered classes, and
so on. Statements such as ‘‘There are two books’’
would be recast as ‘‘There is a book, x, and there is a
book, y, and x is not identical to y.’’ It followed that
number-theoretic operations could be explained in
terms of set-theoretic operations such as intersec-
tion, union, and the like. In Principia Mathematica,
Whitehead and Russell were then able to provide
detailed derivations of many major theorems in set
theory, finite and transfinite arithmetic, and ele-
mentary measure theory. A fourth volume on ge-
ometry was planned but never completed.

However, unlike Frege, Russell drew a quite
different philosophical moral from the logicist re-
duction. As Frege saw it, if the principles of logic
were understood to be self-evident, and if the laws
of arithmetic can be shown to be derivable from
them, arithmetic will have become epistemological-
ly justified. According to this type of reduction,
arithmetic would become just as certain as logic
itself. In contrast, in Russell’s view, the order of
epistemic justification is exactly the reverse, as
explained in the introduction to the first volume
of Principia (Whitehead and Russell 1910–1913):

But in fact self-evidence is never more than a part of the
reason for accepting an axiom, and is never indispens-
able. The reason for accepting an axiom, as for accepting
any other proposition, is always largely inductive, name-
ly that many propositions which are nearly indubitable
can be deduced from it, and that no equally plausible
way is known by which these propositions could be true
if the axiom were false, and nothing which is probably
false can be deduced from it. If the axiom is appar-
ently self-evident, that only means, practically, that it is
nearly indubitable; for things have been thought to be
self-evident and have yet turned out to be false. And if
the axiom itself is nearly indubitable, that merely adds
to the inductive evidence derived from the fact that its
consequences are nearly indubitable: it does not provide
new evidence of a radically different kind. Infallibility is
never attainable, and therefore some element of doubt
should always attach to every axiom and to all its
consequences. In formal logic, the element of doubt is
less than in most sciences, but it is not absent, as ap-
pears from the fact that the paradoxes followed from
premisses which were not previously known to require
limitations. (62)

Thus, like any of the other sciences, logic and
mathematics are justified more by induction and

coherence than by a priori reason. In the introduc-
tion to Principia’s second edition, Russell’s com-
ments are to much the same effect when he
mentions the ‘‘purely pragmatic justification’’ of
the axiom of reducibility (Whitehead and Russell
1927, xiv). This view of the relation between science
and mathematics stayed with Russell throughout
his career. For example, in his essay Logical Atom-
ism, Russell (1924) again explains his position as
follows:

When pure mathematics is organized as a deductive
system . . . it becomes obvious that, if we are to believe
in the truth of pure mathematics, it cannot be solely
because we believe in the truth of the set of premises.
Some of the premises are much less obvious than
some of their consequences, and are believed chiefly
because of their consequences. This will be found to be
always the case when a science is arranged as a deduc-
tive system. It is not the logically simplest propositions of
the system that are the most obvious, or that provide the
chief part of our reasons for believing in the system.
With the empirical sciences this is evident. Electro-
dynamics, for example, can be concentrated into Max-
well’s equations, but these equations are believed be-
cause of the observed truth of certain of their logical
consequences. Exactly the same thing happens in the
pure realm of logic; the logically first principles of
logic—at least some of them—are to be believed, not
on their own account, but on account of their conse-
quences. The epistemological question: ‘Why should I
believe this set of propositions?’ is quite different from
the logical question: ‘What is the smallest and logically
simplest group of propositions from which this set of
propositions can be deduced?’ Our reasons for believing
logic and pure mathematics are, in part, only inductive
and probable, in spite of the fact that, in their logical
order, the propositions of logic and pure mathematics
follow from the premises of logic by pure deduction.
I think this point important, since errors are liable to
arise from assimilating the logical to the epistemological
order, and also, conversely, from assimilating the
epistemological to the logical order. (361–362)

According to the mature Russell, logic and
mathematics differ from the natural sciences only
as a matter of degree, not as a matter of kind.

Russell’s Contributions to Philosophy of Science

In much the same way that Russell used logic in an
attempt to clarify issues in the foundations of
mathematics, he also used logic in an attempt to
clarify issues in philosophy more generally. These
attempts, together with his attempts to connect
science to logic and philosophy, took center-stage
following the appearance of the first volume of
Principia in 1910.
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As one of the founders of analytic philosophy,
Russell made significant contributions to a wide
variety of areas, including metaphysics, epistemol-
ogy, ethics, and political theory, as well as to the
philosophy of science. In the philosophy of science,
he advanced discussion in a large number of areas,
putting forward often-novel theories of mind, per-
ception, causality, scientific method, and laws of
nature. On the issue of causality, for example,
Russell recognized that science demands more
than simple observations of the form ‘‘A caused
B’’ (see Causality). Instead, science regularly states
causal laws of the form ‘‘A causes B.’’ However,
when it comes to applying this conjecture to real-
world cases, the scientist does not mean that A
always causes B, since there are always potential
factors that may override A. For example, New-
ton’s first law does not state that every object in a
state of uniform motion will always remain in that
state of motion. Rather, it states that every object
in a state of uniform motion will remain in that
state of motion unless it is acted upon by an exter-
nal force. But how is the scientist to know whether
such a law obtains if it is always possible to postu-
late such countervailing factors? As Russell (1948)
puts it:

We cannot take account of all the infinite complexity of
the world, and we cannot tell, except through previous
causal knowledge, which among possible circumstances
would prevent B. Our law therefore becomes: ‘‘A will
cause B if nothing happens to prevent B.’’ Or, more
simply: ‘‘A will cause B unless it doesn’t.’’ ( 474–475)

But as Russell points out, ‘‘This is a poor sort of
law, and not very useful as a basis for scientific
knowledge’’ (475) (see Laws of Nature). Russell’s
own solution was to rely upon a combination of
scientific instruments (such as differential equa-
tions and statistical regularities) and metaphysical
assumptions (concerning the quasi-permanence of
logically constructed physical entities).
In books such as The Scientific Outlook, Russell

(1931) also was one of the first to discuss the many
social influences of modern developments in sci-
ence and technology. Underlying these various
projects lay not only Russell’s use of logical analy-
sis, but also his long-standing goal of discovering
whether, and to what extent, knowledge is possible.
Thus, Russell (1912) began the opening chapter of
his Problems of Philosophy with the question ‘‘Is
there any knowledge in the world which is so cer-
tain that no reasonable man could doubt it?’’ For
Russell, this was the most central of all philo-
sophical questions. Russell’s various contributions
to philosophy were thus unified by his views

concerning both the centrality of scientific knowl-
edge and the importance of an underlying scientific
methodology common to both philosophy and sci-
ence (see Carnap, Rudolf; Logical Empiricism). In
the case of philosophy, this methodology expressed
itself through Russell’s use of logical analysis. So
central was this methodology that Russell often
claimed that he had more confidence in his meth-
odology than in any particular philosophical con-
clusion.

As Russell explained it, his philosophical meth-
odology consisted of the making and testing of
hypotheses through the weighing of evidence
(hence Russell’s comment that he wished to empha-
size the scientific method in philosophy), together
with a rigorous analysis of problematic concepts
using the machinery of first-order logic. For exam-
ple, even in the application of elementary arithmet-
ical concepts, one might come across difficult or
marginal cases. As Russell (1942) explains,

Two dogs and two dogs are certainly four dogs, but cases
arise in which you are doubtful whether two of them are
dogs. ‘‘Well, at any rate there are four animals,’’ you
may say. But there are microorganisms concerning
which it is doubtful whether they are animals or plants.
‘‘Well, then living organisms,’’ you say. But there are
things of which it is doubtful whether they are living
organisms or not. You will be driven into saying: ‘‘Two
entities and two entities are four entities.’’ When you
have told me what you mean by ‘‘entity,’’ we will re-
sume the argument. (39)

In short, it was Russell’s belief that conceptual
analysis, together with the new logic of his day,
would help philosophy exhibit the underlying
‘‘logical form’’ of natural language statements. A
statement’s logical form, in turn, would help philo-
sophers resolve problems of reference associated
with the ambiguity and vagueness of natural lan-
guage. Thus, just as one can distinguish three sepa-
rate senses of ‘is’ (the is of predication, the is of
identity, and the is of existence) and exhibit these
three senses by using three separate logical nota-
tions (Px, x ¼ y, and 9x, respectively), one will also
discover other ontologically significant distinctions
by being made aware of a sentence’s correct logical
form. In Russell’s view, the subject matter of phi-
losophy is then distinguished from that of the
sciences only by the generality of philosophical
statements, not by the underlying methodology of
the discipline. In philosophy, as in mathematics,
Russell believed that it was by applying logical
machinery and scientific insights that advances
would be made. Russell’s most famous example of
his analytic method concerns denoting phrases. In
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his realist Principles of Mathematics, Russell (1903)
had adopted the view that every denoting phrase
(for example, ‘pi,’ Sherlock Holmes, the number
two, the golden mountain) denoted, or referred
to, an existing entity. By the time his landmark
article ‘‘On Denoting’’ appeared two years later,
Russell (1905) had modified this extreme realism
and had instead become convinced that denoting
phrases need not possess a single theoretical unity.

According to this new view, logically proper
names (words such as ‘this’ and ‘that,’ which refer
to sensations of which an agent is immediately
aware) always have referents associated with
them. In contrast, descriptive phrases (such as ‘the
smallest number less than pi’) should be viewed as a
collection of quantifiers (such as ‘all’ and ‘some’)
and propositional functions (such as ‘x is a num-
ber’), which may or may not succeed in referring.
As such, they are not to be viewed as referring
terms but, rather, as ‘‘incomplete symbols.’’ In
other words, they should be viewed as symbols
that take on meaning only within appropriate con-
texts but that in isolation remain meaningless. For
example, consider the sentence ‘The number be-
tween six and eight is prime.’ Here the definite
description ‘the number between six and eight’
plays a role quite different from that of a proper
name such as ‘seven’ in the sentence ‘Seven is
prime.’ Letting S abbreviate the predicate ‘is a
number between six and eight’ and P abbreviate
the predicate ‘is prime,’ Russell assigns the sentence
‘The number between six and eight is prime’ the
logical form

There is an x such that
(i) Sx,
(ii) for any y, if Sy then y ¼ x, and
(iii) Px.

Alternatively, in the notation of the predicate
calculus, one has:

9x½ðSx68yðSy ! y ¼ xÞÞ6Px�:
In contrast, by allowing s to abbreviate the name

‘seven,’ Russell assigns the sentence ‘Seven is
prime’ the very different logical form Ps.

This distinction between logical forms allows
Russell to explain three important puzzles. The
first puzzle relates to true negative existential
claims, such as ‘The number postulated between
seven and eight does not exist.’ Here, by treating
definite descriptions as having a logical form sepa-
rate from that of proper names, Russell is able to
give an account of how a speaker may be com-
mitted to the truth of a negative existential without

also being committed to the belief that the subject
term has reference. In other words, a claim such as
‘Seven does not exist’ is false, since the proposition
ø9x(x ¼ s) is self-contradictory. This is so because
there must exist at least one thing that is identical
to s, since it is presumably a logical truth that s is
identical to itself. In contrast, the claim ‘The num-
ber postulated between seven and eight does not
exist’ can be true because by allowing B to abbre-
viate the predicate ‘is postulated between’ and e to
abbreviate ‘eight,’ there is nothing contradictory
about the proposition ø9x(Bxse).
The second puzzle concerns the operation of the

law of excluded middle and how this law relates to
denoting terms. According to one reading of the
law, it must be the case that either ‘The largest
prime is even’ is true or ‘The largest prime is not
even’ is true. But if so, since both sentences appear
to entail the existence of a largest prime, this will
clearly yield an undesirable result. Russell’s analy-
sis shows how such a result can be avoided. By
appealing to his earlier analysis, it follows that
there is a way to deny ‘The largest prime is even’
without being committed to the existence of a larg-
est prime: by analyzing ‘The largest prime’ as a
definite description rather than assuming it is
equivalent to a proper name. Thus, the negation
of ‘The largest prime is even’ becomes ‘It is not the
case that there exists a largest prime which is even,’
rather than ‘The largest prime is not even,’ and the
truth of the former can be asserted without contro-
versy.
The third puzzle concerns the law of identity as it

operates in so-called opaque contexts. For exam-
ple, even though ‘The positive square root of nine is
three’ is true, it does not follow that the two refer-
ring terms ‘The positive square root of nine’ and
‘three’ are interchangeable in every linguistic con-
text. Thus although ‘Alfred wanted to know wheth-
er the positive square root of nine was three’ may
be true, the similar sentence ‘Alfred wanted to
know whether three was three’ is, presumably,
false. Russell’s distinction between the logical forms
associated with the use of proper names and definite
descriptions shows why this is so.
To see this, let t abbreviate the name ‘three,’ let n

abbreviate the name ‘nine,’ and let P abbreviate the
two-place predicate ‘is the positive square root of.’
It then follows that the sentence t ¼ t is not at all
equivalent to the sentence

9x½Pxn68yðPyn ! y ¼ xÞ6x ¼ t�:
Russell’s emphasis upon logical analysis also had

consequences for his metaphysics. In response to
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the traditional problem of the external world,
which, it is claimed, arises because the external
world can be known only by inference, Russell
developed his famous distinction between ‘‘knowl-
edge by acquaintance and knowledge by descrip-
tion’’ (Russell 1910). He then went on, in his
lectures on logical atomism (Russell 1918, 1919),
to argue that the world itself consists solely of a
complex of logical atoms (such as ‘‘little patches of
colour’’) and their properties. Together they form
the atomic facts that, in turn, are combined to form
logically complex objects. What are normally
thought to be inferred entities (e.g., enduring phys-
ical objects) are then understood to be ‘‘logical
constructions’’ formed from the immediately
given entities of sensation with which people are
directly acquainted, viz., ‘‘sensibilia’’ (Russell
1914a and 1914b). It is only these latter entities
that are known noninferentially and with certainty.
Similar constructions allowed Russell to reduce
points and instants to ordered classes of volumes
and events, and classes to propositional functions.
According to Russell, a large part of the philo-

sopher’s job is to discover a logically ideal lan-
guage. This logically ideal language will exhibit
the true nature of the world in such a way that
the speaker will not be misled by the casual surface
structure of natural language. Just as atomic facts
(the association of properties and relations with an
appropriate number of individuals) may be com-
bined into molecular facts in the world itself, such a
language would allow for the description of such
combinations using logical connectives such as
‘and’ and ‘or.’ In addition to atomic and molecular
facts, Russell also held that general facts (about all
members of a given class) were needed to complete
the picture of the world. Famously, he vacillated on
whether negative facts were also required.
Unlike Leibniz, Russell believed there was more

to scientific, mathematical, and philosophical
knowledge than getting the concepts right. Even
so, just as Leibniz had wanted to develop a logical-
ly ideal language (or characteristica universalis),
together with an instrument of universal deductive
reasoning (his calculus ratiocinator), Russell be-
lieved that modern logic would help us represent
the world as it actually is and reason about it
without fear of error. As Russell himself translates
one of Leibniz’s most famous quotations:

We should be able to reason in metaphysics and morals
in much the same way as in geometry and analysis. . . . If
controversies were to arise, there would be no more
need of disputation between two philosophers than be-
tween two accountants. For it would suffice to take their

pencils in their hands, to sit down to their slates, and to
say to each other (with a friend as witness, if they liked):
Let us calculate. (Russell 1900, 169–170)

Conceptual analysis may not have the air of empirical

discovery about it, but it is just as crucial to the

scientific enterprise as observation and experiment.

With this observation in mind, it is thus worth
recalling that after reviewing the history of the
interplay between science and philosophy, Russell
(1945) ends his History of Philosophy with these
words:

In the welter of conflicting fanaticisms, one of the few
unifying forces is scientific truthfulness, by which I mean
the habit of basing our beliefs upon observations and
inferences as impersonal, and as much divested of local
and temperamental bias, as is possible for human
beings. To have insisted upon the introduction of this
virtue into philosophy, and to have invented a powerful
method by which it can be rendered fruitful, are the
chief merits of the philosophical school of which I am
a member. The habit of careful veracity acquired in the
practice of this philosophical method can be extended
to the whole sphere of human activity, producing, wher-
ever it exists, a lessening of fanaticism with an increasing
capacity of sympathy and mutual understanding. In
abandoning a part of its dogmatic pretensions, philoso-
phy does not cease to suggest and inspire a way of life.
(836)

ANDREW IRVINE
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S
MORITZ SCHLICK

(14 April 1882–22 June 1936)

Friedrich Albert Moritz Schlick was born the third
and youngest son of Protestant parents. His father,
who owned a factory, descended from a Bohemian
family of noble lineage, and his mother from the
family of the poet Ernest Moritz Arndt, after whom
Schlick was named. He attended primary and sec-
ondary school in Berlin. As a sickly schoolchild,
Schlick was interested in philosophy, art, and poet-
ry at the Luisenstädter Gymnasium, but he went on
to study natural science and mathematics at univer-
sities in Heidelberg, Lausanne, and Berlin. In 1904,
he completed his Ph.D. under Max Planck, who
regarded him as one of his favorite students, with
the thesis Über die Reflexion des Lichtes in einer
inhomogenen Schicht [The Reflection of Light in an
Inhomogeneous Layer] in mathematical physics.
Schlick spent the following three years doing scien-
tific research at the universities in Göttingen,
Heidelberg, and Berlin. After the appearance of
his first book, whose title is translated as Life Wis-
dom (Schlick 1908), Schlick spent two years study-
ing psychology in Zurich. In 1907, he married
Blanche Hardy and, after a short sojourn in Berlin,
completed his habilitation in 1911 at the University

of Rostock with a study ‘‘Das Wesen der Warheit
nach der modernen Logik’’ (Schlick 1910).
During his next ten years of academic activity,

Schlick worked on the reform of traditional philos-
ophy against the backdrop of the revolution in
natural science. He became friends with Einstein
and was one of the first to study the theory of
relativity from a philosophical perspective. During
World War I, he served two years at a military
airport.
In 1917, Schlick began teaching at Rostock, and

was granted the official title of associate professor,
with a teaching position in ethics and natural phi-
losophy, in 1921. During the Weimar Republic,
Schlick backed university reform as a member of
the Union of Progressive Academics and completed
his major study, Allgemeine Erkenntnislehre
(Schlick [1918] 1974). In the summer of 1921 Schlick
moved to the University of Kiel as full professor,
where he taught for one year.
After the Rostock and Kiel periods, the then 40-

year-old Schlick was appointed in 1922 to the chair
for natural philosophy (philosophy of the inductive
sciences) in Vienna, in the tradition of Mach and
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Boltzmann (see Mach, Ernest). The mathematician
Hans Hahn, who was the teacher of Karl Menger
and Kurt Gödel, was mainly responsible for this
innovative step (see Hahn, Hans). This move also
represented an attempt to provide an institutional
platform and an intellectual leader for the further
development of the scientific philosophy of the so-
called ‘‘first Vienna Circle’’ (with Frank, Hahn,
and Neurath) (Uebel 2000). In Vienna, in 1924, at
the suggestion of his students Herbert Feigl and
Friedrich Waismann, Schlick began organizing a
regular discussion group that first met privately,
and then in the rear building of the Institute of
Mathematics in Vienna.
This forum remained in existence up until

Schlick’s death and later went down in the history
of philosophy and science as the ‘‘Vienna Circle.’’
This institutionalization of the Circle between 1924
and 1929 was characterized by the discussion and
encounter with Wittgenstein’s early philosophy
and finally with Rudolf Carnap’s ([1928] 1969)
Scheinprobleme in der Philosophie, which was
inspired by neo-Kantianism, Gestalt theory, and set
theory, based on Mach and Russell (see Carnap,
Rudolf ). The formation of the circle was most
lucidly described by Philipp Frank, Einstein’s succes-
sor in Prague (Frank 1949) (see Vienna Circle). In
addition to his extensive research and academic
teaching duties, Schlick was also active in adult edu-
cation as a member of the Ethical Society and, most
importantly, from 1928 to 1934, as chairman of the
Verein Ernest Mach. In spite of his efforts, it was
dissolved February 12, 1934, for political reasons.
Beginning in 1926, Schlick came in personal con-

tact with Ludwig Wittgenstein, who influenced him
significantly. At his students’ request, in 1929
Schlick refused an attractive job offer at Bonn. He
spent several months in California as a visiting
professor in Stanford and later (1931–1932) in
Berkeley. As a professor in Vienna, Schlick’s pub-
lications and lectures led to relationships with sci-
entific communities in Berlin, Prague, Göttingen,
Warsaw, England, and the United States. Together
with Philipp Frank, he published the series Schriften
zur wissenschaftlichen Weltauffassung from 1929
to 1937.
At the apogee of his influential life as a scholar,

on June 22, 1936, Moritz Schlick was murdered on
the steps of the University of Vienna by a former
student. The student received early release by the
Nazis and lived as a free citizen in Austria after
1945. Schlick’s murder marked the definitive de-
mise of the Vienna Circle, whose remaining mem-
bers were forced to emigrate after the German
anschluss of Austria in 1938.

Between Natural and Cultural Philosophy

Schlick thought philosophy had an important and
independent function in relation to the natural and
social sciences. He also embodied the prototype of
a liberal, cosmopolitan intellectual in the midst of
a ‘‘national-socialist revolution.’’ Intellectually, it
is difficult to accurately characterize Schlick, who
clearly sympathized with American pragmatism
and its commonsense thinking. Archival evidence
indicates an early desire to liberate himself from
traditional philosophy and dedicate himself to the
exact sciences. Equally important in his work was
an attempt to deal with the natural and cultural
world (ethics) simultaneously.

A revealing entry by Schlick in the Philosophen-
Lexikon begins with the following programmatic
claim: ‘‘Schlick attempts to justify and construct a
consistent and entirely pure empiricism.’’ However,
unlike earlier forms of empiricism, Schlick thought
that the doctrine could be justified only by applying
the techniques of modern mathematics and logic to
reality. The entry continues:

From there, and with the help of an analysis of the pro-
cess of knowledge, the ‘General Theory of Knowledge’
arrives first at a clear distinction between the rational and
the empirical, the conceptual and the intuitive. Concepts
are mere symbols that are attributed to the world in
question; they appear in ‘statements’ ordered in a very
particular way, by which these are able to ‘express’ cer-
tain structures of reality. Every statement is the expression
of a fact and represents knowledge insofar as it describes
a new fact with the help of old signs—in other words,
with a new combination of terms which have already
been used in other regards. The ordering of reality . . . is
determined solely by experience, for which reason there
exists only empirical knowledge. The so-called rational
truths, then, purely abstract statements such as the logi-
cal-mathematical ones, . . . are nothing more than rules
of signs which determine the syntax of the language
(L. Wittgenstein) which we use to speak about the
world. They are of purely analytic-tautological character
and therefore contain no knowledge; they say nothing
about reality, but it is for precisely this reason that they
can be applied to any given fact in the world. Thus,
knowledge is essentially a reproduction of the order, of
the structure of the world; the material or content belong-
ing to this structure cannot enter it; for the expression is,
after all, not the thing itself which is being expressed.
Therefore, it would be senseless to attempt to express
the ‘content’ itself. Herein lays the condemnation of
every variety of metaphysics; for it is precisely this
that metaphysics has always wanted, in having as its
goal the cognizing of the actual ‘essence of being.’
(Schlick 1950)

This short text has its origins in Schlick’s
Viennese period, as the reference to Wittgenstein
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indicates. It also represents the essence of his most
important work on epistemology, his General
Theory of Knowledge (Schlick [1918] 1974), which
manifests a specific sort of interaction between
philosophy and the sciences. As Schlick (1950,
463) concludes:

Philosophy is not a science, even though it pervades all
sciences. Because while these latter consist of systems of
true assertions and contain knowledge, philosophy con-
sists in the search for the meaning of the statements and
creates understanding, which leads to wisdom.

These statements do not entail any relation of
priority between nature and culture, or between
theoretical and moral philosophy. According to
Schlick (1950), no priority exists because ethics
and aesthetics can be done in congruence with
his concept of ‘‘consistent empiricism.’’ Hence,
‘‘It makes no sense to speak of ‘absolute’ values;
only the evaluative behaviors actually practiced
by human beings can be the object of study. Based
on this standpoint arises a new justification for a
kind of eudaimonism, which moral principle reads
more or less so: Increase your happiness!’’ (463).

This ethical claim clearly distinguishes Schlick’s
view of ethics from Wittgenstein’s philosophy of
the ineffable, and from those members of the
Vienna Circle and the Berlin Group who regarded
moral-philosophic issues as unimportant. Schlick’s
view of ethics is elaborated in detail in Lebens-
weisheit, Fragen der Ethik (Schlick 1908 and 1930),
and numerous autobiographical fragments (up to
1922) scattered throughout his writings. Moreover,
throughout his life, Schlick was interested in the
idea of a lifelong balance between nature, culture,
and art.

Schlick claimed that even early in his life, he had
begun ‘‘to philosophize before I even knew that
philosophy existed. All sorts of doubts eventually
drove me to metaphysics, but after having read
Kant, I was calmed and done with metaphysics’’
(Schlick 1900, 1). Later, Schlick began studying the
human sciences, which he ‘‘always thought to be
less of a philosophy than a natural science’’ (ibid).
These early claims anticipate Schlick’s later view
that the Cartesian unity of nature and humanity is
manifested in modern natural science. Schlick had
adopted a sort of monist conception of the world.
Precisely this conception of nature led him to be-
lieve that the ultimate goal and principle of ethics
was ‘‘happiness.’’ It is unsurprising, then, that he
juxtaposed Kantian ethics with the obligation of a
eudaimonist ‘‘ethics of charity’’ and proposed
the mindless play of youth as a paradigm for an
everyday morality.

Returning to epistemology, Schlick described his
intellectual development prior to Rostock in an
unpublished manuscript (Schlick CV): ‘‘The en-
deavor towards universality and the most general
principles of knowledge and science,’’ he wrote,
‘‘distinguishes philosophy from the special sciences.
Searching for answers to the great questions of life,
not just working the theoretical fields of knowl-
edge, are the tasks of scientific philosophy.’’
Schlick does not claim to be a philosopher by virtue
of his work on the epistemological foundations of
inductive science. Rather, his dual interests in
knowledge of nature and of the personal life
remained constant and significant throughout his
career. There is here a parallel to Ernest Mach (see
Mach, Ernest).
Central to Schlick’s early conception of philoso-

phy was a belief that metaphysics was trivial and a
distrust of pure speculation. Schlick thought a
peaceful and friendly coexistence between philoso-
phy and natural science was possible, and a passion
and ambition for this ideal formed the foundation
of his academic career. He initially elaborated this
ideal in a pragmatic conception of truth: ‘‘that
truth is merely another name for the utility of a
judgment, and nothing more; in other words, that
the utility of a judgment is not a consequence of its
truth—it is rather the very essence of the truth’’
(Schlick CV, 15). This pragmatic view is also dis-
played in Schlick’s fondness for American philoso-
phy (which prompted him to visit Stanford and
Berkeley).
Later, however, he rejected the pragmatic theory

of truth (Schlick 1910). This rejection depended
upon a distinction between content and form,
which Schlick developed in detail during a lecture
series at the University of London in 1932. The
purely formal structure of the system of facts is
the same as that of a system of (logical) judgment.
The contents of a system reflected the empirical
world. The domains of reality and thought are
thus separated and can be correlated only by the
assignment of content to ‘‘sign’’ of the formal
system. This was neither rationalism nor extreme
empiricism, and therefore rejected the neo-Kantian
reconciliation of the two around the turn of the
century.
Schlick began exchanging letters with Einstein on

a regular basis in 1915. Initially, Einstein thought
Schlick was the philosophical interpreter of the
theory of relativity. Later, Einstein himself was
seen, along with Russell and Wittgenstein, as a
model of the Wissenschaftliche Weltauffassung
([1929] 1973), particularly regarding his claim that
‘‘[i]nsofar as the statements of mathematics refer to
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reality, they are not certain, and insofar as they
are certain, they do not refer to reality’’ (Einstein
1921, 119f ).
Schlick produced one of the most important early

philosophical interpretations of Einstein’s work,
Space and Time in Contemporary Physics ([1917]
1920), but began disagreeing with Einstein after
turning to Wittgenstein’s philosophy of language
in the 1920s. In the early 1920s, Schlick read
Wittgenstein’s Tractatus in seminars held by the
mathematiciansHansHahn andHansReidemeister.
He also studied Russell’s philosophy of logical at-
omism and neutral monism (McGuinness 1985).
Wittgenstein and Schlick’s later differences
concerned realism, conventionalism, and causality
(Schlick 1932–1933). Wittgenstein’s philosophy, fo-
cused primarily on linguistic analysis, viewed the
problem of reality as a pseudo-problem in the sense
of Carnap ([1928] 1969).
By 1924, the intellectual and institutional foun-

dations of the Schlick Circle (that is, the later
Vienna Circle) had been laid. Before Schlick’s
(1925) publication of the second edition of Allge-
meine Erkenntnislehre, he was committed to a form
of critical realism. After the 1930s, furthermore, he
and Waismann constituted the wing of the Circle
inspired by Wittgenstein. Schlick continued to con-
ceive of philosophy as a system for expressing the
most general principles inherent in the sciences.
However, philosophy was seen as a clarifying ac-
tivity, involving the logical analysis of statements
within particular sciences that would overcome
metaphysics and provide a clearer account of
meaning. Schlick initially endorsed a realistic posi-
tion, via verificationism, but later he adopted a
more liberal position, but still based on a corre-
spondence theory of truth. This view distanced
Schlick from Neurath’s ‘‘nonphilosophical’’ physi-
calism based on a coherence theory of truth, and
from Neurath’s project of an encyclopedia of uni-
fied science, which emerged from the controversial
debate about protocol sentences.

Last Years

With the rise of fascism and the threat of National
Socialism in Vienna, Schlick was prompted, like
the mathematician Karl Menger, to focus on the
threatening intellectual situation of his time. With-
in such an environment, Schlick developed what he
called a ‘‘consistent individualism’’ as a correlate to
consistent empiricism. The omnipotent state was
to be dissolved in favor of a league of nations to
promote the happiness of all people, but not in the
guise of Social Darwinism. Accordingly, Schlick

criticized nationalism as destructive. Specifically,
he saw the National Socialist state as contrary to
liberal democracy (Schlick [1930] 1962, 44ff).
Schlick also reflected on the concept of the state.
He developed a conception of a nonterritorial state
as a concrete utopia that would be defined by the
population that was to become citizens of different
states by their own free will. Peaceful coexistence
of several ‘‘invisible states’’ would be possible in
the same territory; such an organization would
make absurd any nationalist social organization
(Schleichert 2003). Schlick argued that the only
basis for a union of individuals into states being
reliable are ethical qualities, such as character, and
the peaceful voluntary nature of individual political
and religious affiliations (Schlick [1930] 1962, 107).

Schlick worked on a book, Natur und Kultur,
which was not completed due to his untimely
death. It was published in a posthumous redaction,
and in it Schlick (1952) said that in the last years of
his life, he had been interested mainly in problems
of cultural philosophy and ethics, on which he
had lectured. The central issue of the book was
suffering caused by culture, particularly existential
need, tribulations of love, and the mind. Only the
first part was completed.

Schlick’s last works show that he was attempting
a programmatic synthesis of nature and culture. It
was a modern variant of a monistic world view that
tries to situate the realm of facts and values in a
humanist and cosmopolitan context, or in Schlick’s
words: ‘‘Art is a desire for nature. Culture is a
bridge on both ends of which nature rests’’ (Schlick
A 110).
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slehre München: C. H. Beck’sche Verlagsbuchhandlung
Oscar Beck.

——— (1911), ‘‘Das Wesen der Wahrheit nach der moder-
nen Logik,’’ Vierteljahrsschrift für wissenschaftliche Phi-
losophie und Soziologie 34: 386–477.

——— ([1917] 1920), Space and Time in Contemporary
Physics. Translated by Henry L. Brose. Oxford and
New York: Clarendon. Originally published as ‘‘Raum
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SCIENTIFIC CHANGE

Epistemology, as the theory of knowledge, may
refer either to the process of knowledge acquisition
in an individual or to the growth of knowledge in
general (see Epistemology). If scientific knowledge
is accepted as a valid form of knowledge, then scien-
tific change is central to the second aspect of episte-
mology. Scientific change is the process by which
scientific knowledge is accumulated, transformed,
and, possibly, lost. Understanding scientific change
then becomes part of epistemology. To the extent
that scientific knowledge is privileged over other
forms of knowledge, no epistemology would be
complete without an account of scientific change.
Explicit interest in scientific change, as distinct from
epistemology in general, emerged with empiricism,
and especially with inductivism and interest in the
scientific method (see Induction, Problem of ). By

the time of the Enlightenment, scientific change was
widely taken to be progressive, resulting in the cu-
mulative and monotonic growth of knowledge. It
was also viewed as a collective enterprise with its
methods and results available for public scrutiny.
Implicit theories of scientific change were wide-
spread by the late nineteenth century—for instance,
in Comte’s positivism, as well as in British natural
philosophy, associated with figures such as Mill
and Pearson. For Peirce, abduction provided the
mechanism of scientific change (see Abduction).
The twentieth century saw both philosophical the-
ories of scientific change and many attempts to
model the process. Many of the articles in this
encyclopedia deal with particular models and the-
ories of scientific change—this essay will provide a
brief overview and a guide to the others.
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Traditional Objectivism

With respect to scientific change, the logical empi-
ricists distinguished between contexts of discovery
and contexts of justification (Reichenbach 1938,
6–7). For justification, the logical empiricists
hoped to find a systematic theory that, in Carnap’s
case, became inductive logic or the logic of confir-
mation (see Carnap, Rudolf; Confirmation Theory;
Inductive Logic). The project of inductive logic
remains incomplete. During roughly the same
period, Popper and Reichenbach produced their
own variants of frameworks for justifying theories
(see Corroboration; Popper, Karl Raimund;
Reichenbach, Hans). One feature that unites all
these approaches is that the process of justification
is supposed to be guided by a priori principles; thus,
they reject a naturalized epistemology, at least with
respect to justification. This option allows the
straightforward introduction of normative princi-
ples into theory acceptance. Meanwhile, during the
last few decades, going beyond the work of Popper
and the logical empiricists, there have been more
promising attempts to develop justificatory frame-
works more consonant with the standard use of
statistical reasoning within science—for instance,
classical and Bayesian inference (see Bayesianism).
Beyond justification, is there a logic of scientific

discovery? The use of ‘‘logic’’ suggests that scientif-
ic discovery is a rational process. While explicit
claims of the existence of such a logic were rare in
the first half of the twentieth century, several mech-
anisms of theory change (e.g., theory reduction
and unification) can be seen as rational procedures
that form part of such a logic (see Reductionism;
Unity and Disunity of Science). However, for most
logical empiricists, as also for Popper, discovery was
a psychological category for which there could be no
philosophical theory. The process of discovery was
thus at best orthogonal to the aims of epistemology.
Whether or not it is rational is simply not interesting
from this perspective.

Irrationality and Relativism

Even philosophical theories of scientific change are
about actual historical episodes and must partly
appeal to empirical features for their justification.
Thus, detailed case studies of episodes in the history
of science become central to the study of scientific
change. However, until the 1950s, most philosoph-
ically oriented histories of science paid little atten-
tion to the sociological and institutional contexts of
scientific work. That situation changed in the
1960s, especially with the publication of Kuhn’s

(1962) Structure of Scientific Revolutions. Over the
years, different commentators have taken different
lessons from Kuhn’s work (see Kuhn, Thomas).
What is uncontroversial about it is that according
to Kuhn’s model, science does not proceed by cu-
mulative progressive changes. There may be drastic
shifts of perspective, with participants from diver-
gent positions sometimes being unable to commu-
nicate with each other (see Feyerabend, Paul;
Incommensurability; Hanson, Norwood Russell).

Whether or not Kuhn intended it, this view of
science challenges many traditional assumptions
about the rationality of the scientific process.
What is critical here is that such rationality is
being challenged in the context not only of discovery
but also of justification. Meanwhile, Feyerabend
and others denied the validity of the distinction
between the contexts of discovery and justification,
strengthening the claim of irrationalism.

Kuhn’s work has been seen as suggesting an evo-
lutionarymodel for scientific growth. Partly indepen-
dently of Kuhn, many others, including Popper
(1972) and Toulmin (1972), also argued for such a
model; Hull (1988) offers what is probably its most
detailed application to an actual example of scientific
change (see Evolutionary Epistemology). Kuhn’s
work is also associated with the view that scientific
‘‘truths’’ are relative, not only to the empirical evi-
dence, but to social ideologies (see Feminist Philoso-
phy of Science; Social Constructionism). Extreme
versions of this view even deny that scientific knowl-
edge is privileged qua knowledge over other cultural
products. And he is seen as denying that the history
of science can be viewed as one of cumulative
progress. This claim challenges the most central
tenet of beliefs about scientific change since the
Enlightenment (see Scientific Progress).

Each of these positions continues to be debated
and developed to the present day. (For Kuhn’s own
doubts about such interpretations of his work, see
Kuhn 2000; Hacking 1981.) Lakatos and Musgrave
(1970) and Laudan (1977) made important early
responses, each developing novel accounts of scien-
tific change that at least partly preserved tradition-
al assumptions of rationality and progress (see
Lakatos, Imre; Research Programs).

Modeling Discovery

The best antidote to claims of irrationalism, wheth-
er it be with respect to the discovery or the justifi-
cation of scientific claims, is to model these
processes explicitly from rational principles. One
strategy is to use detailed historical case studies,
as Kuhn and his followers had done, but with
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explicit attention to the presumed mechanisms of
change. Donovan, Laudan, and Laudan (1988)
collect many such cases from chemistry, geology,
and physics from the seventeenth to the twentieth
centuries. They find wide agreement on a variety of
theses, connected with issues of theory acceptance,
the presence of anomalies, and innovation and dis-
covery. This work seems to justify many traditional
ideas, such as the role of predictive success and the
resolution of anomalies in generating acceptance of
theories. Lakatos’ work on research programs can
also be viewed as being of similar intent and more
general in scope, including considerations of both
acceptance and discovery of theories (see Research
Programs). However, what remains unclear from
such case studies is whether particular princi-
ples gleaned from them ever adequately address
the normative aims of epistemology: When should
scientific claims be accepted or rejected?

An even more powerful method to study scien-
tific change, especially discovery, is to model it
computationally. This approach to scientific discov-
ery was pioneered by Simon (1977; see Buchanan
1982). Science was viewed as a problem-solving ac-
tivity using heuristics that could be equally applied
to historical and contemporary situations. Tech-
niques from artificial intelligence were brought to
bear on the problem of generating explanatory
hypotheses given a body of evidence (see Artificial
Intelligence). The first expert system to be designed
for this purpose was DENDRAL (Lindsay et al.
1980); it hypothesized the presence of specific
chemical compounds from mass spectrographic
data. Of only slightly later vintage, a system de-
vised by the group around Simon, BACON, sought
patterns in numerical empirical data. Going be-
yond traditional curve-fitting, BACON was based
on the (metaphysical) assumption that an entity’s
relational properties were caused by its intrinsic
properties (Langley et al. 1987). STAHL, also de-
signed by the same group, used theory-driven dis-
covery. Another product, KEKADA, successfully
modeled the patterns of reasoning in the work of
the biochemist Krebs (Kulkarni and Simon 1988).
Taken as a whole, this work helped dispel that view
that scientific discovery was a mysterious process,
relying on serendipity or some special inspiration.
It also made plausible the case that with improving
heuristics, there would be a discernible logic of
scientific discovery. In a recent review of this col-
lective work, Langley (1998) argues that the best
results are obtained when there is interaction be-
tween an expert system and human agents (that is,
automation is not total). Throughout, the problem
that has generated most controversy within the

field is the choice of representation of the domain,
that is, how the basic conceptual entities should be
modeled. This is where human agents may play a
crucial role. Critics of this body of work include
Gillies (1996), who has argued that researchers
have focused on laws and regularities already
known, which may have artificially inflated the
success of the approaches.
The last twenty years have seen many other

computational frameworks entrenched in scientific
contexts. Some were spawned from these pioneer-
ing frameworks. Glymour (e.g., 2001) and others
have advocated the use of Bayesian causal networks
to model cognitive processes, including those of
scientific innovations. Many of the new frameworks
draw on general learning and search algorithms
(including metaheuristic algorithms such as genetic
algorithms and neural networks) as well as data
mining methods (see Fayyad et al. 1996). These
have been especially valuable in the biological and
environmental sciences. In these fields, the large
quantities of data that are generated (e.g., from
DNA sequencing projects, from remote sensing
via satellites) require automated analysis (see Mo-
lecular Biology). What remains to be seen is wheth-
er such automated analysis can lead to genuine
scientific innovation.
What has also become unclear, though, is wheth-

er these techniques of ‘‘discovery’’ are, in any sense,
plausibly similar to the methods used by human
agents for scientific discovery. (The contrast here
is with the earlier methods from the 1970s and
1980s, which typically used heuristics gleaned
from human reasoning.) However, from a norma-
tive perspective, the question of similarity is irrele-
vant: if the automated methods generate correct
results, they are the ones that should be used irre-
spective of whether they capture human reasoning.
Thus, while it may be the case that no new under-
standing of the historical processes of scientific
discovery are being achieved by these new methods,
they may well become staples of the process of such
discovery in the future. The situation calls for more
normative analysis of automated reasoning.

SAHOTRA SARKAR
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SCIENTIFIC DISCOVERY

See Scientific Change

SCIENTIFIC DOMAINS

According to empiricism, all our concepts and
beliefs are based on observation, which is equated
with sense perception. This doctrine has been wide-
ly criticized on two grounds: first, that it fails to
specify what counts as an observation, free of any
presupposition that should, according to it,
be based on observation rather than presupposed

by observation; and second, that it fails to delineate
the sense in which all our nonobservational con-
cepts are ‘‘based on’’ observation. However, deeper
defects exist, showing that even if these two objec-
tions were overcome, empiricism, so conceived,
would still have distorted or ignored aspects of
science that are arguably far more central thereto
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than those on which empiricists focused. Some of
these defects stem not from the difficulty of deli-
neating the class of observation terms but rather
from the fact that most empiricists classified all
the leftovers—all nonobservational concepts—
indiscriminately as ‘‘theoretical.’’ When coupled
with the later (logical) empiricist emphasis on
meaning and logic, this meant that nearly every
issue examined concerned definitional and logical
relations between the two classes, and the functions,
if any, of theoretical concepts.

Consider accounts of observational and theoret-
ical terms in twentieth-century logical empiricism.
Theoretical terms were first conceived as definable
and therefore eliminable via observational terms.
Where meaningful at all, theoretical terms served
only some practical function, perhaps as tools for
economically organizing a mass of empirical data,
or as suggestive scaffolding, useful in seeking em-
pirical correlations but to be discarded once those
relations were found. In conformity with the anti-
metaphysical roots of empiricism, they had nothing
to do with the world; science was said to be con-
cerned, fundamentally, only with correlating obser-
vations. Later, when this thesis of definability
failed, theoretical terms were seen relative to their
place in the logical structure of a theory, but still
only as links between observation terms, which
were correlated with the world as theoretical
terms were not.

It was precisely here that the empiricist program,
as applied to science, revealed its drastically re-
stricted scope. For increasingly since science
became a critically developing tradition, deep
changes have occurred in what scientists spoke
and wrote of as the subject matters of their inves-
tigations. In the seventeenth and eighteenth centu-
ries, scientists widely engaged in studying and
attempting to explain such subject matters, or por-
tions thereof, as heat, light, electricity, magnetism,
motion, and the properties of physical matter. By
the end of the twentieth century, the ensuing se-
quence of developments resulted in scientists’ spe-
cializing in studies of various levels of specificity
and delineation of such areas, or parts thereof, as
nuclear physics, weak interactions, dark matter,
neutrino astrophysics, quantum gravity, genomic
mapping, archaea, and mantle convection.

An example of one type of such change is the
development of the concept of atoms in the nine-
teenth and twentieth centuries. Dalton proposed
that atoms could account for the laws governing
the proportions in which elements enter into com-
pounds. After much resistance to such unobserv-
able entities, Einstein’s predictions about Brownian

motion, and their experimental verification by
Perrin, led to scientific acceptance of atoms, and
they themselves became objects of study. The atom
was found to consist of a nucleus with ‘‘orbiting’’
electrons, and quantum mechanics made it neces-
sary to describe these entities (if such they could be
called) in terms far removed from those of sense
experience. The nucleus in turn became a subject
for study, as did particles outside the nucleus; these
particles in turn came to be seen as excitations of a
quantum field rather than fundamental particles,
and as having all the quantum idiosyncrasies.
In this sequence of reconceptions, what was orig-

inally the focal ‘‘theoretical’’ idea in an explanation
of a subject matter (elemental proportions in com-
pounds) took on a new status, becoming itself a
subject matter for investigation and explanation.
Insofar as terms like ‘fact’ and ‘observation’ refer
to what is accepted and sometimes requires ex-
planation, then at a certain point (roughly, Perrin’s
experiments) the theory of atoms passed from being
‘‘theoretical’’ to assuming this characteristic of the
factual or observational, as having to do with a
subject matter requiring study and explanation.
Such transitions occurred repeatedly in this spe-

cific case and in general throughout science. Thus,
within the class of theoretical terms or concepts
there exists a considerable degree of structure and
function; and as a result of a change of status, these
terms sometimes take on features usually asso-
ciated with fact or observation. The structure is
dynamic, subject to alteration. Indeed, scientists
say that, at least as a general rule, the changes in
status, description, and organization of subject
matters are brought about for scientific reasons;
and they are able, as a general rule, to detail those
reasons in particular transitions.
Such facets of science were far beyond the central

concerns of logical empiricism and its antecedents.
The source of this neglect lay in the very conception
of the empiricist program, in terms of the distinc-
tion between the observational and the theoretical,
and how to analyze each. Much of the reasoning
that occurs in science was masked by the empiri-
cists’ focus on this distinction, their indiscriminate
classification of all nonobservational concepts as
theoretical, and their attempt to treat all theoretical
concepts solely in terms of definitional or logical
relations to observational concepts. In effect, this
combination suggested that scientists are not really,
and cannot be, studying what they think and say
they are studying. The real work of science is with
observations (sense perceptions) and their interre-
lations, delusions stemming from the use of theo-
retical terms notwithstanding. Thus empiricist
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doctrine discouraged any analysis of the reasoning
involved in the changes of status, description, and
organization of theoretical terms. The idea that, in
these respects, concepts in the theoretical category
were in flux, and that changes might be made for
reasons, went unconsidered.
A few philosophers did propose that the ‘‘obser-

vational-theoretical’’ distinction was oversimple,
that the distinctions of theoretical from nontheo-
retical and observational from nonobservational
were not coextensive, or that some terms are both
theoretical and observational, depending on con-
text (Achinstein 1968; Maxwell 1962; Putnam
1962). However, these proposals remained primar-
ily critical of how things were being done and did
not generate systematic attempts to carry out the
proposals constructively. Most important, they did
not encourage examination of the reasons why the
two alleged classes overlap or the more fundamen-
tal ways in which the status of theoretical terms
depends on context.
Critics of empiricism such as Hanson (1958),

Kuhn (1970), and Feyerabend (1978) did little bet-
ter. Despite offering some important insights, their
emphasis on the ‘‘theory-ladenness’’ of observation
perpetuated the focus on the observational/theoret-
ical distinction. They departed from empiricism
chiefly in regard to theory as being prior to observa-
tion rather than based thereon. This, however,
appeared to deny the basic empiricist insight that
if prior beliefs influence observation, objectivity is
violated. Attention therefore tended to concentrate
on issues stemming from this denial, such aswhether
the view was committed to relativism and incom-
mensurability of alternative sets of presuppositions.
Thus, for both empiricists and their critics, the

question of changes in subject matter in science was
obscured by the distinction between observational
and theoretical concepts. In light of this neglect, it
is appropriate to separate questions about subject
matters and their changes from the observational/
theoretical distinction by using a new term, ‘do-
main,’ to refer to what is being studied by scientists
at a given stage. This term focuses attention on how
subject matters of inquiry are described and con-
ceived, the reasons for studying them, the ways and
reasons domains become reconceived and reorga-
nized, and the implications of those changes for
understanding science.
As presented here, the motivation behind the

domain concept resides solely in the fact that im-
portant issues about variety and change in theoret-
ical terms have been ignored, and this neglect is
traceable largely to the standard formulation of
the empiricist program. It is independent of the

fact that transitions in domain description and or-
ganization often proceed from the sensory to the
nonsensory, from the familiar to the unfamiliar, or
from the descriptive to the explanatory. Neverthe-
less, analysis of domains and domain change does
have important implications for a number of phil-
osophical issues. For example, analysis of domain
change is concerned with what are taken to be
reasons for such changes and can generate an ac-
count of why those considerations are justified as
reasons. (This is what distinguishes the inquiry as
philosophical rather than only exclusively histori-
cal.) Since the topic is concerned with what is seen
as requiring explanation, understanding of the rea-
sons given for such a requirement can illuminate
problems about scientific explanation. And finally,
since the process of altering descriptions and func-
tions of domains builds on what has been learned
through inquiry regarding domains, light can be
thrown on issues of realism and reference.

An Example of a Domain, Seventeenth Through
Early Nineteenth Centuries

Among the major domains investigated widely
from the seventeenth through the early nineteenth
centuries were the motion of bodies, light, heat,
magnetism, electricity, ‘‘airs’’ (gases), and various
types of material substances. Light provides a good
example, partly because the items included in it are
readily presentable but also because it was the sub-
ject of Newton’s (1952) Opticks, which became an
early model for investigation of domains. The items
of this domain included rectilinear propagation of
light from source to recipient, the laws of reflection
and refraction, the colors produced when light
passes through a prism, diffraction bands outside
the geometrical shadow of thin objects, the finite
velocity of light, double refraction in Iceland spar
crystals, and the colors of thin films. Some of these
properties had been known since ancient times;
others were discovered later. They were considered
to be related, as having to do with a particu-
lar experientially identifiable aspect of visual expe-
rience, light, along with color.

Light as a domain played two important roles:
first, as a domain of investigation to be studied, and
second, as a domain of responsibility for any ex-
planatory theory of the domain. Regarding the
latter role, although in the seventeenth century
most workers were not familiar with every one of
these items of the domain, the expectation grew
that a satisfactory theory of light must account
for all of them.
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Chief Characteristics of Domains
Four properties of domains are discussed here:

1. Domains could be studied in isolation from
other subject matters, or at least it was assumed
that they could. This fundamental tenet of the
approach could in principle have been false,
as is brought out by an analogy with gravity.
If gravity remained constant at all distanc-
es, the paths of planets and projectiles could
not be calculated, as the effects of all other
bodies in the universe would enter equally
into the calculations. If the same had prov-
ed true of the factors ignored in studying
individual domains, treatment of them as
isolated subject matters would have been
impossible.

2. Domains were to be studied for the sake of
‘‘understanding’’(‘‘explaining’’) them. That
is, they were not to be studied for their every-
day uses and purposes. Much debate in the
seventeenth century was shaped by earlier
doctrines regarding fundamental explana-
tion. For ancient philosophers influenced by
Parmenides, fundamental explanations must
be in terms of what is unchanging. Newton’s
atoms were of this nature, changing not in
their intrinsic properties but only in their posi-
tions and velocities. In contrast, for Leibniz
(as for Anaximenes, Heraclitus, and the
Stoics) a fundamental explanation must be in
terms of the intrinsically active, and therefore
space, time, and matter cannot explain. Ini-
tially, then, expectations about explana-
tion were quite general and were relevant
chiefly to fundamental explanation. As sci-
ence developed, requirements for explanation
became increasingly more specific in the light
of inquiry.

3. Domains were derived primarily from classifi-
cations made in everyday life and language,
mainly for practical (‘‘applied’’) purposes,
and descriptions of the domain and its items
were given in terms of everyday language. In
the domain of light, for example, descriptions
of properties were generally given in everyday
sensory terms. (These descriptions were thus
independent of the received views of explana-
tion.) This claim depends not on there being a
universal and unchangeable ‘‘observation
language’’ but only on there being descriptive
language common enough for mutual under-
standing within a particular community exist-
ing at a particular time and place, with regard
to the most common objects, events, and

properties. Thus the properties of light were
described in terms of paths of travel, speeds,
order of colors, alternating bands of light and
darkness, appearances of sticks partially
submerged in water, etc. Some properties,
like the periodicities manifested in Newton’s
rings, could be experienced but, not being
immediately apparent to the senses, had to
be drawn out by close investigation. But
even those were describable, naturally and
unproblematically, in terms of the common
language for talking about familiar objects,
events, and properties in the everyday experi-
ence and exchanges of a given community.
This is not surprising: At that early stage of
concerted study of nature, what else could
description be? This feature probably served
as a model for empiricist philosophers, al-
though they misconstrued such description
as some fundamental and universal ‘‘given’’
in experience and, further, failed to take into
account the departures from familiar descrip-
tion that characterized subsequent scientific
change.
From the beginning, there were presumptive
exceptions. Even with light, geometry
appeared in descriptions of reflection and re-
fraction, and perhaps such terms do not qual-
ify as having to do with ‘‘everyday sensory’’
properties. Other ideas, such as Newton’s
force of gravity, seemed ‘‘occult,’’ andNewton
himself often portrayed this force in purely
sensory terms, as the manner in which two
bodies move in each other’s presence. But
over the following centuries, scientific depar-
tures from common everyday descriptions
became increasingly radical. This brings us to
the fourth characteristic of domains.

4. In the course of inquiry, the classification of
items under domains and the description of the
domains and their items are subject to change.
Such change can be of several types, as dis-
cussed below.

Types of Domain Change

That domains are dynamic entities, undergoing
various types of change, is their most important
property for illuminating the knowledge-seeking
enterprise. It is what primarily distinguishes
domains from ordinary classifications.
Certain types of change tend to occur early in

the development of a science and are often gener-
ated by close study of the domain independently
of whether an explanation of it has been proposed.
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These include changes in ways of describing a do-
main to avoid the vagueness and ambiguity of
everyday language. Sometimes preexplanatory in-
vestigation of a subject matter brings about
revision of the descriptive language, either by add-
ing to it (diffraction and double refraction), by
abandoning other such language (as with the grad-
ual replacement of alchemical vocabulary), or by
modifying the concepts without altering the lan-
guage of description (as with distinguishing the
motion of falling bodies from that of projectiles).
Other changes result from discoveries of new items
of the domain, as with the double refraction of
Iceland spar. Close study of a domain occasionally
leads to dividing it into separate domains; for in-
stance, hazy patches in the sky came to be viewed
not as one sort of thing but as being either clouds
of gas or galaxies, henceforth to be studied as
separate specialties. Conversely, two domains can
be joined as a result of closer study, as when pre-
explanatory experiments by several workers, culmi-
nating with Faraday, showed that what had seemed
to be different sorts of electricity were all of the
same type.
Other types of change are brought about by pro-

posed or accepted explanations of a domain. The
language for dealing with a particular domain can
be substantially revised by an explanation, the
most remarkable instance being the revision of the
language of chemistry by Lavoisier and his associ-
ates in the light of his proposed explanatory theory.
Occasionally, older descriptions survive, divorced
from their original contexts. Thus early explana-
tions of heat and electricity as fluids introduced a
descriptive vocabulary (‘‘flow,’’ ‘‘current’’) into
descriptions in those domains. When the fluid the-
ory of heat, for example, was replaced by the kinet-
ic theory, the fluid-based language was largely
retained as descriptive of the domain but not as
explanatory—the explanation lay in a different the-
ory. Explanations can also lead to splitting of
domains (bacteria versus archaea).

Unifications and Transformations of Science

All of the above types of changes in description and
organization of domains, and their explanations,
were concerned with single domains, studied and
explained in isolation from one another. In that
process, once a domain is given an acceptable ex-
planation, the conceptual or descriptive reform can
lead to that explanation’s being given a deeper
explanation. What was explanatory thus itself
becomes a domain, to be studied and explained.

Sometimes such deeper explanations result in
unification of previously separated domains.

Although domain unifications had been achieved
earlier (e.g., Newton’s fusion of terrestrial and celes-
tial physics), the process of unification becamemore
andmore prominent in the nineteenth and twentieth
centuries (see e.g., Shapere 1991). In one degree
and manner or another, unifications and other
interrelationships of previously distinct areas of in-
quiry profoundly transformed the ways in which
scientific domains are studied and explained. The
transformations can be understood as follows.

There is an appearance of relativity about what
counts as a domain. Even in the seventeenth cen-
tury, some investigators concentrated on the study
of different items of a particular domain. At an
opposite extreme were those (e.g., advocates of
the ‘‘mechanical philosophy of nature’’) who
sought grand theories unifying all domains. The
scope and focus of investigation, even of single
domains, could vary. Despite this, and despite the
fact that whether some item belonged in a par-
ticular domain could be debated, domains main-
tained a recognized objectivity as subject matters of
investigation and explanatory responsibility:
Researchers could be identified as concerned with
agreed-on domains like electricity or light. With
the establishment of interrelationships between
domains and their explanations, new approaches
to inquiry arose. A particular subject matter could
be examined from any one or more of several dif-
ferent perspectives; conversely, one perspective
could conceive and organize its subject matter in
ways different from other approaches to roughly
the same subject matter. Thinking in terms of
domains of investigation and domains of responsi-
bility remains instructive. But the deepening inter-
relationships among explanatory theories and
among the subject matters investigated make the
concept of a domain vastly more flexible and raise
philosophical issues going far beyond the tradition-
al empiricist focus on relations between observation
and theory.

DUDLEY SHAPERE
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SCIENTIFIC METAPHORS

For centuries, in both the philosophical and the
scientific literatures the value of the use of meta-
phors has been repeatedly denied, discouraged, or
dismissed. Bacon, Hobbes, Locke, and Berkeley
established the so-called literal-truth paradigm:
Philosophers and scientists should abstain from
metaphors altogether. In the twentieth century it
did not help matters that the philosophical ortho-
doxy turned to language both ordinary and scien-
tific. The so-called linguistic turn has proved in this
respect too narrow an approach to understanding
the world and how it is known, let alone a broader
range of scientific practices. In the philosophy of
science, the formalist orthodoxy that gave logical
empiricism its backbone placed special emphasis
on language as a symbolic calculus of logical rela-
tions and on observational language as the main
source of cognitive significance. Within that frame-
work, metaphors were considered as, at best, para-
phrases of structural analogies within or between
theories.

It was with the emergence of post–logical em-
piricist philosophies of science that the relations
between language, cognition, and the world were
understood differently and metaphors were given
more attention and found to play a more important
role. Renewed attention to history acknowledged
the value metaphors were given by scientists such
as Darwin, Maxwell, Einstein, and Bohr. Views of
the role of metaphors changed accordingly.
In particular, Black (1962) rejected the compari-

son view that reduced metaphors to similarities and
replaced it with an interaction view: Instead of
formulating a preexisting similarity, metaphors
allow one system to be ‘‘seen’’ through the frame
of the second, and thereby similarities are instead
created.
In her classic Models and Analogies in Science

and subsequent works, Hesse (1966, 1993, and
1995) is concerned with the relation between
models, metaphors, and truth and concludes that
metaphors are explanatory redescriptions of

SCIENTIFIC METAPHORS

737



phenomena. Hesse argues that models and analo-
gies contribute to the interpretation and testability
of theoretical hypotheses. Just as she sees models
as interpretations of explanatory theories of phe-
nomena in her account of models and analogies, in
her account of metaphors, Hesse argues that a term
in an explanatory model shifts its meaning to de-
scribe a new system that is to be explained. This
borrows from Black’s interaction account of meta-
phors and replaces Hempel’s deductive account of
explanation. Meaning shift involves a change in
referent as well as in use and associated ideas and
is inextricable from the explanation. An advantage
of this view is that it bypasses the difficulties asso-
ciated with meaning invariance and derivability of
corresponding rules that plague deductive accounts
of explanation (see Explanation). Another advan-
tage, according to Hesse, is that it preserves a
certain form of realism, or truth value, within the
context dependence of language use (see Realism).
Finally, Hesse defends the rationality of the role

of metaphors in science, characterizing rationality
as the continuous adaptation of language and
beliefs to a continually expanding world. Rational-
ity rests on the prior creativity, or generativity, of
metaphors; this is one of the most important fea-
tures associated with the role of metaphors in sci-
ence. This role can be viewed as a matter of method
(a heuristic) or a matter of understanding (a cogni-
tive standard such as concrete images or mechani-
cal models). For Hesse, the analogy created by
metaphors is linked to the heuristic fertility— the
testability—of theories based on models.
Realism and explanation are also central to

Boyd’s (1993) approach to scientific metaphors.
Boyd argues that there is an important distinction
between pedagogical and theoretically relevant
metaphors and that important metaphors are
‘‘theory-constitutive.’’ In particular, according to
Boyd, they are devices not just for introducing a
new vocabulary but also for accommodating lan-
guage to the causal structure of the world. They
provide ‘‘epistemic access,’’ introduce a causal
mechanism for fixing the reference of scientific
terms, and advance guiding explanatory hy-
potheses leading to causal theories. Hence, Boyd
couples the pursuits of a causal theory of reference
and a causal theory of the world. In his view, the
progress of science leads inexorably to the true
theory of nature in terms of a final set of natural
kind terms.
Kuhn’s (1993) view of metaphors constitutes a

rejoinder to Boyd in the spirit of his own view of
scientific language and evolution (see Kuhn,
Thomas; Scientific Revolutions). Kuhn rejects

the distinction between pedagogical and theory-
constitutive metaphors and claims that both share
the same metaphorical mechanism. Metaphors,
according to Kuhn, are central to the understand-
ing, development, and use of scientific theories.
Scientific metaphors are like natural kind terms in
that they bring out features of kinds of systems or
phenomena but, because of their open-endedness,
they also challenge and relativize the alleged in-
exorability of a rigid taxonomy of natural kinds.
Like Hesse and Boyd, Kuhn accepts that meta-
phors establish links between language and the
world, but this link is constitutive, in an almost
Kantian sense, since there is no determined way in
which the world is outside a language. This view
falls in line with the post–logical empiricist theory-
ladenness of observation and description. In the
light of Feyerabend’s and Kuhn’s views of theory
dependence of meanings and incommensurability,
McCormach (1971) suggested that metaphors ex-
press the unknown new use (new semantically rel-
evant properties) of an old term with known
semantically relevant properties (such as ‘length’
in relativity theory). With a dual role of capturing
familiar analogies and connotations and sugges-
ting new theoretical possibilities, metaphors would
bridge incommensurable gaps between old and new
theories (see Feyerabend, Paul).

Along the lines of the idea of an underlying
shared metaphorical mechanism, some authors
have attempted to make sense of the role of meta-
phors by introducing considerations from the
philosophy of rhetoric. It has been argued, for
instance, that Black (and hence also Hesse) was
initially wrong in assuming a reference, or exten-
sional, theory of meaning. Metaphors organize the
scientists’ thoughts, but they do so by means of
the sense, or intensional meaning, of the meta-
phorical term (closer to Black’s [1993] later thoughts
on the subject) (Soskice and Harre 1995). Ultimate-
ly, metaphors, suggested bymodels, act as probative
tools that enable scientists to introduce meanings,
and possibly reference to new entities, outside the
conditions of experience in a given domain of phe-
nomena. The educational, creative, and organizing
view of metaphors has been espoused by Holton
(1986). He sees metaphors also at the center of,
or cutting across, ‘‘themata,’’ or quasi-universal,
Gestalt-like modes of scientific thought such as syn-
thesis versus analysis, wave versus particles, and
determinism versus indeterminism.

A large number of philosophers and especially
historians of science have since the 1980s document-
ed the use and role of metaphors in specific
sciences, thereby illustrating in more detail, testing,
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and enriching general accounts. The outcomes range
from the emphasis on concept formation and
theoretical continuity to the extension of theory-
ladenness to value-ladenness and the denunciation
of ideological agendas. In the relation between
the natural and social sciences the interaction has
been shown to work both ways: Social theories de-
veloped out of mechanistic and physiological dis-
courses in the natural sciences (‘‘social hygine,’’
‘‘flow of capital,’’ etc.), and biologists and physicists
borrowed from political economy (‘‘competition,’’
‘‘natural selection,’’ ‘‘survival of the fittest,’’ ‘‘mini-
mumwork,’’ ‘‘least action,’’ ‘‘value,’’ ‘‘dissipation,’’
‘‘waste,’’ etc.) (Mirowski 1989).

In biology, Keller (1985), for instance, has
drawn attention to the fact that through metaphors
the language of gender has carried into science
certain norms and values that contribute to its
shape and growth. From a feminist point of view,
such norms and values are epistemologically lim-
iting as well as ideologically unacceptable. Keller
has noted also that different metaphors give rise
to different cognitive perspectives, different aims,
different questions, and even different methodo-
logical and explanatory preferences. She has il-
lustrated this important point with examples from
genetics, development, and evolutionary biology
(e.g., ‘‘selfish gene,’’ ‘‘gene action,’’ ‘‘competition,’’
‘‘self-regulation’’). Most recently, she has followed
Hesse in emphasizing the role of models and meta-
phors in explanation (Keller 1995). Johnson and
Tuana (1986) have discussed the case of Hans
Selye’s research in the 1920s on metabolic stress.
Selye’s shift from mechanical to organic metaphors
for categorizing the body changed in a very defi-
nite manner the way in which his medical experi-
ence,expectations, theorizing, and treatment were
structured as coherent units.

In cognitive psychology many theoretical terms
are metaphorically borrowed from computer sci-
ence: ‘‘information processing,’’ ‘‘memory storage
capacity,’’ etc. Chemical language has been rife
with metaphors from the time of alchemy to the
modern naming of elements and their kinds, using
terms such as ‘‘reaction,’’ ‘‘chemical equation,’’
and ‘‘chemical balance’’ (Radman 1995).

In physics the metaphorical character of con-
cepts relating to time, space, matter, and causation
has been discussed in general terms. References to
‘‘bodies,’’ ‘‘work,’’ ‘‘electric flow,’’ ‘‘electron
clouds,’’ ‘‘electric tension,’’ ‘‘black holes,’’ ‘‘worm
holes,’’ and ‘‘strings’’ have become pervasive. The
use of metaphors as central to physicists’ researches
has been documented in the works of, for instance,
Kepler, Newton, andMaxwell (Cantor and Christie

1987). Maxwell’s case is unique in having provided
explicit discussion of, as well as having cham-
pioned, the application of metaphors and analogies
in physics connecting scientific method with exper-
imental culture, logic, psychology, and philosophy
of language (Cat 2001). Thus, projectile metaphors
for light in the eighteenth century drove attempts
to determine its mechanical momentum. In high-
energy physics, anthropomorphic metaphors are
superimposed onto theoretical language, describing
detectors to enhance the expression and demarca-
tion of the objective ontology of entities under study
(by enhancing a subject/object distinction); detect-
ing machines are described with behavioral, physio-
logical, and moral metaphors such as ‘‘response,’’
‘‘reaction,’’ ‘‘talk,’’ ‘‘noise,’’ ‘‘seeing,’’ ‘‘blindness,’’
‘‘dead,’’ ‘‘poisoning,’’ ‘‘life expectancy,’’ ‘‘misbe-
having,’’ ‘‘trustable’’ (Knorr-Cetina 1995). The use
of nonliteral, nontechnical, or nonformal languages
in science is also relevant in explaining its intersub-
jective and social nature. By the use of metaphors,
trust and communication are enhanced within a par-
ticular community as well as across communities,
such as between experimenters and theoreticians.
A general spirit behind the interest in scientific

metaphors has been the perception that science
is not an isolated intellectual part of human culture
(Leatherdale 1974). An important consequence of
the discovered value of metaphors in science is a
more sophisticated understanding of language as
well as the awareness of its theoretical and practical
consequences. Actions, after all, are conceptualized
and valued under specific descriptions. From a
cognitive point of view, another consequence is
that it leads to the recognition of the value of the
role of the imagination in science. In any event,
since the role of metaphors in scientific activity
appears both important and practically inevitable,
the recent historical and philosophical analyses
should impress upon scientists a heightened recog-
nition of metaphors and responsibility in their use.

JORDI CAT
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SCIENTIFIC MODELS

Models are of central importance in many scien-
tific contexts. Cases in point are the roles played
in their respective domains by the MIT bag model
of the nucleon, the billiard ball model of a gas, the
Bohr model of the atom, the Pauling model of
chemical bonds, the Gaussian-chain model of a
polymer, the Lorenz model of the atmosphere, the
Lotka-Volterra model of predator/prey interac-
tion, agent-based and evolutionary models of so-
cial interaction, and general equilibrium models of
markets.
This importance has been increasingly recog-

nized by philosophers. As a result, the philosophi-
cal literature on models has been growing rapidly
over the last decades, and with it the number of
different types of models that philosophers recog-
nize. Some of the notions used as categories have
created phenomenological models, computational
models, developmental models, explanatory mod-
els, impoverished models, testing models, idealized
models, theoretical models, scale models, heur-
istic models, caricature models, didactic models,

fantasy models, toy models, imaginary models,
mathematical models, substitute models, iconic
models, formal models, analog models, and instru-
mental models. The key to coming to terms with
this variety is to realize that these different cate-
gories pertain to these different issues that arise in
connection with models:

1. Semantics: What is the representational func-
tion that models perform?

2. Ontology: What kind of things are models?
3. Epistemology: How does one learn with

models?
4. Models and theory: How do models relate to

theory?
5. Models and other debates in the philosophy

of science:
(a) Models and the realism versus antirealism

debate
(b) Models and reductionism
(c) Models and laws of nature
(d) Models and scientific explanation
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Semantics: The Representational Functions
of Models

Models can perform two fundamentally different
representational functions. On the one hand, a
model can be a representation of a selected part
of the world (the ‘‘target system’’). Depending on
the nature of the target, such models are either
models of phenomena or models of data. On the
other hand, a model can represent a theory in the
sense that it interprets the laws and axioms of
that theory. These two notions are not mutually
exclusive and scientific models can at once be
representations in both senses.

Representational Models I: Models of Phenomena
Many scientific models represent a phenomenon,

where ‘phenomenon’ is used as an umbrella term
covering all relatively stable and general features
of the world that are interesting from a scientific
point of view. Well-known examples of models of
this kind include the billiard ball model of a gas,
the Bohr model of the atom, the double helix
model of DNA, the scale model of a bridge, the
Mundell-Fleming model of an open economy, and
the Lorenz model of the atmosphere. The repre-
sentational function of these models is widely ac-
knowledged among philosophers; but despite the
ubiquity of representation talk in the literature on
models, the issue of scientific representation as
regards models has barely been recognized, much
less seriously discussed.

A first step toward a discussion of this issue is to
realize that there is no such thing as the problem
of scientific representation. Rather, there are dif-
ferent but related problems. It is not yet clear what
the specific set of questions is that a theory of
representation should come to terms with, but
two problems in particular seem to occupy center
stage in tackling the issue (Frigg 2003, chap. 1).
The first problem is to explain in virtue of what a
model is a representation of something else; or
more formally: What fills the blank in ‘M repre-
sents T if and only if ______,’ where M is a model
and T a target system? Somewhat surprisingly,
this question did not attract much attention in
twentieth-century philosophy of science.

The second problem is concerned with represen-
tational styles (see Scientific Style). It is a common-
place that one can represent the same subject
matter in different ways. Weizsäcker’s liquid-drop
model represents the nucleus of an atom in a
manner very different from the shell model, and a
scale model of the wing of an airplane represents
the shape of the wing differently from how a

mathematical model does. What representational
styles are there in the sciences?
Although this question is not explicitly addressed

in the literature on the so-called semantic view of
theories (see Theories), two answers seem to
emerge from its understanding of models. One ver-
sion of the semantic view posits that a model and
its target have to be isomorphic (Suppes 2002) or
partially isomorphic (da Costa and French 2003) to
each other. Another version drops isomorphism in
favor of similarity (Giere 1988). This approach
enjoys the advantage over the isomorphic view
that it is less restrictive and also can account for
cases of inexact and simplifying models.
Furthermore, one can understand the discussions

about certain types of models as contributions to an
investigation into representational styles.

Iconic Models An iconic model is supposed to be
a naturalistic replica or a truthful mirror image of
the target. Paradigm cases of iconic models are
scale models such as wooden cars or model bridges,
which are either enlarged or downsized copies of
the original. More elaborate examples of iconic
models can be found in the life sciences, where
one particular organism (or group thereof ) is
investigated in order to find out something about
the species to which it belongs. In a clinical trial,
for instance, a certain number of patients are admin-
istered a drug, their reaction(s) to this drug is
monitored, and the result is supposed to show
how humans in general react to this drug.
What criteria does a model have to satisfy in

order to qualify as an icon? Although there seem
to be strong intuitions about how to answer this
question in particular cases, no theory of iconicity
for models has been formulated yet.

Idealized Models An idealization is a deliberate
simplification of something complicated with the
objective of making it more tractable. Most ideali-
zations fall into either of two classes.
One class consists of cases in which idealiza-

tion amounts to ‘‘stripping away’’ all properties
from a concrete object that are believed not to
be relevant to the problem at hand. This allows
one to focus on a limited set of properties in iso-
lation. An example from economics is the Philips
curve, which specifies a relationship between
inflation and unemployment, disregarding all
other economic factors. This process of stripping
away is often referred to as ‘Aristotelian abstrac-
tion,’ ‘method of isolation,’ or ‘use of negligibility
assumptions.’

SCIENTIFIC MODELS

741



The other class comprises idealizations that in-
volve deliberate distortions. Physicists build models
consisting of point masses moving on frictionless
planes; economists assume that agents are perfectly
rational; biologists study isolated populations, and
so on. It was characteristic of Galileo’s approach to
science to use simplifications of this sort whenever
a situation was too complicated to tackle. For this
reason one can refer to this process as ‘Galilean
idealization’ (cf. McMullin 1985).
Galilean idealizations are beset with riddles.

What does a model involving distortions of this
kind say about the world? How does one test its
accuracy? In reply to these questions, Laymon
(1991) has put forward a theory that understands
idealizations as ideal limits: Imagine a series of
experimental refinements of an actual situation
that approach the postulated limit and then require
that the closer the properties of a system come
to the ideal limit, the closer its behavior has to
come to the behavior of the ideal limit (monoto-
nicity). But these conditions need not always hold,
and it is not clear how to understand situations in
which no ideal limit exists.
Galilean and Aristotelian idealizations are not

mutually exclusive. On the contrary, they often
come together. For instance, this happens in what
is sometimes called ‘caricature models,’ which iso-
late a small number of main characteristics of a
system and distort them into an extreme case.

Analogical Models Stock examples of analogical
models include the hydraulic model of an economic
system, the billiard ball model of a gas, the com-
puter model of the mind, and the liquid-drop
model of the nucleus. At the most basic level, two
things are analogous if there are certain relevant
similarities between them. Hesse (1963) distin-
guishes different types of analogies according to
the kinds of similarity relations in which two
objects enter. A simple type of analogy is based
on shared properties. There is an analogy be-
tween the Earth and the moon based on the fact
that both are large, solid, opaque, spherical bod-
ies, receiving heat and light from the sun, revolv-
ing around their axes, and gravitating toward other
bodies. But sameness of properties is not a neces-
sary condition. An analogy between two objects
can also be based on relevant similarities be-
tween their properties. In this more liberal sense,
one can say that there is an analogy between
sound and light because echoes are similar to
reflections, loudness to brightness, pitch to color,
detectability by the ear to detectability by the eye,
and so forth.

Analogies can also be based on the sameness or
resemblance of relations between parts of two
systems rather than on their monadic properties.
It is in this sense that some politicians assert that
the relation of a parent to children is analogous to
the relation of the state to citizens. The analogies
mentioned so far have been what Hesse calls ‘ma-
terial analogies.’ A more formal notion of analogy
can be obtained by abstracting from the concrete
features the systems possess and focusing only on
their formal setup. What the analog model then
shares with its target is not a set of features, but
the same pattern of abstract relationships. This
notion of analogy is closely related to what Hesse
calls ‘formal analogy.’ Two items are related by
formal analogy if they are both interpretations of
the same formal calculus. For instance, there is
a formal analogy between a swinging pendulum
and an oscillating electric circuit because they are
both described by the same mathematical equation.

A further distinction due to Hesse is among pos-
itive, negative, and neutral analogies. In comparing
properties or relations between two items, positive
analogies consist in those they share (both gas
molecules and billiard balls have mass), while neg-
ative analogies consist in those they do not (billiard
balls are colored, gas molecules are not). The neu-
tral analogy comprises the properties not yet
known to belong to either the positive or the nega-
tive analogy (do gas molecules obey Newton’s
laws of collision?). Neutral analogies play an im-
portant role in scientific research because they give
rise to questions and suggest new hypotheses.

PhenomenologicalModels Phenomenologicalmod-
els have been defined in different, though related,
ways. A standard definition takes them to be mod-
els that represent only observable properties of
their targets and refrain from postulating hidden
mechanisms and the like. Alternatively one can
define phenomenological models as being indepen-
dent of general theories. These two definitions,
though not equivalent, often coincide in practice
because hidden mechanisms or theoretical entities
are commonly brought into a model via a general
theory.

Each of these notions has its internal problems.
But more pressing is the question of how the differ-
ent notions relate to each other. Are analogies
fundamentally different from idealizations, or do
they occupy different areas on a continuous scale?
How do icons differ from idealizations and analo-
gies? At the present stage the answers to these
questions are not known. What one needs is a
systematic account of the different ways in which
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models can relate to the world and of how these
ways compare with each other.

Representational Models II: Models of Data
Another kind of representational model is the

model of data (Suppes 2002). A model of data is a
corrected, rectified, regimented, and in many
instances idealized version of the data gained
from immediate observation, the so-called raw
data. Characteristically, one first eliminates errors
(e.g., removes points from the record that are due
to faulty observation) and then presents the data in
a ‘‘neat’’ way—for instance, by drawing a smooth
curve through a set of points. These two steps are
commonly referred to as data reduction and curve
fitting. When investigating the trajectory of a cer-
tain planet, for instance, one first eliminates erro-
neous points from the observation records and
then fits a smooth curve to the remaining ones.
Models of data play a crucial role in confirming
theories because it is the model and not the often
messy and complex raw data that is compared with
a theoretical prediction.

Both steps in the construction of a data model
raise serious questions. How does one decide which
points on the record need to be removed? And
given a clean set of data, what curve can be fitted
to it? The first question has been dealt with mainly
within the context of the philosophy of experiment
(see Experiment). At the heart of the latter question
lies the so-called curve fitting problem, which is that
the data themselves do not indicate what form the
fitted curve should take. Traditional discussions of
theory choice suggest that this issue is settled by
background theory, considerations of simplicity,
prior probabilities, or a combination of these.
Forster and Sober (1994) point out that this formu-
lation of the curve fitting problem is a slight over-
statement because there is a theorem in statistics
due to Akaike that shows (given certain assump-
tions) that the data themselves underwrite (though
do not determine) an inference concerning the
curve’s shape if it is assumed that the fitted curve
has to be chosen so that it strikes a balance be-
tween simplicity and goodness of fit in a way that
maximizes predictive accuracy.

Models as the Thing Represented: Models of Theory
In modern logic, a model is a structure that

makes all sentences of a theory true, where a theory
is taken to be a set of sentences in a formal lan-
guage, and a structure a set of objects along with
the relations in which they enter. The structure
represents the abstract theory in the sense that it

interprets it and provides an object that embodies
its essential features. As a simple example, consider
Euclidean geometry, which consists of axioms (e.g.,
Any two points can be joined by a straight line) and
the theorems that can be derived therefrom. Any
structure of which all these statements are true is a
model of Euclidean geometry.
Many models in science carry over from logic the

idea of interpreting an abstract calculus. This is
particularly pertinent in physics, where general
laws—such as Newton’s equation of motion—lie
at the heart of a theory. These laws are applied
to a particular system (e.g., a pendulum) by choos-
ing a special force function, making assumptions
about the mass distribution of the pendulum, etc.
The resulting model, then, is an interpretation (or
realization) of the general law.

Ontology: What Are Models?

Physical Objects
Some models are straightforward physical

objects. These are commonly referred to as material
models. The class of material models comprises
anything that is a physical entity and that serves
as a scientific representation of something else.
Among the members of this class are wooden mod-
els of bridges, planes, and ships; analog models of
neural systems resembling electric circuits or of an
economy resembling lengths of pipe; and Watson
and Crick’s model of DNA. But material models
also lend themselves to more cutting-edge cases,
especially from the life sciences, where certain
organisms are studied as stand-ins for others.
Material models do not give rise to any ontolog-

ical difficulties over and above the well-known
quibbles in connection with objects, which meta-
physicians deal with (e.g., the nature of properties,
the identity of objects, parts and wholes, and
so on).

Fictional Objects
Many models are not material models. The Bohr

model of the atom, a frictionless pendulum, or
isolated populations are in the scientist’s mind
rather than in the laboratory, and they do not
have to be physically realized and experimented
upon to perform their representational function.
It seems natural to view them as fictional entities.

This position can be traced back to the German
neo-Kantian Vaihinger and has been advocated
more recently by Giere (1988, Ch. 3), who calls
them ‘abstract entities.’ The drawback of this sug-
gestion is that fictional entities are notoriously
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beset with ontological riddles. This has led many
philosophers, most prominently Quine, to argue
that there are no such things as fictional entities
and that apparent ontological commitments to
them must be renounced (see Quine, Willard
Van). This has resulted in a glaring neglect of
fictional entities, in particular among philosophers
of science.

Set-Theoretic Structures
An influential point of view takes models to be

set-theoretic structures. This position can be traced
back to Suppes’ work in the 1960s and is now, with
slight variants, held by most proponents of the
semantic view of theories (see Theories).
This view of models has been criticized on differ-

ent grounds. One pervasive criticism is that many
types of models that play an important role in
science are not structures and cannot be accom-
modated within the structuralist view of models,
which can account neither for how these models
are constructed nor for how they work in the con-
text of investigation (Cartwright 1999; Morgan
and Morrison 1999). Another charge held against
the set-theoretic approach is that it is not possible
to explain how structures represent a target system
that forms part of the physical world without
making assumptions that go beyond what the
approach can afford (Frigg 2003, Chs. 2 and 3;
Suárez 2003).

Descriptions
A time-honored position has it that what scien-

tists display in scientific papers and textbooks when
they present a model are more or less stylized
descriptions of the relevant target systems.
This view has not been subject to explicit criti-

cism. However, some of the criticisms that have
been marshaled against the syntactic view of the-
ories equally threaten a linguistic understanding of
models. First, it is a commonplace that one can
describe the same thing in different ways. But if
one identifies a model with its description, then
each new description yields a new model, which
seems to be counterintuitive. Second, models have
different properties than descriptions. On the one
hand, one can say that the model of the solar
system consists of spheres orbiting around a big
mass or that the population in the model is iso-
lated from its environment, but it does not seem
to make sense to say this about a description. On
the other hand, descriptions have properties that
models do not have. A description can be written
in English, consist of 517 words, be printed in

red ink, and so on. None of this makes sense
when said about a model.

Equations
Another group of things that are habitually re-

ferred to as models, in particular in economics,
consists of equations (which are then termed
‘mathematical models’)—for instance, the Black-
Scholes model of the stock market and the
Mundell-Fleming model of an open economy.

The problem with this suggestion is that equa-
tions are syntactic items, and as such they face
objections similar to the ones put forward against
descriptions. First, one can describe the same situ-
ation using different coordinates and as a result
obtain different equations; but one does not seem
to obtain a different model. Second, the model has
properties different from the equation. An oscil-
lator is three-dimensional, but the equation de-
scribing its motion is not. Equally, an equation
may be inhomogenous while the system it describes
is not.

Gerrymandered Ontologies
The proposals discussed so far have tacitly as-

sumed that a model belongs to one particular class
of objects. But this assumption is not necessary.
It might be the case that models are a mixture
of elements belonging to different ontological
categories.

Epistemology: Learning with Models

Models are vehicles for learning about the world.
By studying a model one can discover features of
the system the model stands for. This cognitive
function of models has been widely acknowledged
in the literature, and some even suggest that models
give rise to a new style of reasoning, called ‘model-
based reasoning’ (Magnani and Nersessian 2002).
This leaves one with the question of how learning
with a model is possible.

Hughes (1997) provides a general framework for
discussing this question. According to his ‘‘DDI’’
account of modeling, learning takes place in three
stages: denotation, demonstration, and interpreta-
tion. One begins by establishing a representation
relation (denotation) between the model and the
target. Then one investigates the features of the
model in order to demonstrate certain theoretical
claims about its internal constitution or mecha-
nism; i.e., one learns about the model (demonstra-
tion). Finally, these findings have to be converted
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into claims about the target system; Hughes refers
to this step as ‘interpretation.’ It is the latter two
notions that are at stake here.

Learning About the Model: Experiments,
Thought Experiments, and Simulation

Learning about a model happens at two places,
in the construction and the manipulation of the
model (Morgan and Morrison 1999). There are
no fixed rules for model building, and so the very
activity of figuring out what and how a model fits
together affords an opportunity to learn about the
model. Once the model is built, one learns about its
properties not by looking at it, but by using and
manipulating it to elicit its secrets.

Depending on what kind of model one is dealing
with, building and manipulating a model employs
different activities demanding a different method-
ology. Material models seem to be unproblem-
atic, as they are commonly used in the kind of
experimental contexts that have been discussed ex-
tensively by philosophers of science (the model of a
car is put in the wind tunnel to measure its air
resistance). This is not the case with fictional mod-
els. What constraints are there to the construction
of fictional models, and how does one manipulate
them? The natural response seems to obtain an
answer to these questions by performing a thought
experiment. Different authors have explored this
line of argument but they have reached very dif-
ferent and often conflicting conclusions as to
how thought experiments are performed and what
the status of their outcomes is (Hitchcock 2004,
Chs. 1 and 2).

An important class consists of mathematical
models. In some cases it is possible to derive results
or solve equations analytically. But quite often
this is not the case. It is on this point that the
invention of the computer has had a great impact,
as it allows one to solve equations that are other-
wise intractable by making a computer simulation.
Many parts of current research in both the natural
and social sciences rely on computer simulations.
To mention only a few examples, computer simu-
lations are used to explore the formation and
development of stars and galaxies, the detailed dy-
namics of high-energy heavy-ion reactions, aspects
of the intricate process of the evolution of life, and
factors determining the outbreak of wars, the pro-
gression of an economy, decision procedures in an
organization, and moral behavior.

What is a simulation? Simulations characteristi-
cally are used in connection with dynamic models,
i.e., which involve time. The aim of a simulation is

to solve the equations of motion of such a model,
which is designed to represent the time evolution
of its target system. So, one can say that a simula-
tion represents one process by another process
(Hartmann 1996; Humphreys 2004).
It has been claimed that computer simulations

constitute a genuinely new methodology of science,
or even a new scientific paradigm (Humphreys
2004). Although this contention may not meet
with univocal consent, there is no doubt about the
practical significance of computer simulations. In
situations in which the underlying model is well
confirmed and understood, computer experiments
may even replace real experiments, which has eco-
nomic advantages and minimizes risk (as, for ex-
ample, in the case of the simulation of atomic
explosions). Computer simulations are also heuris-
tically important. They may suggest new theories,
models, and hypotheses, for example, based on a
systematic exploration of a model’s parameter
space.
But computer simulations also bear methodolog-

ical perils, as they may provide misleading results.
In many cases the relevant variables are continu-
ous. But due to the discrete nature of the calcula-
tions carried out on a computer, they do not allow
for an exploration of the full range of the variables,
and therefore may not reveal certain important
features of the model.

Converting Knowledge About the Model into
Knowledge About the Target
Once knowledge about the model is available, it

has to be ‘‘translated’’ into knowledge about the
target system. It is at this point that the representa-
tional function of models becomes important
again. Models can provide information about the
nature of their target systems only if one assumes
that (at least some of ) the model’s aspects have
counterparts in the world. But if learning is tied
to representation and if there are different kinds
of representation (analogies, idealizations, etc.),
then there are also different kinds of learning. If,
for instance, one has a model that is taken to be a
realistic depiction, the transfer of knowledge from
the model to the target is accomplished in a dif-
ferent manner than when one deals with an ana-
log model or a model that involves idealizing
assumptions.
What are these different ways of learning? Al-

though numerous case studies have been made of
how certain specific models work, there do not
seem to be any general accounts of how the trans-
fer of knowledge from a model to its target is

SCIENTIFIC MODELS

745



achieved (with the possible exception of theories of
analogical reasoning; see references above). This is
a difficult question, but it is one that deserves more
attention than it has received so far.

Models and Theory

One of the most perplexing questions in connection
with models is how they relate to theories. The
separation between models and theory is a very
hazy one, and in the jargon of many scientists it is
often difficult, if not impossible, to draw a line. So
the question is: Is there a distinction between mod-
els and theories, and if so, how do they relate to one
another?
In common parlance, the ‘model’ and ‘theory’

are sometimes used to express someone’s attitude
toward a particular piece of science. The phrase
‘‘It’s just a model’’ indicates that the hypothesis at
stake is asserted only tentatively, while something is
awarded the labeled ‘theory’ if it has acquired some
degree of general acceptance. However, this way of
drawing a line between models and theories is of no
use to a systematic understanding of models.

The Two Extremes: The Syntactic and the Semantic
View of Theories
The syntactic view of theories, which is an inte-

gral part of the logical empiricist picture of science,
construes a theory as a set of sentences in an axiom-
atized system of first-order logic (see Theories).
Within this approach, the ‘model’ is used in both
a wider and a narrower sense. In the wider sense, a
model is just a system of semantic rules that inter-
pret the abstract calculus, and the study of a model
amounts to scrutinizing the semantics of a scientific
language. In the narrower sense, a model is an
alternative interpretation of a certain calculus. If,
for instance, one takes the mathematics used in the
kinetic theory of gases and reinterprets the terms of
this calculus so that they refer to billiard balls, the
billiard balls are a model of the kinetic theory of
gases. Proponents of the syntactic view believe such
models to be irrelevant to science. Models, they
hold, are superfluous additions that are at best of
pedagogical, aesthetical, or psychological value
(cf. Bailer-Jones 1999).
The semantic view of theories reverses this stand-

point and declares that one should dispense with
a formal calculus altogether and view a theory as
a family of models (see Theories). Although differ-
ent versions of the semantic view assume a different
notion of model, they all agree that models are the
central unit of scientific theorizing.

Models as Independent of Theories
One of the most perspicuous criticisms of the

semantic view is that it mislocates the place of
models in the scientific edifice. Models are relative-
ly independent from theory, rather than being con-
stitutive of them; or to use Morrison’s (1998)
phrase, they are ‘‘autonomous agents.’’ This in-
dependence has two aspects: construction and
functioning (Morgan and Morrison 1999).

A look at how models are constructed in actual
science shows that they can be derived entirely
from neither data nor theory. Theories do not pro-
vide algorithms for the construction of a model;
model building is an art and not a mechanical
procedure. The London model of superconduc-
tivity is a good example: The model’s principal
equation has no theoretical justification and is
motivated solely on the basis of phenomenological
considerations (Cartwright 1999).

The second aspect of the independence of mod-
els is that they perform functions that they could
not perform if they were a part of, or strongly
dependent on, theories.

Models as Complements of Theories A theory may
be incompletely specified in the sense that it
imposes only certain general constraints but
remains silent about the details of concrete situa-
tions, which are provided by a model (Redhead
1980). A special case of this situation is if a quali-
tative theory is known and the model introduces
quantitative measures. Redhead’s example for a
theory that is underdetermined in this way is axi-
omatic quantum field theory, which imposes only
certain general constraints on quantum fields but
does not provide an account of particular fields.

While Redhead and others seem to think of cases
of this sort as somehow special, Cartwright (1983)
has argued that they are the rule rather than the
exception. In her view, fundamental theories such
as classical mechanics and quantum mechanics do
not represent anything at all, as they do not de-
scribe any real-world situation. Laws in such the-
ories are schemata that need to be concretized and
filled with the details of a specific situation, which
is a task that is accomplished by a model.

Models Stepping in When Theories Are Too Com-
plex to Handle Theories may be too complicated
to handle. In such a case a simplified model may be
employed that allows for a solution (Redhead
1980). Quantum chromodynamics, for instance,
cannot easily be used to study the hadron structure
of a nucleus, although it is the fundamental theory
for this problem. To get around this difficulty,
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physicists construct a tractable phenomenological
model (e.g., the MIT bag model) that effectively
describes the relevant degrees of freedom of the
system under consideration (Hartmann 1999). A
more extreme case is the use of a model when there
are no theories available at all—take Bohr’s model
of the atom at the time he proposed it. The models
scientist then construct to tackle this situation are
sometimes referred to as ‘‘substitute models.’’

Models as Preliminary Theories The notion of
models as substitutes for theories is closely related
to ‘‘developmental models,’’ which consist of cases
in which models are some sort of a preliminary
exercise to theory. A closely related notion is that
of probing models (also known as ‘study models’
or ‘toy models’). These are models that do not
perform a representational function and that are
not expected to provide information about any-
thing beyond the model itself. The purpose of
these models is to test new theoretical tools that
are used later to build representational models (cf.
Wimsatt 1987).

Models and Other Debates in the Philosophy of
Science

The debate about scientific models has important
repercussions for other debates in the philosophy
of science. The reason for this is that traditionally
the debates about realism, reductionism, explana-
tion, and laws were couched in terms of theories,
because only theories were acknowledged as car-
riers of scientific knowledge. So the question is
whether, and if so how, discussions of these matters
change when shifting the focus from theories to
models. Up to now, no comprehensive model-
based accounts of any of these issues have been
developed, but models did leave some traces in
the discussions of these topics, and it is these traces
that will be dealt with in this section.

Models and the Realism Versus Antirealism Debate
It has been claimed that the practice of model

building favors antirealism over realism (see Instru-
mentalism; Realism). Antirealists point out that
truth is not the main goal of scientific modeling.
Cartwright (1983), for instance, presents several
case studies illustrating that good models are
often false. Realists reply that a good model,
though not literally true, is usually at least ap-
proximately true. In this vein, it has been argued
that by relaxing idealizations (de-idealization) the
predictions of the model typically become better,

which is taken to be evidence for realism (cf.
McMullin 1985; Nowak 1979).
Apart from the usual complaints about the elu-

siveness of the notion of approximate truth, antire-
alists have criticized this reply as flawed for two
related reasons. First, there is no in-principle reason
to assume that one can always improve themodel by
adding de-idealizing corrections. Second, it seems
that the outlined procedure is not in accordance
with scientific practice, in which it is unusual for
scientists to try to repeatedly de-idealize an existing
model. Rather, they shift to a completely different
modeling framework once the needed adjustments
get too complicated. A further difficulty with de-
idealization is that most idealizations are not ‘‘con-
trolled.’’ For example, it is not clear in which way
one has to de-idealize the MIT bag model to even-
tually arrive at quantum chromodynamics, the
supposedly correct underlying theory.
The antirealist ‘‘incompatible models argument’’

takes as its starting point the observation that scien-
tists often use several incompatible models of one
and the same target system for predictive purposes.
There are, for example, numerousmodels of a gas or
the atomic nucleus. These models seemingly contra-
dict each other as they ascribe different properties to
the target system. This seems to cause problems for
realists, as they typically hold that there is a close
connection between the predictive success of a
model and its being at least approximately true.
But if several theories of the same system are predic-
tively successful, and if these theories are mutually
inconsistent, they cannot all be true.
Realists can react to this argument in three

ways—first, by challenging the claim that the mod-
els in question are indeed predictively successful;
second, by defending a version of perspectival real-
ism, according to which each model reveals one
aspect of the phenomenon in question; and, finally,
by denying that there is a problem in the first place,
because scientific models, which strictly speaking
are always false, are just the wrong vehicles to
make a point about realism.

Models and Reductionism
The existence of amultiplicity ofmodels raises the

question of how different models are related. A
simple picture of the organization of science along
the lines of Nagel’s model of reduction or Oppen-
heim and Putnam’s pyramid picture does not seem
to be compatible with the practice of modeling (see
also Reductionism). But which picture of science is?
Cartwright (1999) and others have suggested a

picture of science according to which there are no
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systematic relations between different theories
and models. All theories and models are tightened
together only because they apply to the same do-
main of phenomena but do not enter into any
further relations (deductive or otherwise). One is
confrontedwith a patchwork of theories andmodels,
all of which hold, ceteris paribus, in their specific
domains of applicability. Some argue that this
picture is at least partially incorrect because there
are various types of interesting relations that hold
between different models or theories. These rela-
tions range from those of controlled approxima-
tions over a singular limit to rather loose relations.
Some have even argued that, at least within the
context of biology, models play an essential role in
a reductionist enterprise (Sarkar 1998). These sug-
gestions have beenmade on the basis of case studies,
and it remains to be seen whether a more general
account of these relations can be given and a deeper
justification for them provided (e.g., in a Bayesian
framework) (see Bayesianism).

Models and Laws of Nature
It is widely held that science aims at discovering

laws of nature. Philosophers, in turn, have been
faced with the challenge of explicating what laws
of nature are (see Laws of Nature). According to
the two currently dominant accounts—the best-
systems approach and the universals approach—
laws of nature are understood to be universal in
scope, meaning that they apply to everything that
there is in the world. This take on laws does not
seem to square with a view that assigns models a
center stage in scientific theorizing. What role do
general laws play in science if models are what
represent what is happening in the world?
One possible response is to argue that laws of

nature govern entities and processes in a model
rather than in the world. Fundamental laws, in
this approach, do not state facts about the world
but hold true of entities and processes in the model
(cf. Cartwright 1983).

Models and Scientific Explanation
Laws of nature play an important role in many

accounts of explanation, most prominently in the
deductive-nomological model and the unification
approach (see Explanation). Unfortunately, these
accounts inherit the problems that beset the
relationship between models and laws. This leaves
two options. Either one can argue that laws
can be dispensed with in explanations, an idea
employed both in van Fraassen’s pragmatic theory
of explanation and in certain causal accounts of

explanation. Or one can shift the explanatory bur-
den on models. A positive suggestion along these
lines is Cartwright’s (1983) ‘‘simulacrum account of
explanation,’’ which suggests that one explains a
phenomenon by constructing a model that fits the
phenomenon into the basic framework of a grand
theory (chap. 8). In this account, the model itself is
the explanation that is sought. This squares well
with basic scientific intuitions but leaves the ques-
tion of what notion of explanation is at work.
Other accounts of explanation do not seem to be
more hospitable to models. Causal or mechanistic
accounts of explanation (see Explanation, Mech-
anism) do not assign models an explanatory func-
tion and, at best, regard them as tools to find out
about the causal relations that hold between
certain parts of the world.

Conclusion

Models play an important role in science. But de-
spite the fact that they have generated considerable
interest among philosophers, there remain signifi-
cant lacunae in the philosophical understanding of
what models are and of how they work.

ROMAN FRIGG

STEPHAN HARTMANN
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SCIENTIFIC PROGRESS

The concept of ‘progress’ presupposes some aim
or end against which progress can be measured.
In order to talk meaningfully about the progress
of science, one must have in mind some concept of
the aim of science. What, then, is the aim of sci-
ence? In Francis Bacon’s famous phrase, ‘‘Knowl-
edge is power.’’ Insofar as that dictum was taken
as the catchword of the emerging Scientific Revo-
lution, it was understood to mean the power to
accurately predict, manipulate, and control the
natural world. There can be no question that in
this sense more is now known than in past genera-
tions and that science, so understood, has pro-
gressed from its beginnings to the present. The
future prospects appear bright as well, although
perhaps not unlimited.

Predictive power is an important part of the
story of scientific progress but it cannot be the
whole story. Were there access to an infallible ora-
cle, the power to predict would be unlimited, but
one would still not be inclined to call it science. For
one thing, there would be no understanding of why
the oracle always got it right. So, scientific progress
is tied upwith the notion of increased understanding

of how the world works. This understanding typi-
cally takes the form of some story, theory, or nar-
rative. ‘Understanding,’ in turn, seems to be
connected to the question of truth. Producing a
coherent narrative about some sequence of events
is not sufficient to guarantee understanding.
One wants to know that the narrative is true or,
at least, approximately so. Hence, another measure
of scientific progress is an increase in or con-
vergence to truth. For progress to occur, one
demands that successor theories or narratives be
truer than their predecessors. However, if two
accounts appear to be equally true, the notion of
explanatory power may be invoked. In this dimen-
sion, progress occurs when a less explanatory ac-
count is replaced by a more explanatory account.
Many have argued not only that science progresses
but that the progress is ‘‘rational.’’ The most
trenchant criticisms of Kuhn’s (1973) analysis of
scientific revolutions were directed toward the
alleged ‘‘irrationality’’ of scientific change. The
rationality of scientific progress, in turn, is taken
by some to be grounded in a commitment to scien-
tific realism (see Realism). So, for some realists,
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progress occurs in virtue of scientists’ accounts
getting closer to the truth about how the world is.
The explanatory power and predictive accuracy
of accounts is alleged to rest in the fact that these
accounts are getting at the way the world is, more
or less. When it comes time to spell out this picture
in detail, however, things become problematic.
In what follows, some of the major themes that
have emerged in the twentieth-century discussion
of the scope and limits of scientific progress will be
sketched.

The Logical Positivists

The positivists are perhaps best remembered for
their efforts to promote the unity of science, a
project that culminated in the International Ency-
clopedia of Unified Science (Neurath, Carnap, and
Morris 1952). The project promoted the idea that
there was one language of science, a unity of
method that became codified as the hypothetico-
deductive method. This is often interpreted to
imply that there is also a unity of laws that gen-
erated a reductionism with physics as the most
basic science serving as a foundation for chemistry,
biology, and psychology and the other social
sciences (see Reductionism; Unity and Disunity of
Science). Correlative with this reductionist world-
view was a commitment to what became known
as the covering-law model of scientific explanation
(see Explanation). Associated with the covering-
law model of explanation is a hierarchical model
of explanatory connections that has been labeled
the ‘‘layer cake’’ model. The basic idea is that there
is an observational base that contains singular
statements reporting observational facts, for exam-
ple, about charge distributions, chemical reactions,
embryonic developments, animal behaviors, social
groups, and so on. At the next level up, there will
be empirical generalizations about these phe-
nomena. The third stage will include even more
general statements connecting the generalizations
at the first level. At some stage, theoretical con-
structs will be introduced. At some level, the socio-
logical laws and theories will be subsumed under the
psychological laws and theories, and they in turn
will be subsumed under biological laws, and these in
turn will be subsumed under laws of chemistry and
finally under laws of physics. This procedure is
conceived as continuing indefinitely. Each rise in
level brings greater systematization to the body
of established scientific knowledge and constitutes
scientific progress.
In the Aristotelian model and in the rationalist

tradition, this process of looking for more and

more general laws would eventually end at some
very general laws that are ‘‘self-evident.’’ This is
one aspect of what some logical empiricists have
called the ‘‘search for certainty,’’ which character-
ized traditional philosophy. For the modern
empiricists, the highest-level laws always function
as ‘‘unexplained explainers.’’ Thus, the search for
ever more general laws continues, in principle, in-
definitely. Even if one was to arrive at some ‘‘final
theory,’’ whatever that might mean, the fallibilism
of the empiricists would preclude one’s ever recog-
nizing it. The net effect is a view of endless progress
(see Logical Empiricism).

The Popperian View

In the 1930s, Karl Popper developed an alternative
to the positivist picture of science (see Popper, Karl
Raimund). Popper accepted the positivists’ view of
the nature of theories and the importance of the
hypothetico-deductive method but parted compa-
ny with them on what he saw as the crucial ques-
tion of how scientific claims are to be validated.
The positivists adopted the view that theories were
to be validated by being confirmed by evidence.
Measures of confirmation were generally taken to
be probability measures of some sort. In a choice
between two theories, the rule was: choose the
theory that is most probable given the evidence.
Popper rejected this approach in favor of empha-
sizing the falsifiability of scientific claims. In this
view, the job of the scientist is to subject hypotheses
and conjectures to the severest possible tests and to
provisionally accept those that passed the most
severe (Popper 1961, 1968).

For Popper, the philosopher of science is a meth-
odologist whose job it is to propose a series of
methodological rules that will promote the growth
of knowledge, that is, the discovery of general laws.
These methodological choices are partially a matter
of adopting certain conventions based on value
assumptions about the aim and nature of science.
For Popper, the appropriate choice is the method-
ology that maximizes the solution of interesting
problems. The result encourages methodologies
that involve bold conjectures and severe testing
of hypotheses. The severe tests to which hypoth-
eses are to be put is a reflection of a critical method
that promotes rational change. Indeed, Popper
identifies ‘being rational’ with ‘being critical.’ In
this way, the progress of science, insofar as it is
produced by a critical evaluation of hypotheses, is a
rational endeavor.

Popper’s evolutionary model of scientific change
consists of conjectures and refutations. Problems
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give rise to hypotheses that are then subjected to
severe tests. If the hypothesis fails to pass those
tests, it is rejected and another conjectured takes
its place. The cycle of testing and assessing begins
anew. If the hypothesis passes one severe test, then
there will always be others more severe yet. The-
ories or conjectures that pass such severe tests are
said to be corroborated. The degree of corrobo-
ration of a theory is a measure of how well it has
stood up to severe tests in the past. But it says
nothing about the likelihood of the theory with-
standing future tests. So, in what sense is the most
highly corroborated theory the best choice in a
given situation? Popper’s argument for identifying
the most highly corroborated theory as the best
goes along lines like these:

1. The rational choice is the best choice.
2. It is always rational to choose that option

that has been most severely tested and sur-
vived, because those theories are the ones that
have been subjected to the severest criticism.
(Recall that, for Popper, to be rational is to
be critical.)

3. In the case of theories, it is rational, then, to
choose that theory among the competing
options that is most highly corroborated.
Therefore,

4. The best theory is the most highly corrobo-
rated (see Corroboration).

The most highly corroborated theories also
‘‘track’’ the truth, in the sense that Popper argued
that a measure of closeness to the truth that he
called ‘‘verisimilitude’’ could be defined. With
such a measure, it would be possible in principle
to determine which of a set of alternative conjec-
tures represented genuine scientific progress. This
proposal generated an extensive literature designed
to refine and validate such a measure. For the most
part, such attempts to construct viable measures of
verisimilitude have come to naught, although there
are still defenders of this approach as the best
method for gauging scientific progress (cf. Miller
1974; Niiniluoto 1999) (see Verisimilitude).

The Kuhnian View

Thomas Kuhn’s (1962) influential Structure of Sci-
entific Revolutions was seen at the time as a radical
challenge to traditional views about the nature of
science and the prospects of scientific progress. It is
well to remember that Structure was in fact the last
number in that canon of logical positivism, the
International Encyclopedia of Unified Science.
Nonetheless, it is fair to say that Kuhn in the

1960s saw himself as breaking with that tradition.
Over the years, he came to see the continuity that
existed between his views and those of the later
positivists. He also came to refine and modify his
views in the light of what he took to be the ex-
cessive lengths to which some of his readers took
them. The central themes remain, however, much as
he laid them out in the 1960s (see Kuhn, Thomas).
The growth of a scientific discipline, in Kuhn’s

view, follows a standard pattern of different stages.
In his earliest formulation of this stance, it is pos-
sible to distinguish five stages that characterize the
progress of science. These are:

1. Immature science
2. Mature (normal) science
3. Crisis science
4. Revolutionary science
5. Resolution; normal science resumed.

The cycle then repeats itself through stages 2–5
indefinitely. Central to Kuhn’s view is the notori-
ously slippery concept of a ‘‘paradigm,’’ or ‘‘disci-
plinary matrix.’’ A disciplinary matrix is the overall
collection of methods, formulae, rules, procedures,
and commitments that govern scientific research.
Kuhn came to distinguish four major components
of disciplinary matrices: symbolic generalizations,
models, values, and exemplars. These are the
shared standard examples that give ‘‘content’’ to
the abstract principles of the disciplinary matrix.
The exemplars are the fundamental units in the
matrix and are the basic tools by which the scientist
working in a normal science tradition advances
the range of phenomena rendered lawlike by the
basic principles and theories of the tradition.
In Structure, immature science is characterized

as preparadigmatic. Later, Kuhn argued that no
research occurs in the absence of paradigms. Im-
mature science is science that is characterized by
paradigms, which for some reason or other, fail to
generate a ‘‘puzzle-solving’’ tradition. The shift from
immature to mature science is then seen as a shift
from a paradigm that ‘‘leads nowhere’’ to one that
provides a context of unsolved puzzles and prob-
lems such that some hope exists for their solution.
Mature (normal) science is thus a problem-

solving tradition. According to Kuhn, most scien-
tists spend most of their lives working in such
traditions. The normal science tradition seeks to
extend and entrench tried-and-true theories and
practices. Progress at this stage consists in increas-
ing the number of systems that can be understood
in terms of the fundamental exemplars of the theo-
ry. However, no theory (or paradigm) success-
fully solves all its problems. Problems that resist
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assimilation to the techniques of the paradigm are
labeled ‘anomalies.’ When the failure of a para-
digm to reduce anomalies to lawfulness is perceived
(by scientists) to be as great or greater than the
power of the paradigm to force nature into its
mold, a crisis results.
Crisis science is characterized by a general recog-

nition that the ruling paradigm is no longer func-
tioning effectively. This recognition may come
from the community of scientists working within
the tradition of the disabled paradigm, or it may
come from without. With the paradigm break-
down comes a proliferation of new ideas, theories,
methods, and alternative paradigms.
When one of the new paradigms begins to

emerge as a contender for succession, the result is
a conflict between the new and the old paradigm.
Since paradigms are pervasive in determining
worldviews, the ground rules for deciding among
competing paradigms are not the same as those
that operate within a single tradition. Kuhn argues
that not only are the worldviews of different
paradigmatic traditions different, but, in a sense,
the world itself is different for the practitioners in
different paradigmatic traditions.
The ultimate resolution of paradigm conflicts

results in the emergence of a new normal science
tradition. According to Kuhn, such resolutions in-
volve something akin to a Gestalt shift. Critics were
quick to conclude that, for Kuhn, scientific prog-
ress from one paradigm to another is a fundamen-
tally irrational process, since the standards and
values of one paradigm need not be shared by its
successor. In responding to his critics, Kuhn sought
to soften this implication by pointing out that there
were certain values characteristic of science, such as
simplicity, predictive accuracy, and requirements
for consistency, that transcended particular disci-
plinary matrices. Thus, he argued, revolutionary
science was both progressive and rational.

Post-Kuhnian Developments

Among the post-Kuhnians was Imre Lakatos, who
developed a blend of Kuhnian and Popperian ele-
ments that he labeled the ‘methodology of scientific
research programs’ (see Lakatos, Imre; Research
Programs). He argued that the fundamental unit
of assessment should be a research tradition such
as Newtonian mechanics, rather than a single hy-
pothesis or conjecture. These research programs
consisted of a ‘‘hard core’’ of central symbolic gen-
eralizations, along with a ‘‘protective belt’’ of aux-
illary hypotheses. Programs were either progressive,
when they made bold and stunning predictions, or

regressive, when they focused on protecting the core
from refutation. The resulting model of scientific
development was claimed to be a sophisticated fal-
sificationist version of Popper’s program that of-
fered a response to what Lakatos saw as Kuhn’s
irrationalist view of scientific change. (For critical
assessments, see Dilworth 1994 and Laudan 1977.)

Larry Laudan proposes that scientific progress
be measured in terms of the problem-solving ca-
pacity of a research tradition. His conception of a
research tradition is, despite protestations, similar
to Kuhn’s conception of a disciplinary matrix.
Laudan suggests that instead of understanding pro-
gress as a rational activity, one defines rationality
in terms of progress. So, given two problem-solving
research traditions, the rational choice is to choose
that which is most progressive in terms of its
problem-solving ability. Problems, on Laudan’s
view, are either empirical or conceptual. Empirical
problems are either solved, unsolved, or anoma-
lous. Conceptual problems are either internal or
external to the tradition. The degree of progressive-
ness is taken to be a measure of the solved problems
minus the unsolved and anomalous. This approach
presumes that problems can be characterized more
or less independently of the traditions that address
them. This is certainly true for a large group of
problems, but not for all. To the extent that prob-
lems are identified with the traditions within which
they occur, the attempt to compare alternative tra-
ditions in terms of their problem-solving capacity is
compromised. In any case, this analysis succeeds no
better than any of the others in providing an effec-
tive procedure for determining scientific progress.

Philip Kitcher (1993) argues that the traditional
positivist picture, which he dubbed ‘‘legend,’’ while
flawed, is basically correct in its picture of the pro-
gressive unifying nature of science. By exploring the
multidimensional practices that constitute scientific
inquiry, he paints a broadly realistic conception of
science that allows for objective, rational progress.

Ilkka Niiniluoto opts for a ‘‘realist’’ measure of
progress based on the notion of verisimilitude, or
‘‘nearness’’ to the truth (see Verisimilitude). He
rejects Laudan’s problem-solving criterion on the
ground that no truth-independent criterion can be
a suitable measure of progress, although it may
serve as a truth indicator. But the argument for
this appears to be a presumption that the aim of
science is to arrive at the truth. Indeed, if the aim
of science is to produce true theories, then no truth-
independent criterion of success or progress will
be adequate. But what does this mean to a defend-
er of a criterion of pragmatic problem solving
capacity for the success of science?
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Does scientific progress entail convergence to
the truth? Kuhn (1962) hinted that the growth of
scientific knowledge should be viewed more along
the lines of aimless biological evolution rather than
as a teleologically directed process (cf. Laudan
1977). He subsequently backed off from the more
radical implications of this claim, but a preliminary
sketch of a similar view was given by Stephen
Toulmin (1972). Unfortunately, the promised de-
velopment of this sketch never appeared. At the
same time, however, Donald Campbell was devel-
oping an evolutionary model of scientific change
that he called ‘‘hypothetical realism’’ (Campbell
1974). David Hull (1988) presents a gripping pic-
ture of science progressing to the truth as a result of
the struggle between scientists for credit and ac-
claim in the open market of ideas (see Evolutionary
Epistemology).

The Price of Progress

For the most part, those who endorse the progres-
sive character of science see it continuing forever.
There are exceptions, but these are in the minority
(e.g., Horgan 1996). The problem with postulating
the end of science is that those who profess it are
extrapolating current conceptual and technological
capacities in a way that history belies. Since the last
century, Big Science has come into its own, first in
physics but now in other fields as well. Making
discoveries costs money, and no extended princi-
pled discussion of who should pay and who should
benefit has yet been undertaken (cf. Rescher 1978;
Kitcher 1993). At the beginning of the last century,
Poincaré argued that science for its own sake was
justification enough (Poincaré 1958). In the light of
the development of weapons of mass destruction
and the social implications of advances in biotech-
nology, to name just two areas of concern, this is a
conceit that the twenty-first century can ill afford
to harbor.

MICHAEL E. BRADIE
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SCIENTIFIC REVOLUTIONS

Since an explicit definition of ‘scientific revolution’
in terms of necessary and sufficient conditions is out
of the question, this article will instead characterize
revolutions by contrasting them with normal sci-
ence and evolutionary development, by considering
exemplary cases of revolution, and by noting the
history of the the term ‘revolution.’

Origins of the Idea of Scientific Revolution

The concepts of political and scientific revolution
have been intertwined almost from the beginning.
Hatto (1949) and Cohen (1985) have assembled
the most thorough collection of historical sources.
The ancients and medievals had no term for politi-
cal revolution in the modern sense. However, they
already drew an analogy to revolution in the sense
of celestial orbits (orbis ¼ cycle, circle, wheel), since
they sometimes supposed that a city or state cycled
through the gamut of political constitutions, from
tyranny to democracy. Thus a revolution was a
return to a previous state rather than something
new and progressive. Such cycling was often con-
sidered natural or even fated, by the turn of the
wheel of fortune, and therefore outside of human
control. Astrological beliefs abetted the linking of
political and celestial turnings. In the Italian Ren-
aissance, Machiavelli and a few others suggested
that states were at least partly artificial and that
revolutions could be humanly made. Meanwhile,
the Vulgar Latin ‘revolutio’ came to designate
celestial revolution, and an analogy to the wheels
of the new clockwork machinery apparently helped
propagate the term into political contexts.
The title of Copernicus’s work of 1543, De revo-

lutionibus orbium coelestium, implied a cyclic re-
turn, a sense retained in early modern political
contexts, as when the Stuart monarchy replaced
the Rump Parliament in Britain in the Restoration
of 1660. But soon after, ‘revolution’ came to sug-
gest a political-structural change away from the
status quo, as in the Glorious Revolution of 1688,
although this, and the American Revolution a cen-
tury later, could still be considered a return to an
imagined previous condition. The French Revolu-
tion stabilized the sense of rejection of an old re-
gime for something new. This meaning in turn

passed back, metaphorically, into science, where
Newtonian mechanics became the paradigmatic
revolution in replacing both Aristotelian and Car-
tesian philosophy. During the nineteenth century
the new chemistry of Lavoisier and Dalton and,
later, Darwin’s theory of evolution inspired talk
of revolution; but it was not until the twenti-
eth century that ‘scientific revolution’ became
common parlance.

The shocking double revolution in physics (rela-
tivity and quantum mechanics) as well as the
Russian Revolution stimulated thinking about rev-
olution early in the century. Meanwhile, Burtt
(1932), Koyré ([1939] 1978 and later writings),
and Butterfield (1949) integrated the work of
Copernicus, Kepler, Galileo, Descartes, and New-
ton into a single, extended event, dubbed the ‘Sci-
entific Revolution,’ a label that came to name a
historical period, which in turn became the central
locus of historical research. Butterfield’s Origins of
Modern Science was especially accessible to a gen-
eral audience. He contended that the Scientific
Revolution was the emergence of modern science
itself, not simply a revolution within science; and,
moreover, that it was the most significant event
since the rise of Christianity. The new discipline
of history of science was therefore fundamentally
important. (See Lindberg and Westman 1990 and
Cohen 1994 for critical accounts of the histori-
ography of the Scientific Revolution.) In addition,
Butterfield presented the history of modern science
as a series of conceptual revolutions, including the
revolution in chemistry (with Lavoisier as the cen-
tral figure) and the Darwinian revolution. Histo-
rians also began to speak liberally of technological
‘‘revolutions,’’ such as the agricultural revolution,
the print revolution, and, of course, the Industrial
Revolution.

Since 1950, with the maturation of history of
science as a discipline, and especially since the pub-
lication of Thomas Kuhn’s (1962) The Structure
of Scientific Revolutions, talk of scientific revolu-
tions has proliferated (see Kuhn, Thomas). No-
toriously, Kuhn incorporated some aspects of
political revolutions in his account of scientific
revolutions, and so the interplay continues. Histo-
rians and historical philosophers soon discovered
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other revolutions, for example, the revolution in
wave optics (Young and Fresnel), the ongoing rev-
olution in heat theory (Carnot, Kelvin, Clausius,
Maxwell, Boltzmann), the revolution in electro-
magnetic theory (Faraday, Maxwell), the nine-
teenth-century revolution in probabilistic and
statistical techniques, the Second Scientific Revolu-
tion around the turn of the nineteenth century, and
so on. Meanwhile, revolutions in geology (plate
tectonics) and molecular biology were taking
place. Social scientists sought their own revolu-
tions, leading some to announce a Chomskyan
revolution in psycholinguistics (see Chomsky,
Noam).

Attitudes toward both scientific and political
revolutions have changed historically. The Resto-
ration was controversial, while the Glorious Revo-
lution was generally welcomed. Both the French
and Russian upheavals gave revolutions a bad rep-
utation as excessively violent rejections of old
forms of life and culture. This negative association
carried over to talk of scientific revolution in the
ensuing decades. Old-guard scientists sometimes
sounded rather like Edmund Burke in his con-
servative reaction to the French Revolution. The
relativity and quantum revolutions were espe-
cially shocking epistemologically, for they did
not replace prescientific speculation. On the con-
trary, they overturned classical mechanics, the very
paradigm of scientific knowledge. They thereby
destroyed the conception of science as foundation-
al, as yielding virtually certain conclusions, and as
the one truly cumulative institution there is. Today,
however, revolution enjoys a generally positive
image associated with liberation and opportunity
for dramatic improvement. At least in the West,
where political stability is unquestioned, this posi-
tive attitude is reflected in popular slogans and
advertising, such as ‘‘Challenge authority’’ and
‘‘We broke all the rules and created new rules.’’

Unlike ‘rebellion,’ ‘revolution’ is an achievement
term rather than a process term. It connotes a com-
munity’s success in freeing itself from an estab-
lished order and instituting a new order. Thus
‘revolution’ implies significant innovation. This
application of the term is modern, for there can
be no genuine revolutions as long as a divinely
established order makes radical, humanly insti-
gated change impossible and as long as significant
innovation of any kind seems beyond human ca-
pacity. As a rejection of an established constitu-
tion, revolution also implies a normative struggle.
Revolutionaries typically appeal to reason and jus-
tice, arguing that the old order is arbitrary, irratio-
nal, and inefficient and that it gratuitously thwarts

human freedom and blocks progress. Thus it is
not surprising that the modern idea of revolution
emerged during the Enlightenment. In simplest
terms, Enlightenment thinkers set reason and
autonomy in opposition to history and tradition.
However, this Enlightenment understanding is
challenged by later revolutions that undermine
previous, clearly modern scientific and political
paradigms themselves.
Hegel attempted to overcome the dualism of

reason and blind historical forces by positing tran-
scendental reason or the Absolute as an agency that
subtly harnesses myriad contingent events in such a
way that a rational pattern emerges. Hegel and
Marx developed conflict theories of profound social
change, where tensions arise from the old struc-
ture rather than from external forces. Modern
and postmodern thinkers generally accept a dy-
namical conception of human history and of the
history of particular fields. One mark of modernity
is the idea of essential social change, especially de-
liberately instituted progressive change. One mark
of postmodernity is the denial that deep historical
change is indisputably progressive and rational and
that it fits a single, coherent narrative. As indicated,
historical change becomes a threat to the claim that
the sciences cumulatively reveal the timeless and
culturally neutral truth about the universe.
The positivist-empiricist model of scientific

change is ahistorical and only minimally dynamic,
for it conceives scientific change as cumulative
empirical and theoretical change within a stable
but expanding conceptual framework. Conflict be-
tween established results is to be avoided at all
costs. By contrast, evolutionary models postulate
continuous but potentially transformative change
over time. In them the conflict tends to be widely
distributed and less intense than in revolutionary
models, which work best when there exists a central
core of ideas and practices to overthrow. Thus
postmodern critics’ decentralization of community
power structures problematizes revolutions of
the classical kind, yet the postmodern sympathy
for disunity also inspires talk of discontinuity or
rupture, that is, revolution.
The following sections survey how historians

and philosophers of science have dealt with the
problem of understanding deep scientific change.

Revolution as a Unit for History of Science

There are several additional reasons why revolu-
tion has become a popular topic, some of which
raise the question as to what extent revolutions are
artifacts or illusions of professional historical and
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philosophical research. These reasons include the
following:

1. The amount of material to be gathered, ana-
lyzed, and cast into narrative form is poten-
tially overwhelming. Thus some form of
cognitive economy in the form of problematic
and thematic organization is necessary to ren-
der this material humanly intelligible, to both
historians and their readers. The idea of rev-
olution has been a fruitful organizing princi-
ple for history and philosophy of science as
well as for social-political history—perhaps
the more so as recent history of science has
turned away from internalist to social his-
tory. There are historiographical and epis-
temological reasons for this shift, including
the difficulty of treating large quantities
of highly technical material. On the other
hand, this very complexity can challenge the
identification of discrete revolutions.

2. The idea of revolution is well suited to the
narrative forms that historians prefer. Story
is one of the primary ways in which complex
meshes of human events are made both inter-
esting and intelligible. Revolutions are event-
like or process-like and thus fall naturally
into Aristotelian narrative form as having a
beginning, middle, and end. Moreover, with
scientific revolutions the story can be made
dramatic, even heroic. Possible story lines full
of human interest easily suggest themselves:
the fall of the mighty; the triumph of the
underdog, ridiculed outsider, or creative ge-
nius; achievement of the impossible; the dis-
covery of a vast new territory; and so on. So
depicted, science is no longer a boring, grind-
ing affair of piling up experimental facts in an
emotionless manner.

3. As a discipline, history of science came to
intellectual and professional maturity under
the guidance of such leaders as Koyré, who
turned the history of science into an agonistic
field of big intellectual ideas (e.g., Platonic
vs. Aristotelian), that is, a story of clashing
intellectual positions, in which human beings
are merely the carriers or the agents. As Burtt
had before him, Koyré combated the stan-
dard, positivist-empiricist view that it was a
turn to empiricism that produced the Scien-
tific Revolution for the revolution involved
little new empirical information (they said)
and was primarily the reorganization of al-
ready available material around a new set of
philosophical and metaphysical ideas. The

Scientific Revolution was an intellectual rev-
olution. To a large degree, Thomas Kuhn
would extend this analysis to revolutions in
general, as Butterfield also had suggested.

4. Kuhn’s The Copernican Revolution (1957)
and The Structure of Scientific Revolutions
(1962) further challenged conservative con-
ceptions of science, illustrated the organizing
and narrative power of revolution by turning
the history of science into a drama of pro-
found and unexpected conceptual change
that was fascinating to a wide audience, and
had immense impact on several fields of
thought and action. The new history of sci-
ence together with the philosophies of science
described in the next section created a battle
of the ‘‘big systems’’ and ultimately, with the
advent of the new sociology of science, the
‘‘science wars’’ (see Social Constructionism).

5. Mature history of science features sensitivity
to cultural context, as against the old ‘‘whig-
gish’’ histories that arranged all of the history
of science within the same, cumulatively
growing conceptual and cultural framework.
Professional historians taking a biographical
approach place a premium on identifying cul-
tural differences and on capturing the subjec-
tive problem contexts of individual scientists
such as Galileo, Newton, Faraday, Darwin,
and Einstein. It is as if the discipline of histo-
ry, like some high-tech imaging technologies,
contains built-in contrast enhancers that
magnify sensitivity to conceptual change
and thereby turn every subtle change into a
major explanatory problem. Such sensitivity
can heighten the appearance of revolutionary
thinking.

6. The institutionalization of history and philos-
ophy of science in graduate schools further
magnified this sensitivity, for it provided a
way in which young historians and graduate
students could emphasize the importance and
originality of their historical subjects. Again,
carried to an extreme, the smallest variation
can be made to look revolutionary.

7. Yet, revolutions can also be constructed in
historical writing by going to the opposite
extreme of telescoping previous develop-
ments so that they appear to be more episodic
and less evolutionary than they in fact were.
Such revolutions can be whiggish illusions
insofar as they are construed as sudden
breaks from tradition. Butterfield (1931) had
already warned that general history inevitably
produces whig fallacies.
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8. Among the factors that incline historians and
philosophers toward a revolutionary concep-
tion of scientific change are intellectual com-
mitment to stage theories of psychological,
social, or scientific development; rigid, rule-
based accounts of human cognition and/or
social organization (e.g., various forms of
structuralism); logical empiricist assumptions
about the logico-linguistic structure of sci-
ence; and romantic accounts of creativity.
All such approaches render evolutionary
accounts of stage transitions implausible. In
addition to some logical empiricist assump-
tions, Kuhn was influenced by the develop-
mental psychology of Jean Piaget, a stage
theorist, while others were influenced by
Freud’s account of development, another
stage theory. Many historians have been
influenced by French historico-philosophical
thought, e.g., that of Gaston Bachelard and
Michel Foucault, with their emphasis on
long-term epistemological formations and
their ruptures.

On the other hand, mature historians rightly
reject ‘‘deus ex machina’’ explanations of profound
change such as appeal to genius or divine inspi-
ration. Instead, they seek to understand major
developments as the culmination of many previous
events in their cultural and institutional contexts.
Thus, good historians no longer see Galileo’s
or Newton’s or Einstein’s work as dropping mi-
raculously from the sky. They view it as sustained
exercises in problem solving, based on the influence
of many precursors whose work they set out to
document. And they see the propagation and ac-
ceptance of that work as the result of a broad range
of techniques of persuasion, including funding
enticements. Their overall strategy is to break a
major change (e.g., a revolutionary ‘‘discovery’’)
into numerous small changes. The same cultural
sensitivity mentioned above can also lend itself to
a ‘‘continuity model’’ of scientific development, as
opposed to the revolutionary or ‘‘discontinuity
model,’’ again by breaking down the conceptual
changes into smaller and smaller units. Pierre
Duhem, an early exemplar of this strategy, had
notoriously contended that much of the Scientific
Revolution actually occurred in the fourteenth
century.

Victorious scientists rewriting the history of
their discipline also face a tension. On the one
hand, they want to emphasize the revolutionary
character of the work with which they have been
heroically associated. On the other hand, in order

to maintain their scientific identity, they want to
make that work appear to be the natural or ratio-
nal culmination of the previous history of their
discipline.
Cohen (1985, Ch. 2) describes four stages of

revolution:

. ‘‘the intellectual revolution’’ or ‘‘the revolution-
in-itself,’’ in which a radical problem-solving
success leads investigators to formulate a re-
search program that will spell out the implica-
tions;

. commitment to the new research program;

. communication to colleagues or the ‘‘revolu-
tion on paper’’; and

. conversion of the sometimes resistant field to
the new program and its agenda.

Cohen (chap. 3) employs four kinds of historical
tests for identifying revolutions. First, contempo-
rary witnesses, both scientists and nonscientists,
testify to the occurrence of a revolution. A revolu-
tion must be recognized as such at the time. (For
instance, Funkenstein (1988) notes the radicalism
of authors such as Descartes, Hobbes, and Newton
in claiming that metaphysical reality is totally dif-
ferent from what anyone before had imagined.)
Second, later documentary histories of the science
claim that a revolution has occurred. Third, this
attribution is confirmed by the judgment of com-
petent historians of science and philosophy. And,
fourth, it is confirmed by the general opinion of
scientists working in the field today. Cohen, like
Kuhn, calls attention to the important fact that
practitioners facing a revolutionary choice give
special weight to future promise, for the established
approach almost always possesses greater scope and
stronger confirmation than the young challenger.
Cohen’s inclusion of today’s perspective excludes

announced revolutions that did not pan out. In
history one is usually wiser after the event. And
his emphasis on historically contemporary ac-
counts avoids the danger of later scholars retro-
spectively inventing revolutions where there were
none. Does Cohen give contemporary accounts
too much weight? An ironic consequence of his
view is that the Copernican revolution was not
really a revolution, since it was largely ignored for
decades. And, as noted above, the modern concept
of scientific revolution was not yet available in
earlier times.
What stretch of historical events should be in-

cluded in a revolution, and who is to decide? Rare-
ly, at the frontier of research, can the principal
investigators formulate a radical research pro-
gram that stands the test of time. It typically takes
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years, even decades, to distill out the core mean-
ing of dramatic new developments, as the quan-
tum revolution illustrates. Cohen’s insistence that
revolutions be highly innovative stands in tension
with his claim that they are fully recognized by their
makers and, to some degree, preprogrammed. If
revolution is at all like biological speciation, then
‘revolution’ is a retrospective category. Cohen
himself calls attention to the mechanisms by which
scientific results and techniques can be gradually
transformed, almost beyond historical recognition.
Finally, how should one classify results that are
not radical breaks from tradition, yet in the
long run turn out to be remarkably productive?
Cohen recommends a rather sharp distinction be-
tween revolutions themselves, as definite historical
episodes, and their consequences.
Sociologists and cultural historians challenge

standard historical and philosophical accounts of
revolutions as signal intellectual achievements in
much the same way that they challenge standard
accounts of scientific discovery, given that revolu-
tions are supposedly founded upon major discov-
eries. Like discoveries, revolutions are notoriously
difficult to identify and delimit in their actual his-
torical contexts. And like ‘discovery,’ ‘revolu-
tion’ is not simply a logical, or epistemological,
or even a descriptive-historical term. Rather, it is
an honorific label, retrospectively conferred by a
scientific community (or its historiographers and
philosophers) in order to celebrate and canonize
designated authors and events as constituting the
present state of the discipline and its authorized
practices. As such, these social attributions serve
important community and cultural functions, but
they belong more to the genre of founder myths
than to historiography or epistemology. No event
is revolutionary by nature. That label is the prod-
uct of a complex process of social negotiation
(Schaffer 1994).

Revolution as a Unit for Philosophy of Science

There are also professional philosophical reasons
why revolution is attractive as a unit of analysis for
the philosophy of science. Paradoxically, these
spring from both ahistorically and historically
oriented philosophies. Kant was ahistorical. How-
ever, his introduction of the idea that the world
of everyday and scientific experience is a product
of a rational and specifically human conceptual
scheme (the forms of intuition and the categories)
immediately suggested to the historically oriented
Hegel the possibility of alternative conceptual

schemes, including the possibility that ancient and
medieval peoples actually exemplified such alter-
native forms of life. In that case, human history
organizes itself into distinct, stable epochs with less
stable, perhaps revolutionary, transitions between
them. Such an idea proved very suggestive to ideal-
ist philosophers, social theorists, and anthro-
pologists, and it became one source of the
nineteenth-century discovery of deep history and
of culture. A century and a half later it would
strongly influence Thomas Kuhn, who described
himself as a ‘‘historicized Kantian’’ (Kuhn 2000).
And it would become a leading heuristic of the
new, anti-whiggish history of science to focus on
cultural and intellectual differences rather than
similarities. Revolutionary ruptures between intel-
lectual and social formations already characterized
a line of French thinkers, including Bachelard,
Canguilem, and Foucault (Gutting 2003).

Prominent among ahistorical philosophers were
the logical empiricists, who, between about 1930
and 1970, attempted to reconstruct scientific meth-
od in terms of fixed, formal logical systems, which
permit no real conceptual growth. Thus scientific
change that requires a new logical framework must
appear to be revolutionary, absent any mechanism
for how one logical system can evolve smoothly
into another one quite different from it.

Most logical empiricists minimized the problem
of change by assuming that science, at least as
rationally reconstructed, develops within more or
less the same conceptual framework and that theo-
ry change can be handled in terms of the logic of
intertheoretic reduction (see below). Members
of the operationalist movement held much the
same position by virtue of the requirement that
each theoretical term be fixed in advance by a
permanent operational definition (see Bridgman,
Percy). The physicist and operationalist Bridgman
(1927) explicitly denied the need for revolutions in
rightly conducted science:

We should now make it our business to understand so
thoroughly the character of our permanent mental rela-
tions to nature that another change in our attitude, such
as that due to Einstein, shall be forever impossible. It was
perhaps excusable that a revolution in mental attitude
should occur once, because after all physics is a young
science, and physicists have been very busy, but it
would certainly be a reproach if such a revolution
should ever prove necessary again. (2)

In the case of relativity, thought Bridgman,
Newtonian physicists should have defined the
concept of simultaneity more carefully in the first
place and erected a corresponding physical theory
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that would have avoided the later need for an
Einsteinean revolution—as if scientists could be
so prescient of later developments and research
programs could handle full complexity from the
start.

By contrast, Kuhn (1962) claimed that scientific
revolutions are necessary if science is to progress
beyond its present conceptual and practical frame-
work, and therefore inevitable, assuming that it
will so progress. By its nature, said Kuhn, mature
scientific practice eventually produces major con-
ceptual and practical change, and so it must break
out of the old framework of theory and practice.
Whereas most writers, past and present, have
considered the occurrence of political and scien-
tific revolutions to be rare and highly contingent,
Hegel, Marx, and, later, Kuhn regarded them (al-
though not their precise content) as qualitative-
ly predictable because inevitable. The views of
these individuals were of course very different in
other ways. Notably, Hegel’s transitions and
Marx’s revolutions lead inevitably to a final goal,
whereas Kuhnian revolutions are nonteleological
and will continue without end as long as science
continues to flourish.

As noted, the later logical empiricists attempted
to handle the problem of major theoretical change
by means of reduction of theories (e.g., Nagel 1961)
(see Reductionism). Applied to a theory and its
successor, reductionism is the conservative idea
that the new theory is logically more general than
its predecessor and hence explains it by incorporat-
ing it as a special case. Thus Maxwell showed that
electromagnetic theory entails physical optics,
which in turn entails ray optics as an idealization.
Somewhat similarly, special relativity theory yields
Newton’s laws in the limit of low velocities. Thus
the conceptual framework and the empirical con-
tent of science expand cumulatively rather than
being undermined and replaced (cf. Sarkar 1992).

Kuhn (1962) and Paul Feyerabend (1962)
opened what became the battle of the big systems
by raising two objections against this account (see
Feyerabend, Paul; Kuhn, Thomas). First, major
theoretical change brings meaning change. Ein-
steinian masses are not the same as Newtonian
masses, since the former but not the latter are
velocity dependent, a major conceptual difference.
Hence, to claim that Newton’s laws are derivable,
even approximately, from Einstein’s, commits the
fallacy of equivocation. Second, the succession of
onemajor theory by another always involves ‘‘Kuhn
loss,’’ that is, phenomena that were explained by
the old theory but cannot be handled by the new
one. For example, once early-nineteenth-century

scientists accepted Dalton’s view that the atmo-
sphere is a physical mixture rather than a chemical
compound, they could no longer explain why the
heavier gases did not settle out (Kuhn 1962, §X).
Other philosophers, notably Popper, responded

to the twentieth-century revolutions in physics in
a far more positive way than did Bridgman and
the logical empiricists, while denying the status of
genuine scientific revolutions to Freud’s and
Marx’s work (see Popper, Karl Raimund). Inspired
by Einstein, Newton, and a few other great men of
science, Popper rejected the so-called Baconian
method of induction from the facts. In its place
he promoted a romantic picture of creative revo-
lutionaries who put forward bold but empirically
testable theoretical conjectures in order to solve
deep intellectual problems. Popper became so
enamored of his ‘‘critical approach’’ and its moti-
vating idea (‘‘we learn from our mistakes’’) that he
and his followers urged ‘‘revolution in perpetuity.’’
For Popper, revolutionary new ideas undermine
and replace their predecessors, but they must incor-
porate everything that seems correct in the old
viewpoint, a conservative requirement that tames
his revolutionary impulse.
Feyerabend took Popper’s revolutionary ideas

to the limit. The early Feyerabend (1962) recog-
nized that some empirical criticism requires a
deep theoretical background and contended that
scientists should develop multiple, competing theo-
ry systems in order to maximize criticism of each
from the standpoint of the others. This was his
‘‘proliferation thesis.’’ Yet Feyerabend also spoke
of alternative theoretical viewpoints as being ‘‘in-
commensurable,’’ a term introduced simultaneous-
ly by Kuhn (see Incommensurability). The later
Feyerabend (1975) became still more critical than
Popper of standard conceptions of scientific meth-
od and argued on both historical and philosophical
grounds that there is no permanent logic of science
or theory of rationality. Rather, whole new con-
ceptions of method and rationality have been
brought into existence through the rhetorical stra-
tegies and social manipulations of such men as
Galileo. Feyerabend branded this revolutionary
position ‘‘methodological anarchism.’’
Meanwhile, Feyerabend’s friendly rival, Lakatos

(1970), argued for a permanent ‘‘methodology of
scientific research programs.’’ Whereas Popper
considered the formulation and testing of theories
more or less in isolation, Lakatos’s methodology
explicitly recognized the importance of long-term
traditions within the history of science in the
form of competing research programs that fight
battles of attrition. Each research program strives
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to produce more novel predictions and confirma-
tions than its rivals. In this view there are no scien-
tific revolutions, properly so called, wholly within a
single research program. However, the splitting of
an old program or the foundation of a major new
program could be considered revolutionary (see
Lakatos, Imre; Research Programs).

Thomas Kuhn on the Structure of
Scientific Revolutions

Kuhn rejected Popper’s idea of revolution in per-
petuity as virtually self-contradictory, for to speak
of revolution makes sense only as a reaction
against a securely established, stable regime. Scien-
tific revolution can be understood only by contrast
with normal science. (Bachelard [(1934) 1984] had
already allowed for ‘‘continued revolutions.’’)
Kuhn also criticized Popper’s critical approach on
the ground that its thoroughgoing application
would destroy science as currently practiced and
turn it into something more like philosophy, com-
plete with the latter’s premium on critiquing every-
thing, including the fundamental principles that
define the field. Kuhn rejected Feyerabend’s call
for proliferation and, by implication, Lakatos’s
competing research programs (as ways of achieving
a kind of perpetual revolutionary antagonism) on
the economical ground that there are insufficient
intellectual and financial resources to support
such extravagance (Worrall 2003). After all, it is
difficult enough to produce a single major frame-
work (Newtonian, Einsteinian, Darwinian), with
its associated community and sets of practices and
institutions.
Besides, for Kuhn mature science distinguishes

itself from other human endeavors precisely be-
cause it is monolithic: A single paradigm defines a
normal scientific period, and work under a para-
digm is conservative and tradition bound, conver-
gent rather than divergent. Eventually work at this
level of esoteric detail will produce anomalies that
even the best practitioners fail to resolve. Long-
term failures gradually weaken commitment to
the paradigm to the point of crisis, allowing alter-
native approaches to spawn. If the relevant gate-
keepers of science can be persuaded that one of
these alternatives handles the major anomalies in
a more promising way than the received paradigm,
then a revolution will likely ensue.
Kuhn (1962) notoriously emphasized that the

transition to the new paradigm cannot be wholly
‘rational’ in the received sense of the word, for,
again, rationality and standards of good science
in their domain-specific forms are relative to a

paradigm, and the competing paradigms are in-
commensurable. The early Kuhn maintained that
the victory of a new paradigm requires political
argument, power plays, and rhetoric as well as
something like religious conversion.

Though infrequent, Kuhn’s revolutions are not
merely isolated historical contingencies, for he reg-
ularized the idea of revolution as paradigm change.
Many if not all mature sciences (or at least the
physical and biological sciences) were born in re-
volt against the folk science that preceded them,
and all inevitably generated crises, some of which
required a paradigm change for their resolution. It
is not clear whether revolutions away from folk
science and revolutions within an already mature
science are of the same type.

For Kuhn a large science such as physics, chem-
istry, or biology consists of a hierarchy of para-
digms—an overarching paradigm for the field as a
whole with smaller paradigms for specialties and
subspecialties. Scientific revolutions can be rela-
tively small and local, since a community of special-
ists may include only a couple dozen practitioners,
scattered worldwide. A revolution within such a
subspecialty may appear to be an incremental
change to scientists working in other areas, and
may be completely invisible to the general public
(Hoyningen-Huene 1993, chap. 6). Thus Kuhn
greatly proliferated scientific revolutions while
relativizing them to specialist communities.

For Kuhn, normal scientific work does not seek
profound innovation, yet unexpected major dis-
coveries occasionally occur. These are revolution-
ary, since they fall outside the bounds of normal
science; but they alone do not constitute full-
fledged revolutions (Hoyningen-Huene 1993,
chap. 6). Although Kuhn himself is sometimes
guilty of telescoping historical developments in
such a way that they appear more revolutionary
than they were, it was Kuhn who emphasized that
both discoveries and revolutions are structured
events (Kuhn 1962 and 1978, Ch. 7).

Kuhn claimed that major scientific revolutions
are radical changes in worldview and the associated
technical practices, and that competing paradigms
are incommensurable (Kuhn 1962, §X). Scientists
working under competing paradigms literally live
and practice their trades in different worlds. These
strong claims, a product of Kuhn’s ‘‘historicized
Kantianism,’’ drew a storm of protest from philo-
sophers (e.g., Scheffler 1967; Shapere 1984, Chs. 3
and 4; Sankey 1994). Kuhn spent much of the rest
of his career attempting to reformulate, clarify, and
defend versions of these claims (Kuhn 2000). One
of the most important critics was Stephen Toulmin,
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who, prior to Kuhn, had discussed revolutionary
changes in framework principles that he termed
‘‘ideals of natural order’’ (Toulmin 1961). Toulmin
(1972) rejected Kuhn’s account of scientific devel-
opment as too saltatory and countered with an
evolutionary model of the growth of science. Kuhn-
ian normal science, he complained, retains the
logical empiricist conception of scientific rationali-
ty as logicality within a fixed system rather than as
a more biological adaptation to changing circum-
stances. It was precisely this unjustified rigidity
of normal science that required revolutionary
breaks to a new, equally rigid framework. On the
other hand, Kuhn himself frequently drew on
evolutionary metaphors.

In a book left unfinished at his death, Kuhn
abandoned history of science as a basis for his
views, relying instead on philosophy of language
and his understanding of human cognition. Kuhn
now claimed that revolutionary incommensurabili-
ty involves a major modification of the lexical
structure of scientific knowledge, the meaning of
key terms and their relationships. Revolutions alter
the synthetic a priori judgments, the deep, quasi-
Kantian constitutive principles of normal science
(Kuhn 2000). These cognitive orientations are syn-
thetic because they carry content about the world,
but they are a priori because, during the period of
normal science, they are not subject to empirical
test or refutation. Revolutions involve major
changes in the network of similarity relations that
produce one Kantian ‘‘world’’ or another. Incom-
mensurability entails the impossibility of accurate,
technical translation but does not completely fore-
close interpretation, mutual intelligibility, and
rational comparability.

In addition to the aforementioned French think-
ers, revolutionary discontinuities in the history of
science were introduced by Fleck ([1935] 1979),
who spoke of community thought-styles and
thought-collectives. Fleck’s work apparently influ-
enced Kuhn, as did Polanyi’s (1958) treatment of
scientific practices and the associated ‘‘tacit knowl-
edge.’’ In turn, many analysts have been influenced
by Kuhn’s treatment of scientific revolutions. Mar-
golis (1993) reduces all cognition to pattern match-
ing and the associated ‘‘habits of mind.’’ Even
logical reasoning is pattern matching. There is no
special faculty of reason or logic. Margolis’s prin-
cipal thesis is that sometimes what separates two
incommensurable Kuhnian paradigms and pro-
duces mutual incomprehension is not a seemingly
unbridgeable logical or conceptual gap but rather a
cognitive barrier, a deeply ingrained habit of mind
that prevents an available argument or conceptual

transformation from becoming salient. He thus
attempts to explain whiggish perplexities of the
type: Why did it take person or community X so
long to recognize that Y? For example, why did it
take so long to make the transition from the Ptole-
maic to the Copernican paradigm, given that all the
key steps of the argument had been available for
centuries? Margolis contends that the blocking
habit or intuition may be peripheral to the para-
digm in question. In Margolis’s account it was the
availability of new maps of the world that broke
the nested spheres model of the universe and finally
enabled Copernicus to appreciate the power of the
transforming argument. It then took the few fol-
lowers of Copernicus another half century to con-
vince others of the argument’s merits. Not even
known logical arguments are automatically persua-
sive. For Margolis, a revolutionary development
need not be subversive; it may simply open up
vast new territory. His chief example is the proba-
bilistic revolution of the nineteenth century, a topic
thoroughly explored by Hacking (1983 and later
works).
Thagard (1992) distinguishes several types and

degrees of conceptual change in science, relative
to the organization of scientists’ cognitive repre-
sentations of the taxonomy of their domain, in-
cluding part/whole and hierarchical relations. The
two most significant kinds of changes are branch
jumping and tree switching, both of which occur in
scientific revolutions. Branch jumping moves a con-
cept from one branch of a hierarchical tree of
conceptual categories to another, as when Brown-
ian motion was reclassified from a biological to a
physical phenomenon. More revolutionary exam-
ples are Copernicus’s reclassifying the sun as a
star and the Earth as a planet and Darwin’s reclas-
sifying human beings as animals. Tree switching
involves changing the organizing principle of the
taxonomic tree, a more radical change, and is
illustrated by Lavoisier’s replacement of a phlogis-
ton account of combustion by his new account
in terms of oxygen. (For an account of such con-
ceptual change based on Kuhn’s later work, see
Barker, Chen, and Andersen 2003.)
Business analyst Christensen (1997) does not

mention Kuhn, but his distinction of two types
of technologies and of technological innovation
in the business world indirectly challenges Kuhn’s
claim that the mature sciences exhibit only one type
of revolutionary scenario, for the distinction may
apply to science as well. Christensen notes that
well-established industry leaders who employ good
business practices may nonetheless be subverted
by smaller companies, an observation that is
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suggestive for both the history of science and
the history of technology. He distinguishes sus-
taining technologies from disruptive technologies.
Leading companies normally pursue sustaining
technologies, focusing their research and develop-
ment on the improvement of established product
lines. Sustaining technologies should not be con-
sidered the technological counterpart of Kuhnian
normal science, however, for good companies delib-
erately seek innovation and the innovations can be
revolutionary (consider the history of large aviation
companies, for example). On the other hand, dis-
ruptive technologies need not involve breakthrough
technology, only the clever assembly of ‘‘off the
shelf ’’ technology (e.g., the Sony Walkman and
the personal computer). They are promoted by
small, fringe companies and their scattered group
of followers. Such technologies do not initially ap-
pear to threaten the large companies and their prod-
uct lines. Applying these ideas to the history of
science discloses many examples of once-peripheral
practices that eventually overtake dominant ones
without there necessarily being a direct clash,
certainly not a logical one.
The usual association of scientific revolutions

with major changes in the world picture is theory
centered. While Kuhn (1962 §X) mentions this
conception of revolutions, he also stressed the
practices of the various scientific communities
(Rouse 2003). Much of what scientists and other
experts know is embodied in their subarticulate
practices and in the ‘‘acquired similarity relations’’
that have shaped their cognitive faculties. In this
view, a revolution alters the basic form of scientific
community life and, accordingly, the basic form
of human cognition. In the last quarter-century,
there has been a turn away from theory-centered
accounts to those emphasizing social practices,
especially experimental ones (see Experiment).
Here the emergence of a new technique, perhaps
a practice built around a newly invented piece of
equipment, can be called revolutionary in opening
up new areas of inquiry, whether or not it refutes
an established practice. (Note that Kuhnian para-
digm replacements are not straightforward refu-
tations either.) It is useful to speak of some
developments as revolutionary without reifying
them as revolutions.

Types and Characteristics of Revolutions

The following is a list of characteristics often attrib-
uted to scientific revolutions. The items overlap in
various ways, and each is subject to qualification or
outright challenge:

1. Revolutions achieve scientific change on a
large scale.

2. Revolutions originate as major discoveries.
3. Revolutions are episodic and event-like, rath-

er than states, standing conditions, or long-
term tendencies.

4. Revolutions are relatively rapid—as in ‘the
Scientific Revolution’ being used to desig-
nate an entire historical period and a
corresponding field of historical study rather
than a specific series of episodes (Hall 1954).
Single revolutions do not last that long.
Should not a revolution in the event sense
occur on a human scale, within a human
lifetime or less? Scientific and technological
revolutions tend to take longer than political
revolutions to achieve finality or even recog-
nition, and it is often more difficult to decide
when they are ‘over.’

5. ‘‘Revolution’’ is normally a retrospective, suc-
cess/achievement term, although ‘revolution-
ary’ is not, especially when applied to persons
rather than events. There cannot be a failed
revolution, but there can be failed revolution-
aries and failed revolts. Sociologists and social
historians conclude that being a revolution is
not intrinsic to a change or process: It must be
socially recognized as such. Social attribution
is crucial (Schaffer 1994).

6. Each revolution is unique. Oliver Wendell
Holmes, Jr. ([1861] 2001) once remarked,
‘‘Revolutions do not follow precedents nor
furnish them,’’ in which case historical and
philosophical understanding of revolutions
becomes still more difficult. Barker et al.
(2003) contend that revolutions can occur
slowly and can have important characteristics
in common with each other.

7. Revolutions are highly innovative. They are
not direct applications or simple adaptations
of precedents.

8. Revolutions create fundamentally new world-
views or practical forms of life. Recent
science writers have sometimes used the met-
aphor of creation, e.g., Crease and Mann
(1996) and Judson (1979).

9. Revolutions are convulsive and subversive
and, accordingly, meet strong resistance.
They involve revolts against an established
orthodoxy, violations of received dogmas
and procedures. This view rejects the ‘‘free
expansion’’ model of revolution as a rapid
and unhindered advance into new territory.
‘Revolution’ is increasingly used in this latter
sense today.
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10. Revolutions are divergent and radical, while
evolution is convergent and conservative.
Revolutions constitute breaks and disconti-
nuities, and are hence incompatible with
purely evolutionary accounts of scientific de-
velopment. (Yet what process is more crea-
tive in the long run thanbiological evolution?)

11. Revolutions are breakouts from an old con-
ceptual framework. This is an overly intel-
lectual, theory-centered view that gives
insufficient emphasis to revolutionary prac-
tices and technologies, including organiza-
tional technologies.

12. Revolutions involve replacements rather
than reductions of the previous scheme.
This was the claim of Feyerabend and
Kuhn against the logical empiricists and
Popperians. Moreover, not all replacements
are refutations.

13. Revolutions are paradigm changes or ‘‘par-
adigm shifts,’’ in Kuhn’s sense.

14. Revolutions require incommensurability be-
tween the new and old programs. They cre-
ate considerable cognitive dissonance,
mutual incomprehension, and discomfort.
This is the feature that Kuhn and Feyera-
bend always emphasized.

15. Revolutions involve reconceptualizing al-
ready familiar materials and practices
(especially the constitutive principles and
practices that define the paradigm) rather
than introducing substantially new empirical
content. Koyré and Kuhn tended to favor
this characterization.

16. Revolutions are intrinsically social, not indi-
vidual.

17. Revolutions involve a reorganization of
scientists’ cognitive representations, habits
of mind, or similarity metrics, e.g., through
the adoption of transformed taxonomies
(Kuhn 1962 and 2000).

18. Revolutions are not mere changes in the
content claims of a scientific field, however
radical, for revolutions also transform goals,
standards, and methods.

19. Revolutions alter the administrative and
economic landscape of the field—for in-
stance, by reorganizing the governing institu-
tions and organs of science. Hacking (1983)
contends that major scientific revolutions
couple major changes in content
with institutional changes. The Scientific
Revolution was accompanied by the emer-
gence of many new scientific societies and
their publications. The nineteenth-century

probabilistic revolution was accompanied
by the appearance of government social
statistics bureaus.

20. Revolutions involve the emergence of new
fields or specialty areas or the splitting of a
field into separate disciplines.

21. Fully genuine scientific revolutions produce
a proliferation of new results across several
scientific fields.

22. Fully genuine scientific revolutions change
one’s understanding of the universe and
one’s place in it and thereby challenge
wider cultural values. Kuhn’s technical con-
cept of revolution denies that this feature is
necessary.

23. Revolutions are nonlinearities in scientific
development, including not only discontinu-
ities but also exponential spurts, either tem-
poral or logical (as when a relatively
compact development has immensely fertile
consequences). In this respect, revolutions
are ‘‘chaotic’’ and unpredictable. People do
not know in advance where a revolution will
take them. This is a ‘‘consequentialist’’ in-
terpretation of revolution and conflicts with
the more ‘‘generative’’ views espoused by
Cohen. The nonlinearity of revolutions is
highlighted by Margolis’s (1993) account of
barriers, for what removes a cognitive barri-
er to revolution may be a development far-
removed from the center of the scientific
action.

24. Revolutions are progressive. (Kuhn and
Feyerabend denied this in the sense of
progress toward a predetermined truth.)

Given the multiplicity of criteria that may come
into play, there need be no opposition between rev-
olution and rapid evolution. The closer one looks at
revolutionary episodes and the more carefully one
explores the contextual sources of the ‘‘revolution-
ary’’ work (especially noting those that lie outside
the field as it was previously constituted), the more
numerous and relatively smaller the individual tran-
sitional steps become, however rapidly they may
have progressed. Evolution is capable of producing
revolutionary changes when plotted against a more
course-grained timescale. One is tempted to label
‘‘revolutionary’’ any development that yields ex-
tremely fertile practices, whether or not these con-
sequences were immediately apparent and whether
or not they were subversive of an entrenched ortho-
doxy. Yet, less fertile but rapid developments also
appear revolutionary. Again, it is partly a question
of scale, of getting a large output from a small input.
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The Wider Importance of the Debate about
Scientific Revolution

The discussion of scientific revolutions and the at-
tendant concepts of paradigm, conceptual scheme,
and incommensurability have enjoyed wide in-
fluence within general philosophy and popular
culture. Kuhn’s distinction of normal from revolu-
tionary science and his rejection of traditional con-
ceptions of realism, rationality, and objectivity
have been one resource for recent feminist move-
ments and other postmodern cultural develop-
ments. Controversies over scientific revolutions
also fuel the large debate over realism and social
construction within philosophy and sociology of
science—the so-called ‘‘science wars’’ (see Social
Constructionism). Kuhn’s historical Kantianism
raises once again central issues concerning the na-
ture of human cognition and one’s epistemic rela-
tions to reality. For example, Rorty (1979 and 1991)
makes substantial use of Kuhnian distinctions.
MacIntyre (1980) brings them into the moral
sphere. Scientific revolutions inform the work of
Quine (1953) and Davidson (1984) on radical trans-
lation and radical interpretation. Davidson, for ex-
ample, rejects the dualism of scheme and content as
a ‘‘third dogma of empiricism.’’
There is no coherent, agreed-upon concept of

scientific revolution. Accordingly, many science
studies practitioners, including some philoso-
phers of science, avoid the term as problematic;
but others find it essential for accounts of the
development of modern science.

THOMAS NICKLES
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SCIENTIFIC STYLE

The term ‘scientific style’ has been used in a num-
ber of different ways, but with a characteristic
strand of interconnected concepts and connota-
tions: historicity, worldview, world picture, Zeit-
geist, artistic style, thought collective, thought
style, episteme, conceptual schemes, paradigms,
themata, pluralism, relativism, and unity and
disunity of science.

In the footsteps of Kant’s idealist philosophy,
German culture made central the notions of
worldview or world conception (Weltanschauung)
and world picture (Weltbild ), which emphasized
an overall unified conception of meaningful life in-
volving cognition, emotion, and volition. It had in-
dividual as well as cultural and social connotations.
In particular, it stressed culture, history, and the
expression of values. For instance, Windelband’s
(1891) History of Philosophy was devoted to the
study of individual worldviews. Galileo is men-
tioned as the spearhead of the ‘‘scientific world
view’’ based on the mathematization of nature.
The priority of meaning and values in historical
method raised the question of the objectivity of the

worldviews and of the social sciences in general, and
in Theory of World Views, Dilthey ([1911] 1931)
extended the use of the notion of worldview beyond
philosophy, to religion and art. Since the early 1880s
his approach to the historical sciences included the
study of cultural phenomena in terms of typology,
development, and environment.
The pursuit of a unified scientific worldview or

world picture became central to German-speaking
scientists from Mach and Planck (protagonists of
a heated debate about the true physical world pic-
ture at the turn of the twentieth century) to Einstein.
In more philosophical quarters, however, the em-
phasis was on plurality and history. In the 1920s
Mannheim ([1929] 1936) introduced the term
‘thought style’ (Denkstil ). He emphasized the
historical-social nature of worldviews, associated
with particular groups, and how this nature deter-
mined their subject mater, ways of setting problems,
and conceptual apparatus. Thought styles, like
worldviews, are radically perspectival and histori-
cal. According to Mannheim, their irreducible
value-ladenness forces on the social sciences a new
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kind of objectivity based not on their elimination
but on their critical awareness and control.
In the mid-1930s, in response to a sense of Euro-

pean intellectual crisis, Husserl, Heidegger, and
Cassirer wrote about Galileo, revisiting what they
considered the birth of modern civilization, linked
to the rise of science. For Heidegger, Galileo inau-
gurated the exploration of the world predeter-
mined by the mathematical. Husserl had read
Windelband and referred to Galileo’s scientific
worldview already in the 1910s. For Husserl
([1936] 1970) the scientific worldview, the mathe-
matization of nature, revealed the ideal essences of
perceived things, but it was not the whole truth of
the life-world and had be rooted in the subjective.
For Cassirer (1937), Galileo’s ‘‘universal style’’
constituted a system of symbolic forms—like
those of art and religion—and reflected the ideal
that the human mind was adequate to all of nature.
Also in the mid-1930s, Fleck ([1935] 1979) pub-

lished the first monograph devoted to the examina-
tion of scientific styles, in this case applied to
medicine. For Fleck it was a means of historicizing
science itself, of discussing scientific change, and of
doing so from a social perspective, namely, that
of the ‘‘thought collective’’ (Denkkollecktiv). This
approach stood in sharp contrast to Popper’s
(1935) unifying and demarcating emphasis on the
autonomous logic of scientific method expressed
in his Logic of Scientific Discovery. Fleck explicitly
contrasted his ideas to Carnap’s early notion of
unified science based on ultimate elements of direct
experience. A style is characterized by common
features in the problems of interest to a thought
collective, by the judgments that the thought col-
lective considers evident, and by the methods that
it applies as a means of cognition. It constrains
individuals by determining what cannot be thought
in any other way. (Fleck drew an analogy to per-
ceptual Gestalts.) In this way facts can be both
socially determined and factual or objective.
Toulmin (1961) argues that the style of theory and

interpretation determines the terms in which one
formulates the questions that are asked with provi-
sional theories and in which one is answered with
experiments. Holton (1973) speaks, by analogy with
art, of scientific styles and links the stylistic commit-
ments of a scientist with themata, preconceptions
that drive theoretical and experimental work. Like
many stylistic categories in art history, many the-
mata come in opposite pairs, and, like artistic com-
mitments, they may have characteristically aesthetic
dimensions such as symmetry or simplicity. One
such themata is a unified world picture or world-
view, which Holton traces in Einstein’s work.

Wisan (1981) has seen in Galileo’s works the
emergence of a new scientific style. She has devel-
oped the point by introducing an internalist analysis
of the concept of scientific style by explicit analogy
with the role and understanding of style in art histo-
ry, especially in Wölfflin’s ([1915] 1950) formalist
approach. This allows her tomake sense of scientific
change by sorting out both innovations and conti-
nuities. Her notion of scientific style is character-
ized in terms of structure, content, techniques, and
expressive quality. Thus, for instance, she distin-
guishes between Aristotle’s and Galileo’s treat-
ments of motion, respectively: discursive and
classificatory versus geometric and axiomatic; defi-
nitions of fundamental concepts versus unified
treatment of local motions; logical analysis and
explication of concepts versus geometrical deriva-
tions of mathematical consequences; substance and
essence versus mathematico-physical magnitudes.

The most fully developed treatment and applica-
tion of the notion of scientific style came subse-
quently in Crombie’s (1993) Styles of Scientific
Thinking in the European Tradition. Crombie intro-
duces an externalistic notion of scientific style that
provides a comparative intellectual anthropology of
science and requires an interdisciplinary approach.
This view notably contrasts with an emphasis on the
logic of a unified scientific method. Crombie’s no-
tion of style is characterized by the following kinds
of commitments: conceptions of nature within the
general scheme of existence and its knowability by
humans; conceptions of science and of the organi-
zation of scientific inquiry, argument, and explana-
tion; a vision of what is desirable and possible in
view of evaluations of nature, purpose, and circum-
stances of human life; and a commitment to the
physical and biological environment in which
humans find themselves (even if it is to change it).
Crombie suggests six main styles:

(i) the Greeks’ axiomatic method—the search
for postulates and principles fromwhich phe-
nomena could bedemonstrated (e.g., Euclid);

(ii) the medieval logic of experiment—the
search for control and explanation of regu-
larities (e.g., Bacon);

(iii) hypothetical argument and models—the
search for analogies (e.g., Harvey);

(iv) taxonomical ordering of variety by
comparison—classifications might also re-
veal causes (e.g., Linnaeus);

(v) probabilistic and statistical analysis of
events and populations—the search for sta-
bility of chance and uncertainty in numeri-
cal regularities (e.g., Maxwell); and
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(vi) historical derivation of genetic development
(e.g., Darwin).

Hacking’s (1985) influential concept of style of
scientific reasoning originates from Crombie’s
and Hacking’s own work on the preconditions
for the emergence of probabilistic thinking, influ-
enced by Foucault’s archaeology of knowledge—a
historicized Kantian epistemology of worldview-
like epistemes. These preconditions included a
transformation of the medieval notion of opinion
into a concept of internal evidence. The new concept
opened a space for theories of probability that en-
abled the possibility of thinking about inductive
logic, statistical inference, and some interpretations
of quantum mechanics. For Hacking (1985), a style
of reasoning constitutes a space of intelligibility and
objectivity, the precondition for truth and false-
hood, prior to the truth of propositions. For in-
stance, the proposition ‘‘Mercury salve is good for
syphilis because mercury is signed by the planet
Mercury, which signs the marketplace, where syph-
ilis is contracted’’ is a candidate for truth-or-false-
hood determination only within a style of reasoning
central to the Renaissance based on the concepts of
resemblance and similitude. Hacking contrasts his
notion of style withQuine’s (Quine andUllian 1970)
web of beliefs and Davidson’s (1974) conceptual
schemes, which deal only with truth; with Kuhn’s
(1962) paradigms, which are not cumulative and
depend on specific exemplary items of knowledge;
and also with logic, which deals only with truth
preservation. For Hacking (1985), the historicity,
pluralism, and constructive aspects of styles of
reasoning do not undermine the notions of objectiv-
ity and rationality, but they do provide a model of
the disunity of science (Galison and Stump 1996).
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Searle has developed sophisticated and interlock-
ing theories of language, mind, and social reality.
These theories are held together by a realist meta-
physics and a correspondence theory of truth. Pri-
marily, he has contributed to the philosophy of
science (i) a criticism of the dominant project
of cognitive science, (ii) a theory of the structure
of consciousness, which he thinks should guide or
at least constrain cognitive science, and (iii) a theo-
ry of the nature of intentionality. Although this
article will focus on these three issues, it is neces-
sary to begin by saying something about his philos-
ophy of language, because, like many twentieth-
century philosophers, he has to a large extent read
off the structure of the mind from the structure of
language. Once his philosophy of language is
explained, his other views relevant to the philoso-
phy of science will be explained in reverse order.

The Structure of Speech Acts

Following J. L. Austin, Searle claims that the basic
unit of language is the speech act. The most explicit
kind of speech acts are those that Austin referred to
as explicit performatives or illocutionary acts, such
as those that typically would be performed by
saying, for example, ‘‘I state that Ava will be at
the party,’’ ‘‘I promise that Ava will be at the
party,’’ ‘‘I ask, you, Ava, to be at the party.’’ Searle
points out that as indicated by the grammatical
structures of these sentences, the speech acts are
helpfully divided into two parts. First, each has
the same content, in expressing the proposition
that Ava will be at the party. Second, each of the
relevant propositions performed by these sentences
differs with respect to the force with which each
proposition is expressed: stating, promising, and
asking, respectively.
Most of the utterances used to perform speech

acts are not as explicit as the ones in the examples
above. In the right circumstances a person may
utter an expression that indicates just part of the

proposition or the force and still succeed in commu-
nicating the entire thought by relying on the
hearer’s knowledge of the context, for example ‘‘[I
request that you close] the door,’’ ‘‘[I order you to]
leave!,’’ ‘‘I insist [that you leave now],’’ respectively.

As regards the analysis of specific explicit, non-
defective speech acts, several fairly sharp types of
conditions are detectable. For the following (sim-
plified) analysis of nondefective promising, the var-
ious kinds of conditions are italicized:

A speaker S, in uttering a sentence T, promises
an addressee H that S will perform an action
A only if

Preparatory: it is not obvious in the normal
course of events that S will do A; andH wants
S to do A.

Sincerity: S intends that S will do A.
Propositional content: A is a future action.
Essential: S andH recognize that in uttering T, S

incurs an obligation to do A, and S and H
recognize that the other recognizes this.

Speech Acts and Intentionality

Searle’s theory of speech acts has obvious connec-
tions with mental phenomena. The sincerity condi-
tion is always some mental state—for example,
intending for promising, believing for stating, and
desiring for commanding or requesting. Mental
states, like speech acts, usually have propositional
contents (e.g., intending that one will paint the
house). Some essential conditions are connected
with mental phenomena too; for example, an apol-
ogy is an expression of sorrow, and a congratulation
is an expression of joy.

Some general features of speech acts that also
indicate a relation to mental states can be codified
in four dimensions: (1) illocutionary point (pur-
pose), (2) the direction of fit between the words
and the world, (3) the type of sincerity, and (4)
the propositional content; and some of these have
correlates in mental phenomena (see Table 1).

Table 1 Major features of speech acts

Illocutionary point Direction of fit Sincerity Propositional content

Assertives

or representatives

Commits S to truth

of proposition

Word to world Belief Unrestricted

Directives Commits H to do A World to word Wanting H does A

Commissives Commits S to do A World to word Intention S does A

Expressives Expression of attitude None Some

psychological state

S or H (expand) þ property

Declarations ‘‘Declarational attitude’’ Word to world None Some state of affairs
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Assertives and beliefs have word-to-world direc-
tion of fit; both are supposed to match the way the
world is. In contrast, directive and desires (or
wants) have world-to-word direction of fit, as do
commissives and intentions. Concerning the sincer-
ity condition, only declarations do not have some
requisite mental state. For assertives, it is belief; for
directives, it is wanting or desiring; for commis-
sives, it is intending; and for expressives, it is
some pro or negative state, such as joy, anger, or
resentment. Further, the four types of speech acts
just mentioned and their correlative psychological
states have the same propositional contents. To
state that p is to believe that p, and to command
that a hearer do an action A is to desire that the
hearer do A.

Given these and other correspondences between
language and mental phenomena, one might ask
which, if either, is more basic. Some philosophers
hold that language is more basic than the psycho-
logical states it expresses, because the states
are made possible by the language used to de-
scribe them. Roughly, people posit the existence of
psychological states in order to explain the behav-
ior of people, and by extension some other crea-
tures, mostly vertebrates. Psychological states and
events are entities of a primitive scientific hypothe-
sis. (It is this view that inclines some philosophers
to hold that beliefs do not really exist; that is,
beliefs are parts of primitive hypotheses that neu-
rological science may show are as much a fiction as
bodily humors.) In contrast, Searle thinks the op-
posite is the case. In his terminology, psychological
phenomena have intrinsic intentionality (see Inten-
tionality), by which Searle means ‘‘that feature of
the mind by which mental states are directed at, or
are about or of, or refer to, or aim at, states of
affairs in the world’’ (Searle 1998, 64–65). Like
force, mass, and gravitational attraction, things
that are intrinsically intentional are such indepen-
dently of any community of observers. It is internal
to an intentional experience that it seems to be
about something. Some things, notably language,
have ‘‘derived intentionality.’’ Individual words and
sentences are directed at or are about things in the
world because people intend them to be so. Sen-
tences mean things because people have psycholog-
ical states that are expressed by the sentences.
Searle’s criticism of one form of artificial intelli-
gence, to be discussed below, turns on the claim
that computers have only derived intentionality.
Computer states and their output mean things
only because people take those states to mean
those things.

The priority of psychological phenomena over
linguistic phenomena is intimately related to anoth-
er property shared by speech acts and mental phe-
nomena. Just as statements can be true, so can
beliefs. Just as promises can be kept, intentions
can be fulfilled. Just as directives can be obeyed,
desires can be satisfied. In general, illocutionary
acts and psychological states alike have conditions
of satisfaction: ‘‘An intentional state is satisfied if
the world is the way it is represented by the inten-
tional state as being’’ (Searle 1998, 103). A belief is
false, an intention is not fulfilled, a desire is not
satisfied, and so on when their conditions of satis-
faction do not obtain.
Although there is a connection between basic

kinds of illocutionary acts with belief and desire,
they are not the primary forms of intentionality.
Perception and action are. At the heart of these two
concepts is that of having intentional causation in
their conditions of satisfaction. When a person sees
something, the object causes the seeing, and the
seeing represents (or, perhaps, better, presents) to
the person what is seen. When a person raises an
arm (in Gödel-Lob [GL] logic), the person’s inten-
tion to raise it causes the arm to go up, and that
intention contains a representation of that action.
In short, perception and action involve both a
causal and an intentional aspect, and they need to
work together. If they did not work together,
human survival would be impossible. Intentional
causation is quite different from Humean causa-
tion, which consists of regular, contiguous conjunc-
tions of events. It is essential to intentional
causation for the cause to be a representation of
the effect or the effect to be a representation of the
cause. If a person drinks water as a way of satisfying
(GL) thirst, then that person’s (GL) mental state,
that is, the desire the person drink water, causes it to
be the case that she drinks water. The desire both
causes and represents its condition of satisfaction.
As regards intended actions, in contrast with acci-
dental or mistaken actions, intentions form part of
the conditions of satisfaction. A person who raises
an arm must intend that the arm go up and that the
arm’s going up be caused by the intention that it go
up. Actions are causally self-referential.
This causal self-referentiality also applies to per-

ception. For someone to see something—say, a
tree—that very tree must cause the visual experience
of seeing it. The same holds for memory. If someone
remembers playing tennis at Wimbledon, then
the remembered event of playing tennis at Wimble-
don must cause the memory. The causally self-
referential components of seeing and remembering
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form part of the conditions of representation of
these phenomena.
As this discussion of acting, perceiving, and

remembering suggests, the concept of direction of
fit applies to them just as it applies to various
categories of illocutionary acts. Since one’s visual
experience needs to fit the world, seeing has mind-
to-world direction of fit; and since one tries to
make the world satisfy one’s desire, action has the
world-to-mind direction of fit.
The various components of seeing (an instance

of perceiving), believing, acting, and remembering
are summarized in Table 2.
As explained thus far, it may appear that

Searle has an atomistic view of mental phenom-
ena. But that would be a misimpression. All mental
phenomena take place against a backdrop of
pre-intentional ‘‘capacities, abilities, tendencies,
habits, dispositions, . . . and ‘know-how’’’ (Searle
1998, 107–108) and within a network of beliefs,
desires, memories, and so on. Among other things
the network explains what makes a particular per-
ception a perception of some object well known to
the perceiver. One of the conditions of satisfaction
for seeing a familiar object is that the object caus-
ing the visual experience be a particular object that
occurs as part of the conditions of satisfaction of
memories in the network.

The Structure of Consciousness

Acting, perceiving, believing, and desiring are so
pervasive and salient that one might ignore the fact
that each requires consciousness, at least in the
basic cases (see Consciousness). Paradigmatic
cases of acting, perceiving, believing, and desiring
are conscious. When consciousness is not explicitly
present, it must be theoretically possible for the
mental state to be able to become conscious. A
large literature has recently sprouted about zom-
bies, beings that are functionally like humans, but
nonconscious. Searle thinks such views are absurd
or dangerously misleading. As a matter of bio-
logical fact, one cannot have seeing or acting with-
out consciousness: ‘‘In real life you cannot subtract

the consciousness and keep the behavior. . ..[W]e
only understand intentionality in terms of
consciousness’’ (Searle 1998, 63–65).

Searle uses the point that that every mental state
must be theoretically or potentially conscious to
criticize Noam Chomsky’s claim that humans fol-
low rules of universal grammar even though these
rules are not conscious (see Chomsky, Noam).
According to Searle, Chomsky’s view is incoherent
because he does not say what feature of these rules
makes them mental rather than purely physical
brain states. An even more important application
of this point concerns Searle’s criticism of a domi-
nant understanding of cognitive science, as seen
below.

Consider now the structural features of con-
sciousness itself. Although Searle identifies ten fea-
tures of consciousness, they may be discussed
under five categories, or features.

The first is that consciousness is ontologically
subjective. It exists only ‘‘as experienced by an
agent’’ (Searle 1998, 73). Some contemporary phi-
losophers want to deny this because it does not
seem to fit into their world. Being physicalists,
they must also be materialists. They want to avoid
anything like Cartesian dualism. Searle fights
against this conflation of the physical and the men-
tal, and maintains that commitment to both the
mental and the nonmental does not necessitate a
commitment to dualism. For him, consciousness is
just as real as material objects; but it has a first-
person (subjective) ontology, in contrast with
the third-person (objective) ontology of the things
usually studied by natural science.

The second feature of consciousness is its unity.
The various instances of awareness that a person
has at one time of sight, sound, smell, thought, and
so on are part of one experience. This might be
called ‘‘vertical unity,’’ and it exists at any instant.
Consciousness is unified in another way: across
time. Consciousness would not be coherent if
there were no short-term memory. Searle calls this
‘‘horizontal unity.’’ It is tempting to think that the
unity of consciousness is achieved by hooking to-
gether discrete mental states, that unity is the result

Table 2 Components of international states and actions

Seeing Believing Acting Remembering

Intentional component Visual experience Belief Experience of acting Memory

Presentation or representation Presentation Representation Presentation Representation

Causally self-referential Yes No Yes Yes

Direction of fit Mind to world Mind to world World to mind Mind to world

Direction of causation World to mind World to mind Mind to world World to mind
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of binding distinct elements. But Searle thinks that
consciousness by its nature has a unity, and the
various ‘‘contents’’ of consciousness are better un-
derstood as modifications of consciousness. Searle
uses the metaphor of a field: ‘‘[We should] think of
consciousness . . . as a vast field, and think of the
particular percepts, thoughts, experiences, and so
on, as variations and modifications in the structure
of the field’’ (Searle 1998, 82). Related to the unity
of consciousness is the fact that experiences are
normally structured. The mechanisms underlying
this cause one to see a few lines as a human face or
a sequence of stationary flashing lights as moving.

The third feature of consciousness connects a
person to the external world (GL) in two ways:
cognitive and volitive. People represent the way
the world is and how they would like the world to
be. Their orientation to the world is always colored
in some way. People are always in some dominant
mood or other that affects how things get experi-
enced. What might cause anger in one mood might
cause bemusement in another. People recognize
that they are sometimes in good moods or bad
moods; indeed all conscious states are ‘‘pleasurable
or unpleasurable to some degree’’ (Searle 1998, 80).
For the most part, it is difficult or impossible to
describe precisely quotidian moods.

A fourth feature is that there are degrees of
conscious attention, which again is in two dimen-
sions. A person may be more or less attentive to the
main focus of consciousness, say, a lecture; and a
person is more attentive to that main focus than to
what is peripheral. Thus, one might be paying
much attention to a lecture and also be paying a
little attention to the squirming child to the left.

The fifth feature seems to be closely related to
Searle’s idea of the network: the connectedness of
all experience. People typically have a sense of their
own situatedness: where they are roughly in space
and time, what season of the year it is, what city
and country one is in. It would be hard, if not
impossible, to understand anything if one did not
have some idea of where one was in space and time.
Also, experiences come in varying degrees of famil-
iarity. Entering a building, one has a sense for the
kind of building it is, the kinds of facilities it will
have, and where some of them are likely to be.
Even otherwise strange places have their own
familiarity. One would not expect to come upon a
ski lodge in a jungle. A person who currently sees
only the cover of a book expects to have certain
tactile sensations if the person touches it; and if one
opens it, one expects it to open to pages with print.
Some gag gifts are ‘‘books’’ with provocative titles
consisting of one hundred or more blank pages.

The Critique of Strong Artificial Intelligence

One of the merits of Searle’s view is the fact that it
accommodates both common sense and the scien-
tific view of things. Mind is not the same as body;
but mental phenomena cause, are caused by, and
are realized in brain states. Consciousness is to the
brain as solidity or liquidity is to molecules. One
thing that guarantees the irreducibility of the men-
tal is its place within a level of description that does
not normally include talk about brain cells. It is
also guaranteed, according to Searle, by the fact
that consciousness, the qualitative experience of
sights, sounds, and smells, is real. It is ontologically
subjective but nonetheless a part of the physical
world and must be explained. Comparing con-
sciousness to the working of a four-cycle internal
combustion cylinder, he says that, at themacro level
of discourses, it is appropriate to talk about the
spark plug firing and the explosion of the gas in the
cylinder. At the micro level, the concepts of firing
and exploding have no place, but ‘‘oxidation of
individual hydrocarbon molecules’’ does. Both are
causal accounts. Similarly, at the macro level it is
appropriate to talk of consciousness and thinking,
even though it is not appropriate at the micro level.
Searle did not appreciate how central the inelimin-
ability of consciousness was to his critique, and he
rarely mentions consciousness (Searle 1980). This
changed in his later publications: ‘‘The common
sense objection to strong AI [artificial intelligence]
was simply that the computational model of the
mind left out the crucial things about the mind
such as consciousness’’ (Searle 1992b, 45; 1998, 98).
Searle distinguishes between strong AI and weak

AI. Strong AI is the view that ‘‘brain processes
(and mental processes) can be simulated computa-
tionally’’ (Searle 1992b, 201–202). The hardware of
the mind is unimportant. It could be carbon-based
brain cells, as in human beings; but it could just as
easily be silicon chips, vacuum tubes, water tubes,
or even appropriately trained cats and dogs. What
is important to being a mind, according to strong
AI, is that the machinery instantiate a computer
program. To do this is to think or to understand or
to have desires and intentions. An appropriately
programmed computer is a mind. Consequently,
to understand what computer programs are is to
understand what mental phenomena are.
Searle thinks that strong AI is false. In order to

refute it, he constructs the following (simplified)
thought experiment. Suppose that a person C who
does not know Chinese is locked in a room and
given a book, written in C’s native language, that
correlates Chinese characters in one column with
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Chinese characters in another. The book includes
the instructions that when a slip of paper is passed
through a slot in the room, C looks up the char-
acters written on it in the book, finds their corre-
lates, chooses another slip of paper that has the
correlates written on it, and passes it back through
the slot. Further suppose that C is so good at this
operation that people outside the room who do not
know what goes on inside the room would have
good evidence for thinking that someone or some-
thing inside the room knows Chinese. From the
external point of view, the paper output is func-
tionally no different from what one would expect
of someone or something that knows Chinese.
On this, Searle and Chomsky are on the same

side. Searle now makes two observations: What C
is doing in the room is essentially what a computer
does; and C obviously does not understand or
know Chinese. It follows that computers do not
understand or know languages. QED.
One difference between Searle’s original thought

experiment and the rendition of it just given is that
instead of talking about C, Searle describes the
scenario in the first person: ‘‘Suppose that I’m
locked in a room,’’ etc. Searle wants readers to
put themselves in the position of the person in the
room. It is the reader who is looking up the char-
acters in the instruction book and then choosing
the appropriate output. The reader has a privileged
perspective on what the reader knows. Further,
since there is no other person or thing connected
with the room that plausibly knows Chinese, the
reader seems justified in concluding that instantiat-
ing a computer program is not sufficient for know-
ing a language, or anything else. The basis for the
readers’ belief that they do not know Chinese is
their recognition that they do not know it.
Searle maintains that various mistakes in cogni-

tive science, not to mention the philosophy of lan-
guage, result from taking the third-person point of
view, either because one thinks that that is the only
scientific way to study anything or because there is
no genuine first-person point of view, the latter
being either epiphenomenal or an illusion. In con-
trast, Searle believes that the first-person perspec-
tive is not just a legitimate one but is a privileged
perspective for judging what a person knows. As
he says: ‘‘Remember, in these discussions, always
insist on the first person point of view’’ (Searle
1980, 451).
In the original debate, neither Searle nor his

critics called attention to the role of consciousness
in this thought experiment. For all of them, the
main issue was put in terms of what a computer
could know and whether one could think. It is

plausible that an important source of the impasse
between them was a disagreement about the criteria
for thinking and knowing. Searle implicitly thought
that consciousness was a necessary condition for
thinking. The proponents of artificial intelligence
maintained that satisfying a functional or behav-
ioral criterion was sufficient for thinking. This was
why they appealed to the Turing test.

Someone trying to mediate the dispute between
Searle and his opponents might suggest that the
proponents of strong AI concede to Searle that
computers today and for the foreseeable future
will not be conscious, and that Searle concede to
the proponents of strong AI the behavioral criteria
they want for words like ‘think’ and ‘know’ as
applied to computers. In this proposal, the differ-
ent criteria applied to humans and computers
would be analogous to the varying criteria that
are applied to the word ‘strong’ in relation to
humans and elephants.

At least some proponents of strong AI would
probably reject the proposal, either because they
think that consciousness is an illusion, so to speak,
or because they think that consciousness emerges
from the complex computations that would be
performed by C. The consciousness might not
attach to C exactly, but to the room and contents
as a whole. This is the ‘‘systems’’ objection to the
Chinese-room scenario.

However, Searle would probably reject the pro-
posal because he thinks that the behavioral criteri-
on suggested for thinking is so far from capturing
what is essential to thinking and knowing that it
changes the meaning of ‘think’ and ‘know.’ In
addition to the point that thinking depends on
consciousness, Searle says that thinking is intrinsi-
cally intentional, while computer states are not.
The physical states or outputs of computers have
derivative intentionality, as language does. What
goes on within a computer are purely formal or
purely syntactic operations. Therefore, the comput-
er states are not intrinsically semantic; they are not
intrinsically about anything in the world. Human
beings, however, can interpret or assign a meaning
to the various states or outputs of the computer,
just as they do for linguistic signs. In other words,
‘‘the characterization of a [computer] process as
computational . . . is essentially an observer-relative
characterization. . . . It requires the assignment of a
computational interpretation by some agent’’
(Searle 1992b, 210–211). A computer has nothing
inside it that has direction of fit, propositional
content, or conditions of satisfaction.

Searle’s thought experiment was opposed bymost
cognitive scientists. Among the many objections
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advanced, two are important. According to the
systems objection, it is not C who is supposed to
understand; C is just the central processor; rather,
what understands Chinese is the entire system,
which includes C’s ledger with the rules of correla-
tion and C’s calculations. Consequently, the fact
that C recognizes that one does not know Chinese
is not decisive. Searle’s reply aims to show that
even when all the aspects of the system are consid-
ered together, it is obvious that nothing in or about
the room knows Chinese. Suppose that everything
in and about the room is put into the head of C,
including the information in the ledger. C would
still know that she does not understand Chinese,
says Searle. Hence, no system relevant to the room
understands Chinese.

The other main objection to Searle’s thought
experiment is the ‘‘robot’’ objection. The reason C
does not understand Chinese is that one lacks sub-
stantive causal interaction with the world outside
the room. C would know Chinese if one interacted
with one’s environment. According to the robot
objection, if C can observe what is outside via a
television camera and if one can move the room
from place to place, say, on wheels, if C can ma-
nipulate objects in the environment, with armlike
devices, and if C can do all of this in virtue of the
Chinese instructions that enter the room and then
get decoded via the rules in the ledger, then C
knows Chinese. In fact, C is no longer needed at
all. Let C be a computer that causes things to
happen in virtue of the machinery just described.
In such a case, the computer in the room would
understand Chinese and have other mental states.
The proponent of strong AI may then observe that
a human being is just like the robot, except that a
brain stands in for a computer, eyes for the televi-
sion camera, and so on (Searle 1980, 420.)

Searle’s response to the robot objection in effect
consists of two parts. The first concerns the case in
which C is hooked up with cameras, wheels, and
levers. Searle observes that in this case C is starting
to learn Chinese. When C learns from the (GL) rule
book that C is to grab a salt shaker and pass it to
someone viewed on the television screen, C is giv-
ing a semantic content to the previous purely for-
mal or syntactic elements, and hence taking a step
toward language comprehension. But this case is
very different from the original one in which C was
manipulating purely formal elements. The second
part of Searle’s reply concerns the allegation that
the human (in a human body) is like a computer (in
a robot). Searle does not deny that machines think.
Indeed, he claims that only machines think.
(Humans are machines.) Rather, he claims that it

is a matter of physical fact about this world that the
carbon-based structures of the brain are such that
their specific composition gives rise to conscious-
ness, and the silicon-based structures of a computer
do not. Searle is not saying that no other kind of
material in this world could also cause conscious-
ness. In some solar system of some galaxy in the
universe there may be conscious creatures who
have a very different physical composition. Simi-
larly, he is not saying that no silicon-based machine
of a different design and complexity could not give
rise to consciousness. But in this world, given their
current composition and mechanisms, computers
do not think.
Searle’s critique of strong AI has the conse-

quence that cognitive science should abandon the
idea that computer programs are accurately repre-
senting either mental or neurological processes. His
views about the structures of consciousness, identi-
fied by taking the first-person point of view, con-
strain any adequate study of consciousness and
intelligence.

A. P. MARTINICH
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UNITS AND LEVELS OF SELECTION

See Biology, Philosophy of; Evolution; Natural Se-
lection

SIMPLICITY

See Parsimony; Unity and Disunity of Science

SOCIAL CONSTRUCTIONISM

The first use of the words ‘social construction’ to
signal a theoretical orientation was by Peter Berger
and Thomas Luckmann (1966), in their book The
Social Construction of Reality. Berger and Luck-
mann argued that ‘‘constructed’’ social reality is an
empirically tractable domain; an objective world of
a different order than the world of natural science.
They did not question the objectivity of either nat-
ural or social reality, but instead attempted to de-
velop a distinctive theoretical approach to the
latter. They drew upon phenomenology (particu-
larly Alfred Schutz’s [1972] phenomenology of the
social world) but adapted it to a more conventional

form of social explanation. Unlike Schutz, Berger
and Luckmann did not attempt to explicate the
life-world from the standpoint of a typified mem-
ber. They used the word ‘construction’ as an
Americanized and sociologized variant of the phe-
nomenological notion of ‘‘constitution’’ (an acau-
sal coordination of intentional acts and intentional
objects), and they reverted to a more familiar form
of structural theory, using a historical overview
from which to develop a general explanation of
how subjective actions give rise to stable, externally
constraining, and (for all practical purposes)
objective institutions. Their account of institutions

SEARLE, JOHN

774



combined a critique of positivism—arguing against
one-sided views of social institutions as being ‘‘out
there’’ in a world independent of human agency—
with an empirical outlook that invited investigation
of how such institutions become objectified.

Berger and Luckmann assumed that their gene-
alogy of social institutions did not apply to natural
regularities. Instead, their concept of social con-
struction described the emergence of institutions
from rituals, customs, and beliefs in particular his-
torical circumstances. For Berger and Luckmann,
the compulsive and constraining force of institu-
tional reality is no less binding than natural laws,
but this force inhabits a second-order reality of
norms and evaluations—a reality that becomes sec-
ond nature, entrenched in the actions of properly
socialized members. Berger and Luckmann de-
emphasized ontology and made the point that
members of particular cultures who lack cosmo-
politan perspicacity are unlikely to recognize the
difference between socially constructed institu-
tions and natural realities, since both make up the
unquestioned background of daily practice. Dec-
ades later, John Searle (1995), in The Construction
of Social Reality—a title with an uncanny, al-
though apparently unintentional, resemblance to
its unacknowledged predecessor—took a far more
explicit interest in drawing ontological distinctions.
Searle articulated two distinct lessons about social-
ly constructed realities: first, that ‘‘institutional
facts’’ like the value of currency or the rules of
chess are both real and essentially dependent
upon the existence and maintenance of collective
ideas and actions; and second, that such socially
constructed realities differ essentially from ‘‘brute
facts’’ like the height of Mount Everest or the
double-helical structure of DNA. Contemporary
social constructionism in the social sciences
is distinguished by an irreverent stance toward
that very distinction. Like Berger and Luckmann,
Searle aimed to establish that constructed reality
is real, albeit not in the same way as heights
of mountains and structures of molecules. Con-
temporary constructionists take for granted that
social constructions are real, and are more inclined
to extend reality construction to cover geological
measures and molecular structures.

The Diffusion of Constructionism

In the three decades between the publication of
Berger and Luckmann’s and Searle’s essays on
social construction, the theme of ‘construction’
became widespread in the humanities and social
sciences. The term ‘construction’ assumed a life of

its own independent of Berger and Luckmann’s
theory, which one could say describes the academic
institutionalization of constructionism. Especially
in the 1980s and 1990s, social and cultural con-
struction became a central theme for a movement
in the humanities and social sciences. An indication
of how far the movement spread is a lengthy list
compiled by Ian Hacking (1999, 1) of books with
‘construction’ in their titles. This list includes
works on topics as diverse as scientific facts, illness,
women refugees, and Zulu nationalism. The vari-
ous constructions include culturally prevalent
ideals and ideas, as well as more substantive
institutional patterns and programs.
As Hacking points out, contemporary social

constructionism has little affinity with cognate de-
velopments in earlier eras. The nineteenth-century
mathematicians and early-twentieth-century artists
sometimes called ‘constructivists’ tended to favor
formalistic schemes and procedures. Today’s social
and cultural constructionists tend to take a skepti-
cal or critical view of rules, algorithms, and other
formal structures, emphasizing the interpretive
flexibility of formalisms and stressing the role of
locally situated actions. Hacking recommends that
the term ‘constructionism’ be reserved for the
recent movement, in order to distinguish it from
unrelated forms of ‘constructivism,’ but both terms
continue to be used interchangeably. He argues
that social constructionists typically challenge con-
ventional sensibilities by demonstrating that a phe-
nomenon that appears to be natural, determinate,
or inevitable (e.g., the natural basis of sexuality/
gender, the medical status of one or another mental
illness, the inevitable march of technological prog-
ress) is actually more flexible and less determined
than usually imagined. Often combined with such
arguments is a denunciation of the state of affairs
held responsible for the construction. Such denun-
ciations encourage efforts to reform the existing
state of affairs by counteracting assumptions
about their natural foundations and inevitability.
Hacking’s inventory demonstrates the extent

to which constructionist arguments depend upon
what they take up for analysis. To successfully
provoke interest and stir controversy, a construc-
tionist study typically starts with a subject that is
taken for granted or assumed to be inevitable
(Hacking 1999, 12). The challenge for the study is
to demonstrate how a condition that seems inevita-
ble might have turned out differently, and might
yet be changed through concerted social action.
Some subjects (e.g., technological innovations)
might seem unpromising for such an argument,
because everyone already knows that they are
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constructed. However, successful constructionist
programs can frame the subject in an appropriate
way—for example, by taking aim not at technology
per se but at the idea that technological progress is
governed by rational imperatives (Bijker, Hughes,
and Pinch 1987). Now that the construction-
ist idiom has been adopted in one field of study
after another, it has diffused in more ways than
one. While constructionist programs can be found
throughout the social sciences and humanities, and
also in schools of business management, law,
nursing, social work, and education, and even in
corporate technology research centers, just what
hangs on the idea of ‘‘construction’’ has become
quite diffuse. Depending upon which corners of
the constructionist universe one explores, it is pos-
sible to find accents of idealism, realism, histori-
cism, pragmatism, functionalism, empiricism, and
instrumentalism.

The Construction of Science

Perhaps the most provocative examples of con-
structionism are found in the field of science studies
(a transdisciplinary field including historians,
sociologists, anthropologists, and a few philoso-
phers of science). Starting in the early 1970s and
inspired by Thomas Kuhn’s Structure of Scientific
Revolutions ([1962] 1970), proponents of the strong
program in the sociology of scientific knowledge
(SSK) argued that even the most established scien-
tific and mathematical truths were subject to ‘‘so-
cial’’ explanation. David Bloor (1976) and other
proponents of the strong program did not call
themselves constructionists, but their writings are
frequently cited in connection with the genre. Two
of the most influential and controversial proposals
from the strong program were that a sociologist of
knowledge should attempt to be impartial toward
the beliefs studied and should give symmetrical
explanations of why they are believed, regardless
of their (alleged) truth or falsity, rationality or irra-
tionality, or success or failure. A practical rationale
for impartiality and symmetry is that a sociologist is
unlikely to know which side in a scientific contro-
versy is on the side of truth and rationality. In
scientific controversies it often is the case that pro-
ponents on both sides explain their own views as
consequences of correct procedure while charging
their opponents with ignorance, irrationality, and
vested interests. A sociologist is in a poor position to
guarantee that one or another currently accepted
scientific fact or law will continue to be held true
for all time. In addition, consistent with a more

general policy of methodological charity, a sociolo-
gist or anthropologist may want to suspend initial
preconceptions about the rationality or irrationality
of a belief system when seeking to explain the
origins of that belief or understand why it is accept-
ed. Symmetry and impartiality are methodo-
logical policies, but they are often confused with
metaphysical positions that deny the possibility
of having true knowledge, and the strong program
is sometimes accused of treating all systems of
belief indiscriminately, as equally valid.

The policies of symmetry and impartiality, and
the attempt to explain scientific knowledge as so-
cially caused belief—the hallmarks of the strong
program—raise many conceptual and methodolog-
ical problems, such as the apparent incongruity
between relativism about nature and realism
about society, the puzzling meaning and implica-
tions of the claim that ‘‘true’’ and ‘‘false’’ knowl-
edge or belief can be explained in the same general
way, and the confusion that results from adopting
a general explanatory term (‘construction’) that
is commonly used to dismiss empirical claims
(Laudan 1981; Coulter 1989; Lynch 1993). Howev-
er, Bloor and his colleagues do not deny truth,
nor do they suggest that specific scientific results
are untrue, irrational, or unsuccessful. Indeed,
Barnes, Bloor, and Henry (1996) identify their
position with realism.

The constructionist idiom became explicit with
the publication of Latour and Woolgar’s (1986)
study of a biochemistry laboratory at Salk Institute
in San Diego. The authors framed their study with
the metaphor of an anthropologist studying an
exotic tribe in which the natives share esoteric
knowledge, speak (technical) dialects unintelligible
to an outsider, and perform arcane rituals with
strange apparatuses and sacrificial animals. Latour
and Woolgar spoke of facts as anthropological
constructions. They defined a fact as a statement
of the form ‘X is Y’ from which qualifications,
references to circumstances, and grammatical
markers of uncertainty have been deleted. The
main case they examined was a successful effort
to identify the molecular structure of a particular
growth hormone (eventually awarded the Nobel
Prize). Latour and Woolgar insisted that the scien-
tists did not begin with the fact they eventually
helped establish; instead, the scientists put forward
a series of tentative, and often contested, ‘‘repre-
sentations,’’ which were defended against rival
efforts to ‘‘deconstruct’’ them, and only after the
controversy was settled was the fact endowed with
transcendental status and stripped of any reference
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to the uncertainties and contingencies that were
conspicuous at earlier times. The genealogy of the
‘‘fact’’ placed it within a long chain of represen-
tations (in language, in literary inscriptions) at
the end of which it became settled and took its
place in nature.

Latour and Woolgar attempted to avoid the sug-
gestion that the scientific fact they studied was
merely a product of ideology, bias, or some other
discrete ‘‘social’’ factor. To ward off the idea that
they were making a straightforward sociological
explanation, they went so far as to drop ‘social’
from the title of their book when they published a
revised edition in 1986, so that the subtitle read The
Construction of Scientific Facts.

Nevertheless, Latour and Woolgar (1986, 237)
courted confusion by making provocative claims
such as, ‘‘reality is the consequence, rather than the
cause,’’ of scientists’ constructive activities. Alan
Sokal (2001, 16), for example, interpreted the asser-
tion as an ontological claim implying that natural
reality does not preexist its discovery. However, the
assertion becomes less provocative, and less absurd,
when one understands Latour and Woolgar’s gene-
alogy of fact, not as a causal explanation, but as a
semiotic analysis of the way scientists reformulate
their factual accounts over time. It makes some
sense to say that ‘‘reality’’ comes after (is a ‘‘conse-
quence’’ of ) a series of referential constructions
if one maintains an agnostic attitude toward the
ontological status of the ‘‘fact’’ in question and
draws no distinction between the idioms of realis-
tic reference and their ultimately ‘‘real’’ referents.
The source of confusion is not necessarily on the
side of naı̈ve realist readers, however, since Latour
and Woolgar’s grammatical formulations often
seem designed to provoke shock and confusion.

Other influential studies, such as Andrew Pick-
ering’s (1984) Constructing Quarks, adopted the
constructionist idiom. Pickering employed a Kuhn-
ian perspective (one that Kuhn did not personally
endorse) to describe a revolution in late-twentieth-
century particle physics. Although sometimes cast
by critics as a simple causal story of external
social and political influence on a scientific com-
munity, Pickering’s narrative and those of other
constructionists deploy more subtle arguments in-
volving two distinct steps (see Collins 1985 for
related arguments and case studies):

1. The constructionist invokes skeptical philo-
sophical arguments and interprets them in a
sociological manner, to say that the victori-
ous theory was underdetermined by experi-
mental evidence (see Underdetermination of

Theories), that the experimental evidence was
theory-laden (see Observation), and that no
crucial test was responsible for the eventual
victory of one of the rival research programs.

2. Having noted the lack of unequivocal evi-
dence supporting the victorious theory, the
constructionist examines the historical record
for persistent disputes about particular exper-
imental designs and interpretations. Then,
when such disputes can be found (as they
frequently are), the constructionist adduces
evidence of distinct theoretical commitments
and experimental styles, national divisions
between research groups, vested interests,
and other social and cultural orientations
that may account for the alignment of key
parties in the controversy.

The extension of constructionism to cover the
‘‘products’’ of the natural sciences and mathe-
matics proved to be highly provocative and also
rather confusing. In part, the confusion stemmed
from the fact that the term ‘construction’ already
had currency in the vernacular of science. It is
commonplace, and noncontroversial, to speak of
the construction of models, theories, and proofs.
However, ‘construction’ and related expressions,
such as ‘artifact’ and ‘manufacture,’ are fighting
words in disputes about experimental results.
When used in sociological explanations of particu-
lar episodes and general developments in science,
such terms can seem to imply that specific results
were concocted, or even that all scientific results are
dubious. Whether such confusion is deliberately
fostered by attention-seeking authors or results
from naive misreadings of their arguments and
descriptions remains an open question.
Constructionism became very influential in

science-studies circles through the 1980s and 1990s
and was an important part of a broader set of
developments that included new professional socie-
ties, journals, and university science-studies pro-
grams. It would be grossly inaccurate to identify
such developments with a single ‘‘school’’ or style
of explanation, though constructionism was a
major theme and topic of debate at the time. As
an increasing number of social-historical and eth-
nographic case studies of science, technology, and
medicine accumulated, it became common to cite
the literature as evidence that traditional idealized
versions of scientific method have been superseded
by a developing empirical knowledge of a messy,
uncertain, and contingent array of scientific prac-
tices. Critics occasionally pointed out that such
empirical claims about actual science sat uneasily
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with a relativistic stance toward natural reality.
In addition to being subject to variants of the tu
quoque argument against relativism, social con-
structionists were accused of political quietism
and dismissed for their lack of ‘‘normativity.’’ For
many feminists, constructionism was a valuable
tool for opposing objectivism and male privilege,
but it did not go far enough in the directions they
wished to take it (Harding 1996; Haraway 1991).
The question of whether a ‘‘symmetrical’’ stance
toward science is compatible with normative pro-
grams of feminist epistemology and other efforts to
democratize scientific knowledge continues to be
debated.

The Science Wars and After

Social constructionism became a focus during the
‘‘science wars’’ in the mid-1990s. Unlike the many
criticisms of constructionist science studies that
had occurred over the previous twenty years,
those associated with the science wars were put
forward by natural scientists. The indignant mis-
sives written by a few of these scientists reached
a higher level of explicit hostility and attracted
much wider attention than had previous criticisms
in academic journals and interdisciplinary sym-
posia. Not only did the critics charge social con-
structionists with philosophical relativism and
take issue with particular historical interpretations,
they lumped social and cultural studies of science
together with ‘‘postmodernist’’ attacks on ‘‘truth’’
and with diverse anti-science and anti-modern
movements (Gross and Levitt 1994). Though
often billed as a conflict between science and anti-
science, the science wars involved social and
natural scientists on both sides.
The vociferous critics of constructionism includ-

ed a fair number of social scientists, philosophers,
and other scholars who took the opportunity
to pursue disputes that had been going on for
many years. In addition, a number of scientists
and mathematicians (as well as many historians
and sociologists of science with backgrounds in
science and engineering) defended social and cul-
tural studies from some of the attacks. Physicist
Alan Sokal’s (1996) ‘‘hoax’’ article, which appeared
in the cultural studies journal Social Text, touched
off a wave of publicity about the science wars.
Sokal’s article claimed amazing parallels between
quantum gravity theory and postmodern literary
theory. When Sokal acknowledged just after his
article was published that it was complete nonsense,

he purported to expose the ignorance of science
and lack of standards in the cultural studies field.
However, his target differed from the anti-science
that Gross and Levitt denounced. Sokal took de-
light (as well as offense) in revealing an odd variant
of scientism in the arcane critical writings of French
intellectuals and their American exponents. It
seemed that, like more common varieties of science
popularizers and science emulators, famous French
intellectuals also had a tendency to couch their
ideas in garbled versions of quantum theory, Ein-
stein’s theory of relativity, and chaos theory. Sokal
was accused of being unimaginative and uncharita-
ble in his readings of the authors he criticized
(Stolzenberg, 2001), but he did not charge science
studies with general hostility toward science. If
anything, he charged particular writers and their
followings with idolatry—–with taking the name of
Einstein in vain.

If scientism is an illegitimate extension of science
into metaphysics, then the charge of scientism
cuts both ways. A few of the self-proclaimed de-
fenders of Science and Reason (who used these
categories in an abstract, quasi-religious way) who
joined the attack against social and cultural studies
of science were authors of controversial sociobio-
logical explanations of human capacities and sexu-
al preferences. Others, who worked in more
credible fields of physics and biology, wrote articles
and books in which they disavowed philosophy
while at the same time advancing their own intui-
tive philosophies of science. Both critics of Western
science and defenders of Science and Reason could
be accused of confusing science as practiced in
specific organizational and historical circumstances
with Science as an idealized worldview. In any case,
the specificity of constructionism tended to get lost
in the fray. Constructionist studies characteristical-
ly focus on specific historical sequences and orga-
nizational circumstances, but the science wars
invited much broader claims and sweeping argu-
ments than could ever be documented with detailed
historical or sociological studies. As a philosophi-
cal debate joined by very few philosophers—in
which the scientists involved rarely referred to
their own specialized research, and the social scien-
tists rarely went into detail about their historical
and ethnographic research—it was not surprising
that the science wars ran out of steam after a few
years. The dispute had started to wane by the late
1990s, as a few participants continued a less frac-
tious dialogue about the claims and implications
of social studies of science (Labinger and Collins
2001).
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By now, largely as a result of the widespread
adoption and abuse of constructionism, the ideas
associated with the genre have become so diffuse
that the word construction and the tropes asso-
ciated with it have lost their meaning, as well as
much of their former cachet. In science-studies
circles, strident polemical efforts to rewrite ‘‘na-
ture’’ as construction, or ‘‘discovery’’ as ‘‘inven-
tion’’ appear less frequently and provoke less
interest than they once did. Latour and Pickering,
who helped establish the constructionist idiom in
social studies of science, now pursue postconstruc-
tionist attempts to re-introduce nonhuman sources
of agency into their theoretical schemes (Pickering
1995; Latour 1999). More interesting, perhaps, are
continuing efforts to trace how variants of the
nature/society and science/nonscience distinctions
are deployed in specific institutional settings with
tangible practical, political, and legal consequences
(Gieryn 2000).

It is tempting to think of constructionism as a
coherent epistemology, roughly akin to classic ide-
alism but with more emphasis on the constitutive
roles of embodied practices, social alignments, and
technological instruments. However, in its current
incarnation, constructionism has become too dif-
fuse to support a single philosophical perspective.
Moreover, the orientation of many social-historical
and ethnographic studies to particular settings, and
the emphasis on the specificity of research in differ-
ent fields, is not easily subsumed under a single
theory of knowledge. Instead of being a coherent
epistemology, constructionism might better be con-
sidered an approach to ‘‘epistemography’’ (Dear
2001): an empirical study of particular historical
and institutional settings inwhich participants orga-
nize and deploy what counts, for them, as observa-
tion, experimental evidence, truth, and knowledge.

MICHAEL LYNCH
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PHILOSOPHY OF THE
SOCIAL SCIENCES

Social scientists study the group behavior of
human beings. Philosophers of social science
study the methods of inquiry and patterns of expla-
nation appropriate for the social sciences. A peren-
nial topic of interest to philosophers of social
science is the question of how different the meth-
odology of the social sciences should be from that
of the natural sciences. Aristotle believed that final
causes played a crucial role in the explanation of
human behavior, whereas natural scientists need
look for only efficient and material causes. At the
beginning of the twentieth century there was a
concerted attempt to naturalize the social sciences
(see Unity of Science Movement). The debate
about whether social science requires a special
form of understanding still resonates in current
philosophical discussions.
What are some of the reasons for believing that

social inquiry poses unique problems? In The Pov-
erty of Historicism Karl Popper (1957) argues that
attempts to predict human behavior are undercut
by a radical openness of the system that has no
parallel in the physical sciences (see Popper, Karl
Raimund). What people do is influenced by the
ideas they have about what is possible. It is also
known that a person in a practical problem situa-
tion may come up with a completely novel solution
to that problem and act on it. But by definition, it is
impossible for anyone today to predict what will
only be discovered or first thought of tomorrow!
The ability of human beings to create new ideas and
the responsiveness of human systems to those ideas
seems to be different in kind from the openness of
the solar system to asteroids.
Philosophers have also noted the phenomenon

of ‘‘reflexive predictions,’’ in which the very act of
making a prediction can change the behavior it
was trying to foretell. Such considerations have
convinced many philosophers that social scientists
should devote more attention to explanation than
to prediction; but as will be discussed, there is
little agreement about exactly which models of
explanation are appropriate.
Another distinctive feature of social science is

the fact that many of the basic phenomena to be

studied come into existence only because people in
a given society agree to their existence. What
counts as money, marriage, or murder depends on
a complex system of mutual understandings and
trust that floats on top of and is largely autono-
mous from the physical and biological world.
These important constituents of social life are cre-
ated, maintained, and destroyed according to the
shared intentions of the people who are being stud-
ied. For J. L. Austin a key feature of the social
world is the ability to create obligations by means
of ‘‘performative utterances.’’ John Searle (1995)
has proposed an analysis of institutions that is
rooted in the collective intentions of members of a
society (see Searle, John). The fact that so much
of social reality is socially constructed strongly
suggests that the methods and structure of social
science will exhibit distinctive features.

So there are certainly prima facie reasons for
expecting that the typical problems faced by social
scientists may turn out to be quite different from the
challenges found in the physical sciences that have
formed the basis for most philosophizing about the
nature of science. But various traditional philo-
sophical misgivings about the very possibility of a
science of human societies are undercut by the cur-
rent success of social scientists who have been get-
ting on with their job. For this reason much current
philosophy of social science deals with issues that
arise in the daily practice of social inquiry.

Varieties of Social Explanation

Philosophers of social science have worked with
theorists in clarifying basic features of various re-
search programs and exhibiting their strengths and
weaknesses. The following approaches are dis-
cussed by Little (1991). Martin and McIntyre
(1994), Salmon (1992), and Gasper (1991) also
offer good summaries of various kinds of explana-
tory approaches.

Rational Choice Program
On a daily basis people interpret the activities of

others around then by attributing to them beliefs
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and desires such that their behavior becomes an
appropriate choice, given their situation as they
perceive it. Economists have developed the basic
tenets of ‘‘folk psychology,’’ as this form of com-
mon sense reasoning is called, into a theory of
Rational Choice. In its mathematical form the the-
ory proposes normative solutions to problems
about combining preferences and group decision-
making and tackles long-standing paradoxes, such
as the Prisoner’s Dilemma (see Game Theory). So-
cial scientists use rational choice theory (RCT) to
provide descriptive models of dating behavior, the
deterrence of criminal behavior, and the economics
of everyday life.

However, philosophers and social theorists have
raised many critical queries about the status of
rational choice explanations. To take one much-
discussed example: If one applies a straightforward
RCT analysis to the decision of an individual to
vote in a nationwide election, it seems that it is
almost always irrational for any individual to
vote. The probability that one vote will make a
difference is so small that any minor inconvenience
accompanying the process of voting quickly out-
weighs the expected utility of taking the trouble to
vote. Yet people do cast votes. Does this mean that
RCT fails to explain their action? Rational choice
theorists have a variety of responses. The most
popular one is to say that individuals living in a
democracy feel they have a duty to vote and so this
factor enters into their decision. But duties do not
fit smoothly into the mathematical machinery of
RCT. And it seems ad hoc to introduce such fac-
tors only to save the model. If one admits that
duties can simply override the factors more tradi-
tionally invoked by economists, the explanatory
program of RCT is seriously weakened.

The approach has been faulted on other meth-
odological grounds. On the one hand, RCT ac-
counts are very narrow in scope. Since one must
feed into the model of the situation the beliefs and
desires or subjective probabilites and utilities of the
actors, RCT leaves unanalyzed and unexplained
some of the most important aspects of socialization,
namely, the formation of value systems and world-
views. Yet in other respects the RCT approach
seems too widely applicable. Since only the choice
is presumed to be rational, one is as free to apply it
to the behavior of impulsive and delusional people
as to more typical instances of rational decision
making, such as that of a champion blackjack
player or master politician.

Nevertheless, RCT remains one of the most
popular explanatory approaches in social science.
Philosophers who endorse the approach include

Popper (1994a) (who somewhat surprisingly does
not worry about the lack of falsifiability of the
rationality principle) and Jon Elster (2000).

Functional Analyses
This approach was especially popular with

anthropologists in the first half of the twentieth
century. In its starting points it seems quite differ-
ent from RCT because it deals with societies, not
individuals, and is most impressive in cases where
the stated motives of the participants are quite
different from the so-called latent, or hidden, func-
tions of the behavior (see Function). A standard
example of a functionalist explanation goes some-
thing like this: Given the obvious ineffectiveness of
rain dancing, why do certain cultures persist in this
activity? The functionalist reply is that the custom
has the latent function of promoting social cohe-
sion, an important social need for people facing a
drought.
But as philosophers have pointed out, by its very

nature a functionalist account cannot tell why rain
dancing, as opposed to some other functionally
equivalent ritual such as a sacrifice to the gods,
was adopted. Functionalists would relegate that
question to the historian. Neither can it explain
the persistence of customs long after their original
function is no longer operative. For example, even
if one grants that religious taboos against eating
pork served a health function in days before trichi-
nosis was understood, that explanation cannot ex-
plain the persistence of the taboo, and one must
once again invoke something like social cohesive-
ness. It is very difficult to bring evidence to bear on
the question of whether some long-standing cus-
tom contributes to social cohesiveness or not. If not
a tautology that such customs at least do not de-
tract seriously from social well-being, positing that
they cement society together is certainly not very
explanatory.
Even functional attributions that are more spe-

cific may be difficult to test. Consider for example
the feminist claim that one reason that rape in this
society persists is that it has the function of
‘‘keeping women in their place.’’ Thus the threat
of rape is said to benefit male graduate students by
posing obstacles to the use of the library at night by
female graduate students. How could one even
begin to bring evidence to bear on this allegation?
This latter example also refutes the common claim
that the use of functionalist analyses is inherently
conservative because it seems to underwrite the
optimality of the status quo. Social critics also use
functional methodology when they explain the
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presence of an unfair social practice by asking Cui
bono? Who benefits most from the practice, and
who would have the most to lose if it were discon-
tinued? Thus, although the original explicit func-
tionalism of anthropologists such as Malinowski
(see Jarvie 1984) and sociologists such as Talcott
Parsons (see Merton 1973) has been abandoned,
this general type of analysis continues to be widely
employed in more informal accounts of social
phenomena.

Cultural Materialism
In the functionalist approach, institutions are

seen as serving a wide variety of social needs. In
what Marvin Harris (2001) has called the cultural
materialist approach, the focus of the analysis is on
much more carefully defined material require-
ments, such as the need for dietary fats and protein.
Harris also systematically looks for data to support
or refute his analyses. Many of his cases offer
explicit alternatives to explanations in terms of
vague needs such as social cohesion. For example,
he proposed that the taboo on eating beef in tradi-
tional Indian culture is held in place by straightfor-
ward material considerations, not religious needs.
He then conducted a census of infant mortality
among male calves in various parts of India and
found that in areas where oxen were used primarily
as draft animals, more male calves than females
survived. In areas where cattle were particularly
valued for their milk, male calves were less likely
to survive. Yet the villagers’ support for the sacred-
ness of all bovines was equally enthusiastic in both
locales.
As was the case with explanations in terms of

latent functions, cultural materialists often end up
completely overriding the actors’ own accounts of
the variables that are influencing their behavior. In
these postcolonial times when ethics codes often
require the researcher to share results with the
people studied, it becomes increasingly difficult to
ignore ab initio the participants’ own commentaries
on their cultural practices. By limiting their explan-
atory factors to properties of the infrastructure,
cultural materialism gains in specificity, but it
becomes increasingly implausible when the expla-
nanda are far removed from basic needs such as
food and shelter.

Interpretive Methodologies
All of the approaches sketched above search for

modes of explanation that bear strong similarities
to those employed in the natural sciences. Cultural
materialists talk un–self-consciously about causes.

Functional explanations are very common in biol-
ogy (see Wright 1976 for an early account of func-
tional explanations that uses both biological and
cultural examples). Popper (1994a) compares
explanations in terms of the rationality principle
to those provided by Newtonian mechanics: One
describes a more or less complex set of initial con-
ditions (positions and momenta or beliefs and
desires) and then ‘‘activates’’ the model to obtain
the state of the system at a later time.

But there is also a strong tradition within philos-
ophy of social science of arguing that an entirely
different mode of understanding (verstehen) must
be brought to bear on social phenomena. In his
influential The Idea of a Social Science, Peter
Winch (1958) claimed that the correct description
of social phenomena, such as an individual saying a
prayer or a mob attacking the citadel, has to in-
clude the actors’ intentions and cultural categories.
A wink is not a blink, a rosary is not a string of
beads, and a riotous sports event is not an uprising
of the proletariat. It is impossible to separate the
description of an act from the variables that sup-
posedly explain it. What is called for instead is
a mode of quasi-empathetic understanding and
interpretation, which is brought to bear on a richly
detailed social characterization of the activity,
sometimes called a thick description.

A widely cited example of this kind of interpre-
tive activity is Clifford Geertz’s (1973) essay in The
Interpretation of Cultures on Balinese cockfights, in
which he draws parallels between the structure of
the participants’ reactions and other parts of Bali-
nese culture. One is not looking for the causes or
rational roots or beneficial consequences of this
activity. Rather, one is using a hermeneutical meth-
od common to those employed by a literary critic
analyzing a poem in order to find the meaning of
the practice. The end result is not explanation as is
found in natural science; rather, it is an under-
standing of a particular activity in terms of the
cultural system as a whole.

It is easy to agree that the phenomena that social
scientists study are typically meaningful in a sense
that goes beyond superficial physical descriptions.
A cricket bat in the hands of a batsman is not just a
strange sort of constrained bar pendulum. Further-
more, the proper understanding of such activities
may well require one to consider their broad cul-
tural ramifications. The anguish in Britain when
armed conflict first broke out between two cricket-
playing nations provides a window into the wider
cultural significance of this sport. So, part of
what the batsman is doing is participating in an
activity intended to instill the gentlemanly virtues.
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This seems worth mentioning. But just how thick
should the descriptions be, and how can one evalu-
ate interpretations that go well beyond common
sense?

Commentators searching for symbolic meaning
have remarked on the parallels between American
football, where gaining yards, thereby decreasing
the turf controlled by the other team is a central
strategy, and the crucial project in American histo-
ry of pushing the frontier steadily west and occupy-
ing native American lands. Others with a Freudian
bent find great significance in the way that lines-
men expose their bottoms to their own backfield,
with the center even going so far as to let the
quarterback grab the ball from between his legs.
One need not take such examples of interpretation
very seriously (although it would be interesting to
understand why soccer has been so slow to gain
popularity in the United States), and they are
sometimes offered in a playful fashion. But they
illustrate a basic dilemma for interpretive studies of
social phenomena. If the interpretation is close to
the meanings to which the actors readily assent,
then it goes little beyond the commonsense under-
standings of the actors. (It might still be quite
informative to someone outside the culture, of
course.) But if the interpretation posits structures
and symbols that are novel to the participants, then
one may well wonder whether there is any empiri-
cal basis for the proposed ‘‘reading’’ of the cultural
text.

Foundational Problems

The philosophical work described above responds
to methodological issues arising within specific re-
search programs found in current social science.
There is another important strand of philosophy
of social science that takes as its departure classic
works in philosophy of mind and philosophy of
language, such as Wittgenstein’s (1957) Philosophi-
cal Investigations, and applies them to the analysis
of the concepts that seem to underlie much of the
thinking about society.

For example, it is often said that part of sociali-
zation is learning to follow both the explicit and the
tacit rules of the culture—an especially vivid exam-
ple is learning to speak a language (see Linguistics,
Philosophy of). Or one speaks of the shared values,
beliefs, attitudes, and norms of a society. It is diffi-
cult enough to explicate the notion of following a
rule (as opposed to merely behaving in accordance
with the rule), but when philosophers try to unpack
the notion of a tacit rule and to speculate about
how it might be instantiated in either the mind or

the brain, these familiar and useful concepts start
looking very suspect.
There is also a vast philosophical literature trying

to make sense out of the idea of shared meanings.
Can one speak meaningfully of collective intention-
ality? All of the standard problems in philosophy of
mind are exacerbated when one starts theorizing
about societies instead of separate individuals (see
Consciousness; Intentionality).
As discussed above, there are ongoing disputes

about whether the methods of social science differ
fundamentally from those appropriate to the natu-
ral sciences. A closely related debate concerns the
ontological unity of the two sorts of science. Are
there such things as social facts that somehow exist
above and beyond the properties of individuals?
Proponents of methodological individualism call
for explanations of all social phenomena in terms
of the doings of individual people while admitting
that recourse to large-scale social factors is neces-
sary in the short run (see Methodological Individu-
alism). Searle (1995), however, argues that both
institutional facts, such as the value of money, and
simple group actions, such as going for a walk
together, can be analyzed only in terms of shared
intentions. (He finds the roots of this kind of collec-
tive intentionality in animal behavior, such as that
of a pack of dogs hunting together.) Philosophical
arguments in social science about reductionism,
emergence, and supervenience (Rosenberg 1995)
often parallel discussions about the relationship
between biology and chemistry (see Reduction-
ism). McIntyre (1996) presents a thoroughgoing
naturalist approach to social science.

New Directions

Although the development of science sometimes
generates new philosophical enigmas, scientific re-
search can also shed new light on perennial philo-
sophical puzzles. In a recent book subtitled Social
Theory after Cognitive Science, Stephen Turner
(2002) argues that the connectionist account of
how learning affects the brain provides a clearer
way to think about ‘‘shared’’ social practices. If
each person’s path to linguistic competence, for
example, is unique, then there are no transcendent
rules that are somehow embodied in individuals
within that society. Other models, such as compu-
tational theories of mind, would have different
implications. The important moral is that social
theory needs in general to be aware of results
from cognitive science.
Biology continues to be a valuable correlative

discipline for scientists interested in explaining
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human behavior. Although the early claims coming
from sociobiology faced severe criticism for a vari-
ety of reasons, more recent studies in what is now
called evolutionary psychology are directly appli-
cable (see Evolutionary Psychology). For example,
the biological notion of reciprocal altruism helps
clarify how human responses to the Prisoner’s Di-
lemma vary with the situation. Comparative stud-
ies in animal behavior are also indispensable for
understanding cross-cultural similarities and differ-
ences in, for example, the expression of human
emotions.
Since scientific inquiry is an excellent example of

highly organized social behavior, social scientists
and historians have sometimes engaged in empirical
and interpretive studies of science itself. Robert
Merton’s (1973) work on the norms of science
launched the field of sociology of science. Philip
Kitcher’s (1993) The Advancement of Science,
which presents economic models of the organiza-
tion of cognitive labor and the attribution of scien-
tific authority, can be viewed either as a piece of
theoretical social science or as a part of naturalistic
philosophy of science. As epistemologists become
more interested in models of group rationality and
societies of knowers, such work in sociology of sci-
ence becomes increasingly relevant to philosophical
models of the development of science.
There has also been a resurgence of interest in

the sociology of knowledge tradition associated
with Karl Mannheim (see Couvalis 1997). Feminist
critics of science claim that gender ideology influ-
ences the content of science as well as its values,
methods, and organization (for a critical survey,
see Pinnick, Koertge, and Almeder 2003). Propo-
nents of the so-called Strong Program look for the
causal influence of interest groups on the content of
science (see Social Constructivism). Scholars work-
ing in the new field of science, technology, and socie-
ty (STS) try to combine interpretive accounts of
scientific practice with political criticisms of both
the applications of scientific findings and the direc-
tions of scientific inquiry. They find that traditional
scientific values have produced a science that serves
powerful elites at the expense of ordinary people.
Some STS proponents argue that the aim of science
should be emancipation, not explanation, and call
for a revolution in both the methodology and the
value structure of science.
Such dramatic proposals for both science policy

and science education have led to a public debate
sometimes called the ‘‘Science Wars,’’ in which
scientists and philosophers have objected vehe-
mently to the portrayal of science coming out of
recent work in the sociology of knowledge tradition

(see Koertge 1998). They argue that the move from
the underdetermination of theories by evidence to
relativism is philosophically unsound (see Under-
determination of Theories). They also fault many
of the case studies coming out of STS on the
grounds that there are typically good empirical or
theoretical reasons for the acceptance of scientific
results that are ignored by those who look primari-
ly for ideological factors or narrow professional
interests. The defenders of traditional scientific
methods warn that privileging political considera-
tions over empirical considerations in the evalua-
tion of scientific claims would seriously undermine
both the explanatory power and the pragmatic
usefulness of science.

The field of research ethics is an area of growing
interest and one in which philosophers of social
science might appropriately play a more important
role (see Popper 1994b.) Professional organizations
of social scientists took the lead several decades ago
in adopting codes of ethics for their members.
Issues of informed consent, the humane treatment
of animal subjects, and the responsibility of
researchers to share their results with human sub-
jects have been brought to the forefront, and ethi-
cal procedures for dealing with them have been
institutionalized by scientific societies. Various
countries have also put in place governmental re-
view boards to regulate research. As the prolonged
debate over cloning illustrates, philosophers can be
of service by providing scholarly analyses of the
ethical and moral issues that have an impact on
scientific research.

In conclusion, the problems studied by philoso-
phers of social science are both intellectually chal-
lenging and socially relevant. New scientific
developments, both in the social sciences as tradi-
tionally defined and in new areas such as cognitive
science, lead to new issues and new perspectives on
old problems. There are increasingly sophisticated
historical analyses of the contributions of the foun-
ders of modern social science, such as Marx, Dur-
kheim, and Weber (Gordon 1991). The growth of
interest in issues arising out of the individual
sciences has led to new specialized societies and
journals.

NORETTA KOERTGE
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See Adaptation and Adaptationism; Altruism;
Evolutionary Psychology

SPACE-TIME

Space-time is the set of all actual and possible
locations, in space and time, of all actual and pos-
sible events. The notion was formally introduced
by Minkowski (1908 and 1909), who noted that

‘‘no one has ever observed a time except at a
place, nor a place except at a time.’’ In other
words, the occurrence of an event is not complete-
ly ‘‘located’’ except when both the place and the
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time are specified. Therefore, locations of all pos-
sible and actual events necessarily form a four-
dimensional set, with three spatial dimensions
and one temporal. Against this background, the
history of any individual object—idealized, for
simplicity, as a point-particle—may be represented
as a trajectory in space-time, or a ‘‘worldline’’ con-
necting all the spatiotemporal locations that the
object successively occupies. If space and time
are assumed to be continuous, it is obvious that
space-time can be represented as a model of the
real-number manifold ℜ4, so that each point is
represented by an ordered quadruple of real num-
bers, namely, its three spatial and one temporal
coordinates.

Newtonian Space-Time

The notion of space-time is thus a very simple and
natural one that accords well with ordinary intui-
tions about events that occur in space and time.
One might even wonder that it did not develop
earlier than it did. It is true that Kant took a step
in this direction by noting that ‘‘if time is repre-
sented by a straight line produced to infinity, and
simultaneous things at any point of time by lines
drawn perpendicular to it, the surface so generated
would represent the phenomenal world in respect
both of substance and of accidents’’ (Kant [1770]
1911, 401n). But it was not until Minkowski’s
work (1909), which represented Einstein’s (1905)
special theory of relativity as the theory of a four-
dimensional ‘‘world-structure,’’ that the notion
became an essential part of physics.
The reason for this is fairly straightforward:

Until Einstein’s special theory of relativity, both
science and common sense viewed space-time
events as standing in relations that effected a clear
conceptual separation of space from time. The
most important of these relations are sameness of
time and place. That events could be identified as
having happened at different spatial locations at
the same time, or at the same spatial location at
different times, seems intuitively completely obvi-
ous. Regarding sameness of time, there would ap-
pear to be direct sensory evidence of simultaneous
events, or at least of events whose temporal separa-
tion is too small to discriminate. This is because,
relative to the distances separating the events of
ordinary experience, the signals carrying infor-
mation about these events are generally extremely
fast; in the case of visual perception through the
propagation of light, the velocity is immeasurably
great, and the time delay between the occurrence

of an event and the perception of it could always
be neglected. In the context of Newtonian me-
chanics, it was natural to think that even this delay
was merely a practical problem, surmountable
in principle by means of signals that may travel
arbitrarily fast. In the first place, the laws of motion
state that the acceleration produced in a given body
by a given force is independent of the body’s initial
velocity, which entails that velocities may
be increased arbitrarily; in the second place, uni-
versal gravitation appeared to be an actual in-
stance of instantaneous action at a distance, or an
effect that is simultaneous with its cause. There-
fore, the Newtonian picture of physical causation
divides space-time into space and time in a way
that seems to justify the intuitive picture: For any
moment, there is an objective partition of all events
into those that have already happened, those
that will happen, and those that are now happen-
ing; all events in the past are capable of influencing
the present, but not vice versa; future events may
be influenced by events in the present and the past,
but not vice versa; present events may influence
other present events, but only in case there are
instantaneously propagating signals. In other
words, Newtonian physics seems to confirm an
intuitive trichotomy: For any two events A and B,
either A precedes B, B precedes A, or A and B
happened at the same time (see Figure 1).

Fig. 1. The Newtonian view of simultaneity. The ‘‘present’’
represents an objective division among all events in space-
time, separating ‘‘what is happening now’’ from what will
happen in the future and what has happened in the past. It
is a causal division, because it thereby separates what may
still be influenced by events in ‘‘the present’’ from those that
are already determined.
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Thus, the notion of simultaneity may be thought
of as decomposing four-dimensional space-time
into an infinity of three-dimensional ‘‘slices’’ (spa-
tial ‘‘hypersurfaces’’), one corresponding to each
moment of time and representing ‘‘space’’ at that
moment. This ‘‘foliation’’ makes it possible to view
space-time not as an integrated geometrical struc-
ture, but as a succession of states of space. Abso-
lute simultaneity thus effects a ‘‘projection’’ of
space-time onto time (i.e., a function that identifies
three-dimensional subspaces of space-time with
the same temporal coordinate), and the simul-
taneity slices are the fibers of the projection (see
Figure 2).

Regarding sameness of place, Newtonian physics
corrects the intuitive picture and shows it to be
without physical foundation—the effect of mistak-
ing a local perspective for an objective point of
view. It is apparent to ordinary perception that a
purely spatial change can always be canceled by a
movement of the perceiver. That is, unlike a change
in temporal perspective, a change in spatial
perspective can be done and undone arbitrarily,
so that for every spatial displacement of an object,
there is an ‘‘inverse’’ displacement that restores the
object to ‘‘the same place.’’ Even though such
motions necessarily take some time to accomplish,
their possibility is central to the conceptual sep-
aration of space from time. The question is wheth-
er such combinations of displacements can ever
be said to return an object to the same part of
space, as opposed to merely restoring it to its for-
mer material surroundings. If the Earth could be
assumed to be at rest, or if the laws of motion
provided some dynamical measure of velocity, it

could be inferred that some combination of dis-
placements can lead from a given spatial point
back to the same point at a later time. Analogously
to the case of simultaneity, there would exist
what amounts to a projection of space-time onto
space, identifying one-dimensional subspaces each
with the same spatial coordinates (so that the
fibers of the projection would be the worldlines of
particles at rest) (see Figure 3).
As Galileo first argued convincingly, however,

experience is incapable of discriminating rest
from quasi-uniform motion (Galileo [1632] 1996).
This principle, now known as the principle of
Galilean relativity, was established in Newtonian
physics as a corollary to the laws of motion. If
this were not so, it might be supposed that the
projection of space-time onto space had some ob-
jective empirical foundation. In that case, space
and time could be thoroughly disentangled and
space-time could be dispensed with altogether.
But this is not possible, according to Newtonian
physics, and the distinguished state of motion is
uniform unaccelerated motion rather than rest.
Therefore, space-time must be viewed as a four-
dimensional affine space, that is, a space with a
distinguished class of straight lines and a well-
defined notion of parallelism: Straight lines (geo-
desics) represent the trajectories of bodies in
uniform motion, not subject to forces; and parallel
lines represent trajectories of particles that are
relatively at rest (cf. Stein 1967; Ehlers 1973).
So, the relativity principle means that any family

of parallel space-time geodesics may be regarded
as being at rest, while none can be distinguished
as absolutely at rest. Any family of parallel geode-
sics defines an ‘‘inertial frame,’’ and all inertial
frames are equivalent for the description of physi-
cal phenomena; the equivalence of inertial frames
(the Galilean relativity principle) expresses the ar-
bitrariness of the projection of space-time onto
space, while the agreement of all inertial frames
on which events are simultaneous expresses the

Fig. 2. Absolute simultaneity. By identifying events at
different places at the same time, the relation of
simultaneity is a ‘‘projection’’ of space-time onto time,
identifying each hypersurface s as ‘‘all of space’’ at a
corresponding time t.

Fig. 3. Absolute space: If it were possible to discern
the state of absolute rest, there would be a projection of
space-time onto space, identifying certain worldlines as
the histories of particular places in space. Each point
p would represent a particular point in space at all times t.
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nonarbitrariness of the projection of space-time
onto time (see Figure 4). The spatial and temporal
coordinates of any two inertial frames, x, y, z,
t and x0, y0, z0, t0, are related by the ‘‘Galilean
transformations’’:

x0 ¼ x� vt

y0 ¼ y

z0 ¼ z

t0 ¼ t

These relations express the absolute character of
time, and the relative character of velocity, in a
straightforward way.
The concept of space-time ought to place the

philosophical controversies about space and time
attendant on the birth of Newtonian physics in a
clear perspective. Some of Newton’s contempor-
aries were justifiably troubled by his concepts of
absolute space and time, which he viewed as inte-
gral to his dynamical theory. From a modern per-
spective, in Newton’s own construal of the term
‘‘absolute,’’ his physics requires only ‘‘absolute
space-time’’ (the aforementioned affine space)
and absolute time, while absolute space involves
the entirely superfluous assumption that some par-
ticular inertial frame is truly at rest. The space-time
structure thus expresses only what is implicit in the
dynamical assumptions shared by Newton, Huy-
gens, Leibniz, and their contemporaries. Deeper
philosophical analyses of space and time would,
in later centuries, follow the critical analysis of
only those assumptions. Thus it took profound
transformations in the theories of electrody-
namics and gravitation to displace this picture of
space-time from its central place in physics.

Space-Time in Special Relativity

From the spatiotemporal perspective, the projec-
tion of space-time onto time—absolute simultane-
ity—might appear to be just as much in need of
justification as the projection onto space. Yet it
passed almost without comment until the early
twentieth century, even from those with a broad
philosophical commitment to ‘‘relativity’’ and a
professed philosophical aversion to ‘‘absolute’’
structure in general; for example, Leibniz (1716)
and Mach (1883) objected to Newton’s concep-
tions of absolute space and time but never ques-
tioned the possibility of identifying simultaneous
events or of specifying the relative positions of
things ‘‘at a moment.’’ Before Einstein, believers
in the relativity ofmotion were, in effect, presuppos-
ing a continuous space-time, decomposable
into instantaneous Euclidean spaces on which the
momentary relative positions of bodies were well
defined—otherwise their very conception of ‘‘rela-
tive motion’’ would have made no sense; their skep-
ticism concerned, in effect, only whether space-time
had the Newtonian affine structure as well. That is,
they questioned only the existence of distinguished
trajectories in space-time—the inertial motions—
not the distinguished foliation of space-time into
spaces at each moment of time. This is hardly
surprising, given the apparent clarity of the intuitive
distinction between past, present, and future.
Moreover, Newtonian physics, while making no
distinction between motion and rest, seemed to
provide, at least in principle, a basis for determin-
ing simultaneous events. With Einstein’s (1905)
critique of the Newtonian concept of simultaneity,
the basis for the intuitive separation of time from
space was undermined. If simultaneity is relative,
so that different inertial frames determine different
spatial hypersurfaces, then the projection of space-
time onto time is as arbitrary as the projection onto
space, and for the same kind of reason.

Einstein introduced the special theory of relativ-
ity by proposing to unite two seemingly incompati-
ble principles: the ‘‘relativity postulate,’’ that is,
that physical laws do not distinguish uniform
motion from rest; and the ‘‘light postulate,’’ that
is, that the speed of light is the same in every inertial
frame. In Newtonian mechanics, obviously, no ve-
locity could possibly be invariant, since velocity is
essentially a relative quantity. In classical electrody-
namics, velocity relative to the ether was assumed
to be a privileged velocity, but, here again, it could
not possibly be an invariant velocity, as the velocity
measured by any observer must depend on the
observer’s own velocity relative to the ether. Yet

Fig. 4. Galilean relativity: F1 and F2 are distinct families of
parallel space-time geodesics, that is, distinct inertial
frames. They are in uniform motion relative to one another,
but they agree on simultaneity, and therefore on the
division of space-time into spatial hypersurfaces.
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when experiments were devised (e.g., by Michelson
and Morley) to measure such differences in the
velocity of light, their results were consistently
null. For Einstein, these results were only one as-
pect of the general pattern in electrodynamics—
that much theory, but no phenomena, appeared
to depend on motion relative to the ether. But it
was not so straightforward in the case of electrody-
namics, as it had been in the case of mechanics,
simply to eliminate the privileged frame of refer-
ence and accept the equivalence of inertial frames.
For the reasons already noted, the idea of an in-
variant velocity seemed absurd. To eliminate the
absurdity, and so to reconcile his two postulates,
Einstein had to uncover the assumptions that had
made them seem incompatible in the first place.

The key assumption was that of absolute simul-
taneity. The claim that observers in different states
of inertial motion cannot agree on an invariant
velocity, Einstein realized, rests on the assumption
that they must agree on which events are simul-
taneous. Conversely, they can agree on the invari-
ant velocity of light if they differ on which events
are simultaneous. The criterion for simultaneity is
provided by light signals: In Einstein’s definition,
two events are simultaneous if light signals from
each event, traveling equal distances, reach the
same observer at the same time. If a signal is sent
from A to B and reflected back to A, the reflection
is defined to be simultaneous with that moment of
time halfway between the transmission and the
reception at A (see Figure 5). Since the velocity of
light, like all electromagnetic phenomena, is appar-
ently the same in every inertial frame, Einstein’s
criterion seems to have a sound basis in physical
law. Moreover, it agrees with the most familiar
intuitive criterion of simultaneity. Using the same
criterion of simultaneity, however, observers in dif-
ferent states of inertial motion must determine
different sets of events to be simultaneous. In
short, simultaneity is relative. Frames of reference
that agree on the velocity of light will be related not
by the Galilean transformations, but by the
Lorentz transformations:

x0 ¼ x� vtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=c2

p
y0 ¼ y

z0 ¼ z

t0 ¼ t� vx=c2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=c2

p
Evidently these transformations preserve the

velocity of light, but time and length will vary
according to the relative velocity of the frames.

The relativity of simultaneity is such a dramatic
implication that one would seem to have good
reason to reject the principle that implies it. The
invariance of the velocity of light, before Einstein,
was regarded as a mere appearance that must be
explained by the interactions of bodies with the
ether. Lorentz regarded the Lorentz transforma-
tions as expressing the contraction of measuring
rods and the slowing of clocks in proportion to
their velocities with respect to the ether. It could
be argued, then, that there is a frame-independent
fact of the matter about which events are simulta-
neous, but that light signals cannot determine it,
and therefore they make a poor criterion. Einstein
forestalled this argument by his conceptual analysis
of simultaneity and its role in physical measure-
ments. The very construction of a frame of refer-
ence must begin with some criterion for the
measurement of time, and this is impossible unless
one understands what one means by ‘‘simulta-
neous.’’ Light signals were typically used for prac-
tical reasons; Einstein argued that their invariance
properties make them uniquely suitable as the crite-
rion of simultaneity. If this criterion is to be
rejected, because of its surprising consequences,

Fig. 5. The relativity of simultaneity: By Einstein’s
criterion, inertial observers and O2 will disagree on which
events are simultaneous. If a light signal is emitted from
p (where their paths cross) and is reflected back to them,
each will determine the time of reflection by halving the
interval measured between the emission and the moment
when the reflection is seen. For O1 the interval will be from
p to p1; for O2 the interval will be from p to p2. Therefore for
O1 the events on the surface s1 will be simultaneous, while
for O2 the events on the surface s2 will be simultaneous.
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there must be some other way of explicating the
meaning of simultaneity, sufficient to make the con-
cept applicable to the empirical world (cf. Einstein
1917, chap. 8). That is what neither Lorentz nor
anyone else had been able to provide.
Einstein’s theory leads directly to a new concep-

tion of space-time. The relativity of simultaneity
means that for the worldline of each inertial ob-
server (or family of parallel such worldlines), there
is a distinct decomposition of space-time into space
and time (see Figure 6). Relative to any given
choice of a foliation, the spatial distance between
any two points is given by Euclidean geometry,
which implies that length is relative to the choice
of inertial frame. Similarly, the relativity of simul-
taneity implies the relativity of time intervals. The
invariant physical quantity is an inherently spatio-
temporal quantity, the speed of light in vacuo, c.
This follows simply from applying the familiar
formula rate � time ¼ distance: Letting c = the
speed of light; x, y, z the spatial coordinates; and
t the time, the formula becomes:

ct ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2 þ z2

p
or, squaring both sides:

c2t2 ¼ x2 þ y2 þ z2:

In a relatively moving frame with coordinates
t0, x0, y0, z0, the formula becomes

c2t02 ¼ x02 þ y02 þ z02:

Then the invariance of the speed of light can
evidently be represented by the expression

c2t2 � x2 � y2 � z2 ¼ c2t02 � x02 � y02 � z02:

(Note the purely conventional choice to represent
the temporal component as positive and the spatial
as negative; the objective fact is only that they are
opposite in sign.)

This aspect of Einstein’s theory suggested to
Minkowski, schooled in Klein’s (1872) view of ge-
ometry as a theory of structure and automorphisms
(structure-preserving maps), that special relativity
may be understood as a theory of space-time geom-
etry. The physical invariant (in units where c ¼ 1)

t2 � x2 � y2 � z2

has a natural interpretation as the metrical invari-
ant of a four-dimensional pseudo-Euclidean space,
that is, in a four-dimensional flat affine space with
an indefinite metric. In fact, the metric appears in
pseudo-Euclidean guise as

ds2 ¼ x21 þ x22 þ x23 þ x24

through the identification x1 ¼ ict. This under-
scores the analogy between the Lorentz transfor-
mations between inertial frames, as the isometries
of the four-dimensional space-time, and the group
of Euclidean isometries that preserve the Pythago-
rean metric. The slices of simultaneous events for
any inertial observer become the hyperplanes that
are orthogonal, as determined by Minkowski’s
inner product, to the corresponding geodesic
worldline; Einstein’s criterion of simultaneity natu-
rally corresponds to the orthogonality criterion in
Minkowski’s geometry. It should be noted, howev-
er, that Einstein’s criterion is based on the stipula-
tion that the speed of light is the same in every
direction; the only empirically measurable quantity
is the total travel time of light in two directions—
for example, to a mirror and back. That the time in
each direction is exactly one-half of the total has,
therefore, been thought to be a matter of arbitrary
choice. This would imply, over and above the rela-
tivity of simultaneity, a kind of conventionality of
simultaneity (see Conventionalism).

The peculiar role of light propagation, as a finite
invariant velocity, determines a distinctive causal
structure for Minkowski space-time (see Causali-
ty). From any given point, the possible paths of
light signals in all directions (or arriving from all
directions) form a hypersurface, the light cone, that
divides space-time analogously to the way in which
‘‘the present moment’’ divided Newtonian space-
time; since the velocity of light is an invariant

Fig. 6. Inertial frames in special relativity: Inertial frames F
and F 0 disagree on simultaneity, so their frames correspond
to two distinct decompositions of space-time into spatial
hypersurfaces, s and s 0.
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limiting velocity, all causal propagation is confined
to the surface (for electromagnetic signals) and the
interior (for all slower motions, i.e., of massive
particles) of the cone. In other words, the light
cone divides space-time around a given point
into causally accessible and inaccessible regions
(see Figure 7). This clarifies the status of Newtoni-
an space-time as a limiting case of relativistic space-
time, since, in the limit as c is imagined to become
infinite, the past and future light cones at a point
collapse together into the plane of absolute simul-
taneity passing through that point. Mathematical-
ly, the cone structure corresponds to a division of
all vectors at a point according to their lengths as
measured by the Minkowski metric: ‘‘Timelike’’
vectors inside the light cone have positive length
(assuming the sign convention adopted above),
‘‘spacelike’’ vectors outside the light cone have
negative length, and ‘‘null’’ or ‘‘lightlike’’ vectors
on the light cone have zero length. Curves whose
tangents are everywhere timelike (spacelike, light-
like) are called timelike (spacelike, null) curves.

The difference between the Newtonian and rela-
tivistic space-times can now be easily summarized.
In both cases, space-time is a flat four-dimensional
affine space on the real numbers, where the distin-
guished geodesic trajectories represent the possible
paths of free particles, and any family of parallel
geodesics determines a global inertial frame. The
differences concern metrical structure. Newtonian
space-time has a preferred foliation into spa-
tial hypersurfaces, with separate temporal and

spatial metrics. Thus any two space-time points
have a temporal separation—that is, the interval
between the hypersurfaces in which they lie; but
spatial separation is defined only for points that lie
in the same spatial slice. In the relativistic setting, in
contrast, there is only a single space-time metric,
defining the space-time interval between any two
points. The time elapsed between two events
depends—much as the spatial separation of two
points in space—on the path taken from one to
another; instead of an invariant absolute time in-
terval, there is only a measure of the ‘‘proper time’’
along a trajectory that connects the events.
The Minkowski metric has several counterin-

tuitive features. One is that the trajectories of
light rays have zero ‘‘length’’ and are orthogonal
to themselves; another is that among timelike
curves, the straight line represents the greatest dis-
tance between two points. (The latter is the root of
the ‘‘twin paradox’’: Two observers can separate,
and rejoin at some later time, only to find that
more time has passed for one than for the other.
The reason is that they have followed two different
trajectories, and the proper time along one differs
from the proper time along the other. So it is no
more paradoxical than the fact that two people can
take different routes from one place on Earth to
another, and find that they have not traveled the
same distance.) But the Minkowski metric also
integrates the structures of space-time in a remark-
ably simple way. In the Newtonian case, the dy-
namical structure is completely extraneous to the
kinematical structure of basic spatial and temporal
measurement. This raised the question, for philo-
sophers such as Ernest Mach, whether the dy-
namical space-time structures can be dispensed
with in a theory that admits only changing ‘‘spatial
relations’’ (see Mach, Ernest). In Minkowski
space-time, however, the dynamical structure is
inseparable from the kinematical structure, as the
geometry of light propagation is the basis for all
spatial and temporal measurement. And by Ein-
stein’s epistemological analysis of simultaneity,
the classical notion of an immediately given struc-
ture of spatial relations, prior to any dynamical
space-time structure, is revealed to be illusory.

Space-Time in General Relativity

The transition from special to general relativity is,
in some respects, less dramatic than the one just
outlined from Newtonian space-time to special rel-
ativity. For general relativity does not overturn
special relativity’s basic conception of space-time
structure, but, rather, reveals it to be only the local

Fig. 7. The causal structure of Minkowski space-time:
Since the speed of light is an invariant limit on the velocity
of causal propagation, the regions that are causally
accessible to point p are the past and future light cones at p.
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structure of space-time, which, on larger scales, can
become inhomogeneous. The dramatic difference is
that the inhomogeneity of space-time is a function
of the distribution of matter: Instead of Minkow-
ski’s metric as the global structure of space-time,
there is Einstein’s equation, which relates the
geometry of space-time to the distribution of mass
and energy. This comes about as a result of the
connection that Einstein perceived between inertia
and gravity: The gravitational field is no longer
represented as a field disturbing the motions of
particles in space-time, but as the curvature of
space-time itself. In other words, a particle falling
toward a large mass is not being forced by gravity
to deviate from a space-time geodesic, as Newton’s
theory supposes; rather, it is following a geodesic
in a space-time that is curved by the presence of
that mass. Therefore, Newton’s law of gravitation,
according to which the gravitational field de-
pends on the masses of bodies and their relative
distances, was replaced by Einstein’s field equation,
according to which the geometrical structure of
space-time depends on the distribution of matter
and energy. The Newtonian law makes no mention
of time; it implies that any variation in mass dis-
tribution immediately alters the gravitational field
to arbitrary distances. By Einstein’s equation,
gravitational effects are ‘‘ripples’’ in the structure
of space-time that propagate like waves at the
speed of light. In short, where Newton had repre-
sented gravity as force acting instantaneously with-
in a fixed space-time background, the general
theory of relativity incorporates both gravity and
the geometry of space-time in a single local field
theory.
The motivation for this view comes from Ein-

stein’s analysis of the equivalence principle, that
is, the principle of the equivalence of gravitational
and inertial mass. The empirical significance of
the principle is that the trajectory of a body in a
gravitational field is independent of its mass and
composition—a fact already known to Galileo and
tested fairly precisely by Newton through the tim-
ings of pendulums of many different masses and
materials. And as Newton also recognized, this
implies that a system of bodies that is freely falling
in a quasi-uniform gravitational field (e.g., Jupiter
and its moons falling toward the sun) will be locally
indistinguishable from one in uniform motion.
Thus, free fall is locally indistinguishable from in-
ertial motion. It also implies, however, that a frame
of reference at rest in a gravitational field with ac-
celeration g is indistinguishable from a frame that is
uniformly accelerating with acceleration—g, since
the weights of bodies in the first frame would not

be distinguishable from their inertial resistance to
acceleration in the second. Indistinguishability of
inertial motion from gravitational free fall would
undermine the entire Newtonian distinction be-
tween gravity and inertia, and therefore between
the background structure of space-time with its
privileged trajectories and the gravitational field
that is supposed to force particles to deviate from
those trajectories. Einstein boldly proposed, as
subsequent experiments have shown to high preci-
sion, that the equivalence principle applies to all
forces of nature. From here, the first step toward
general relativity is to identify free-fall trajectories
as the geodesics of space-time. This is analogous to
the move Einstein had made with special relativity:
As light had been held to be the only invariant
criterion for simultaneity, free fall provided the
only invariant instantiation of the idea of inertial
motion; the equivalence principle implies that the
geodesics of flat space-time are as inaccessible to
observation as absolute simultaneity had proved to
be. The concept of inertial frame is replaced by the
concept of ‘‘local’’ inertial frame, that is, the frame
defined in the neighborhood of a freely falling
particle.

The second step is to acknowledge that the geo-
desics, thus identified, behave in ways that are
characteristic of the geodesics of curved spaces.
Unlike the geodesics of Newtonian or Minkowski
space-time, these geodesics exhibit relative accel-
erations. This is because, relative to a given freely
falling particle, another freely falling particle will
generally not be moving uniformly; but this means
that relative to one local inertial frame, another
local inertial frame is in general relatively acceler-
ated. In Newtonian or Minkowski space-time,
flatness implied that any given inertial frame
could be extended to a global inertial frame with
respect to which all inertial trajectories remained
inertial. In general relativity, however, this global
extension is impossible, because of the relative
accelerations of local inertial frames. In fact, these
relative accelerations provide a measure of the cur-
vature, just as, for example, the convergence of
geodesics toward the poles provides a measure of
the curvature of the Earth. Similarly, the impossi-
bility of imposing a global inertial frame is analo-
gous to the impossibility of imposing a single plane
coordinate system on the surface of the Earth.
Thus, instead of forcing bodies to deviate from
geodesic motion, the presence of mass forces geo-
desics into non-Euclidean relations. In short, mass
curves space-time.

Einstein initially thought that general relativity
would establish a certain philosophical point about
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the ‘‘general relativity of all motion,’’ eliminating
Newtonian ideas about the objective character of
space, time, and inertia. In particular, it would rid
physics of the idea that there are privileged states
of motion. Where Newtonian mechanics and spe-
cial relativity had each identified an equivalence
class of privileged frames of reference—the inertial
frames—general relativity would place all frames of
reference on an equal footing. In this manner space
and time would lose ‘‘the last trace of physical
objectivity’’ (Einstein 1916; Schlick 1917). This
thought proved to be somewhat misleading. As
was noted above, the notion of inertial frame was
indeed fatally undermined—not because of the
general relativity of motion, but because of the
identity of inertia and gravity. There remained a
privileged state of motion, the freely falling tra-
jectory; what had to be abandoned was the
privileged frame—again, because the local frame
of a falling observer could no longer be extended.
So it was the nonuniformity of space-time that
made the inertial frame untenable, not the elim-
ination of privileged states of motion. Questions
about motion asked by Newton were still mean-
ingful: Does the Earth rotate? Does the Earth re-
volve around the sun, or the sun around the Earth?
But the answers were no longer supposed to de-
pend on the background structure of flat space-
time; instead, they depended on the relations
between the geodesics of curved space-time and
the distribution of matter and energy.

In retrospect, it was perhaps unreasonable to
expect a ‘‘general relativization’’ from a theory in
which the notion of a space-time geodesic plays such
a fundamental role. Already Newton had pointed
out that a dynamics that appeals to the notion of a
distinguished trajectory postulates, ipso facto, some
objective spatiotemporal structure. Nonetheless,
the most profound philosophical consequences fol-
low upon the transformation of space-time struc-
ture from a fixed background to something that is
in dynamic interaction with its material contents.
An especially important implication—not least for
its bearing on contemporary research on quantum
theories of gravity—is that space-time has a histo-
ry, that is, a dynamical evolution of its states. This
notion makes no sense in the previous theories,
which countenance only the evolution of matter
and fields within space-time. But the implication is
a necessary consequence of Einstein’s equation
combined with what is known of the relative
motions of the galaxies and the large-scale distri-
bution of matter and energy. Moreover, the dy-
namic aspect of space-time in general relativity,
and its consequent nonuniformity, means that

space-time can no longer be adequately understood
from the point of view of symmetry groups and
their invariants. Yet the mathematical structure of
general relativity places its relation to the earlier
theories in an illuminating perspective. Instead of
beginning withℜ4, defining coordinates on it in the
obvious way (see Figure 8), then defining simple
geometrical relations among its points, general rel-
ativity begins with an arbitrary differentiable man-
ifold (cf. Bishop and Goldberg 1980), which is
(very roughly) a topological space that is locally
homeomorphic to ℜ4; it can therefore be coordi-
natized by ‘‘charts’’ that map it onto ℜ4 in any
number of overlapping pieces (see Figure 9).
Then Newtonian or Minkowski space-time

arises simply from introducing appropriate geo-
metrical objects that impose symmetrical global
structures upon it, making it globally homeomor-
phic to ℜ4.
In general relativity, however, space-time is not

assumed to have any symmetries, but only the auto-
morphisms of the manifold itself. Thus there is in
principle no symmetry at all, but only general co-
variance, or covariance under the transformations
that preserve the differentiable structure of the
manifold. Additional geometric structure is not
imposed in advance, but determined by mass
distribution in accord with Einstein’s equation. A
symmetrical space-time geometry could arise
in the case of a highly symmetrical distribution
of matter, but that would be a contingent matter
for empirical investigation. As Eddington (1920)
pointed out, even though coordinate systems
do not have any intrinsic physical meaning in gen-
eral relativity, the possibility or impossibility of
imposing coordinates reflects an important physical
property, i.e., the nonuniformity of the curvature

Fig. 8. Coordinates in a flat space: On the plane P, a rigid
Cartesian coordinate system {x, y} may be simply ‘‘set
down’’ over the entire plane.
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imposed by any nonsymmetrical distribution of
mass.
Given these considerations, the general co-

variance of general relativity reflects a profound
philosophical departure from earlier conceptions
of space-time. At the same time, it is important to
bear in mind what a contingent principle this is: It
depends on the strict validity of the equivalence
principle. An experimental violation of the equiva-
lence principle—perhaps at higher levels of preci-
sion or energy than have been achieved up to
now—would open the way for a distinction be-
tween inertial motion and free-fall motion, and
so between an inertial frame and a freely falling
frame. And that would open the way again for a
separation of the gravitational field from the
space-time background. This is only one of the
respects in which present and future developments
in physics promise to reopen questions about the
nature of space-time that general relativity had
seemed to resolve in such a compelling way. To
Einstein, the unification of inertia and gravity in a
single continuous field seemed to be a philo-
sophically satisfactory as well as a physically con-
vincing model for the treatment of all physical
interactions, and this was the basis for his efforts
toward a unified field theory. But those efforts
failed, and since then the presumption has been
that the next theory of space-time and gravity
will be a quantum theory rather than a continuous
field theory of the sort that Einstein was hoping for.
The construction of such a theory may eventually

lead to the replacement of general relativity’s differ-
entiable space-time manifold by some kind of dis-
crete space. String theory holds out the possibility
of a still more radical transformation, in which
space-time as now conceived is not even a funda-
mental structure, but only the most obvious phe-
nomenal expression of an underlying structure
of as many as 26 dimensions. The radical changes
that have occurred in the previous history of space-
time theory, it should be recalled, were occasioned
by radically new ideas about which physical pro-
cesses reveal the structure of space and time: from
the displacement of ordinary measuring rods, to
electrodynamic propagation, to gravitational free
fall. New approaches to this question are the
likely result of further fundamental changes in
physics.

ROBERT DISALLE
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SPECIES

The most fundamental question with respect to
species as this term functions in biology is whether
or not a single level of organization exists, across
all organisms, that counts as the species level. Is
there a single definition of the concept ‘species’ that
is equally applicable to all species, or must biolo-
gists resort to several different concepts to satisfy a
variety of purposes? A second issue is the need for
such a concept in the first place. What good are
species? Why do biologists think they need a univ-
ocal concept of species that applies across all
organisms?

Species Taxa

First and foremost, particular species (species taxa)
must be distinguished from the species category.
Species taxa are composed of particular organisms.
Homo sapiens is the name of a particular species.
It is made up of all human beings past, present,
and future. Traditionally, the names of particular
taxa such as Homo sapiens have been defined in
terms of the phenotypic characteristics possessed
by their constituent organisms. For example, peo-
ple walk upright. They have a plantigrade foot, an
opposable thumb, and a highly developed brain.
For most of the history of biology, biologists have
assumed that the names of all taxa, including spe-
cies, can be defined in terms of phenotypic traits
that are severally necessary and jointly sufficient.
All human beings have each of the characteristics
listed, and only human beings have this entire suite
of characteristics. In addition, these characteristics

incorporate the essence of the class. The conviction
that all genuine class terms can be defined in this
way is called ‘typology’ or ‘essentialism’.
Typologists were well aware that species as char-

acterized by biologists do not live up to this high
standard of definition, but they were convinced
that the only thing standing between them and
essentially defined taxa was more work and greater
knowledge. With the advent of evolutionary theo-
ry, this conviction became difficult to sustain. Be-
fore that, the phrase ‘past, present, and future’ did
not represent much of an impediment to defining
species taxa. Species come and species go, but not
in ways that imply that they change gradually in the
process. Once biologists came to realize that species
can change through time, one species evolving into
two or more, sometimes quite gradually, they were
forced to abandon their typological assumptions.
More study produced more, not fewer, problems.
The phenotypic boundaries between species are
sometimes quite fuzzy.
One modification of the essentialist position was

to treat species taxa as polythetic; that is, the phe-
notypic characteristics used to define species co-
vary only statistically. To repeat, the boundaries
between species taxa in phenotypic space are fuzzy,
not sharp. It is important to note that these bound-
aries exist in phenotypic space, not physical space.
This can be made clearer by distinguishing between
the range of a species and its distribution in char-
acter space. For example, a particular kind of tree
might be limited to the Wabash Valley, which is
formed by the Wabash River, flowing from Ohio
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through Indiana and along the border between
Indiana and Illinois, to empty into the Ohio
River. Systematists construct phenotypic space by
mapping character distributions on a multidimen-
sional graph. When they do, most organisms be-
longing to a particular species cluster in the center
of the graph and become less prevalent as the
conceptual boundaries of the species are ap-
proached. In short, Homo sapiens and the names
of all other taxa are ‘‘cluster’’ concepts. They clus-
ter not only at any one time but also through time,
as species gradually change. The problem then
becomes how to discern these fuzzy boundaries.
The foregoing considerations concern the distri-

bution of ordinary phenotypic traits such as num-
ber of legs, color of hair, and the like. When
characters—such as gene exchange and geographi-
cal distribution—that imply spatiotemporal rela-
tions are taken into account, the boundaries
between species become real boundaries in space
and time. The range of a species consists of the
distribution of the organisms it comprises. Some-
times these spatiotemporal boundaries and the
relations that define them are reasonably sharp,
sometimes not—for example, there are degrees of
reproductive isolation. However, the important
change is the shift from ordinary phenotypic char-
acters to relations that require spatiotemporal con-
tinuity and contiguity, a shift from character
distributions to lineages. To be sure, character dis-
tributions are used to infer lineages, but the goal is
to discern lineages. Taxa consist in chunks of these
lineages.

The Species Category

All of the preceding discussion has concerned spe-
cies as taxa, as groups of organisms defined in
terms of their characteristics, but at bottom the
problem of species concerns the category itself.
How are we to define ‘species’ so that this term
can fulfill the needs of biologists, in particular nat-
ural historians and evolutionary biologists? When
one hears of the ‘species problem,’ this is the issue.
Not all scientists, let alone all biologists, have the
same concerns. Systematists who are interested in
cataloging organismic diversity are willing to use
rough-and-ready methods that make their job fea-
sible. They did not in the past and do not at present
have the workforce necessary to trace gene flow or
establish ranges for all the taxa under investigation.
The labors of traditional systematists produced

reasonably good classifications (Claridge, Dawah,
and Wilson 1997). For many needs—Which species

of mosquitoes can transmit malaria? How many
species of fruit flies are there?—largely intuitive
classifications were good enough. However, as
time went by, systematists grew increasingly ambi-
tious. They wanted their classifications to be more
than just summaries of phenotypic variation. Some
systematists wanted to retain the traditional goals
of systematics but fulfill them more completely.
Others wanted to expand the role of systematics
in biology. They wanted to discern entities that
functioned in natural processes, particularly the
evolutionary process. As they viewed them, species
were not just the basic units of classification, but
also the basic units of evolution. Species were what
evolved, speciated, and became extinct (Otte and
Endler 1989).

The Concept of Phenetic Species

One group of systematists who proposed to change
the orientation of biological systematics were the
numerical pheneticists (Sneath and Sokal 1973).
They are called ‘‘numerical’’ because they intro-
duced mathematical techniques into systematics,
especially the use of computers. Systematics is an
ideal subject area for the use of computers. Millions
of species exist, and each species has a different suite
of characters. All these data can be maintained,
readily accessible, in computer databases. Numeri-
cal pheneticists want their classifications to be con-
structed explicitly so that they can be tested by
other workers. They want the classifications to be
more objective, repeatable, and quantitative—in a
word, more ‘‘scientific.’’

They are called ‘‘pheneticists’’ because they be-
lieve that organisms should be classified according
to observable phenotypic characteristics. More im-
portant, these characteristics must be individuated
without any theoretical input. One can discern the
scales of fish and the scales of birds, and scales are
scales. If classifications are to become objective,
quantitative, and operational, then theory (or at
least a technical approach such as evolutionary
theory, and in the early stages of classification)
has to be set aside as much as possible. As genetic
information became more readily available, the
notion of ‘‘phenetic’’ characters was expanded to
include genetic characters as well (Sneath and
Sokal 1973). However, the antipathy of numerical
pheneticists toward scientific theories, especially
evolutionary theory, remained.

The main problem with numerical phenetics was
an embarrassment of riches. Early on, numerical
pheneticists thought that something called ‘‘overall
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similarity’’ existed out there in nature. They as-
sumed (or hoped) that alternative analytic proce-
dures (e.g., parsimony, compatibility, neighbor
joining, least-squares, likelihood) would zero in
on the same classification or, if not, that one of
these methods would prove superior to all others.
But classifications reflecting overall similarity
remained an elusive goal. Different clustering pro-
cedures produced different classifications even
when applied to the same group of organisms,
and there was no reason within numerical phenetics
for preferring one procedure over another. Too
many different distributions had an equal right to
be described as overall similarity.

In addition, phenetic methods did not always
mark the distinctions that biologists find abso-
lutely essential. For example, in numerous cases,
males and females of the same traditional species
were placed in different taxa on the basis of char-
acter covariation alone; in response, the pheneti-
cists allowed low-level biological distinctions to be
introduced into systematics, even in the early stages
of classification. No matter how different males
and females may appear, and no matter how they
differ genetically, they must be included in the same
basal taxon. Allowing the results of phenetic meth-
ods to be overridden by issues such as sexual di-
morphism seems to introduce the sort of theoretical
speculation that pheneticists claimed to abhor.
Granted that the distinction between male and fe-
male is very basic and frequently easy to discern, it
is still more than just look, see, and cluster.

For pheneticists, is there a single level of phenetic
covariation that is the same across all organisms?
The answer is yes—and no. There are numerous
levels of phenetic covariation. The trouble is that
no level is any more ‘‘real’’ than any of the others.
There is certainly no reason to choose any one level
of phenetic covariation and call it the species level.
Different clustering procedures produce different
classifications, and there is no reason for choosing
any one of these classifications over any of the
others.

The Concept of Reproductive Isolation

Other definitions of the species category are more
heavily laden with theory than the phenetic species
concept is. The theories on which they are based
concern both phylogeny and the evolutionary pro-
cess. The most popular definition of the category
during the past half century has been Ernest
Mayr’s ([1942] 1964) concept of biological species
in terms of gene flow and reproductive isolation. In

sexual species, boundaries of varying degrees of
permeability exist in nature. According to Mayr:

A species consists of a group of populations which re-
place each other geographically or ecologically and of
which the neighboring ones intergrade or interbreed
wherever they are in contact or are potentially capable
of doing so (with one or more of the populations) in
those cases where contact is prevented by geographical
or ecological barriers. (120)

Or, in other words, species are groups of actually or

potentially interbreeding natural populations that are

reproductively isolated from other such groups.

Mayr’s definition is clearly committed to the
evolutionary process. Gene flow or the cessation
of gene flow is what really matters in sexual organ-
isms. One common objection to this definition is
that gene flow may not be as important in the
evolutionary process as Mayr thinks. A second
objection is that the definition can be very difficult
to apply in particular cases. Gene flow is difficult to
measure. One minor issue concerns ring species. A
series of populations can be discerned in a circular
course around some geographic barrier such as a
large lake or mountain. Eventually, the termini of
these courses meet. Population A can mate with
population B, B can mate with population C
around the geographic barrier until population M
meets population A—and these two populations
cannot mate! However, all these populations be-
long to the same species because mutations that
occur anywhere in the ring can find their way into
more distant populations.
‘‘Potential interbreeding’’ is especially problem-

atic. Species can be made up of numerous popula-
tions that at the moment are totally isolated from
each other. Perhaps they formed contiguous
sequences of populations in the past, as in the
case of ring species, but they are now completely
disjunct. No gene flow is taking place. However,
later on they may come into contact again and
reinstate gene flow. Cessation of gene flow alone
is not enough to ensure total isolation. In order to
belong to the same species, disjunct populations
must retain the ability to mate successfully so that
if they ever came into contact again, gene flow
would resume. Discerning actual gene flow is diffi-
cult enough. Trying to estimate ‘‘potential’’ gene
flow is even more difficult.
Aside from difficulties in application, the most

fundamental objection to Mayr’s definition is that
gene flow really does not matter all that much in
the evolutionary process. If this can be shown to be
the case, Mayr’s definition is in real trouble. In
addition, it does not apply even in principle to
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organisms that never reproduce sexually. In his
definition, these organisms do not form species.
Hence, during the first half of life on Earth, no
species existed. Evolution occurred, but in the
absence of species.
In response to these and other objections, Mayr

(1969, 26) modified his definition. He no longer
refers to ‘‘potential interbreeding.’’ Since that term
is simply the negation of ‘‘reproductive isolation,’’
he need not mention both in the definition. Mayr
also limits his definition to species that are ‘‘nondi-
mensional’’ in space and time: The definition
applies only to sympatric and synchronous species,
that is, those existing at the same place and time.
However, nondimensionality is too strong a re-
quirement. All species are extended to some extent
in space and time. According to Mayr, species are
not totally nondimensional, just minimally so (e.g.,
the chipmunks in my valley for the past few breed-
ing seasons). These nondimensional species might
well be organizable into more inclusive entities, but
Mayr’s definition applies literally only to nondi-
mensional species per se. Although his definition
remains popular among many taxonomists, other
definitions have arisen to challenge it. Each turns on
a different aspect of phylogeny or the evolutionary
process.

The Concept of Evolutionary Species

As Mayr delineated them, species are time-slices of
evolving lineages. G. G. Simpson (1961) presented
a definition designed to portray species as evolving
lineages: ‘‘An evolutionary species is a lineage
(an ancestral-descendant sequence of populations)
evolving separately from others and with its own
unitary evolutionary role and tendencies’’ (153).
The strength of Simpson’s definition is that it is
designed to delineate the basic lineages in phyloge-
ny. Gene flow is one mechanism that can promote
evolutionary unity, but it is not the only one. Simp-
son’s definition also applies to asexual organisms.
They too can form lineages that exhibit evolution-
ary unity, but without the aid of interbreeding. As
might be expected, most objections to Simpson’s
definition concern difficulties in applying his
notions of evolutionary roles and tendencies. It is
not very operational. Discerning gene flow is diffi-
cult enough. Determining the influence of all the
other mechanisms that promote evolutionary unity
is even harder.
In sum, Mayr treats species as cross sections of

evolving lineages, whereas Simpson treats them as
temporally extended lineages. (See Wiley 1981 for
an expanded version of Simpson’s definition.)

Phylogenetics

In the past few decades a revolution has taken
place in systematics, with the introduction of the
views of Willi Hennig (1966). Both Mayr and
Simpson wanted classifications to somehow reflect
phylogeny, but for them these correlations were
more than a little impressionistic. As Simpson
stated numerous times, biological classification is
as much an art as a science. Hennig proposed
principles of classification that would be unequiv-
ocal. He decided that it was better to represent one
relation clearly than numerous relations poorly. To
do this he had to limit classification to reflect one
and only one phylogenetic relationship:common
ancestry as indicated by sister-group relations, for
which he devised the notion of a cladogram (see
Figure 1).

In the figure, the lines represent species. For
example, if this cladogram is viewed as a phyloge-
netic tree, then an unnamed species splits into spe-
cies C and a second, unnamed species. This second,
unnamed species in turn splits into species A and B.
Neither cladograms nor cladistic classifications can
represent these relations. Instead, as a cladogram,
the figure implies that A and B belong to a more
inclusive taxon, such as a genus. All that the clado-
gram shows is that this genus is more general than
any of the taxa mentioned previously. It does not
imply that any species is ancestral to any other
species. If speciesA is more closely related to species
B than either is to species C, then A and B must be
classified together at a more basic level before they
can be classified with species C, because, on the
basis of the preceding argument, A and B have a
more recent common ancestor than either has
with C. However, as shall be seen shortly, the role

Fig. 1. A standard three-taxon cladogram. A, B, and C
represent species. All this cladogram implies is that species
A and B are more closely related to each other than either is
to species C.
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of common ancestors in phylogenetic classifications
is problematic.

For cladists, cladograms and cladistic classifica-
tions are isomorphic to each other. They have the
same information content. Hennig’s crucial insight
was that neither cladograms nor cladistic classifica-
tions can be isomorphic to phylogenetic trees. In
trees, ancestral species split into descendant spe-
cies. The forks in a phylogenetic tree represent
speciation events. The lines represent species. For
example, species C splits into species A and B.
Thus, C is ancestral to A and B. Neither clado-
grams nor cladistic classifications represent this
relation, nor can they. Genus C is more general
than either species A or species B, but it is in no
sense ancestral to these species.

At this juncture two sorts of cladists must
be distinguished: pattern cladists, emphasizing
patterns of the sister-group relation, and phyloge-
netic cladists, emphasizing the common ancestry
that such relations imply. Both use Hennig’s notion
of cladograms but intend their cladograms to imply
different relations—strict sister-group relations
and common ancestry, respectively. For pattern
cladists, nodes in a cladogram represent not an-
cestral species but increased generality, and noth-
ing more. For phylogenetic cladists, such forks
represent common ancestry but not actual com-
mon ancestors. The difference between pattern
and phylogenetic cladists may not seem all that
momentous. It stems from a different philo-
sophical outlook about the goals of classification.
Pattern cladists want their classifications to be as
parsimonious as possible. The less information a
classification presupposes, the less error can creep
in. Pattern cladists limit their classifications to
nested sets of characters. Such nested sets quite
obviously imply something about common an-
cestry, but the pattern cladists are not willing to
incorporate this additional element into their clas-
sifications. Phylogenetic cladists are willing to take
that chance.

For higher taxa, Hennig reworked the notion of
monophyly. A higher taxon is monophyletic if
and only if all and only the species derived from
an ancestral species are included in this single
higher taxon. One result of this definition of mono-
phyly is that such familiar taxa as Dinosauria and
Reptilia cease to count as genuine taxa because
they are not considered monophyletic. According
to Hennig, all higher taxa must be monophyletic
in his sense, but he was not willing to extend mono-
phyly to the species level. However, several more
recent authors have extended the notion of mono-
phyly to cover species as well (Donoghue 1985;

Mishler 1985; Mishler and Brandon 1987; Rosen
1979). According to the monophyletic species con-
cept: A species is the least inclusive monophyletic
group diagnosable by at least one autapomorphy,
that is, a trait found in only one of two sister groups.
This concept is designed to distinguish monophy-
letic groups and count them as species even if they
are less inclusive than traditional species.
A second species concept that stems from

Hennig’s work is the diagnostic species concept
(Cracraft 1983; Eldredge and Cracraft 1983;
Nixon and Wheeler 1990). According to the diag-
nostic species concept: ‘‘A species is the smallest
diagnosable cluster of individual organisms within
which there is a parental pattern of ancestry and
descent.’’ As in the case of the sophisticated phe-
netic species concept, more than diagnostic char-
acters matter. A parental pattern of ancestry and
descent must also be present.
One virtue of the monophyletic and the diagnos-

tic species concepts is that they apply to both plants
and animals. In addition, they are formulated to be
as operational as possible; for instance, the pres-
ence of at least one autapomorphy is involved in
the case of the monophyletic species concept, and a
diagnosable cluster is involved in the case of the
diagnostic species concept. However, neither of
these species concepts always delineates traditional
species. For example, when birds of paradise (Para-
disaeidae) were reclassified according to the diag-
nostic species concept, the number of species went
from roughly 40 to 90. Practicing taxonomists are a
conservative lot. Stability of classifications is one of
their major principles. As a result, they remain a bit
leery of all these new species definitions.

A Unified Species Concept

The two final species concepts in the recent pro-
gression are Templeton’s cohesion species concept
and de Queiroz’s lineage species concept. According
to Templeton’s concept (1989): ‘‘A species is the
most inclusive population of individuals having the
potential for phenotypic cohesion through intrinsic
cohesion mechanisms’’ (12). Templeton contrasts
phenotypic cohesion with the intrinsic (or genetic)
mechanisms that produce it. For example, descent
from common ancestors promotes phenotypic co-
hesion. The organisms belonging to a species fill the
same niche because they are identical by descent.
Templeton does not list all possible mechanisms
that are responsible for the intrinsic potential in
his definition. He thinks that they do not belong in
the definition but should be appended to it, depend-
ing on the current state of empirical knowledge.
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Among these intrinsic cohesion mechanisms are
gene flow and natural selection, as well as ecologi-
cal, developmental, and historical constraints.
Asexual organisms form species, in this definition,
through their adaptation to particular ecological
niches.
De Queiroz (1999, 53) sees all preceding con-

cepts as converging on a single unified species
concept—the general lineage species concept,
according to which species are segments of popula-
tion-level lineages. De Queiroz acknowledges that
his conception of the species category is very gen-
eral, but this is its chief virtue. He sees no reason to
include in the definition of ‘species’ all the causal
processes that are responsible for their existence or
the operational criteria used to discern them. Thus,
he agrees with Simpson (1961) and Wiley (1981)
that species at bottom are segments of population-
level lineages. In addition, Mayr’s nondimensional
species are time-slices of these lineages. The mono-
phyletic species concept is designed to distinguish
phylogenetic structure within these lineages, and
the diagnostic species concept emphasizes the
need for distinguishing such lineages.
According to de Queiroz, too often what pass

for species concepts are either specifications of the
causal processes that produce these lineages or op-
erational criteria used to recognize them in prac-
tice. As important as both these aspects of species
are, they do not belong in the definition, any
more than all the various ways to measure space
and time belong in the definitions of these species
concepts.

Pluralism

The preceding definitions are only a small sample
of species concepts in the taxonomic literature (e.g.,
see Mayden’s [1997] twenty-two species concepts
and de Queiroz’s [1998] thirteen). Philosophers
have used this plethora of species concepts to sup-
port their preference for pluralism. They claim that
no one species concept is useful for all the numerous
legitimate contexts in biology; numerous species
concepts are needed. Some of these authors go on
to conclude that in this account, species are not real
but a matter of convenience, depending on the con-
text. Others respond that numerous different species
concepts are necessary to understand natural phe-
nomena, and for this reason all of them are equally
real (Kitcher 1984).
As Mishler and Brandon (1987) have argued,

one way to decrease the apparent multiplicity of
species concepts is to distinguish between criteria

used for grouping organisms into taxa and other
criteria that serve to rank these taxa. According
to these authors, the appropriate criterion for
grouping organisms into taxa is monophyly, but
monophyletic taxa can be found at numerous
levels of inclusiveness. Quite different criteria are
needed to decide which level of monophyletic
taxa counts as the species level. Similarly, Temple-
ton (1989) insists that what matters for species is
internal cohesiveness. Pluralism comes into play
only with respect to the various mechanisms that
bring about this cohesiveness. Finally, de Queiroz
(1999) presents a parallel position. All species
are lineages, but the causal forces that produce
these lineages and the criteria used to discern
them vary. The species concept is monistic;
pluralism enters in elsewhere.

If any and all species concepts formulated
through the years are treated as equally legitimate,
then the presence of so many species concepts cer-
tainly supports pluralism; but even the most plural-
ist philosophers acknowledge that some species
definitions are philosophically inadmissible, such
as those that claim to be totally operational and
theoretically pure (Ereshefsky 1992; Kitcher 1984;
Wilson 1999). Even among the species concepts
that pass philosophical muster, some fail as far as
scientists are concerned. Except for practical spe-
cies concepts, the remainder of recent definitions
of species seem to converge on a single concept:
Species fundamentally are lineages. They are pro-
duced by a variety of mechanisms and are recog-
nized by an equally wide range of techniques, but
this variety need not be reflected in the definition
itself.

Are all lineages equally extensive and cohesive?
The answer is clearly no. Some sexual species have
huge ranges and form extremely large lineages. At
the other extreme, some sexual species consist of no
more than a single population. They are a good
deal more cohesive than their larger counterparts
but much smaller in scope. As always, asexual
organisms pose a major problem. They form
lineages; but in the absence of gene exchange,
other factors such as ecological constraints must
produce the cohesiveness that these lineages may
or may not exhibit.

Recent species concepts do seem to be converg-
ing on a unity. But even if all the concepts that
biologists take seriously are held to delineate dif-
ferent species concepts, they do not make a long
list, nor do they produce species that are very
different from each other. In science a little bit of
pluralism seems to go a long way. Most present-
day philosophers revel in pluralism. If one species
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concept is good, two dozen are better. Scientists, on
the contrary, are much less enthralled by being told
that they must work with numerous different con-
cepts delineating slightly different entities and
groups of entities. Physicists put up some resistance
when two different senses of ‘mass’ were proposed.
How would they respond to two dozen different
senses of ‘mass?’

Why Does It Matter?

The literature on the species concept is huge,
stretching from Aristotle to the present. Why
the continuing controversy? Why the continuing
fascination with species? Why does it matter? One
reason is that different biologists want species to
fulfill different roles. Many practicing systematists
want simply a clear and easy way to identify their
specimens. In which drawer does this specimen
belong? No highly technical, theoretical species
concept is needed to answer such a question.

Biologists as well as others are interested in con-
servation. One would like to slow down the current
rate of mass extinction. For better or worse, the
response of the U.S. Congress was to pass the
Endangered Species Act, emphasizing the survival
of individual species rather than more theoretically
appropriate objects of concern such as entire
ecosystems. But even ecosystems are not enough.
Conserving biodiversity is also important. How-
ever, given current law, how inclusive we make
species matters. ‘‘Splitters’’ produce numerous spe-
cies, each of which has some claim to protection.
‘‘Lumpers’’ produce very few species, resulting in
the vulnerability of what splitters consider species
and what lumpers consider varieties or subspecies.
Species definitions do matter even at this practical
level.

Even more importantly, species play a role in the
evolutionary process. Perhaps the situations in
which species can serve as units of selection may
be quite rare, but at the very least species are
a result of various evolutionary mechanisms, in-
cluding selection. Evolutionary biologists want to
estimate such things as how common sexual repro-
duction is. To do so, they must be able to count
entities that are comparable. If different sys-
tematists classify organisms in quite different
ways, the results of any counting will be mislead-
ing. For example, if the level at which reticulation
gives way to splitting is considered basic, then sex-
ual species are comparable to asexual organisms.
Suddenly, sexual reproduction becomes quite rare,
instead of common. Species do matter.

The Evolution of Species: Philosophical
Implications

People, including scientists, recognize all sorts of
kinds, but not all these kinds are equally funda-
mental. For example, physicists recognize more
than a hundred elements. Helium, hydrogen, lead,
and gold are all elements. Numerous general state-
ments can be made about these kinds, which have
been viewed traditionally as natural kinds, impor-
tant because they function in numerous general
statements. ‘Element’ is more general than ‘gold’
or ‘lead.’ Even so, the names of individual elements
are also general enough to function in laws of
nature. For a long time, finding new elements
aroused considerable attention. As we reach the
level of radioactive elements, this quest has become
greatly reduced. Such elements can exist for only
nanoseconds and are produced under extremely
artificial conditions.
Traditionally, species taxa have been viewed as

natural kinds, akin to the physical elements. Spe-
cies taxa, however, differ from elements in two
important respects. First, there are many more
species than elements—roughly a hundred or so
elements versus millions of species—and new spe-
cies continue to be discovered. Discovering a new
species is rarely a significant occurrence. No one
is going to become famous for discovering yet
another species of fruit fly.
A second difference between the physical ele-

ments and biological species is that elements are
spatiotemporally unrestricted, while species as
evolvers are not. Physical elements are found scat-
tered throughout the universe. One need not know
where an atom of gold is before deciding that it is
gold. Time and place do not matter. Hence, physi-
cal elements are very good candidates for natural
kinds of the sort that function in natural laws. Just
the opposite is the case with species as evolving
lineages. They are spatiotemporally localized, and
must be if they are to evolve.
Because of these differences, several authors

have argued that species are not natural kinds, in
fact not kinds at all, but spatiotemporal indi-
viduals, historical entities, or particulars (Ghiselin
1974; Hennig 1966; Hull 1976). The proponents of
several of the more recent species concepts dis-
cussed above take this view of the metaphysical
nature of species. From this perspective, particular
species should not count as kinds, let alone natural
kinds. Nor should their names function in any gen-
uine laws of nature—and they do not. One reason
for the continuing ‘‘species problem’’ is that it has
taken professionals more than 2,000 years to realize
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that they have been putting taxa names in a meta-
physical category to which such names do not be-
long. Instead of being highly aberrant classes, they
are typical individuals (see Individuality).
But this discussion does not entail anything

about the metaphysical nature of the species cate-
gory itself. Species taxa are spatiotemporally re-
stricted; the species category is not. It has all
the generality needed to count as a kind. Species
as evolvers are not restricted to Earth. In all prob-
ability, they have evolved numerous times through-
out the universe. A particular lineage cannot evolve
more than once, but lineages as such can recur. In
addition, if species are that which evolves, then
they function in an important scientific theory.
The net effect is that species as such are a natural
kind.Homo sapiens as a taxon is not a natural kind;
the species category is.

DAVID HULL
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PHILOSOPHY OF STATISTICS

Philosophy of statistics may be seen to encompass
the epistemological, conceptual and logical prob-
lems revolving around the use and interpretation

of the methods of mathematical statistics. In con-
trast to the better known philosophies of science,
physics, and mathematics, work in philosophy of
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statistics is as likely to be engaged in by practicing
statisticians as by philosophers of science. Accord-
ingly, contributions to philosophy of statistics
might be regarded just as much as contributions to
statistics as to philosophy of science. To make this
entry useful and of manageable length, it focuses
on the main philosophical debates relating to the
modern methodology for statistical inference: sig-
nificance tests, hypothesis testing, confidence inter-
val estimation, likelihood, and Bayesian methods.
This still leaves a huge territory marked by seventy
years of debates widely known for reaching unusual
heights both of passion and of technical complexity.
To get a handle on the movements and cycles with-
out too much oversimplification or distortion, three
main waves of debates in philosophy of statistics
will be distinguished: 1930–1960, 1960–1980, and
1980 to the present.

A core question that underlies the debates is:
What is the nature and role of probabilistic con-
cepts, methods, and models in making inferences in
the face of limited data, uncertainty, and error? The
different answers to this question have immediate
ramifications for all of the central issues around
which much of the debates revolve: what tasks do
mathematical methods of statistics perform? And
what criteria or principles are appropriate for eval-
uating them?

Two Roles for Probability in Inference

There are two distinct philosophical traditions re-
garding the role of probability in statistical infer-
ence in science. In one, probability is used to
provide a post-data assignment of degree of proba-
bility, confirmation, support, or belief in a hypoth-
esis, while in a second, probability is used to assess
the probativeness, reliability, trustworthiness, or
severity of a test or inference procedure.

Confirmation Theory
Conceding that all attempts to solve the problem

of induction (see Induction, Problem of ) suffered
from circularity (Salmon, 1967), philosophers of
induction (e.g., in the 1970s) turned their attention
instead to constructing logics of induction or con-
firmation theories that would, ideally, reflect
‘‘inductive intuition.’’ The goal would be to supply
means to compute the degree of evidential relation-
ship between given evidence statements, e, and a
hypothesis, H (see Confirmation Theory). A natu-
ral place to look for such a computation is the
definition of conditional probability, or Bayes’s
theorem:

PðH j eÞ ¼ Pðe jHÞPðHÞ=PðeÞ
where PðeÞ ¼ Pðe jHÞPðHÞ þ Pðe jØHÞPðØHÞ:
Computing PðH j eÞ, the posterior probability,

requires starting out with a probability assignment
to all of the members of øH, and a major source of
difficulty through all three waves is how to obtain,
justify, and interpret these prior probabilities. In-
sofar as the computed degrees of confirmation are
viewed as analytic and a priori, their relevance for
predicting and learning about empirical phenome-
na is problematic; insofar as they measured subjec-
tive degrees of belief, their relevance for giving
objective guarantees of reliable inference is unclear
(see Bayesianism; Confirmation Theory; Inductive
Logic).

The Error-Probability Philosophy (‘Sampling
Theory’)
A distinct philosophical tradition uses probabili-

ty to characterize a procedure’s overall reliability in
a series of (actual or hypothetical) experiments or
in repeated sampling (hence, ‘sampling theory’).
These probabilistic properties of statistical proce-
dures are called error frequencies or error probabil-
ities (e.g., significance levels, confidence levels).
Deliberately designed to reach conclusions about
statistical parameters without invoking prior prob-
abilities in hypotheses, error probabilistic methods
use probability to quantify how frequently meth-
ods discriminate between alternative hypotheses
and how reliably they facilitate the detection of
error. As with logics of confirmation, there are
connections with philosophy of induction, as in
Peirce, Braithwaite, and, to some extent, Popper
(see Popper, Karl Raimund). These two contrast-
ing philosophies of the role of probability in statis-
tical inference correspond to the core issues at the
heart of the debate in all three waves of philosophy
of statistics.

The First Wave

Quantitative methods of statistical inference in-
volve drawing conclusions about parameters on
the basis of the observed values of random
variables. Statistical methods may be seen to con-
nect questions about the phenomenon or data-
generating source to questions about distributions
of random variables that model the data-generat-
ing source or population. Thus the conception of
a statistical model wherein these parameters are
defined is an important component of statistical
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inference methods. The area of model specification
and model selection has its own set of philosophical
issues that will not be taken up here. A statistical
hypothesis cannot be just any claim, but must give
probability assignments to the different experimen-
tal outcomes or sample space , typically in terms
of the parameters of the model. That is, for any x in
, H assigns ‘‘the probability of x under H,’’ writ-

ten P(x;H). This notation helps avoid confusion
between a probabilistic computation under a
model and conditional probabilities needed for
Bayes’s theorem, Pðx jHÞ, without prejudging
issues. (An alternative notation some find useful is
Pðx jjHÞ; see Friedman 1995).

Fisherian ‘‘Simple’’ Significance Tests
The modern approach to statistical inference was

initiated by Fisher, who introduced the main con-
cepts and procedures of statistical significance
tests. Fisher’s strong objections to Bayesian infer-
ence (Fisher 1935, 1955), and in particular to the
use of prior distributions, led Fisher to develop
ways to express the uncertainty of inferences
without deviating from frequentist probabilities.
The significance test is a procedure with the fol-

lowing components: there is a null hypothesis H0

that is an assertion about the distribution of the
sample X ¼ ðX1; . . . ;XnÞ, and a function of the
sample, d(X), the test statistic, which measures the
difference between the data x0 ¼ ðx1; . . . ; xnÞ, and
null hypothesis H0. The larger the value of d(x0),
the further the outcome is from what is expected
under H0, with respect to the particular question
being asked (x0 represents a particular realiza-
tion of X ). For an observed difference d(x0), the
test computes the p-value, or the probability of a
difference larger than d(x0), computed under the
assumption that H0 is true:

pðx0Þ ¼ PðdðXÞ > dðx0Þ;H0Þ:

The p-value may be regarded as a measure of
discordancy from H0: the smaller the significance
level, the greater the discordance between x0 and
H0 (Kempthorne and Folks 1971).
Fisher described the significance test as a proce-

dure for rejecting the null hypothesis and inferring
that the phenomenon has been ‘‘experimentally
demonstrated’’ (Fisher 1935, 14), where the latter
inference corresponds to finding a small p-value,
such as .05 or .01. How to justify this is a point
of philosophical debate. One highly influential ex-
ample is this. Suppose that x0 is evidence against

H0 just in case x0 is statistically significant at a
small level p (or smaller). Then p is the maximal
probability of rejecting H0 when H0 is actually
a correct description of the underlying data-
generating mechanism. So there is only a small
probability of erroneously rejecting H0, i.e., com-
mitting what Neyman-and Pearson call a type I
error (Cox, 1958). Commonly used significance
tests—Pearson’s chi-square goodness of fit, the
Student t test, the F test in analysis of variance—
are regularly used to distinguish real effects of
importance from apparent effects actually due to
random sampling or uncontrolled variability.

The Alternative or ‘‘Non-Null’’ Hypothesis
Evidence against H0 would seem to indicate evi-

dence for some alternative, if only for a directional
departure from the null value in a given direc-
tion. Although Fisherian significance tests strictly
consider only the null hypothesis, Neyman and
Pearson tests introduce as well an alternative H1.
Despite the bitter disputes with Fisher that were to
erupt soon after their early developments of tests,
Neyman and Pearson, at the outset, regarded their
work as merely placing Fisherian tests on firmer
logical footing by taking explicit account of an
alternative to the null hypothesis.

Neyman-Pearson (N-P) Tests The N-P hypoth-
esis test, mathematically considered, is a rule that
maps each possible outcome x ¼ ðx1; . . . ;xnÞ onto
one of two hypotheses, the test or null hy-
pothesis H0 or an alternative hypothesis H1. As in
the Fisherian (simple) significance test, there is a
test statistic d(X), in terms of which the test rule is
defined. In the N-P test, however, the values of
d(X) that will be taken to reject H0 are fixed at
the outset, by a predesignated choice of significance
level. Most importantly, the null and alternative of
an N-P test exhaust the parameter space of the
statistical model, whereas in the Fisherian test
there is the single null hypothesis, as against its
logical complement.

The N-P error probabilities are computed under
the assumption that the statistical model is ade-
quate; what is being tested are the values of one
or more parameters governing the distribution. For
simplicity, illustrations here keep to the case of
only one unknown parameter. Although N-P theo-
ry provides distinct tests of the assumptions of the
statistical model, and the whole issue of model
validation is important philosophically, the matter
will not be explicitly discussed here.

STATISTICS, PHILOSOPHY OF

804



Example, Test T(a): Consider a random sample
of size n, X ¼ ðX1; . . . ;XnÞ, where it is assumed
that each Xi is normal N(m,s2), independent and
identically distributed (IID). Test T(a) denotes
the familiar test of H0: m � m0 against H1: m > m0,
where H0 is the null, and H1 the alternative hy-
pothesis. Because H1 includes only positive dis-
crepancies from H0, this is called a one-sided test.
For simplicity, let the standard deviation s be
known—for instance, let s ¼ 1. The test statistic
for T(a) is: dðXÞ ¼ ð �X � mÞ=sx, where �X is the
sample mean with standard deviation sx ¼ ðs ffiffiffi

n
p Þ.

The N-P test with significance level a rejects H0

with data x0 if and only if d(x0) reaches the preset
significance level a—for instance, ca ¼ 1.96 for
a ¼ .025, so

Test Tða): if dðx0Þ > ca; reject H0;
if dðx0Þ � ca; accept H0;

The set of all outcomes that lead to ‘‘rejectH0’’ is
called the rejection region. ‘‘Accept’’ and ‘‘reject’’
should be regarded as parts of the mathematical
apparatus whose interpretation must be separately
considered.

The test is specified so that the probability of a
type I error, a, is fixed at some small number, such
as .05 or .01, the significance level of the test:

Type I error probability

¼ PðTest TðaÞ Rejects H0;H0Þ � a:

Since ‘‘Test T(a) Rejects H0’’ iff {d(X) > ca}, it
follows that

Type I error probability ¼ PðdðXÞ > ca;H0Þ � a:

N-P test principles then seek out the test that at
the same time has a small probability of commit-
ting a type II error, b. Since the alternative hypoth-
esis H1, as is typical, contains more than a single
value of the parameter, it is composite, the type II
error probability is evaluated at a specific point
m ¼ m1, and thus is abbreviated b(m1):

P(Test T(a) does not reject H0; m ¼ m1) = P(d(X)
� ca; H0) ¼ b(m1), for m1 > m0.

The ‘‘best’’ test with significance level b (if it
exists) is the one that at the same time minimizes
the value of b for all m1 > m0, or equivalently,
maximizes the power:

POWðTðaÞ; m1Þ ¼ PðdðXÞ > ca;m1Þ; for all m1 > m0:

T(a) is said to be a uniformly most powerful
(UMP) a significance level test. Letting a ¼ .025,
T(a) If d(x) > 1.96, reject H0. The rejection
region for the corresponding two-sided .05 test,

H0: m ¼ m0 versus H1: m 6¼ m0, abbreviated as
T(2a) is: fx : jdðx0Þj > 1:96g.

Error Probabilities Versus Conditional Probabilities
Confusion often results from interpreting the type I
error probability: PðdðXÞ > ca;H0Þ as a condition-
al probability statement of the form: PðdðXÞ >
cajH0Þ. From the definition of conditional proba-
bility it follows that

PðdðXÞ > cajH0Þ
¼ ½PðdðXÞ > ca;m ¼ m0Þ�=Pðm ¼ m0Þ:

However, neither the numerator P(d(X) > ca,
m ¼ m0) nor the denominator P(m ¼ m0) of this
ratio are meaningful unless the parameter may be
assumed to be a random variable, as in a Bayesian
approach (see Bayesianism).
In the N-P testing paradigm, there is no

probability assignment to the conjunctive event
(d(X) > ca, m ¼ m0) or to (m ¼ m0). The statement
P(d(X) > ca; H), should be interpreted as the prob-
ability of rejecting H0 when evaluated under the
hypothetical scenario that the observed outcome
x0 has arisen from the distribution described in
H0. Within the error probability (frequentist)
framework, a statistical hypothesis H either does
or does not adequately describe the process gener-
ating the data. There is no suggestion that any H
is precisely true; indeed, the purpose of tests is
to evaluate discrepancies of specified sorts. But
probabilities enter in this evaluation only as
error probabilities.

Inductive Behavior Philosophy
Philosophical issues and debates arise once one

begins to consider the uses to which these formal
statistical tools might be put, the interpretations of
the formal apparatus, and the justifiability of asso-
ciated principles of tests. The proof by Neyman
and Pearson of the existence of best tests set the
stage for the mathematical development of statisti-
cal tests as rigorous rules for ‘‘deciding’’ to accept or
reject hypotheses. In this conception, to infer the
conclusion of the significance testing argument,
‘data x0 is evidence against H0’ or ‘x0 indicates the
falsity of H0,’ is to take a decision of a sort, with a
calculable risk. Wishing to draw a stark contrast
between this conception of tests and those of Fisher
as well as Bayesians (Jeffreys), Neyman declared
that the goal of tests is not to adjust beliefs but
rather to ‘‘adjust behavior’’ to limited amounts of
data. Tests, accordingly, are not rules of inductive
inference but rules of behavior. The value of tests as
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rules of behavior is that ‘‘it may often be proved that
if we behave according to such a rule ... we shall
rejectHwhen it is true not more, say, than once in a
hundred times, and in addition we may have evi-
dence that we shall reject H sufficiently often when
it is false’’ (Neyman and Pearson 1933, 142).

Debates Between Fisher and Neyman and Pearson:
The 1950s
The dispute between ‘‘inductive behavior’’ and

‘‘inductive inference’’ coming on top of the break
between Fisher and Neyman, which began in 1935,
commingled philosophical, statistical, and person-
ality clashes. Fisher (1955) denounced the way that
Neyman and Pearson transformed ‘‘his’’ signifi-
cance tests into ‘‘acceptance procedures,’’ wherein
tests are viewed as mechanical rules or recipes for
deciding to accept or reject statistical hypothesis
H0, and the concern has more to do with speeding
up production or making money than in learning
about phenomena. In responding to Fisher, Pear-
son clearly distanced himself from Neyman’s ‘‘in-
ductive behavior’’ jargon, calling it ‘‘Professor
Neyman’s field rather than mine’’ (Pearson 1955,
207). However, Pearson protested that neither he
nor Neyman were ‘‘speaking of the final acceptance
or rejection of a scientific hypothesis on the basis of
statistical analysis. . . . Indeed, from the start we
shared Professor Fisher’s view that in scientific
enquiry, a statistical test is ‘a means of learning’’’
(204–205).
Neyman, too, despite promoting ‘‘inductive be-

havior as a major concept in philosophy of science’’
(1957a), clearly denounced ‘‘mechanical’’ uses of
significance tests (in responding to Fisher), and
had no hesitation in using N-P tests for ‘‘inference’’
or reaching ‘‘conclusions.’’ Tracing out the thrust
and parry between Neyman, Pearson, and Fisher in
the 1950s will amply reward those interested in what
the key players ‘‘really thought.’’ Later on, the N-P
tests became so formally entrenched in the decision-
theoretic framework of Wald (1950) that many of
the qualifications by Neyman and Pearson in the
first wave have been overlooked in the philosophy
of statistics literature.

Confidence Interval Estimation Procedures
Statistical inference can take the form of esti-

mation procedures as well as tests. In confidence
interval (CI) estimation procedures, a statistic is
used to set upper or lower (one-sided) or both
(two-sided) bounds. The concept of a confidence
interval with a frequentist interpretation was first
introduced by Neyman (1935) as a way to extend

point estimation to interval estimation, with a pre-
designated error rate. For a parameter, say, m, a
(1-a) confidence interval estimation procedure
leads to estimates of form:

m ¼ �X � e

Different sample realizations x lead to different
estimates, but one can ensure that (1� a) 100% of
the time the true parameter value m, whatever it
may be, will be included in the interval formed.

Dualities Between One- and Two-Sided Intervals
and Tests

There exists a duality relationship between CIs
and hypothesis tests that can be used to derive
optimality properties for CIs analogous to those
of tests. The general correspondence between a
(1� a) confidence intervals and tests is this: the
confidence interval contains the values that would
not be rejected by the given test at the specified level
of significance (Neyman 1935); they would not
be rejected because they would not be statistically
significant (from the observed x0) at significance
level a, by the corresponding test. Consider test
TðaÞ. It follows that the (1� a) one‐sided interval
corresponding to test TðaÞ is a > �X� caðs

ffiffiffi
n

p Þ. In
particular, the 97.5% confidence interval estimator
corresponding to test Tða) is:

m > �X � 1:96ðs ffiffiffi
n

p Þ:
To grasp the duality, one must think not of a

fixed null hypothesis, e.g., m ¼ 0, but rather of
different values for m0 that might have been tested.
In particular, were the test of null hypothesis.

H0: m < ð~�xcaðs
ffiffiffi
n

p Þ;H0 would have been rejected
at level a. Similarly, the 95% CI for m:
corresponding to the two-sided test, ~T(.05) is:

ð �X � 1:96ðs ffiffiffi
n

p Þ � m < �X � 1:96ðs ffiffiffi
n

p ÞÞ:
These dualities will figure importantly inwave III.

Fisher’s Criticism of Confidential Intervals:
Fiducial Intervals

Calling (1� aÞ the ‘‘confidence level’’ of the esti-
mation procedure was infelicitous. It encourages
the supposition that (1� aÞ is the degree of confi-
dence to be assigned the particular interval estimate
formed, once �X is instantiated with �x. That would
be fallacious. Once the estimate is formed, either
the true parameter is or is not contained in it. One
can say only that the particular estimate arose from
a procedure which, with high probability, ð1� aÞ,
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would contain the true value of the parameter,
whatever it is.

Fisher, in what is regarded as one of the most
puzzling episodes in philosophy of statistics,
seemed to advocate this fallacious instantiation
for certain contexts. Fisher (1955) claimed N-P
confidence interval methods are guilty of violating
the principles of deductive logic by allowing

Pð�x � caðs
ffiffiffi
n

p Þ � m < �x � caðs
ffiffiffi
n

p ÞÞ ¼ 1� a ð1Þ
and yet upon observing a particular �x, denying that
the probability holds for the resulting CI estimate:

ð�x � cað
ffiffiffi
n

p Þ � m < �x � cað
ffiffiffi
n

p ÞÞ ð2Þ
Fisher claimed that, at least in certain special

cases, it was possible to assign a probability or
‘‘fiducial distribution’’ to the interval statement
about m, while keeping within the sampling distri-
bution perspective, a move that Savage (1962) de-
scribed as ‘‘an attempt to make the Bayesian
omelet without breaking the Bayesian eggs.’’ Al-
though the possibility of nonfallaciously instantiat-
ing into statement (1), to arrive at (2), without
introducing a prior probability distribution, has
tantalized researchers in philosophy of statistics,
Fisher’s fiducial argument is generally regarded as
a lapse, even by Fisher’s most ardent admirers
(Hacking 1965; Seidenfeld 1979).

The Second Wave

The set of issues that swirled around the philoso-
phy of statistics debates from the early 1960s
through the late 1970s echoed the earlier debates
but reflected as well changing problems in philoso-
phy of science, statistics, and the statistical prac-
tices in the social sciences. Foundational debates
of this period are noteworthy for the amount of
direct interactions between philosophers of science
and statistics; as is in evidence in the two signifi-
cant collections of Godambe and Sprott (1971) and
Harper and Hooker (1976).

As the most impressive mathematical develop-
ments of N-P theory occurred in a decision-
theoretic framework, generalized further by
Wald (1950)—the Neyman-Pearson-Wald (NPW)
approach—it was the behavioristic-decision para-
digm that bore the brunt of criticism from philoso-
phy. Critics aimed at two central features of the
‘‘accept-reject’’ behavioristic conception of N-P
tests: first, the justification of tests in terms of low
(long-run) error rates alone, and second, the func-
tion of tests as routine, mechanical, or automatic
accept-reject routines. While these features, taken

strictly, give a caricature of tests—even as their
founders intended and used them—they are at the
heart of the philosophical criticisms of N-P testing.
Not all critics call for tools that are more inferential
and less decision-theoretic; some complained that
N-P theory was at best a halfway house to a full-
blown decision theory, with explicit loss functions,
and prior probabilities that would be combined
with measures of evidence (see Decision Theory).
Because critics from both these camps hold a de-
gree of confirmation stance, while error statisti-
cians look to probability for objective measures of
reliability of procedures, the disputants often talk
past each other.

Error Probability Principle Versus Likelihood
Principle
Hacking (1965) framed the main lines of criticism

by philosophers in charging ‘‘Neyman-Pearson
tests as suitable for before-trial betting, but not
for after-trial evaluation’’ (99). Analogous charges
are put in terms of distinctions between ‘‘initial
precision’’ versus ‘‘final precision,’’ and ‘‘before-
data vs. after data’’ evaluation. According to such
‘‘post-data criticisms,’’ N-P tools license inferences
that while satisfactory from the pre-data viewpoint,
seem unsatisfactory according to one of the post-
data measures of (absolute or relative) evidential
strength. The more general point may be put as
follows:

. Data sets x and y may have exactly the same
evidential relationship to hypothesis H, on a
given degree of support measure, yet warrant
different inferences according to significance
test reasoning because x and y arose from tests
with different error probabilities.

Such charges have weight, of course, only to the
extent that one accepts the particular degree of
support measure involved, the most common
being based on the likelihood function of H, often
written L(H; x), where L(H; x) ¼ P(x; H ). There is
often confusion about likelihoods. Unlike the
probability function, which assigns probabilities
to the different possible values of the random vari-
able of interest X, under some fixed value of the
parameter(s) such as m, the likelihood function
gives the probability (or density) of a given ob-
served value of the sample under the different
values of the unknown parameter(s) such as m.
Hacking (1965) championed an account of com-

parative support based on his ‘‘law of likelihood’’:
Data x support hypotheses H1 more than H2 if
the latter is more likely than the former, i.e.,

STATISTICS, PHILOSOPHY OF

807



P(x; H1) > P(x; H2). When there are many hypoth-
eses, one takes the one that maximizes the likeli-
hood. A problem is that there is always the rival
hypothesis that things had to turn out the way they
did. If such an alternative can always be con-
structed, then it will be possible to find H less well
supported than some other hypothesis, even if H is
true. Hacking (1965) rejected this likelihood ap-
proach on these grounds, but likelihoodist ac-
counts are advocated by others and remain the
focus of active interest (Birnbaum 1961; Royall
1997).
The likelihood function has an important role

in all of the statistical accounts, but for those
who endorse the likelihood principle, likelihoods
suffice to convey ‘‘all that the data have to say.’’
That is the gist of the likelihood principle—a pivot
point around philosophy of statistics discussions:

According to Bayes’s theorem, P(xjm)...constitutes the
entire evidence of the experiment, that is, it tells all
that the experiment has to tell. More fully and more
precisely, if y is the datum of some other experiment,
and if it happens that P(xjm) and P(yjm) are proportional
functions of m (that is, constant multiples of each other),
then each of the two data x and y have exactly the
same thing to say about the values of m . . .. (Savage
1962)

By contrast, the error probabilist must consider, in

addition, the sampling distribution of the likeli-

hoods (under hypotheses of interest). Thus, as Sav-

age (1962) argued, significance levels and other

error probabilities all violate the likelihood princi-

ple, leading to one of the most crucial philosophical

controversies.

Debate Over the Relevance of the Stopping Rule
The conflict between significance levels and the

LP is often illustrated by a variation on the two-
sided test T(2a): a random sample from a normal
distribution with mean m and standard deviation 1,
that is, Xi � N(m, 1); withH0: m ¼ 0, andH1: m 6¼ 0.
However, instead of fixing the sample size n in
advance, n is determined by a stopping rule:

Keep sampling until j�xj � 1:96=
ffiffiffi
n

p
:

The probability that this rule will stop in a finite
number of trials is 1, regardless of the true value of
m; it is a proper stopping rule. Whereas with n fixed
in advance, such a test has a type 1 error probabili-
ty of .05, with this stopping rule, the actual signifi-
cance level differs from, and is greater than .05.
Significance levels are sensitive to the stopping
rule; and there is considerable literature on error

probability adjustments for ‘‘optional stopping,’’
that is, on sequential tests (e.g., Armitage 1961).
By contrast, since likelihoods are unaffected by
this stopping rule, the LP proponent denies there
is an evidential difference between the two cases.
For some, this was yet further grounds to embrace
a Bayesian account:

The likelihood principle emphasized in Bayesian sta-
tistics implies,...that the rules governing when data
collection stops are irrelevant to data interpretation. It
is entirely approprioate to collect data until a point has
been proved or disproved. (Edwards, Lindman, and
Savage 1963, 193)

For others it only underscored the point raised by
Pearson and Neyman, that ‘‘knowledge of [the like-
lihood ratio] alone is not adequate to insure control
of the error involved in rejecting a true hypothesis’’
(Pearson and Neyman 1930, 106). The literature
here is vast; at best one can list sources (beyond
those alreadymentioned) with fairly broad citations
(Cox and Hinkley 1974; Mayo and Kruse 2001).

The key difference between the two perspectives
is that the holder of the LP considers the likelihood
of the actual outcome, that is, just d(x), whereas
the error statistician considers the likelihoods of
values other than the one observed in order to assess
the properties of the test procedure. The calcula-
tion of error probabilities, the sampling distribu-
tion, all depend on the relative frequency of
outcomes other than the one observed, for exam-
ple, outcomes as or more statistically significant—
the ‘‘tail area.’’ This remains a pivot point around
which controversy in philosophy of statistics
revolves. It is not a matter of one side being right
and the other wrong, it is a matter of holding
different aims, which in turn grow out of different
philosophies of statistics.

The Significance Testing Controversy
Morrison andHenkel (1970) stands as a hallmark

to the foundational issues wrestled with by social
and behavioral scientists of this period. Where
philosophers directed most of their criticisms to
N-P tests, the focus here tended to center on simple
Fisherian significance tests that had been widely
adopted in psychology and other social sciences.
Chastising social scientists for applying significance
tests in slavish and unthinking ways, contributors
call attention to a cluster of pitfalls and fallacies of
testing. These fallacies are at the center of the
philosophical controversies in this and later waves:

(i) Large N Problem: With large enough sample
size, an a significant rejection of H0 can be

STATISTICS, PHILOSOPHY OF

808



very probable, even if the underlying dis-
crepancy from m0 is substantively trivial. In
fact, for any discrepancy from the null, how-
ever small, one can find a sample size such
that there is a high probability (as high as
one likes) that the test will yield a statistical-
ly significant result (for any p-value one
wishes). Nevertheless, as Rosenthal and
Gaito (1963) document, statistical signifi-
cance at a given level is often (fallaciously)
taken as more evidence against the null the
larger the sample size (n). In fact, it is indic-
ative of less of a discrepancy from the null
than if it resulted from a smaller sample size.
The ‘‘large n problem’’ is also the basis
for the ‘‘Jeffrey-Good-Lindley’’ paradox
brought out by Bayesians: even a highly sta-
tistically significant result can, as n is made
sufficiently large, correspond to a high pos-
terior probability accorded to a null hy-
pothesis (see Bayesianism). Some suggest
adjusting the significance level as a function
of n, others, introducing some measure of
the size of the discrepancy or ‘‘effect size’’
indicated. These issues return in the third
wave.

(ii) Fallacy of Non-Statistically Significant
Results: Test T(a) fails to reject the null,
when the test statistic fails to reach the cut-
off point for rejection, that is, d(x0) � ca. A
classic fallacy is to construe such a ‘‘nega-
tive’’ result as evidence of the correctness of
the null hypothesis. The problem is that
merely surviving the statistical test is too
easy, occurs too frequently, even when the
null is false. One can always find a sufficient-
ly small discrepancy d from the null such
that the test has low power to detect it.
Thus, it would be fallacious to regard insig-
nificant results as evidence that the discrep-
ancy is less than d, much less that there is no
discrepancy at all. With publishers demand-
ing at least a .05 significant result for publi-
cation, many of these studies remain tucked
away, the so-called ‘‘file-drawer problem’’
(Meehl 1990).

The Power Analytic Movement of the 1960s
In their attempt to inculcate the calculation of

power in psychology Cohen (1988) and others
began, in the 1960s, the ‘‘power analytic’’ move-
ment. The attention to power, of course, was a key
feature of N-P tests, but apparently the prevalence

of Fisherian tests in the social sciences, coupled,
perhaps, with the difficulty in calculating power,
resulted in power receiving short shrift.
Although this was less well advertised, the power

analysts used power not only for planning but for
interpreting nonsignificant results post-data: If a
non-statistically significant result occurred with a
test with low power to detect discrepancies of in-
terest, the power analysts urged, then such a non-
significant result should not be taken to rule out
such departures from the null. In so doing, one is
codifying a means to avoid the fallacy of taking
‘‘no evidence against’’ the null as ‘‘evidence for’’
the null.
It may be surprising to include Neyman, but one

finds just such a post-data use of power in the
occasional papers of Neyman in the 1950s. In
one, Neyman addresses Carnapian confirmation:
‘‘In some sections of scientific literature the pre-
vailing attitude is to consider that once a test,
deemed to be reliable, fails to reject the hypothesis
tested, then this means that the hypothesis is
‘‘confirmed’’. Calling this ‘‘a little rash’’ and ‘‘dan-
gerous,’’ he claims ‘‘a more cautious attitude would
be to form one’s intuitive opinion only after study-
ing the power function of the test applied’’
(Neyman 1955, 41).
One is advised to consider: (i) how large a dis-

crepancy from the null is considered ‘‘important’’
or non-trivial on substantive grounds (to be deter-
mined by the tester) dnon-trivial, and (ii) the power
of detecting a dnon-trivial with the test actually
used, for example, Power(T(a),dnon-trivial). If the
power is low, ‘‘the fact that the test failed to detect
the existence of d ‘‘does not mean very much. In
fact, [dnontrivial] may exist and have gone undetect-
ed’’ Neyman (1957b, 16). So here in Neyman are
the basic outlines of the post-data ‘‘power analytic’’
movement, admittedly, largely lost in the standard
decision-behavior model of tests.
However, even the post-data use of power

retains an unacceptable coarseness: power is always
calculated relative to the cutoff point c□ for reject-
ing H0. Consider test T(a ¼ .025), s ¼ 1, n ¼ 25,
and suppose dnon-trivial = .2 is deemed ‘‘substantive-
ly important’’. To determine if ‘‘it is a little rash’’ to
take a nonsignificant result, say d(x) = �.2, as
reasonable evidence that d < dnontrivial (i.e., an im-
portant discrepancy is absent), one is to calculate
POWðTða ¼ :025Þ; dnontrivial) which is only .16! But
why treat the particular non-significant result the
same no matter how close it is to m0 (i.e., 0)? In fact
P(d(x) > �.2; .2) � .93. That is, were m as large
as .2, the test very probably would have detected
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a more significant result. This suggests that rather
than calculating

PðdðXÞ > ca; m ¼ :2Þ; ðAÞ
one should calculate

ðBÞPðdðXÞ > dðX0Þ; m ¼ :2Þ: ðBÞ
Even if (A) is low, (B) may be high. Whether

Neyman and Pearson did or would have endorsed
this modification of the pre-data error probabilities
is an open question. The issue reappears in the
‘‘reforms’’ of the third wave.

The Third Wave: Relativism, Reforms,
Reconciliations

Statistics in Meta-Methodology
In the 1980s and 1990s statistical inference

began to figure in rational reconstructions of scien-
tific episodes, in appraising methodological rules
e.g., the value of novel evidence, the prediction
versus accommodation debate (e.g., Howson and
Urbach 1989; Glymour 1980; Mayo 1991) and
in attempts to solve classic philosophical prob-
lems, such as Duhem’s problem (Howson and
Urbach 1989). The recognition that science in gen-
eral, and statistical inference in particular, involves
subjective judgments and values, the statistical
method, most often appealed to here is largely
one or another subjective Bayesian account. One
can explain historical cases wherein anomalies are
blamed on background rather than a hypothesisH,
some argue, by showing how plausible prior beliefs
could still permit H to have a reasonably high
posterior degree of belief. Others charge that the
very flexibility Bayes’s theorem offers in recon-
structing cases as rational is to sidestep the ques-
tion at hand: Which hypothesis ought to be blamed
for an anomaly? (Mayo 1997; Worrall 1993).

Bayesian Advances and Controversy
The heat of the old debates is less in evidence

in the third wave. For the most part statisticians
are comfortable with an eclecticism, wherein differ-
ent methods may be suitable for different functions,
for example ‘‘pure’’ (Fisherian) tests in some cases,
N-P ‘‘decision procedures’’ in others, along with
good-sense, informal recommendations for their
interpretation. To others, particularly nonstatisti-
cian practitioners (e.g., in psychology, ecology,
medicine), the situation seems less one of joyful
eclecticism, and more one of ‘‘unholy hybrids’’
yielding a mixture of ideas from N-P methods,
Fisherian tests, and Bayesian accounts that is

‘‘inconsistent from both perspectives and burdened
with conceptual confusion’’ (Gigerenzer 1993, 323).
Because increasingly philosophers of science come
to these issues by way of subject matter fields, they
are more likely to be users of the latest methods
rather than occupy their historical role as outside
critic.

The use of Bayesian methods has grown expo-
nentially both because of the philosophical prob-
lems with error statistical methods as well as the
development of effective computational tools such
as a Markov Chain Monte Carlo (MCMC). The
rise in statistical computer packages means that
Bayesian and non-Bayesian methods are readily
available, encouraging the practitioner to view
them as simply enriching the statistical toolkit
rather than as reflecting different perspectives on
philosophical foundations. In this sense the use of
high-powered statistical tools increases the distance
between the use and philosophical foundations of
the methods. But when competing interpretations
arise, as they often do, the philosophical questions
from the first and second waves re-emerge. Most
especially are debates about the role and justifica-
tion of Bayesian prior probabilities. Operating with
mathematically convenient priors is common but,
as Bayesians are well aware, more is needed to
justify them. One important argument put forward
shows that with sufficient data, posterior probabil-
ities will converge even if they are based on differ-
ent priors (see Bayesianism). As Kyburg (1993,
146) shows, however, for any body of data there
are non-extreme prior probabilities that will result
in posteriors that differ by as much as one wants.

A related argument defending the use of priors
shows that it is possible to ascertain the influence
different priors may have, and so long as the pos-
terior remains relatively insensitive the Bayesian
inference is robust to the prior. A question that
arises is this: if when the choice of prior is found
to matter one must seek a different procedure, and
if there are sufficient data such that the choice of
prior scarcely matters, then why is the prior rele-
vant at all? Does not this revert to the goal that
drove Neyman, namely, to find procedures whose
validity does not depend on the priors? The appeal
of error statistical methods, despite problems, is
that they apply for the kinds of uncertain cases
scientists often face. Granted it is appealing to
enlist the beliefs of ‘‘experts,’’ but the question is
how to retain the ability to critique and hold them
accountable—a growing concern in evidence-based
policy. Error probabilities can be calibrated against
empirical frequencies, but can one equally well
calibrate the opinion of the experts?
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Reforms Within Error Statistics
There is an extensive movement to retain error

statistical tools and yet reform them in order to
avoid the well-known fallacies and shortcomings.
The significance test fails to convey the effect of
discrepancy warranted, and thus many journals
require they be supplemented with measures of
effect size. The most fruitful idea seems to be to
appeal to two sided CI estimation procedures, even
in interpreting the one-sided test T(a).

Consider interpreting non-significant results.
Since all elements of the CI ‘‘fit’’ or are consistent
with the outcome at the given level, the interpreter
is deterred from thinking there is evidence for 0.
But, as critics note, this will not go far enough to
block fallacies of acceptance in general. For exam-
ple, the (1� 2a) CI for the parameter m in test T(a)
with a ¼ .025 is: ½�x � 1:96ðs ffiffiffi

n
p Þ; �x1:96ðs ffiffiffi

n
p Þ�

s ¼ 1; n ¼ 25; ðs ffiffiffi
n

p Þ ¼ :2. Outcome �x ¼ :39 just
fails to reject H0 at the .025 level, and correspond-
ingly 0 is included in the two-sided 95% interval:
(�.002 < m < .782) (see duality between tests and
CIs, above). Consider now the inference m < m1 for
m1 within theCI, say, m< 0.2. The hypothesis m< 0.2
is non-rejectable by the test—it is a survivor, as it
were. But the construal is dichotomous: In or out,
plausible or not; all values within the interval are on
par, as it were (Mayo 1996). This does not adequate-
ly prevent fallacious interpretations of non-signifi-
cance (fallacies of acceptance). Although �x is not
sufficiently greater (or less) than any of the m values
in the confidence interval to reject them at the
a-level, this does not imply there is evidence for each
of the values in the interval (Mayo and Spanos 2005).

Severity Assessments
The power analyst would seem to do better

here. For each value of m1 in the confidence inter-
val, there would be a different answer to the ques-
tion: What is the power of the test against m1? Thus
the power analyst makes distinctions that the CI
interval theorist does not. The power analyst
blocks the inference m < 0.2 since POW(T(a ¼
.025), .2) is low (.16). But, as seen in the second
wave, there is an important weakness of the use of
power to avoid fallacies of acceptance. Were the
result not �x ¼ :39, but rather �x ¼ �:2, the test
again fails to reject H0, but the power analyst,
looking just at ca ¼ 1.96 is led to the same assess-
ment denying there is evidence for m < 0.2. (power
analysts commonly recommend a power of .8 as
high). Although the ‘‘prespecified’’ power is low,
.16, it seems clear that the interpretation, post-data,
should reflect the actual outcome, and there is a

high probability for a more significant result than
the one attained, were m as great as 0.2! Rather
than construe ‘‘a miss as good as a mile,’’ parity
of logic suggests that the post-data power assess-
ment should replace the usual calculation of power
against m1:

POWðTðaÞ; m1Þ ¼ PðdðXÞ > ca; m ¼ m1Þ;
with what might be called the power actually
attained or, to have a distinct term, the severity
(SEV):

SEVðTðaÞ; m1Þ ¼ PðdðXÞ > dðx0Þ; m ¼ m1Þ;
where d(x0) is the observed (nonstatistically signifi-
cant) result (Mayo and Cox 2005). SEV(T(a), d(x0),
m < m1) is a shorthand for ‘‘the severity of the test
which m < m1 has passed on the basis of the insig-
nificant result d(x0) from test T(a).’’ This is the
post-data measure of a test’s severity for detecting
discrepancies as large as g ¼ m1 � m0. Since T(a)’s
probativeness would be even higher for greater
values of m, it follows that SEV(T(a), m < m1) >
P(d(X) > d(x0); m ¼ m1) Mayo and Spanos 2005).
The philosophical position here is that error prob-

abilities serve a function in a post-data interpretation
of statistical inferences, by characterizing the proba-
tiveness of the particular test result with respect to a
particular interpretation or particular inference on
may wish to consider: Pre-data, one is balancing
the two types of errors; but post-data, the concern
shifts to evaluating if particular inferences are
warranted. Figure 1 compares power and severity.
Conversely, for any non-significant result from

test T(a), one may find the value of m against which
the test has high severity, say .975. This is solved by
m1 ¼ �x þ 1:96sx, which is noticed to be the same
value as the upper bound of a two-sided .95 level
CI, m. However, unlike the use of CIs, the severity
analysis discriminate between inferences m < m1 for
different values of m1 within the interval. The com-
putations related to delineating a series of observed
CIs at different levels can be found inKempthorne’s
‘‘consonance intervals’’ (Kempthorne and Folks,
1971) and ‘‘confidence curves,’’ ‘‘p-value functions’’
(Birnbaum 1961; Poole 1987). These strategies are
motivated by the desire to move away from (i)
having to choose a particular confidence level
(or corresponding p-value), (ii) the dichotomous,
‘‘up’’/‘‘down’’ interpretations of tests. There would
appear to be an important difference with these
approaches, at least in emphasis. If one is thinking
of values ‘‘consistent’’ with the observed data x0,
then a value m0 near the center of the CI is more in
accord with x0 than is m00 near the upper CI bound;
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however the inference m < m00 has passed a more
probative test than has m < m0.

Fallacies of Rejection: The Large n Problem
While with a nonsignificant result, the concern

is erroneously inferring that a discrepancy from
m0 is absent; with a significant result x0, the concern
is erroneously inferring that it is present. Rejection
need not be discussed separately here (see Mayo
1996), since for any H: Sev(øH ) ¼ 1 � Sev(H ),
it follows for the particular case of H1: m > m1
Sev (m > m1) ¼ 1 � Sev (m < m1) ¼ 1� (actual
power at (m ¼ m1).
The ‘‘large n’’ problem already made its splash in

the second wave: With large enough sample size, an
a significant rejection of H0 can be very probable
for any discrepancy a from m0, even if it is substan-
tively trivial. Utilizing the severity assessment, an
a-significant difference with n1 passes m > m1 less
severely than with n2 where n1 > n2.
Figure 2 compares test T(a) with three different

sample sizes: n ¼ 25, n ¼ 100, n ¼ 400, denoted by
T(a; n); where in each case d(x0) ¼ 1.96 � reject at
the cutoff point.
More generally, if two (otherwise identical) tests

with different sample sizes give rise to rejections of
H0 at the same p-value, the result from the smaller
sample experiment indicates a greater extent of a
discrepancy from H0 than from the larger. This
immediately scotches the ‘‘large n problem,’’ and
simultaneously provides a way to supply p-values
with assessments of population discrepancy (or

effect size) that can be compared across different
tests.

P-values and Bayesian Posteriors
Severity is an error probability calculation

based on the actual data (and inference of interest)
but it must be distinguished from what has some-
times been called the conditional ‘‘error probabili-
ty’’ understood as a posterior probability. The
most well-known fallacy in interpreting signifi-
cance tests is to equate the p-value with a posterior
probability on the null hypothesis. The p-value
assessment refers only to the sampling distribution
of the test statistic d(X ); and there is no use of
priors. The Jeffrey-Good-Lindley ‘‘paradoxical’’
examples (see above) shows that attaining a fixed
p-value, with a sufficiently large n, can correspond
to large posterior probabilities for H0. More recent
work generalizes the result (Berger and Sellke
1987). Although from the degree-of-confirmation
perspective, it follows that p-values come up short
as a measure of evidence, the significance testers
balk at the fact that use of the recommended priors
can result in highly significant results being con-
strued as no evidence against the null—or even
evidence for it! An interesting twist in recent work
is to try to ‘‘reconcile’’ the p-value and the posterior
(e.g., Berger 2003).

The conflict between p-values and Bayesian pos-
teriors often considers the familiar example of the
two-sided Tð2aÞtest;H0: m ¼ m0 versus H1:m 6¼ m0.
The difference between p-values and posteriors

Fig. 1. The graph shows that whereas POWð~Tð:025Þ; m1 ¼ :2Þ ¼ :168, irrespective of the
value of d(x0) (or �x); see solid curve, the severity evaluations are data-specific: for
dðx0Þ ¼ 1:95ðor �x ¼ :39Þ; SEVð~Tð:025Þ; m < :2Þ ¼ :171; for
dðx0Þ ¼ 1:50ðor �x ¼ :30Þ; SEVð~Tð:025Þ; m < :2Þ ¼ :691, and for
dðx0Þ ¼ �1:0ðor �x ¼ �:2Þ; SEVð~Tð:025Þ; m < :2Þ ¼ :977.
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are far less marked with one-sided tests (e.g.,
Pratt 1977). ‘‘If n ¼ 50 one can classically ‘reject
H0 at significance level p ¼ .05,’ although P(H0jx)
¼ .52 (which would actually indicate that the evi-
dence favors H0)’’ (Berger and Sellke 1987, 113,
replace Pr with P for consistency). Thus, data
that the significance tester would regard as evi-
dence againstH0, would, on the Bayesian construal
being advocated actually indicate that the evidence
favors H0. If n ¼ 1000, a result statistically signifi-
cant at the .05 level leads to a posterior to the null
of .82!

What makes the example so compelling to many
is its use of an ‘‘impartial’’ or ‘‘uninformative’’
Bayesian prior probability assignment of .5 to H0,
the remaining .5 probability being spread out over
the alternative parameter space, e.g., as recom-
mended by Jeffreys (1939). Others charge that the
problem is not p-values but the high prior. More-
over, the ‘‘spiked concentration of belief in the null’’
is at odds with the prevailing view ‘‘we know all
nulls are false.’’ Note too the conflict with CI
reasoning since 0 is outside the corresponding CI.

Some examples strive to keep within the
frequentist camp: to construe a hypothesis as a
random variable, it is imagined that there is ran-
dom sampling from a population of hypotheses,
some proportion of which are assumed to be true.
The percentage ‘‘initially true’’ serves as the prior
probability for H0. This gambit is common across
all philosophy of statistics literature, and yet it
commits a fallacious instantiation of probabilities:

50% of the null hypotheses in a given pool of

nulls are true:This particular null hypothesis
H0 was randomly selected from this pool:
Therefore PðH0 is trueÞ ¼ :5:

Faced with conflicts between error probabilities
andBayesian posterior probabilities, the error prob-
abilist would conclude that the flaw lies with the
latter measure. This is precisely what Fisher argued,
and it seems fitting to end up this retrospective
with a return to him.
Discussing a test of the hypothesis that the stars

are distributed at random, Fisher takes the low p-
value (about 1 in 33,000) to ‘‘exclude at a high
level of significance any theory involving a ran-
dom distribution’’ (Fisher 1956, 42). Even if one
were to imagine that H0 had an extremely high
prior probability, Fisher continues—never mind-
ing ‘‘what such a statement of probability a priori
could possibly mean’’—the resulting high poster-
iori probability to H0, he thinks, would only
show that ‘‘reluctance to accept a hypothesis
strongly contradicted by a test of significance’’
(ibid, 44) ‘‘is not capable of finding expression in
any calculation of probability a posteriori’’ (ibid,
43). It is important too to recognize that sampling
theorists do not deny there is ever a legitimate
frequentist prior probability distribution for a sta-
tistical hypothesis: one may consider hypotheses
about such distributions and subject them to pro-
bative tests. Indeed, if one were to consider the
claim about the a priori probability to be itself a

Fig. 2. In test TðaÞ; ðH0 : m � 0 against H1 : m > 0; and s ¼ 1Þ; a ¼ :025; ca ¼ 1:96 and
dðx0Þ ¼ 1:96. Inference under evaluation:
m > 0:1 : SEVðTða; 25Þ; m ¼ 0:1Þ ¼ :93; SEVðTða; 100Þ; m ¼ 0:1Þ ¼ :83; SEVðTða; 400Þ; m ¼ 0:1Þ ¼ :5
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hypothesis, Fisher suggests, it would be rejected
by the data!

Concluding Comment

Underlying the central points of controversy in the
three waves of philosophy of statistics lie two con-
trasting philosophies of the role of probability in
statistical inference. In one tradition, probability
is used to provide a post-data assignment of degree
of probability, confirmation, support or belief in a
hypothesis (e.g., Bayesian and likelihood accounts);
while in a second, probability is used to assess the
probativeness, reliability, trustworthiness, or sever-
ity of a test or inference procedure (e.g., significance
tests, N-P tests, CI). This basic contrast in underly-
ing aims corresponds to conflicting principles for
appraising methods: satisfying the likelihood prin-
ciple, as opposed to controlling error probabilities.
Whether statistical methodology should be regar-
ded as supplying different tools depending on the
task at hand, or whether the different methods can
or should be reconciled in some way, are likely to
remain questions of debate for a good while longer.

DEBORAH G. MAYO
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STATISTICAL MECHANICS

See Kinetic Theory

STRONG PROGRAM

See Social Constructionism

SUPERVENIENCE

The term ‘supervenience,’ as appropriated by the
philosophical community, denotes a relation be-
tween two families of properties. Roughly stated,
the A-properties supervene on the B-properties just
in case there can be no difference in A-properties
without some difference in B-properties. Equiva-
lently, if two things are exactly alike inB-properties,
they must be exactly alike in A-properties.

A simple and uncontroversial example of super-
venience may help fix ideas: the case of aesthetic
and nonaesthetic properties. If any two objects are
exactly alike with regard to their nonaesthetic
properties, they must be exactly alike with regard
to their aesthetic properties; indiscernibility in
nonaesthetic properties requires indiscernibility
in aesthetic properties. Other normative properties
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display the same supervenience; for instance, any
two actions that differ morally must differ in some
nonmoral aspect as well.
The normative domain in fact was the original

focus of philosophical musing on supervenience.
The notion has more recently been found to be a
useful tool in many areas of philosophy. In the
philosophy of science in particular, supervenience
is most prominent as one option for thinking about
the ways in which various scientific domains might
be related to each other. The idea that biological
phenomena are entirely dependent on chemical
phenomena, for example, might be clarified by
talk of the supervenience of biological properties
on chemical properties. Such claims are apt to be
found attractive by those who want to endorse
some sort of unity of science thesis without
committing themselves to reductionism. Much of
the contemporary discussion of supervenience has,
after all, been prompted by Davidson’s (1970)
suggestion in his ‘Mental Events’ paper that super-
venience might capture a kind of dependence of
the mental on the physical that does not amount
to reducibility. Whatever exactly reduction is, of
course, is subject to considerable debate; and in
certain views it is not clear that a supervenience
thesis can avoid the commitment (see especially
the work of Kim 1993) (see Reductionism).
The attractions of supervenience can be un-

derstood independently of any desire to avoid
reductionism, however. Two aspects of the notion
make for its appeal. First, when one family of
properties supervenes on another, this often seems
to reflect a more fundamental relationship of deter-
mination, where the supervenient properties are
determined by the properties on which they super-
vene. The way in which these properties (sometimes
called the ‘‘subvenient’’ properties) are distributed
fixes the way in which the supervenient properties
are distributed. Second, a supervenience thesis is
quite minimal in character; it says very little about
exactly how the one family of properties is a func-
tion of the other. This minimal character is respon-
sible for the avoidance of reduction, but it can be
counted as a virtue on its own.

Supervenience, Determination, and Explanation

Philosophers are often engaged in a distinctive ex-
planatory project wherein they want to say that
one sort of property is instantiated in virtue of the
instantiation of others. A handful of typical philo-
sophical questions makes this obvious: What makes
a theory well confirmed? When does an action

count as voluntary? What is it in virtue of which
something has a mind? When two events are related
as cause and effect, what constitutes their being
thus related? The sort of explanation sought here
is plainly not a causal one; this is especially evident
in the last question (see Causality).

While these questions are ubiquitous, they are
not very well understood. Nonetheless, one salient
fact about them is this: They call for answers that
would cite facts that fix or determine the fact to
be explained, where this fixing is of a distinctively
noncausal sort. Consequently, any proposed an-
swer to a question of this distinctive sort carries
with it an associated supervenience claim. Consider
again the clear case of aesthetic supervenience:
The supervenience of the aesthetic on the non-
aesthetic is a reflection of the fact that whenever
something has an aesthetic property, it has that
property because of its nonaesthetic properties.
Similarly, if the distribution of biological proper-
ties is indeed a result solely of the way things are
chemically, then the supervenience of biological
properties on chemical properties is assured.

Is this noncausal relation itself definable in
terms of supervenience? Since supervenience is de-
fined in terms that many philosophers count as
relatively clear and unproblematic, such a feat
would certainly help in addressing the sorts of phil-
osophical questions at issue. Few now think, how-
ever, that any sort of supervenience is sufficient
for the noncausal fixing relation in question. A
certain historical irony is to be borne in mind. Phi-
losophers’ interest in supervenience can be traced
back to meta-ethical discussions, especially those
instigated by G. E. Moore. Famously, Moore held
that ethical properties were ‘‘nonnatural’’; he would
deny that something’s being good was constituted
solely by its having certain nonethical properties.
Nonetheless, he accepted the supervenience of the
ethical on the nonethical. In light of this, the hope
that supervenience might capture the right sort of
dependence can seem fundamentally misguided.

History aside, there are independent reasons
for thinking that no variety of supervenience can
suffice for the determination relation in question.
The simplest point to bear in mind is that super-
venience is fundamentally nothing more than a
holistic sufficiency relation. While no particular
subvenient property is said to suffice for any par-
ticular supervenient property, each possible com-
bination of all subvenient properties is sufficient
for some possible combination of supervenient
properties. Since it is well known that sufficiency
by itself does not guarantee causation, it can seem
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unlikely that supervenience alone could guarantee
the desired noncausal relation (Horgan 1993).

Even if no sufficiency relation can capture the
right determination relation, the point remains that
answers to the sorts of questions gestured at above
seem to imply supervenience theses in a way that
may help clarify the plausibility or significance of
those answers.

Supervenience and Neutrality

The other aspect of supervenience that makes it
appealing is its convenient neutrality, which
comes into play when one generalizes over a variety
of explanations of a similar sort. Consider the
question of what makes something a law of nature.
One may want to commit oneself to the claim that
such a definition would be limited to facts about
actual regularities. In doing so, one may want to
avoid specifying exactly which facts about such
regularities make the difference or how those facts
make the difference; one may even want to avoid
commitment to the claim that any particular facts
about regularities can be picked out as especially
salient to that determination. In this case, it is
useful to clarify one’s position by saying that any
two worlds in which the very same actual regular-
ities hold must be exactly alike with regard to their
laws of nature—in other words, that the laws su-
pervene on the regularities (see Laws of Nature).
Supervenience thereby provides a relatively tidy
and widely applicable way of capturing disputes
about what determines what.

Occasional complaints about supervenience the-
ses seem to ignore this feature. The infamous ‘‘way-
ward atom’’ example employed to raise doubts
about the utility of ‘‘global’’ supervenience might
be such a complaint (Kim 1987). Consider the the-
sis that any two worlds that are physically in-
discernible are mentally indiscernible. This is
consistent with there being a pair of worlds that
differ physically in only one very small way (say,
an atom in one location in the first world is dis-
placed to a different location in the other), but
differ radically in mental respects. The example is
meant to cast doubt on the utility of the super-
venience thesis. The proper response is to stress
that the whole point of offering a supervenience
thesis instead of a detailed account of which sub-
venient properties determine others is to avoid
taking a stand on what, exactly, makes a difference.
As a result, such theses will make room for bizarre
theories about what makes a difference. Consider
the example of laws and regularities suggested

earlier. One might want to say that the laws super-
vene on the regularities; it is consistent with this
claim, however, that there be a world differing
from this one in its regularities in only the smallest
fashion (say, there is just one fewer instance of
the regularity that aspirin relieves headache) while
differing radically in its laws of nature (say, there
are no laws at all—everything happens by chance).
If one wants to rule out such worlds, one needs
to take a more definite stand on the initial explan-
atory claim, thus removing the motivation for
appealing to supervenience in the first place.

An Approach to Taxonomy

One good way to approach the variety of super-
venience relations is by first distinguishing three
parameters that must be specified in formulating
any particular supervenience thesis.

1. The relata: Which two families are at issue?
2. The modal status of the claim: When it is said

that indiscernibility in subvenient properties
requires indiscernibility in supervenient prop-
erties, what is the force of the requirement?

3. The mechanism of comparison: What sorts of
objects are to be compared for (in)discern-
ibility, and how exactly are the relevant
pairs to be selected?

The first two parameters are relatively straight-
forward matters of stipulation. The options avail-
able for the third are less straightforward; the
discussion will focus on these. Throughout, A will
be the family of supervenient properties, and B
will be the family of subvenient properties. For
simplicity, the assumption will be that the modal
parameter is absolute necessity, so that the range of
possible worlds at issue is all of them.
There are two well-known options for the third

parameter. One might compare particular indi-
viduals or entire possible worlds. A third option is
to compare regions of space-time (Horgan 1982),
but this may be left aside for the sake of space
and because it introduces no fundamentally new
issues.

Individual Comparison Supervenience

Say that two particular individuals are ‘‘F-
indiscernible’’ just in case they are indiscernible
with respect to family F of properties. More precise-
ly, the notionmay be defined for individuals at times
as follows: x at t1 and y at t2 are F-indiscernible just
in case, for every propertyP in family F, x hasP at t1
if and only if y has P at t2.
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The following is, then, the nonmodal core of
what may be called individual comparison (IC)
supervenience:

For any individuals x and y and times t1 and t2,
if x at t1 and y at t2 are B-indiscernible, then x
at t1 and y at t2 are A-indiscernible.

Kim (1984), in his seminal ‘‘Concepts of Super-
venience,’’ has made famous three varieties of
supervenience he dubs weak, strong, and global.
His strong and weak supervenience relations are
varieties of IC supervenience that differ in the
way in which they select the individuals to be com-
pared. The weak version compares individuals only
within worlds, while the strong version compares
individuals across worlds as well. Instead of weak
and strong, one might call them

1. intraworld IC supervenience: For any possible
world w, for any individuals x and y and
times t1 and t2, if x at t1 in w and y at t2 in
w are B-indiscernible, then x at t1 in w and y
at t2 in w are A-indiscernible; and

2. crossworld IC supervenience: For any possible
worlds w1 and w2, for any individuals x and y
and times t1 and t2, if x at t1 in w1 and y at t2
in w2 are B-indiscernible, then x at t1 in w1

and y at t2 in w2 are A-indiscernible.

Intraworld IC supervenience ensures that any
two objects within a given world areA-indiscernible
if B-indiscernible. This is consistent with there
being a pair of objects drawn from two distinct
worlds that are B-indiscernible yet A-discernible.
Crossworld IC supervenience rules out this latter
situation.
Few philosophers have found occasion to appeal

to an intraworld IC supervenience thesis. It is
not difficult to see why. Suppose a supervenience
thesis is wanted because it is thought that the
A-properties are always instantiated in virtue of
B-properties. Suppose there is only one A-property
PA and only one B-property PB; now consider two
worlds (Figure 1) such that each contains only two
objects o1 and o2 existing for a span of time during
which they undergo no change, having at all
moments the following array of properties:

The intraworld IC thesis is consistent with the
existence of these worlds. Yet if objects o1 and o2
have their A-properties solely in virtue of their B-
properties, it is hard to see what could explain the
difference between the distribution of A-properties
in w1 and w2. One presumably wants to rule out
such a pair of worlds, but an intraworld IC thesis
will not rule it out.

Crossworld IC theses, by contrast, may seem to
rule out too much. Suppose the A-properties are
the aesthetic properties pertaining solely to paint-
ings, and the B-properties are all the visual proper-
ties an object might have. One might be tempted to
the thesis that when something has an A-property it
has it solely in virtue of its B-properties and subse-
quently venture the crossworld IC supervenience
thesis: Any pair of individuals, drawn from the
same or differing worlds, are A-indiscernible if B-
indiscernible. Suppose, however, that perfect for-
geries are aesthetically inferior to originals, so that
the history of a painting makes a difference to its
aesthetic value. If so, then the crossworld IC super-
venience thesis is false: There could be two paint-
ings that are visually indiscernible that could be
aesthetically discernible—whether drawn from the
same world or not.

It does not seem fair to blame this sort of prob-
lem on the choice of a crossworld IC supervenience
relation. The problem, rather, seems to be the
choice of supervenience relata: The subvenient
family is insufficiently broad. A natural fix is to
expand that family to include relational properties
such as having such-and-such a history. Nonethe-
less, examples of this sort have directed attention to
global supervenience theses—that is, supervenience
theses that compare entire worlds.

A good question is whether every supervenience
thesis can be, as it were, hammered into a cross-
world IC form by building into the subvenient
family more complex relational properties. It is
clear that some cases could be thus accommodated
only if one were willing to include very gruesome-
looking subvenient properties. Beyond those—
which may be especially unlikely to arise in the
philosophy of science—there are others that de-
mand a global treatment, viz., those in which the
properties in question are not even properly said to
be possessed by individuals in a world but only by
the worlds themselves. The law thesis considered
earlier illustrates this. If one sets out the thesis that
the laws of nature supervene on the regularities,
one must take care to note that the two families
of properties can be attributed only to worlds:
being such that all Fs are Gs, or being such that it
is a law that all Fs are Gs.Fig. 1. Intraworld without crossworld 1C supervenience.
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Global Supervenience

The sort of supervenience that compares entire
worlds is usually called global supervenience. The
claim that A-properties globally supervene on B-
properties can be initially expressed by saying that
any two possible worlds that are B-indiscernible are
also A-indiscernible. If, however, the two families
of properties include properties that are normally
attributed to individuals, talk of two worlds being
indiscernible with respect to those properties is not
immediately comprehensible.

The most straightforward way to make sense of
such talk presumes that the two worlds contain the
very same individuals. In that case, one may say
that w1 and w2 are F-indiscernible just in case, for
each individual x that exists in w1 and each time t, x
at t in w1 and x at t in w2 are F-indiscernible.
However, if one endorses a global supervenience
thesis using this notion of global indiscernibility,
one should be aware of one unhappy way in which
it is weaker than might have been expected. Recall
the scenario involving just two objects and two
properties earlier set out in demonstrating the
weakness of intraworld IC supervenience. Now
consider a similar one (Figure 2), with the sole
difference being that the two worlds contain nu-
merically distinct individuals.

If the claim that A-properties were instantiated
in virtue of B-properties earlier motivates rejecting
the first scenario, it should presumably motivate
ruling out this one as well. (A possible exception
is when the supervenient properties include impure
properties—those defined by reference to particu-
lar individuals.)

What is wanted is a one-one mapping between
worlds that does not require numerical identity.
There are two different routes one might take
here. The first is to impose, from the outside as it
were, a way of establishing what counts as a rele-
vant mapping; the other is to allow the character of
the subvenient family to do the work. As for the
first route, one natural suggestion is to appeal to
spatiotemporal location. One might define the rele-
vant mapping between w1 and w2 as that which
ensures that each individual x in w1 is mapped to

an individual in w2 that exists at the same times
and places in w2 as does x in w1. (Note that if
spatiotemporally coincident entities can exist, this
approach will not result in a unique mapping.)
If one adopts such a spatiotemporal mapping,

it is presumably because one wants to allow that
the spatiotemporal location of an individual is
relevant to how its B-properties determine its A-
properties. In general, however, the factors that
one thinks relevant to the determination of the
supervenient properties are meant to be built into
the subvenient family. Of course, this means one
option one might want to take is to return to a
crossworld IC thesis with an appropriately expand-
ed subvenient family. For example, if one thinks
that spatiotemporal location is relevant, one may
include in the subvenient family properties encoding
such location—the property of having existed at
such-and-such places and at such-and-such times.
But if one prefers a global thesis, this point suggests
an alternate approach. One might use only those
mappings that match individuals in one world to
those in another according to their being indis-
cernible with respect to those properties deemed
relevant in determining the facts about the superve-
nient properties. These will, of course, be exactly
those properties placed in the subvenient family.
If one has included in the B-family those factors
that one believes relevant to determining the in-
stantiation of A-properties, it is natural to suppose
that a relevant mapping is one that pairs up
B-indiscernible individuals.
More precisely: Say that a one-one mapping M

from w1 to w2 is a ‘‘B-isomorphism’’ just in case, for
any property P in B, if an individual x in w1 has P at
a time t, then M(x) in w2 has P at t. One may then
want to say that two worlds are F-indiscernible just
in case there exists an F-isomorphism between
them. Using this definition of indiscernibility to
define global supervenience in the usual way results
in this formulation:

For any two possible worlds w1 and w2, if there
is a B-isomorphism between w1 and w2, then
there is an A-isomorphism between w1 and w2.

This thesis is much weaker than one might have
expected. Indeed, it is compatible with the pair of
worlds considered earlier as a way of showing how
weak intraworld IC supervenience is (see Figure 1).
In that case, there is a B-isomorphism between
w1 and w2, i.e., the function that maps o1 in w1 to
o1 in w2 and o2 in w1 to o2 in w1. There is also an A-
isomorphism, i.e., the function that maps o1 in w1

to o2 in w1 and o2 in w1 to o1 in w2. If allowing this
scenario made intraworld IC supervenience too

Fig. 2. B-discernibility by means of numerical
supervenience.
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weak to be of interest, then the present global thesis
is also too weak to be of interest.
The sort of supervenience just considered has

been dubbed ‘‘weak global supervenience’’ (Sider
1999; Shagrir 2002). Its weakness lies in the fact
that it quantifies over two one-one mappings with-
out relating them to each other. By contrast, the
following ‘‘strong global supervenience’’ thesis
relates them quite closely:

For any two possible worlds w1 and w2, every B-
isomorphism between w1 and w2 is also an A-
isomorphism.

This latter thesis rules out the pair of worlds
described in Figure 1 and seems to be the most
promising notion of global supervenience.

D. GENE WITMER
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THEORIES

Scientific theories, as carriers of scientific know-
ledge, were at the focus of philosophy of science
throughout the twentieth century. In particular,
philosophers argued about how scientific theories
should be formalized or reconstructed. At first,
only the most successful scientific theories (such
as Newtonian theory, relativity theory, and quan-
tum theory in physics, and evolutionary theory
in biology) were considered as candidates for re-
construction; more recently a much wider range
of scientific constructs has come under consider-
ation. This article will review the three most
prominent approaches to the reconstruction of
scientific theories in the philosophy of science.
Each attempts to portray the content of theories
using formalisms of various kinds. Criticisms
of the approaches are also reviewed. First to
be discussed is the leading approach to scien-
tific theories in the first half of the twentieth
century.

The Received View

Logical empiricist approaches to theory structure
are known as the received view or the syntactic
view (see Logical Empiricism). These ‘‘syntactic’’
approaches characterize scientific theories as lin-
guistic entities. They explicate scientific theories
as being axiomatic logical systems with a set of
rules of interpretation or of correspondence tying
the theoretical language in the system to the obser-
vation language. Suppe (1977) has given a useful
characterization of the later versions of the logical
empiricists’ view, as presented by Hempel (1958)
and Carnap (1956). Under this view, theories
can be reconstructed as satisfying the following
conditions:

1. The theory is formulated in terms of a first-
order language L and a logical calculus K
defined in terms of L. (L may be expanded
by modal operators.)
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2. The terms of L are divided into two exclusive
categories: VO, which contains just the obser-
vation terms, and VT, which contains the
theoretical terms.

3. This allows the language L to be divided into
two parts: the observation language, LO,
which contains terms from VO but no terms
from VT, with an associated logical calculus;
and the theoretical language, LT, which does
not contain any VO terms, also with an as-
sociated logical calculus. In addition, L con-
tains mixed sentences, in which at least
one term from both VT and VO occurs.

4. LO and its associated logical terms, KO, are
given a semantic interpretation, in which the
domain of interpretation consists of concrete
observable events or things. This interpre-
tation is a partial semantic interpretation of
L and K.

5. Central to the reconstruction of the theory
T in L are a special set of sentences of LT,
which express the axioms or laws of the the-
ory. The axioms of the theory T, in which
only terms of VT occur, and the correspon-
dence rules, C, which are mixed sentences,
make up a partial interpretation of the theo-
retical terms and the sentences of L. The
correspondence rules must be finite in num-
ber and logically compatible with T. In ad-
dition, each rule in C must contain at least
one VO term and one VT term, and C must
contain no extralogical term that does not
belong to either VT or VO.

In summary, if L is the language and A is the
conjunction of all the axioms of the theory, while C
is the set of correspondence rules, the conjunction
T6A is the scientific theory.

This last version of the received view differs from
earlier versions. In particular, earlier notions of the
correspondence rules were construed in terms of
explicit definitions that identified the content of
theoretical claims with complex observation con-
ditions. Later, correspondence rules were formu-
lated as reduction sentences that partially defined
theoretical language in terms of particular experi-
mental setups. Finally, as presented above, corre-
spondence rules were seen as interpretive systems;
under this approach, theoretical terms were not
coordinated with individual observable conditions.
Rather, the inclusion of theoretical terms in the
theory had to make a difference to the theory’s
observable consequences.

Note that the syntactic view characterizes the-
ories both syntactically and semantically. The

syntactic characterization consists in the axiomatic
calculus. Theorems of the theory are derived from
the set of axioms. The syntactic specification
is followed by a semantic interpretation, which
involves an interpretation of the signs of the
axiomatic calculus in terms of various empirical
entities and properties.
The received view of theory structure has been

used to represent various pieces of physical theory,
including Newtonian mechanics, as well as eco-
nomic theory and evolutionary theory (see Suppe
1989 for references).

Criticisms of the Received View
Although the received view had the merit of

being relatively clear, its clarity, which it owed in
large part to its association with the standards and
ideas of formal logic, came at a price. The account
came in for a number of criticisms from the 1960s
onward. A sample of the most serious are listed
below.
As noted above, correspondence rules require

the use of both an observation term and a theoreti-
cal term. These parts of the language of theories
were considered distinct and nonoverlapping. But
the received view’s distinction between obser-
vational and theoretical language was sharply crit-
icized by Achinstein and Putnam in the 1960s
Hanson and Feyerabend also attacked the logical
empiricists’ view, arguing that observations were
theory-laden and that the observational/theoretical
distinction was untenable. Kuhn argued that the
connections between theory and phenomena could
not be represented by explicit correspondence
rules. He favored the view that exemplars of ap-
plications of theories were the basis for much of
science (see Suppe 1977, 4).
Putnam and Achinstein also criticized the notion

of partial interpretation as it was used in the liber-
alized correspondence rules. These rules were also
criticized by Schaffner (1969), who attacked the
logical empiricist view by arguing that it merged
together experimental procedures, meaning, and
causal relations. The received view was also crit-
icized for failing to individuate theories cor-
rectly. Under the syntactic definition of theories,
any change in the syntax of a theory is taken to
introduce a new theory (Suppe 1977).
A general problem with the received view of

theories is that the Löwenheim-Skølem theorem
implies the existence of unintended models of any
theory, which is a result of the use of the first-order
languages that the logical empiricists insisted upon.
For example, first-order theories of arithmetic on
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the natural numbers have uncountable models.
These unintended models were, in turn, sources of
potential counterexamples. As Suppe (1998) puts
it, ‘‘Positivistic syntactical analyses of theories,
confirmation and explanation persistently were
plagued by problems of unintended models’’ (345)
(this paper also has a useful and large bibliography
concerning theories).
To make matters worse, standard formulations

of most theories do not take the form of axiomatic
calculi with attached interpretations. In fact it
is doubtful whether some theories can be formal-
ized in this manner. Van Fraassen (1980, 65–67)
emphasizes the ‘‘enormous distance’’ between re-
search on the foundations of science and any
‘‘syntactically capturable axiomatics.’’ In addition
to these pragmatic concerns, it has been argued
(French and Ladyman 1999, following van Fra-
assen 1989, 211) that the received view is the
wrong way to represent scientific theories alto-
gether. It is not merely practically unworkable, it
is technically impossible, in the sense that any sci-
entific theory that makes use of the real numbers
(i.e., theories that take space-time to be continu-
ous) will not be axiomatizable in any first-order
language. Given that the majority of scientific
theories do make use of the real numbers,
this result constitutes a major difficulty for the
received view.
In sum, the received view has been beset since

the 1960s with objections to the possibility of
formalizing theories in the preferred manner. The
important distinction between theoretical and
observational vocabularies turned out to be unten-
able, as was the adherence to first-order languages.
The problem of having unintended interpretations
of the axiomatized theory haunted these accounts;
a great deal of energy was spent simply trying to
eliminate the unintended interpretations. These
problems were taken to be serious by many philo-
sophers of science, and when an alternative came
along, the received view quickly fell into disfavor.

The Semantic View

The semantic view was originally developed by
Suppes (1957 and 1967), and further developed
by Suppe (1977), van Fraassen (1970 and 1972),
and Giere (1988). Suppes proposed that when ana-
lyzing a theory, one directly specifies the intended
models, without reference to a particular axiomatic
calculus. In other words, one should characterize
theories as specifications of the kinds of systems to
which they can be applied. As van Fraassen (1972)
puts it,

The essential job of a scientific theory is to provide us
with a family of models, to be used for the representa-
tion of empirical phenomena. On the one hand, the
theory defines its own subject matter—the kinds of sys-
tems that realize the theory; on the other hand, empirical
assertions have a single form: the phenomena can be
represented by the models provided (310).

This fixes one problem with the logical empiricist
account, namely, the problem of unintended mod-
els, but it also raises the issue of what a model is.
Technically, a semantic model is an interpretation
that makes all sentences in a theory true. But in the
semantic account, the mapping relation is implicit,
and the model is conceived as an independent
structure. As van Fraassen (1989) makes clear, ‘‘A
model consists, formally speaking, of entities and
relations among those entities’’ (365).

The semantic approach is really a family of
related approaches, all having two assumptions in
common: first, that scientific theories are best con-
ceived not primarily as axiomatized linguistic sys-
tems, but rather in terms of their models; and
second, that the appropriate tool for the formal
explication of scientific theories is not first-order
logic and metamathematics, but rather mathemat-
ics. Advocates of the semantic view differ in the
mathematics they use to present the models that
make up theories. Choices range from the state
space approach taken by van Fraassen (1989) and
Suppe (1989) to set theory (Suppes [1962], Sneed
[1971], Stegmuller [1976]) to set theory supple-
mented by category theory (Balzer, Moulines, and
Sneed 1987). These latter two approaches are char-
acteristic of a branch of the semantic view called
the structuralist approach, which shall be treated
in its own section below.

Models
In Suppe’s and van Fraassen’s views, models are

presented by specifying a state space and the laws
and parameters on it. The various variable values
(or states of the system) are limited by the laws of
the model, which portray either the possible states
of the system (coexistence laws) or the successive
states of a system over time (laws of succession).
The structure of the theory is thus presented as a
family of related state space models and their laws.

Van Fraassen (1980) differentiates between
the model-theoretic use of ‘‘models’’ and scientists’
use of the term. Model-theoretic models are ‘‘spe-
cific structures, in which all relevant parameters
have specific values,’’ while a physicist’s model is
‘‘a type of structure, or class of structures, all
sharing certain general characteristics’’ (44). And
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what physicists call a model is what van Fraassen
would call a model-type. (See McMullin 1985,
257, on different uses of the term ‘‘model’’; also
Achinstein 1965.)

Although his approach has great overlap with
other semantic-view theorists, for Giere (1988,
47–48) a model is both a structure and an interpre-
tation, a mapping from elements of a linguistic
formulation to elements of the structure. Other
semantic-view theorists do not include the inter-
pretation as part of the model, and see models
only as structures that satisfy the linguistic for-
mulation. Giere’s approach is also distinctive in
the way it characterizes the relation between the
model and the system being modeled. In his for-
mulation of the semantic view, models must be
‘‘similar’’ to the systems that they represent in na-
ture. Scientific models are understood as idealized
systems (and thus as abstract entities), while ‘‘real
systems’’ refer to nature. The relationship between
models and real systems is one of similarity in
certain respects and to certain degrees. A theory is
characterized by the models it uses, and a theoreti-
cal hypothesis asserts a similarity between a real
system and some aspects of one of these models.
Giere is interested in the similarity relation because
it captures the use of idealization and approxi-
matizations in scientific modeling. Besides, one
cannot claim isomorphism between mathematical
structures on one hand and real systems in nature
on the other; it would be a category mistake.

The role of a hierarchy of models (Suppes 1967)
that intervenes between the system in nature and
the theoretical structure is especially important
here. Suppes (1962) emphasizes that there is a
hierarchy of representations between theories and
phenomena. As van Fraassen (1985) puts Suppes’
point, the ‘‘theory is not confronted with raw data
but with models of the data and . . . the construc-
tion of these data models is a sophisticated and
creative process’’ (271). As described by Suppes
(1967, 62–63), the hierarchy of models constitutes
a methodology for the transformation of obser-
vational and experimental data into a form that
can be compared with theory. He includes models
of the experiment, models of data, experimental
design, and ceteris paribus conditions. In this
view, data models are the low-level structural
representations of the natural world. As such,
they involve processed information regarding the
natural system that is then formulated into a
mathematical structure. It thus becomes possible
to compare various models in the hierarchy with
one another, because they all represent mathe-
matical structures. Giere’s similarity relation can

be understood in terms of a subfamily of relations
that stand in correspondence to certain of the
relevant family of relations in the total model that
completely represents the system (French and
Ladyman 1999, 111).
There is still a problem of how to understand the

relationship between the lowest-level data model
and the world, but this problem is shared by all
systems of representation and is not unique to the
semantic approach. At any rate, the notion of
similarity can be understood in terms of a partial
isomorphism holding between the families of
relations concerned. Bueno (1997) proposed a for-
malization of the hierarchy of partial structures.
Thus, as French and Ladyman (1999) conclude,
‘‘The relationship between theory and empirical
reality is mediated by a series of representations
and so the use of isomorphism and related notions
is perfectly legitimate’’ (113). What binds the
Suppes, Suppe, Giere, and van Fraassen views to-
gether is the overall claim that theories are best
thought of as families of models, rather than as
partially interpreted axiomatic systems.
Several advantages of the semantic approach

have been claimed. First, theories are ‘‘extralinguis-
tic entities which may be described or characterized
by a number of different linguistic formulations’’
(Suppe 1974, 221). In other words, the particular
linguistic formulation does not affect the content
of the theory. The semantic approach thus avoids
the linguistic puzzles and problems of unintended
models that dominated discussions within the
received view of theories. Second, the semantic
view is argued to be more easily and naturally
applied to scientific theorizing than the received
view. This can be seen in the numerous applica-
tions of the semantic view to various scientific
theories, including quantum mechanics (van
Fraassen 1991), evolutionary theory (Beatty 1980;
Lloyd 1988; Thompson 1989), economic theory
(Hausman 1981), ecological theory (Castle 2001),
chaos theory (Kellert 1992), and sex and gender
(Crasnow 2001).
Third, proponents of the semantic view claim

that it is compatible with any epistemology of
science, whether realist, empiricist, or instrumen-
talist. The received view, in contrast, was taken by
many to be tied to the antimetaphysical ontolo-
gy of logical empiricism. Finally, the semantic
view ‘‘offer[s] the possibility of incorporating the
various senses of the word ‘model’, as used in
scientific practice, within a single, unitary account’’
(French and Ladyman 1999, 106). This is done
through the semantic-view argument that being
‘‘true in some respects’’ can be characterized in
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terms of ‘‘partial’’ truth (Da Costa and French
1990, 259). The proponents of the semantic view
argue that this accords well with scientific practice
and captures various senses of the term ‘‘model’’ in
science.
Before turning to challenges to the semantic

view, something must be said about a variant of a
semantic approach, the structuralist view.

The Structuralist View
The structuralist view was launched by Sneed

(1971), in his set-theoretic analysis of physical the-
ory. The view has since been elaborated, and nu-
merous applications have been made to various
scientific theories (Balzer, Sneed, and Moulines
2000). One of the fundamental aspects of the ap-
proach is that the close association of system spe-
cifications and empirical applications is taken into
account. Theories are characterized in terms of
exemplary or paradigmatic applications of the sys-
tem that is specified. A theory consists of a struc-
ture and a set of intended applications.
Under the structuralist view, the first step in

analyzing the structure of a scientific theory is
to start by presenting a class of models in set-
theoretic terms. The class of structures that settle
the formal properties of the scientific concepts
in the theory are called potential models, or Mp.
The class of structures that also satisfy the sub-
stantial laws of the theory are called actual models,
or M. The structuralists determine Mp and M
by defining a set-theoretic predicate by means of
themethod of axiomatization. But the theory’s iden-
tity is given by M, and not by the set-theoretical
predicate. The theory’s identity is associated
with the theory’s empirical claims, which start
with a certain domain of empirical systems being
investigated, called the domain of intended appli-
cations, I. A theory’s central empirical claim, under
structuralism, is that a certain Mp-conceptualized
domain I can be subsumed under M. Thus, the
claim has empirical content, and can be true or
false. In this sense, structuralism also involves
statements.
The ‘‘formal core’’ K of a theory is an array of

structures that include Mp, M, partial potential
models Mpp, constraints C, links with other the-
ories L, and approximations A. Thus, the refined
view of the empirical claim of a theory is that it
consists in the global statement that the domain
of intended applications I can be subsumed under
K. Many intertheoretic relations can be repre-
sented within the structuralist approach, including

specialization, reduction, equivalence, and
approximation (Moulines 2002; for detailed pre-
sentations of the structuralist view, see Stegmuller
1979 and Balzer et al. 1987).

The structuralist approach is intended to be use-
ful in addressing relationships among theories,
‘‘their connections to empirical data, the methods
used to check them, the pragmatic aspects of their
use by the scientific community, their evolution
in historical time, and related matters’’ (Moulines
2002, 2). This approach has been especially im-
portant in work on intertheoretic reduction
(Stegmuller 1976; Balzer, Pearce, and Schmidt
1984; Balzer et al. 1987). The accounts of in-
tertheoretic reduction are regarded by some as
having proved useful in very detailed reconstruc-
tions of episodes in the history of science (Balzer
et al. 1984 and 1987). For example, Bickle (1993)
uses this account of intertheoretic reduction to
analyze the connectionist eliminitavist arguments
(see Reductionism).

While both the semantic view and the structural-
ist view are ‘‘variants of semantic metatheory,’’ the
distinction between Mp and Mpp is treated differ-
ently by the two approaches (Sintonen 1990, 679).
In addition, structuralists have argued that mature
scientific theories form ‘‘theory nets,’’ which are
theories related to one another by certain interthe-
ory relations, whereas semantic-view theorists do
not make this claim.

Finally, the structuralists read Suppe and van
Fraassen as denying any role for syntactic analysis.
A more substantive disagreement with the other
variants of the semantic view is that structuralists
think that pragmatic analysis plays an important
role in understanding the theoretical structure of
science, whereas semantic-view theorists do not use
pragmatic analysis.

Criticisms of the Semantic View

Despite the fact that the semantic view is today
more or less the accepted view, it is not without
its critics. There are at least three major areas of
concern: Is the semantic view as free of the linguis-
tic entanglements as it claims to be? Can the se-
mantic view really account for the diversity of
models seen in science? and, Does the semantic
view misrepresent the place of models in science?

Hendry and Psillos (1998) note that the ‘‘seman-
tic view’’ seems to be a misnomer, as theories are
not really nonlinguistic in the semantic conception.
Giere’s theoretical hypotheses, wherein abstract
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structures are claimed to represent given classes of
real systems, are linguistic entities. If models are
seen purely abstractly, the theory’s content is di-
vorced from its applications, and theories are not
representational. Thus, the theory cannot be seen
as equivalent simply to a class of models. Giere’s
formulation avoids this problem and is endorsed
by van Fraassen (1989, 222), and Suppe (1989, 4),
but only by allowing linguistic components into
the theory. In other words, the mapping claims
made on behalf of the models are themselves
linguistic in form.

A pervasive criticism of the semantic view is
that it cannot account for the wide array of models
used in scientific practice. The semantic view
uses only a narrow logical meaning of modeling,
while there are many other types of models in
scientific use, such as scale models, analogue mod-
els, iconic models, Watson and Crick’s wire model
of DNA, Kuhnian exemplars, and Griesemer’s
biological ‘‘remnant’’ models, which are actual spec-
imens in a museum (Griesemer 1990) (see Scientific
Models). Downes (1992) argues that since these
models cannot be accommodated within the se-
mantic approach, its strong form should be rejected
(Weinert 1999). This is an echo of Achinstein
(1968), who rejected the semantic approach to
theories, arguing that there could be no theory of
scientific models.

The claim is that there is a difference between
the mathematical structures that make up the
model in the semantic view and scientific models
more broadly. The concept of isomorphism is
especially problematic, because while isomorphism
may easily be applied to mathematical models,
it is unclear how it could apply to the relationship
between empirical systems and theoretical models
(Downes 1992, 147). But French and Ladyman
(1999, 107) take it that the challenge is whether a
set-theoretical description can capture the kinds
of models used in scientific practice. They argue
that this is possible and demonstrate how to do it
with various types of models. This usually involves
a partial isomorphism between the partial struc-
tures used in representing the models, where a
partial structure is a set-theoretical structure that
satisfies a Suppes-style set-theoretical predicate.
This approach even works with DNA models and
remnant models (or so it is claimed), in that they
represent structure, which can be formalized in
the appropriate way.

An additional worry about models and the se-
mantic view, though, is that models are relatively
independent of theories (Morgan and Morrison

1999). When constructing models, more than the-
ories are relied upon—model construction also
involves data, technological design, and intuitive
insight (Cartwright, Shomar, and Suarez 1995).
Because models are relatively independent of each
source, they can serve as mediators between them.
In addition, it is possible to have a number of
possibly mutually inconsistent models of a system
or phenomenon covered by a theory. Morgan and
Morrison (1999) emphasize that constructing mod-
els and manipulating them are important scientific
activities that are not adequately addressed by a
view of models purely in terms of their relation to
theories. This is not actually a direct criticism of the
semantic view, but it does emphasize the limits of
its utility in understanding how models work in
science.

Conclusion

The most fundamental implicit criticism is that
perhaps theory structure is not the thing to study
in the philosophy of science, and that more analyt-
ical effort should be spent on looking at the various
uses of scientific models. Nevertheless, it would
seem that the semantic view of theory structure
has been applied successfully in a number of
cases, and is still generating more solutions than
problems. The same cannot be said of the logical
empiricists’ approach to theory structure, which
collapsed under its own set of formal problems.
The semantic view is widely accepted presently,
and it is unclear that any of its critics have offered
new ways to characterize scientific theories. There
is a promising sketch of an alternative, ‘‘interac-
tionist view’’ by Hendry and Psillos (1998): ‘‘As
historical individuals, theories are complex consor-
tia of different representational media: words,
equations, diagrams, analogies and models of dif-
ferent kinds’’ (1). According to Hendry and Psillos,
both the semantic and received views fail to tackle
the complexity of the ways that scientific theories
represent the world, which can only be represented
by these complex groupings of representational
media. So far, though, no developed alternative to
viewing theories has been offered outside of the
semantic and structuralist approaches.

ELISABETH A. LLOYD
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TIME

What is the relationship between time and space?
What times exist? What does it mean to assert that
time had a beginning? What explains why cau-
sation proceeds from past to future? These ques-
tions will serve to introduce some central debates
in the study of time. It is best to begin with the
relationship between time and space in special
relativity.

Time and Special Relativity

Special relativity asserts that the backdrop on
which physical happenings are arrayed is a four-
dimensional space-time manifold (see Space-Time).
To get used to thinking about manifolds, consider
the following prerelativistic example.

Flatland (Abbott 1884) is a world consisting of
just two spatial dimensions. Think of Flatland’s
space-time as a three-dimensional block, and
think of the block as a stack of two-dimensional
time-slices. Each time-slice determines the state of
Flatland at a particular time, and each point of a
slice determines what happens at a particular place
at a particular time (see Figure 1).

Flatland’s space-time can be divided into slices
in many different ways—horizontally; at another
angle, into surfaces that each contain happenings
at many different times. Notice that the horizontal
time-slicing is special in that it alone guarantees
that points on the same slice are simultaneous.
Like Flatland, a special relativistic world is as-

sociated with a space-time manifold. But there is
no single privileged way of dividing a special rela-
tivistic manifold into time-slices. Instead, many
candidate slicings are equally deserving of the title.
A contrast with Flatland is helpful at this point.

Take any two instantaneous Flatland events—let
them be flashes of light. Flatland’s space-time
determines which flash happened earlier (and the
elapsed time between them). It also determines
the spatial distance between their locations. Now
consider two flashes of light in a relativistic space-
time. Unlike Flatland’s space-time, relativistic
space-time does not in general have enough struc-
ture to determine which flash happened earlier
(see Figure 2). Nor does it have enough structure
to determine the spatial distance between the flash
locations. Instead it determines a single magnitude
of separation between the flashes: the space-time
interval between them. So in the following (limit-
ed) sense, special relativity combines time and
space: Special-relativistic space-time does not sepa-
rately determine the spatial and temporal intervals
between events.

Fig. 2. Flatland Versus Special Relativity. Flatland
space-time has a preferred decomposition into time-slices,
compared with a special relativistic space-time, which does
not. In each space-time, two instantaneous events are
marked with dots. In Flatland, A occurs before B. In the
relativistic space-time, relative to one system of time-slices
(dotted lines), C occurs before D. But relative to another
system of time-slices (solid lines), C occurs after D.

Fig. 1. Flatland. Flatland’s space-time can be thought of
as a three-dimensional block. Each two-dimensional slice
corresponds to the state of the world at one time. In the
history depicted, a circle sits unmoving on the left, while a
square both moves to the right and shrinks over time. Also
shown is the intersection between these objects and a sample
time slice.

TIME

829



But in another sense, special relativity distin-
guishes sharply between time and space, for not
all ways of slicing a special-relativistic manifold
are on a par. Certain slicings (and associated label-
ings of the slices by spatial coordinates) are dis-
tinguished. These inertial frames are associated
with lengths and time intervals as measured by
unaccelerated observers (see Space-Time). Further-
more, although special relativity does not separ-
ately determine the time and space intervals
between events, it does pick out the timelike curves,
that is, those paths through space-time that cor-
respond to slower-than-light travel. And it de-
termines how much time elapses along any such
path.
For example, consider a pair of clocks, initially

synchronized and sitting next to each other. Sup-
pose that clock A never accelerates but that clock
B zooms far away and returns. The geometry
of space-time determines the total elapsed time
along the path of each clock. In this case, more
time is elapsed along the path of clock A (the stay-
at-home clock) than along that of clock B. As a
result, when clock B returns, clock A will display
a later time.
This example illustrates again that in a certain

limited sense, special relativity mixes together time
and space: The time elapsed for each clock depends
on its trajectory through space. But the example
also illustrates that special relativity does distin-
guish between time and space, for it picks out
those paths along which it makes sense to speak
of an elapsed time, and it determines how much
time elapses along them.
One further issue deserves mention. As explained

above, it makes no sense in special relativity to
assert that two events are simultaneous in any ab-
solute sense. It does make sense to assert that two
events are simultaneous relative to some particular
inertially moving observer. That much is uncon-
troversial. But a question remains: Once an observ-
er has been fixed, does that alone determine which
events are simultaneous? Or is it that in order to
settle which events are simultaneous relative to
an observer, one needs to adopt a convention of
simulteneity? (For discussion of this question, see
Malament 1977, Sarkar and Stachel 1999, and
Janis 2002.)

Time and General Relativity

General relativity allows time and space to get
mixed up in additional ways. Like special relativity,
general relativity has it that space-time is a four-
dimensional manifold. But manifolds in general

relativity may be curved, in order to take grav-
itation into account. Furthermore, the way that
matter is distributed through space-time con-
strains the way it is curved. For example, where
there is a heavy and dense star, there is extreme
curvature.

The constraint also goes in the other direction:
The curvature of space-time constrains the way
matter is distributed through it. For example, the
extreme curvature of space-time near the above-
mentioned star constrains the trajectories of parti-
cles floating in the star’s vicinity. (It bends the
trajectories of the particles toward the star.) Thus
the dynamical laws of general relativity come in
the form of a consistency condition—expressed by
Einstein’s field equations—between the curvature
of space-time and its contents.

That form of law stands in sharp contrast to
the form of the laws of classical mechanics, in
which (as in special relativity), the geometrical
structure of space-time is fixed, and the laws spec-
ify what states follow any given initial state. Such
laws are compatible with time-slice generation: The
state of one time-slice of the world produces or
generates (via the laws) the states of subsequent
time-slices (Maudlin 2002).

Since general relativity does not impose a fixed
space-time geometry, it allows for universes with
exotic temporal structures. The simplest example
is that one can obtain circular time by pasting
together two temporal ends of a special relativistic
manifold (Earman 1986). The resulting ‘‘cylindri-
cal’’ space-time has closed timelike curves: paths
associated with slower-than-light travel that loop
back on themselves. A particle traversing such a
path returns to its own past.

Closed timelike curves also appear in rotating
dust space-times (Gödel 1949) and in some space-
times with wormholes—throats that provide short-
cuts connecting one part of a manifold to another
(Thorne 1995), all of which are consistent with
the Einstein field equations. The physical possi-
bility of such exotic space-times is in tension with
the time-slice generation picture. Some such space-
times—including rotating dust space-times and
wormhole space-times—cannot be sliced into sur-
faces well suited to playing the role of time-slices.
More precisely, they cannot be foliated into Cau-
chy surfaces: spacelike hypersurfaces that intersect
every inextendible timelike curve exactly once
(Arntzenius and Maudlin 2002). Other space-
times cannot even be equipped with a temporal
orientation: a structure that determines for each
timelike curve which direction time elapses along
that curve (Earman 1974; Sklar 1993).
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One response to this tension is (a) to point out
that the exotic universes are highly physically un-
realistic and (b) to conclude that although the
Einstein field equations allow them, they should
be discarded as physically impossible on other
grounds (Maudlin 2002; Callender 2000). Another
response is to give up the time-slice generation
picture and rest content with thinking that the
laws of nature constrain what total histories of
the world are allowable (Price 1996).

The Beginning of Time

Modern ‘‘big bang’’ cosmologies entail that time
itself had a beginning. How is that claim to be
understood? It should not be understood as the
(contradictory) claim that there was a time before
time began. It is better understood as there being
an upper bound on the temporal distance be-
tween current events and any past event. (Here
the temporal distance between two events is under-
stood to be the time elapsed along a geodesic that
connects the space-time locations of the events.)

How could it be that the past has finite extent?
Consider a universe with such a past. For such a
universe, it is tempting to think of the space-time as
embedded in some larger, background space-time,
just as a curved surface of finite extent might be
embedded in an infinite Euclidean space. If so, then
the larger space-time might have an infinite past
after all.

But this picture should be resisted. The curvature
and extent of space-time can be completely char-
acterized by spatiotemporal relations that hold
among its parts. It is not necessary to posit a ‘‘con-
tainer’’ space-time, and modern cosmologies posit
no such things. Nor is it necessary to posit a first
time, for it may be that (though the universe has
a finite past in the above sense) every moment is
preceeded by earlier ones (Earman 1995, chap. 7).

Presentism

According to relativity theory, space-time is a four-
dimensional manifold. Interpreted literally, this
entails that there exists a four-dimensional mani-
fold. It follows that there exist some things that
do not presently exist (e.g., the part of the mani-
fold corresponding to 1776). Presentists deny this,
and claim that whatever exists at all, exists now
(Markosian 2002). So, unlike their opponents,
presentists cannot interpret literally relativity’s
claim that space-time is a four-dimensional mani-
fold. (Relationalists about space-time also deny
that there exists a four-dimensional space-time

manifold, but do so for different reasons than
presentists.)
In addition, presentism is apparently incom-

patible with the lesson of special relativity that
there is no privileged notion of simultaneity. For
if presentism is correct, it makes sense to speak of
what exists now, without specifying a frame of
reference. So presentism provides the following cri-
terion of simultaneity: Two events are simulta-
neous if and only if they are both currently
occurring.
Some respond to the apparent incompatibility

between presentism and special relativity by con-
cluding that presentism is false. (See Putnam 1967
for a treatment of this kind; Stein 1968 for a re-
sponse; and Callender 2000 for a rejoinder.) One
presentist response is to adopt a theory that is
observationally equivalent to special relativity but
in which there is a preferred reference frame
(Markosian 2002; Bell 1989). Maudlin (1994) sug-
gests that quantum nonlocality may provide in-
dependent motivation for such a replacement (see
Locality).

Temporal Asymmetry

An important cluster of questions concern various
asymmetries in time. One such asymmetry is the
irreversible nature of certain thermodynamic pro-
cesses (such as the cooling of a hot cup of tea)
(see Irreversibility). Another asymmetry is causal
asymmetry: earlier events cause later events, but
not the other way around. What explains causal
asymmetry?
According to one answer, time itself has a built-

in past!future orientation that is constitutively
tied to the direction of causation (Maudlin 2002).
To illustrate what it means for time to have a built-
in past!future orientation, consider the following
specification of a Flatland space-time (based on an
example in Maudlin 2002):

The space-time contains nothing but two
stationary spheres (X and Y ) and a particle
that makes a single trip from one to the other.

It might be thought that this specification is
incomplete by failing to determine whether the
particle travels from X to Y or the other way
around. Whether the specification is incomplete
in this way depends on whether each Flatland
space-time has a past!future orientation. Such
an orientation would determine which temporal
end of the space-time is the past end and which
end is the future. If Flatland space-times have
past!future orientations, then the specification
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was incomplete in the manner described, for in that
case, there are two space-times meeting the speci-
fication: one in which the particle travels from X
to Y, and one in which it travels from Y to X.
On the other hand, if Flatland space-times lack

past!future orientations, then the specification
was not incomplete in the manner described, for
in that case, the above two possible space-times
collapse into a single one. This space-time has two
temporal ends, and nothing determines which is
the past and which is the future. At one temporal
end, the particle is located at X. At the other end, it
is located at Y. And at intermediate times, it is
located at various places in between.
Of course, in speaking about a Flatland space-

time with no past!future orientation, one might
adopt the convention of treating one end of the
space-time as past and the other as future. But
nothing in the structure of the space-time itself
privileges that convention over the one that labels
the ends in the opposite way (Price 1996).
If time—actual time—has a built-in past!future

orientation, then one might explain the asymmetry
of causation by an analysis in which the direction
of causation necessarily aligns with the past!
future direction (Maudlin 2002). If not (if time
has no built-in past!future orientation), then
that explanation is unavailable. One might in this
case adopt perspectivalism about causation. Ac-
cording to perspectivalism, the term ‘‘cause’’ picks
up its temporal asymmetry from the manner in
which one—a temporally asymmetric agent—is
embedded in space-time (Price 1996).
To illustrate perspectivalism, consider a pair of

agents who are temporally reversed with respect to
each other. (For example, one agent’s biological
processes proceed in the opposite temporal direc-
tion from the other agent’s.) According to one
version of perspectivalism, the two agents possess
different concepts of causation. The difference in
their concepts arises because what one agent counts
as the past!future direction of time, the other
agent counts as future!past. Since in this view
time has no built-in past/future asymmetry, both
concepts of causation are on a par.
A third explanation of causal asymmetry agrees

with perspectivalism that time has no built-in past/
future asymmetry. But it insists that the asymme-
try of causation is not just a consequence of the
particular perspective that one adopts. Instead, it
appeals to an analysis of causation in terms of the
distribution of matter over space-time. According
to that analysis, special features of the actual mat-
ter distribution entail that causation proceeds
only in one direction. But other distributions of

matter would have yielded causation proceeding
in the opposite direction. And still other distri-
butions would have yielded no pervasive causal
asymmetry at all (Lewis 1986).

ADAM ELGA
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Markosian, Ned (2002), ‘‘A Defense of Presentism,’’ in
Dean Zimmerman (ed.), Oxford Studies in Metaphysics,
vol. 1. Oxford: Oxford University Press.

Maudlin, Tim W. (1994), Quantum Non-Locality and Rela-
tivity: Metaphysical Intimations of Modern Physics.
Oxford: Basil Blackwell.

——— (2002), ‘‘Remarks on the Passing of Time,’’ Proceed-
ings of the Aristotelian Society CII: 237–252.

Price, Huw (1996), Time’s Arrow and Archimedes’ Point.
New York: Oxford University Press.

Putnam, Hilary (1967), ‘‘Time and Physical Geometry,’’
Journal of Philosophy 64: 240–247.

Sarkar, S., and J. Stachel (1999), ‘‘Did Malament Prove
the Non-Conventionality of Simultaneity in the Special
Theory of Relativity?’’ Philosophy of Science 66:
208–220.

Sklar, Lawrence (1993), Physics and Chance: Philosophical
Issues in the Foundations of Statistical Mechanics. New
York: Cambridge University Press.

Stein Howard (1968), ‘‘On Einstein-Minkowski Space-
Time,’’ Journal of Philosophy 65: 5–23.

Thorne, Kip S. (1995), Black Holes and Time Warps. New
York: W.W. Norton and Company.

See also Causality; Irreversibility; Space-Time

TIME

832



ALAN TURING

(23 June 1912–7 June 1954)

The work of the British mathematician Alan Turing
stands as the foundation of computer science.
Turing’s (1936–1937) definition of computability
remains a classic paper in the elucidation of an
abstract concept into a new paradigm. His 1950
argument for the possibility of artificial intelligence
is one of the most cited in modern philosophical
literature. These papers, his best known, have led
his contributions to be defined as theoretical. But
his work was highly practical, both in codebreaking
during World War II and in the design of an elec-
tronic digital computer. Indeed Turing’s expression
for the modern computer was ‘‘practical universal
computing machine,’’ a reference to his 1936 ‘‘uni-
versal machine.’’ This combination of theory and
practice meant that Turing’s work fit no conven-
tional category of ‘‘pure’’ or ‘‘applied.’’ Likewise,
his life involved many contradictions. Detached
from social and economic motivations, and per-
ceived as an eccentric, apolitical, unworldly inno-
cent, he was swept into a central position in history
as the chief scientific figure in the Anglo-American
mastery of German communications.

The Matter of Mind

Amidst this complexity there is one constant
theme: Turing’s fascination with the description
of mental action in scientific terms. His computa-
tional model can be seen as a twentieth-century
renovation of materialist philosophy, with a claim
that the discrete state machine is the appropriate
level of description for mental states. However, it
did not begin in that way: Turing’s interest in the
material embodiment of mind comes first in a pri-
vate letter of about 1932 (Hodges 1983, 63), in
which he alluded to the newly elucidated quan-
tum-mechanical nature of matter and then, influ-
enced by Eddington, speculated on ‘‘will’’ as a
physical effect in a region of the brain. It was
after studying von Neumann’s axioms of quantum
mechanics, then Russell on the foundations of
mathematics, that he learned of logic, and so of
the question that was to make his name.

The question, proposed by Hilbert but trans-
formed through the 1931 discovery of Kurt Gödel,
was that of the decidability of mathematical propo-
sitions. Is there a definite method or procedure that
can (in principle) be applied to a mathematical
proposition and will decide whether it is provable?
Turing learned of this outstanding Entscheidung-
sproblem from the lectures of the Cambridge math-
ematician Max Newman. The difficulty of the
question was that it demanded an unassailable def-
inition of the concept of method, procedure, or
algorithm. This is what Turing supplied in 1936
through the definition of what came to be called
the Turing machine. Specifically, he modeled the
action of a human being in following a definite
method, either through explicit instructions or
through following a sequence of ‘‘states of mind.’’
Turing’s definition came shortly after another

elucidation of ‘‘effective calculability’’ by the
United States’ logician Alonzo Church. Thus, in a
narrow sense, Turing was preempted. Church’s
definition turned out to be mathematically equiva-
lent to Turing’s definition of computability. But
Church (and Gödel) agreed that Turing’s definition
gave an intuitively compelling account of why this
definition encompassed ‘‘effectiveness.’’
The Turing machine breaks down the concept of

a procedure into primitive atomic steps. The exact
details are somewhat arbitrary, and nowadays
other equivalent formulations are often used. The
essential point is that the machines should have
finite descriptions (as ‘‘tables of behavior’’) but be
allowed unlimited time and space for computation.
Church’s thesis, that his definition of effective

calculability would capture any natural notion of
that concept, became the Church-Turing thesis,
and opened a new area for mathematical ‘‘decision
problems.’’ But the work had much wider con-
squences: Turing’s bold modeling of states of
mind opened a new approach to what are now
called the cognitive sciences (see Cognitive Sci-
ence). It is often asserted that modeling the mind
with a computer shows the influence of a dominant
technology, but in fact Turing’s work went in
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the reverse direction—for a striking and visionary
aspect of Turing’s paper was his definition of a
‘‘universal’’ Turing machine, which led to the com-
puter. A machine is universal if it can read the table
of behavior of any other machine and then execute
it. This is just what a modern computer does, the
instructions in programs being equivalent to tables
of behavior. It was essential in Turing’s description
that the instructions be stored and read like any
other form of data; and this is the idea of the
internally stored program. It is now hard to study
Turing machines without access to the program-
mers’ mindset, and to remember that when Turing
formulated them, computers did not exist.

Turing and Machines

Turing’s work, being based on answering Hilbert’s
question, modeled the human being performing a
methodical computation. However, the imagery
of the teleprinter-like ‘‘machine’’ was striking.
Newman (1955), in stressing the boldness of this
innovation, said that Turing embarked on ‘‘ana-
lyzing the general notion of a computing machine’’
(256). This was criticized by Gandy (1988) as
giving a false impression of Turing’s approach.
But Newman’s account of the flavor of Turing’s
thought should not be entirely discounted; Turing
certainly became fascinated by machines and engi-
neered machines with his own hands in 1937–1939.
Church also makes it clear that the notion of a
computing machine was current at this time.
Church (1937) wrote (while Turing was working
with him at Princeton) that Turing

proposes as a criterion that an infinite sequence of digits
0 and 1 be ‘computable’ that it shall be possible to
devise a computing machine, occupying a finite space
and with working parts of finite size, which will write
down the sequence to any desired number of terms if
allowed to run for a sufficiently long time. As a matter of
convenience, certain further restrictions are imposed on
the character of the machine, but these are of such a
nature as obviously to cause no loss of generality—in
particular, a human calculator, provided with pencil and
paper and explicit instructions, can be regarded as a
kind of Turing machine (42).

Yet neither Turing nor Church analyzed the gen-
eral concept of a computingmachine with ‘‘working
parts.’’ Turing (1939), giving a definitive statement
of the Church-Turing thesis, used the expression
‘‘purely mechanical’’ without further analysis.
Only in 1948 did he give some more discussion.
This topichas recentlybeenmade controversial by

B. J. Copeland, who holds that the Church-Turing

thesis is widely misunderstood, because it was never
intended to apply to machines. Copeland overlooks
Church’s characterization of computability, as
quoted above, which assumes that all finitely de-
fined machines fall within the scope of computabil-
ity. To support his claim, Copeland points to the
‘‘oracle’’ defined by Turing (1939), which supplies
an uncomputable function, and holds that it gives a
broader characterization of computation. But the
whole point of Turing’s oracle is that it facilitates
the mathematical exploration of the uncomputable.
The oracle, as Turing emphasized, cannot be a ma-
chine. It performs nonmechanical steps. His ‘‘oracle-
machines,’’ defined so as to call upon oracles, are
not purely mechanical.

Turing’s oracle is related to Gödel’s theorem,
which seems to show that the human mind can do
more than a mechanical system when it sees the
truth of formally unprovable assertions. Turing
described this as mental ‘‘intuition.’’ The oracle,
as Newman (1955) interpreted it, can be taken as
a model of intuition. But Turing left open the
question of how intuition was to be considered as
actually embodied. He was not at this stage com-
mitted to the computability of all mental acts, as
came to be his position after 1945. His 1936 work
had considered the mind only when applied to a
definite method or procedure. Turing had to re-
solve this question before embarking on his artifi-
cial intelligence program.

Copeland has gone even further and has de-
scribed Turing’s oracle as heralding a new revolu-
tion in computer science, illustrating ‘‘what Turing
imagined’’ by sketching an oracle supposed to op-
erate by measuring a physical quantity to infinite
precision. But Turing’s oracle models what ma-
chines cannot do, and the question for him was,
and always remained, whether machines can do as
much as minds. He did not suggest the opposite
idea, stated in Copeland (1997), that ‘‘among a
machine’s repertoire of atomic operations there
may be those that no human being unaided by
machinery can perform.’’

Naturally, one must distinguish between the his-
torical question of what Turing thought and scien-
tific truth. It is a serious (and unanswered) question
as to whether actual physical objects do necessarily
give rise to computable effects. Nowadays we de-
mand a closer analysis of ‘‘finite size.’’ Gandy
(1980) arrived at conclusions that generally support
Church’s assumptions: The limitations of comput-
ability follow from quite general assumptions about
the construction of a machine. But if the constraint
of finiteness is interpreted so as to allow a ‘‘ma-
chine’’ with infinitely many subcomponents built
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on smaller and smaller scales, or working faster
and faster without limit, then it is easy to show
that Turing’s computability can be surpassed in a
finite time. In any imaginary universe, such a con-
struction might be possible; such examples may
therefore be said to show that the Church-Turing
thesis has a physical content.

‘‘Effective’’ means ‘‘doing’’ (as opposed to pos-
tulating or imagining), thus depending on some
concept of realistic action, and hence on physical
law. Quantum computation has already shown that
the classical picture of ‘‘doing’’ is incomplete. The
nature of quantum mechanics, still mysterious be-
cause of its nonlocality and the ‘‘reduction’’ during
measurement, means that there may yet be more to
be found out, and in recent years the work of
Penrose (1989 and 1994), who like Turing focuses
on the mind and brain, has drawn new attention to
this question (see Locality; Quantum Mechanics;
Quantum Measurement Problem).

Turing’s Practical Machinery

It is perhaps surprising that Turing himself did not,
in this 1936–1939 period, say anything about the
physics of the machine concept, in view of his
interest in quantum mechanics. He might have
done so but for the war. War disrupted Turing’s
investigation of the uncomputable, along with his
conversations with Wittgenstein on the founda-
tions of mathematics (Diamond [1939] 1976),
which never extended, as many now wish they
had been, into the philosophy of mind. But war
work gave Turing an intimate acquaintance with
the power of algorithms and with advanced tech-
nology for implementing them, for Turing became
the chief scientific figure at Bletchley Park, the
British cryptanalysis center and a key location in
modern history.

Turing had anticipated this development in 1936.
He had applied his ideas to ‘‘the most general code
or cipher,’’ and one of the machines he made him-
self was to implement a particular cipher system
(Hodges 1983, 138). This, together with his Cam-
bridge connection with influential figures such as
J. M. Keynes, may explain why he was the first
mathematician brought into the codebreaking
department.

Turing transformed the Government Code and
Cypher School with the power of scientific method.
His logic and information theory, applied with ad-
vanced engineering, achieved astounding feats, with
particular effect in decrypting the U-boat Enigma
signals, for which he was personally responsible. By
1944 the power, reliability, and speed of electronic

technology showed Turing that his universal
machine could be implemented. The plethora of
advanced algorithms employed in cryptanalysis
also supplied ample practical motivation.
In 1945, Turing was appointed to the National

Physical Laboratory, with the commission of de-
signing an electronic computer. Turing’s plans
soon emerged as the ACE (Automatic Computing
Engine) proposal (Turing [1946] 1986). Again, Tur-
ing was preempted by work in the United States,
for his publication had been preceded in 1945 by
the report of EDVAC (the Electronic Discrete Var-
iable Automatic Computer). Turing’s plans, how-
ever, were independent, more detailed, and more
far-reaching. Furthermore, a recent survey (Davis
2000) suggests that von Neumann needed his
knowledge of Turing’s work when shaping
EDVAC. As a point of interest in the history of
science, none of the mathematical leaders—Turing,
vonNeumann,Newman—clearly defined the stored
program concept or its debt to symbolic logic in
treating instructions as data (see von Neumann,
John). Turing never published the book on the
theory and practice of computation that he might
have done, and so neglected his own good claim to
be the inventor of the computer.
It is an unobvious fact, long resisted, but now

familiar, that more complex algorithms do not
need more complex machines, only sufficient stor-
age space and processor speed. This was Turing’s
central idea. In a world familiar with the power of a
universal machine, one can better appreciate the
remark by Turing ([1946] 1986, 44) that ‘‘every
known process has got to be translated into in-
struction table form at some stage.’’ Turing empha-
sized that arithmetical calculations were only
one aspect of the computer’s role—partly the influ-
ence of nonnumerical Bletchley Park work, but
more deeply, his base in symbolic logic. His hard-
ware design was probably impractical in detail, but
he far surpassed von Neumann in seeing the signif-
icance of software and that this would use the
computer itself, a fact now familiar in compilers
and editors:

The work of constructing instruction tables should be
very fascinating. There need be no real danger of it ever
becoming a drudge, for any processes that are quite
mechanical may be turned over to the machine itself.
(Turing [1946] 1986, 44)

Turing’s insight into programming by modify-
ing instructions led to the idea of simulating
learning, training, and evolution by an extension
of these ideas. As he put it, human intelligence re-
quired something other than ‘‘discipline,’’ namely
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‘‘initiative.’’ By 1945 Turing had convinced himself
that human faculties of an apparently nonmechan-
ical nature did not require explanation in terms of
the uncomputable. Turing was well aware of the
paradox of expecting intelligence from a machine
capable only of obeying orders. But he believed
that with sufficient complexity, machines need not
appear ‘‘mechanical,’’ as in common parlance.
A crucial point is that Turing had by this stage

formulated an argument from human ‘‘mistakes’’
to explain why Gödel’s theorem did not show
the existence of an uncomputable human intuition;
indeed, remarks in Turing ([1946] 1986) show
the early influence of this view in his project for
artificial intelligence (Hodges 1999). He now
expected self-modifying machines to exhibit the
apparently ‘‘nonmechanical’’ aspects of mental
behavior.
With this as his strategic goal, Turing sketched

networks of logical elements, to be organized into
function by ‘‘training’’ or by an analogy with evo-
lution. Although he did not develop his specific
schemes, he anticipated the ‘‘connectionist’’ ap-
proach to artificial intelligence. Nowadays the
term ‘‘nonalgorithmic’’ is confusingly used for sys-
tems in which the program is implicitly developed,
rather than explicitly written by a programmer.
Turing was, however, quite clear that such opera-
tions still lie within the realm of the computable.
All these developments were sketched in Turing
([1948] 1969). He also in this paper gave his only
systematic account of the concept of a machine.
In doing so, he introduced the possiblility of ran-
dom elements into the Turing machine model, but
he made no reference to a need for uncomputable
elements in randomness. Indeed he indicated
that pseudo-random elements, clearly computable,
would suffice.

Turing’s Intelligent Machinery

Disappointed with the lack of progress at the Na-
tional Physical Labotratory, Turing moved to
Manchester in 1948. There Michael Polanyi stimu-
lated Turing to write for a more general audience
on the question of whether machines could in prin-
ciple rival the human mind. The idea in Turing
(1950) was to cut through traditional philosophical
assumptions about ‘mind’ by the thought experi-
ment now known as the Turing test, but which he
called ‘‘the imitation game.’’ A human and a pro-
grammed computer compete to convince an impar-
tial judge that they are human, by textual messages
alone. Turing’s position was that thought or intel-
ligence, unlike other human faculties, is capable

of being fairly tested through a communication
channel like a teleprinter.

Critics have raised questions about nonverbal
communication, cultural assumptions, animal in-
telligence, and other issues. Turing’s principal de-
fense against all such arguments was that one can
judge the intelligence of other humans only by
making such external comparisons, and that it is
unfair to impose more stringent criteria on a com-
puter. But it may be held that when addressing
human consciousness with moral seriousness,
there is something inadequate about a definition
of intelligence that depends upon deceit (see Con-
sciousness). Turing also confused the issue by
introducing the imitation game with a poor analo-
gy: a parlor game in which a man has to pretend to
be a woman under the same conditions of remote
questioning. In such a game, imitation proves noth-
ing, so the analogy is misleading and has confused
many readers. However, Turing’s drama has the
merit of expressing the full-bloodedness of his pro-
gram. His wit has attracted lasting popular interest.
Turing’s references to gender have also fascinated
cultural critics, who speculate widely on bio-
graphical and social issues in their commentaries
(Lassègue 1998).

A drier but stronger feature of Turing (1950) lies
in his setting out the level of description of the
discrete state machine, and his emphasis on explain-
ing computability and the universal machine.
Critics who point out that the brain is not structured
like a computer miss his essential point that any
algorithm can be implemented on the computer.
This applies to explicit algorithms and to those ar-
rived at by processes as in neural networks; Turing
described both. Another strength of Turing’s paper
lies in his advocating both approaches, never seeing
programming as standing in opposition to the mod-
eling of intelligence by learning and adaptation.
Artificial intelligence research has tended toward
division between the two camps dominated by
expert systems and neural networks, but recently
hybrid approaches have appeared (see Artificial
Intelligence). Thus Turing’s ideas still have force.
Also futuristic was Turing’s prophecy that by the
end of the century ‘‘one will be able to speak of
machines thinking without expecting to be contra-
dicted.’’ It is probably true to say that this prophe-
cy was not fulfilled in 2000, but Turing was
prepared to take this risk:

The popular view that scientists proceed inexorably
from well-established fact to well-established fact,
never being influenced by any unproved conjecture, is
quite mistaken. Provided it is made clear which are
proved facts and which are conjectures, no harm can
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result. Conjectures are of great importance since they
suggest useful lines of research. (Turing 1950, 442)

Turing’s conjecture was that the brain’s action is
computable. If this is true, then it is hard to refute
his argument that given sufficient storage space, a
computer can perform the function of the mind.
Turing emphasized this argument by putting a fig-
ure on the storage capacity of the brain. But he still
did not directly address that underlying question of
whether physical objects necessarily have comput-
able behavior. Artificial intelligence research has
generally accepted without question the assump-
tion that they do. But Penrose (1989 and 1994),
linking the still ill-understood ‘‘reduction’’ in quan-
tum mechanics with Gödel’s theorem, has thrown
the spotlight back on the problems that Turing
himself found most perplexing.

Turing’s Unfinished Work

Turing (1951) did refer to the problem of quantum
mechanics when giving a popular radio talk. As
Copeland (1999) has noted, he gave a more quali-
fied assertion of the computability of mental action
than in Turing (1950). But this was not because of
believing oracles to reside in the brain; it was be-
cause of quantum unpredictability. Harking back
to his schooldays reading, he referred to Eddington
in connection with the mechanism of the brain.
This brief allusion may explain why Turing there-
after gave fresh attention to quantum theory. His
friend, student, and colleague Gandy ([1954] 2001)
wrote in a letter to Newman of Turing’s ideas, in
particular of his attention to the question of the
‘‘reduction’’ or ‘‘measurement’’ process and the
‘‘Turing paradox’’ that according to standard the-
ory, continuous observation should prevent a sys-
tem from evolving.

These ideas were not developed into publication.
They were curtailed by his suicide in 1954. One of
many ironies of Turing’s life, lived for science, was
that he suffered in 1952–1953 a ‘‘scientific’’ treat-
ment by estrogen supposed to negate his homosex-
uality. This treatment was the alternative to prison
after his arrest in February 1952. His openness and
defiance did not command the admiration of au-
thority, and there was at least one further crisis
when he found himself under watch. One may re-
gret that he did not write more of his own sense of
liberty and will. Indeed it is remarkable that he, so
original and unconventional, should champion the
possibility of programming the mind. But he left
few hints as to the personal dilemmas on the roads
to freedom. He was of course constrained by

intense state secrecy, as the most privileged insider
to Anglo-American secrets in a sphere then kept
totally secret.
Besides his new enquiries in physics, he had a

large body of incomplete theory and computation-
al experiment in mathematical biology. This,
neglected until the 1970s, is now the foundation
of a lively area of nonlinear dynamics. Turing de-
scribed his theory as intended to oppose the ‘‘argu-
ment from design.’’ It was a theme parallel to (and
through his interest in brain function connected
with) his quest for a new materialism of mind. He
had not exhausted his ideas, and their impact has
not yet been fully absorbed.

ANDREW HODGES
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U
UNDERDETERMINATION OF

THEORIES

The underdetermination of theory by data allegedly
reveals something important about science. Al-
though a philosophical commonplace, the term
‘underdetermination’ is used in different ways by
various authors. At the same time, many authors
write as if it were a single, well-understood phenom-
enon. Some write as if underdetermination were the
problem that every theory has empirically equiva-
lent rivals. Others write as if it were the problem that
theories entail predictions only in conjunction with
auxiliary hypotheses. Others write as if it were the
problem that methodological rules may be ambigu-
ous, vague, or circular. Thus, the problem of under-
determination is best understood as an extended
family of potential problems.

To put it crudely, underdetermination obtains
when scientists are unable to decide responsibly
which theory to believe, that is, the choice between
rival theories is underdetermined if scientists can-
not make a responsible choice of one over the
others. So underdetermination is always relative
to some standard for what will count as responsible
theory choice.

There is a banal kind of underdetermination that
obtains any time scientists are ignorant about

something. They are, in that situation, unable to
decide responsibly what to believe. So they do some
research; they gather relevant evidence; and the
question is resolved. The underdetermination of
interest to philosophers is something more tren-
chant than this: suppose scientists were not able
to decide between rival theories in a broad range
of circumstances. Yet there is no general agreement
about how broad this range of circumstances must
be in order for a choice to be underdetermined. It is
often stipulated that a choice is underdetermined if
it could not be responsibly made even after all
evidence had been collected (as in Quine 1970).
Other authors (such as Stanford 2001) write of
‘‘transient underdetermination’’ that obtains only
at certain times. To take in these and other permu-
tations, say that underdetermination is always rel-
ative to a scope or range of circumstances across
which responsible choice is impossible. The banal
kind of underdetermination obtains for a scope
that contains only present circumstances, but not
for a broader scope containing circumstances in
which the further research has been conducted.
In the most general terms, underdetermination

obtains for a set of rival theories, a standard, and
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a scope. In order to be pernicious, a case of under-
determination must obtain between rivals worth
taking seriously, according to a reasonable stan-
dard, and with a scope that includes not only
present circumstances but also most any plausible,
future circumstances. However, such a case of
underdetermination would not show anything
about the whole scientific enterprise. It would show
only that science could not settle that particular
question.
Philosophers have used two general strategies to

try to show that underdetermination is a problem
for all of science. Some arguments operate at the
level of science generally, attempting to show di-
rectly that all or most scientific theory choice is
underdetermined and thus that a successful scien-
tific theory is not any better than its losing rivals.
Other arguments begin from alleged examples of
underdetermination and generalize, suggesting that
all or most scientific theory choice is underdeter-
mined in the same way. Since these bottom-up
arguments diagnose science as rife with underde-
termination, they are often used to support the
same conclusions as direct, top-down arguments.

Empirical Equivalence

The problem of empirically equivalent theories is
one variety of underdetermination problem. The
worry takes this form:

(1) Every theory has indefinitely many empiri-
cally equivalent rivals;

(2) There is no good reason to believe a theory
over its empirically equivalent rivals;

(3) Therefore, there are never decisive reasons
to believe any theory—that is, theory choice
is always underdetermined.

Premise (1) states that, for any theory, there are
rival theories of a particular sort. This gives us a set
of rivals for the underdetermination scenario.
Premise (2) states that permissible standards of
judgment are insufficient to distinguish between
empirically equivalent theories. The conclusion
brings these two together: The choice among the
set of rivals given by (1) is, by (2), underdetermined.
The implicit scope here is all observationally possi-
ble circumstances. The ultimate conclusion that one
may accept but not believe successful theories turns
on a substantive principle about what one should do
in the face of such underdetermination. The argu-
ment thus presupposes a division between circum-
stances that are observationally possible and those
that are not. This boundary is vague, historically
variable, and—some have argued—unprincipled

(see, e.g., Churchland and Hooker 1985 and Lau-
dan and Leplin 1991).

Some arguments for (1) proceed by offering an
algorithm for producing empirically equivalent ri-
vals. For example: For any theory T, let T * be the
theory ‘‘T is false, but all observations are just as if
T were true.’’ This is like a Cartesian skeptical
scenario, akin to worries about dreams or evil de-
mons. With (1) interpreted in this way, (2) would
be true only for an implausibly strict standard;
all manner of ordinary belief choice would be
underdetermined.

Many philosophers have argued against (2) by
offering nonempirical criteria by which one might
decide between empirically equivalent rivals: sim-
plicity, breadth of scope, explanatory power, heur-
istic fecundity, practical success, and so on. It is
possible to accept the further criteria but argue that
they still result in a kind underdetermination. Rival
theories might beat one another according to dif-
ferent criteria, such that no choice between them is
possible. If scientists are aiming at accurate and
simple theories, for example, then they will be sty-
mied by cases where the simpler theory is less accu-
rate. It is then essential to ask whether real
scientific theories face this kind of underdetermina-
tion or whether scientific controversies are typically
resolved in favor of a theory that is superior
according to all or most criteria (contrast Doppelt
1978 and Kitcher 1993, esp. ch. 7). It is also possi-
ble to reject these further criteria. For instance, the
constructive empiricist admits that these criteria
are pragmatically important while denying that
they have anything to do with the truth of theories.
One should accept the theory that best satisfies
these super-empirical desiderata, but—according
to the constructive empiricist—one need not be-
lieve it (van Fraassen 1980).

Other philosophers have argued against (2) by
noting that even when two theories are empirically
equivalent considered in isolation, they may have
divergent empirical consequences when conjoined
with other accepted theories (Laudan 1990). This
point is often answered by alleging that back-
ground theories are themselves underdeter-
mined—this is a form of the Duhem-Quine thesis.
A similar response is to concede that background
theories resolve the underdetermination between
theories, but to argue that underdetermination
recurs between rival ‘‘total sciences’’ or complete
systems of theories.

The argument from empirical equivalence is pri-
marily a matter between realists and antirealists. At
most, it shows that every theory faces underdeter-
mination against some possible rivals. It does not
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show that underdetermination obtains between all
rival theories or that any theory is as good as any
other. It has few implications for broader questions
about the authority enjoyed by science.

The Duhem-Quine Thesis

Quine is often mentioned as having established the
force of underdetermination. Since he first intro-
duces it without much positive argument (Quine
1953, 41, 17n) and attributes it to Duhem ([1914]
1954), one variety of underdetermination is called
the Duhem-Quine thesis (see Duhem Thesis).

Scientific theories typically do not yield observ-
able consequences on their own. Suppose biologists
observe an amoeba under a microscope, and it
looks as if it is performing tricks that contradict
their theory of amoeba behavior. They may accept
this as a refutation and decide that their theory of
microbial behavior needs revision. The observation
refutes their theory only insofar as they assume
that the microscope gives an accurate glimpse
into amoeboid life. From the standpoint of deduc-
tive logic, the observation shows only that their
theory is incorrect or that the microscope is
deceptive.

Of course, instruments sometimes produce erro-
neous results. The worry is that scientists might
always plead instrument error to discount recalci-
trant observations. Biologists could maintain a
theory of microbial behavior in the face of any
would-be refutations if they were willing to dismiss
all those observations as experimental artifacts.

The underdetermination obtains between any
rival theories that are sophisticated enough to re-
quire auxiliary assumptions in order to yield test-
able predictions, with a standard that demands that
scientists accept deductive consequences of obser-
vations, and with a scope that includes all possible
observations. Yet a standard that requires scien-
tists to accept only deductive consequences would
leave a great deal underdetermined. Given such a
standard, it would be impossible to make any pre-
dictions about the future based on observations
that are always of the present or of the past. Argu-
ably, the underdetermination disappears given a
more plausible standard. In the example, there is
no absolute principle that requires biologists to
blame the anomaly on their theory rather than on
the microscope. Yet, when an accepted instrument
is used in a usual way, its reliability is assumed. A
pattern of strange results might lead them to worry
about this assumption, but no science would be
possible if everything were up for grabs at the
same time (see Kitcher 1993, Ch. 7, §6).

Some philosophers, such as Longino (1990), have
argued that this reliance on background assump-
tions, although unavoidable, makes science rest on
implicit value commitments. They argue that these
commitments should be ones that scientists can
reflectively endorse.

Bottom-Up Arguments

The arguments about empirically equivalent the-
ories and the Duhem-Quine thesis proceed in a top-
down fashion,movingdirectly to the conclusion that
all or most theory choice is underdetermined. Other
arguments work in the opposite direction, starting
from specific examples of underdetermination in
science. Since underdetermination is present in the
cases considered, then perhaps it is elsewhere aswell.
This final step is often implicit, and one may doubt
whether a grab bag of cases should ignite worries
about science generally. (Contrast Ellis’ contribu-
tion to Churchland and Hooker 1985, 63, Earman
1993, 31, and Stanford 2001, 6.)
Standard examples have concerned the geomet-

rical structure of space. For instance, general rela-
tivity treats space-time as non-Euclidean, such that
seemingly curved paths like planetary orbits are
described as straight paths in a curved space-time.
However, objects would follow the same trajec-
tories if space-time were Euclidean and ‘‘universal
forces’’ distorted the paths of the objects. Note, of
course, that a physics with universal forces would
look very different from physics as it is usually
formulated. Regardless, it is unclear whether the
alleged underdetermination (the ‘‘conventionality
of geometry’’) tells us anything about sciences be-
sides mechanics (see Conventionalism).
An impressive panoply of historical cases has

been offered by philosophers and other authors
writing in the area of science studies: the rivalry
between classical Newtonian and relativistic me-
chanics, between phlogiston and oxygen theories of
combustion, between caloric and kinetic theories
of heat, between particle and wave theories of light,
between the germ theory of disease and its various
rivals, and so on. One lesson of these studies has
been that single experiments are rarely, if ever,
completely decisive.
Certainly, there is a kind of underdetermination

that obtains in cases like these. There is a time
when the old theory is sagging under the weight
of anomalies but before the new theory has accrued
its eventual successes, during which there is legiti-
mate disagreement about which theory to accept.
Considering a scope that includes only this pe-
riod of legitimate controversy, these are cases of
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underdetermination. The underdetermination is of
historical interest only if it also obtains for a wider
scope that includes the present scientific situation.
Even vague standards may have been decisive in
the long run, as adherents of the old theory were
unable to salve its troubles and the new theory
accrued successes.
Bottom-up arguments thus face two challenges:

first, to show that the case is underdetermined with
a wide enough scope that it has not been and cannot
be resolved by further research; second, to show
that the underdetermination present in specific
cases generalizes to the rest of science.

P. D. MAGNUS
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UNIFICATION

See Explanation; Reductionism; Unity and Disunity
of Science

UNITY AND DISUNITY OF SCIENCE

What kinds of integration are manifested, or
sought after, in the claims and practices of the
different sciences? This question should be carefully
distinguished from any of the different specific

theses addressing it, and yet it should be stressed
as the linking thread of a time-honored philosophi-
cal debate. The question belongs to a tradition of
thought that can be traced back to pre-Socratic

UNDERDETERMINATION OF THEORIES

842



Greek cosmology, in particular to the preoccupa-
tion with the question of the one and the many. In
what senses are the world and, thereby, our knowl-
edge of it one? A number of representations of the
world in terms of a few simple constituents consid-
ered fundamental emerged: Parmenides’ static
substance, Heraclitus’ flux of becoming, Empedo-
cles’ four elements, Democritus’ atoms, Pytha-
goras’ numbers, Plato’s forms, and Aristotle’s
categories. The underlying question of the unity
of our types of knowledge was explicity addressed,
for instance, by Plato: ‘‘Surely science too is one,
but that which ranges as a part over some bit of
it, once it is made distinct (isolated), each severally
gets a name peculiar to itself. It’s for this reason
that arts and sciences are spoken of as many’’
(Sophist, 257c, in Benardete 1986).

With the advent and expansion of Christian
monotheism, the organization of knowledge
reflected the idea of a world governed by the laws
dictated by God, creator and legislator. From this
tradition emerged encyclopedic efforts such as the
Etymologies, compiled in the sixth century by Isi-
dore, Bishop of Seville, the works of Ramon Llull
in the Middle Ages, and of Petrus Ramus in the
Renaissance. Llull introduced tree diagrams and
forest encyclopedias organizing different disci-
plines (including law, medicine, theology, and
logic). He also introduced abstract diagrams in an
attempt to encode combinatorially the knowledge
of God’s creation in a universal language of basic
symbols; their combination would then generate
knowledge of the secrets of creation. Ramus intro-
duced diagrams representing dichotomies and gave
prominence to the view that the starting point of all
philosophy is the classification of the arts and
sciences. The search for a universal language would
continue to be a driving force behind the project of
unifying knowledge.

The emergence of a distinctive tradition of scien-
tific thought addressed the question of unity
through science’s designation of a privileged meth-
od, set of concepts, and language. In the late six-
teenth century Francis Bacon held that a unity of
the sciences was a result of the organization of
material facts in the form of a pyramid with differ-
ent levels of generalities; these would be classified
in turn according to disciplines linked to human
faculties. In accordance with the Pythagorean tra-
dition as well as with the Bible’s dictum in the Book
of Wisdom, Galileo proclaimed at the turn of the
seventeenth century that the Book of Nature had
been written by God in the language of mathemat-
ical symbols and geometrical truths; and in it
the story of Nature’s laws was told in terms of a

reduced set of primary qualities: extension, quanti-
ty of matter, and motion. In the seventeenth cen-
tury, mechanical philosophy and Newton’s work
became the most promising framework for the uni-
fication of natural philosophy. After the demise of
Laplacian molecular physics in the first half of the
nineteenth century, this role was taken over by
energy physics.
Descartes and Leibniz gave this tradition a ratio-

nalist twist centered on the powers of human reason;
it became the project of a universal framework of
exact categories and ideas, a mathesis universalis.
Like Llull’s, their conception of unity was deter-
mined by rules of analysis of ideas into elements
and their synthesis into combinations. According
to Descartes, the science of geometry, with its de-
monstrative reasoning from the simplest and clear-
est thoughts, constitutes the paradigm for the goal of
unifying all knowledge. Leibniz proposed a General
Science in the form of a Demonstrative Encyclo-
paedia. This would be based on a ‘‘catalogue of
simple thoughts’’ and an algebraic language of
symbols, characteristica universalis, which would
render all knowledge demonstrative and allow
disputes to be resolved by precise calculation.
Belief in the unity of science, along with the

universality of rationality, was at its strongest
during the European Enlightenment. The most
important expression of the encyclopedic tradition
came in the mid-eighteenth century from Diderot
and d’Alembert (1751–1772), editors of the Ency-
clopédie, ou dictionnaire raisonné des sciences, des
arts et des métiers. Following earlier classifica-
tions by Nichols and Bacon, their diagram present-
ing the classification of intellectual disciplines
was organized in terms of a classification of
human faculties. Diderot stressed in his own
entry, ‘‘Encyclopaedia,’’ that the word signifies
the unification of the sciences. The function of the
encyclopedia was to exhibit the unity of human
knowledge. Diderot and d’Alembert, in contrast
with Leibniz, made classification by subject pri-
mary, and introduced cross-references instead of
logical connections.
For Kant the unity of science was not the reflec-

tion of a unity found in nature; rather, it had its
foundations in the unifying nature or function of
concepts and of reason itself. Kant saw one of the
fuctions of philosophy as determining the precise
unifying scope and value of each science. For in-
stance, he contrasted the methods employed by the
chemist, organized by empirical regularities, with
those employed by the mathematician or physicist,
organized by a priori laws, and held that biology is
not reducible to mechanics (as the former involves
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explanatons in terms of final causes). A devoted
follower of Newton’s achievements and insights, he
maintained through most of his life that mathe-
matization and a priori universal laws were pre-
conditions for genuine scientific character (like
Galileo and Descartes earlier, and Carnap later,
Kant believed that mathematical exactness con-
stitutes the main condition of the possibility of
objectivity). By the end of his life, after having
become acquainted with Lavoisier’s achievements
in chemistry, Kant thought of the unification of
physics and chemistry not somuch in terms ofmath-
ematization but, rather, in terms of the a priori prin-
ciples regarding the properties of a universal
ether (Friedman 1992). With regard to biology—
insufficiently grounded in the fundamental forces
of matter—its inclusion requires the introduction
of the idea of purposiveness. More generally,
for Kant, unity was a regulative principle of reason,
that is, an ideal guiding the process of inquiry
toward a complete empirical science with its
empirical concepts and principles grounded in
the so-called concepts and principles of under-
standing that constitute and objectify empirical
phenomena.
Kant’s ideas set the frame of reference for

discussions of the unification of the sciences in
German thought throughout the nineteenth centu-
ry. He gave philosophical currency to the notion
of worldview (Weltanschauung) and, indirectly,
worldpicture (Weltbild ), thereby establishing
among philosophers and scientists the unity of sci-
ence as an intellectual ideal. (In the German intel-
lectual tradition culminating in philosophers such
as Windelband, Ricket, and Dilthey, a worldview
often included elements of evaluation and life
meaning.) This tradition influenced the physicists
Max Planck and Ernest Mach, who engaged in a
heated debate about the precise character of the
unified scientific worldpicture, and culminated in
the first two decades of the twentieth century with
the work of Albert Einstein. Mach’s (1897) view,
which was more influential, was phenomenological
and Darwinian: The unification of knowledge took
the form of an analysis of ideas into elementary
sensations (neutral monism) and was ultimately a
matter of adaptive economy of thought (see Mach,
Ernest). Planck adopted a view that took as funda-
mental the principles of energy and entropy. These
worldpictures constituted some of the alternatives
to a long-standing mechanistic view that since
Newton had affected biology as well as most
branches of physics. In the same German tradition,
amidst the proliferation of books on the unity of
science, the German energeticist Wilhelm Ostwald

(1913) declared the twentieth century the ‘‘Monistic
century.’’

In the twentieth century the unity of science is
a distinctive theme of the scientific philosophy of
logical positivism. The logical positivists, notably
the members of the Vienna Circle, adopted the
Machian banner of ‘‘unity of science without
metaphysics,’’ a model of unity based on a demar-
cation between science and metaphysics, consisting
of a unity of method and language that included all
the sciences, natural and social (see Vienna Circle).
Notice that a common method does not imply
a more substantive unity of content involving
theories and their concepts. A stronger model,
recommended by Rudolf Carnap (1934), was seen
in Hilbert’s axiomatic approach to formulating
theories in the exact sciences and in Frege’s and
Russell’s logical constructions in mathematics.
This model was predicated on the formal values
of simplicity, neutrality, and objectivity and was
characterized by axiomatic structures and rigorous
reductive logical connections between concepts
and laws of the different sciences at different levels.
Physics, with its genuine laws, was fundamental
and lay at the base of the hierarchy. Because
of the emphasis on the formal and structural prop-
erties of representations, their individuality, like
that of nodes in a railway network, was determined
by their place in the whole structure and, hence,
presupposed connective unity. Alternatively, all
scientific concepts could be constructed out of
classes of elementary experiences—not atomic in
the Machian sense—but derived from the field
of experience as a complex whole in the manner
proposed by Gestalt psychology. This construction
of scientific knowledge took into account the
possibility of empirical grounding of theoretical
concepts and testability of theoretical claims.
Carnap was influenced by the empiricist tradition
(especially Russell and Mach) and the ideals of
simplicity and reductive logical analysis in the
early works of Russell and Wittgenstein. From
the point of view of a formalistic neo-Kantian
tradition, Carnap’s models of unity express
his concern with the possiblity of objectivity of
scientific knowledge.

Otto Neurath, by contrast, favored a more realis-
tic and less reductive model of unity predicated on
the complexity of empirical reality. He spoke of an
‘‘encyclopedia model’’ instead of the classic ideal of
the pyramidic ‘‘system model’’ (see Neurath, Otto).
The encyclopedia model took into account the pres-
ence within science of ineliminable and imprecise
terms from ordinary language and the social
sciences and emphasized a unity of language and
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the local exchanges of scientific tools (specifically,
Neurath stressed the material-thing-language called
‘‘physicalism,’’ not to be confounded with the
emphasis on the vocabulary of physics). Thus, it
was not constrained by Carnap’s ideals of concep-
tual precision, deductive systematicity, and logical
rigor; it was meant as a tool for cooperation and
was motivated by the need for successful treatment
(prediction and control) of complex phenomena
that involved properties studied by different the-
ories or sciences, in a conception of unity of science
at the point of action. Neurath spoke of a ‘‘boat,’’ a
‘‘mosaic,’’ an ‘‘orchestration,’’ a ‘‘universal jargon’’
(see Unity of Science Movement). For both Carnap
and Neurath, the ideal of unified science had deep
social and political significance. It supported a kind
of thinking and, in particular, a social and political
ideology, that was free of the obscurantist meta-
physics responsible for much social unhappiness.
At the same time, Karl Popper was defending a
demarcation criterion based on the falsifiability of
all genuinely scientific propositions (see Popper,
Karl Raimund).

AfterWorldWar II, a discussion of unity engaged
philosophers and scientists in the Inter-Scientific
Discussion Group in Cambridge, Massachusetts
(founded by Philip Frank, himself one of the foun-
ders of the Vienna Circle), which would later be-
come the Unity of Science Institute. The group was
both an extension of the Vienna Circle and a reflec-
tion of local concerns in a culture of computers and
nuclear power (Galison 1998a). The characteristic
feature of the new view of unity was the idea
of cross-fertilization, instantiated in the creation of
war-boosted interdisciplines such as cybernetics,
computation, electroacoustics, psychoacoustics,
neutronics, game theory, and biophysics.

Two new views developed by logical positivists in
the United States again placed the question of unity
of science at the core of philosophy of science:
Carl Hempel’s (1965) deductive-nomological mo-
del of explanation and Ernest Nagel’s (1961) model
of reduction (see Explanation; Reductionism).
Hempel’s model characterizes the scientific
explanation of events as a subsumption under an
empirically testable generalization. In the 1950s,
when positivism was extending to the social
sciences, the model was offered as a criterion of
demarcation. Explanations in the historical
sciences too had to fit the model if they were to
count as scientific. The applicability of Hempel’s
model was soon contested, notably by William
Dray, and this opened a debate about the nature
of the historical sciences that remains unresolved.
In the process, some have claimed as historical

some of the natural sciences such as geology and
biology. It has been argued that Hempel’s model,
especially the requirement of empirically testable
strict universal laws, is satisfied neither in the phys-
ical sciences nor in the historical sciences, including
biology. Nagel’s model of reduction was a model of
explanation as well as of scientific progress. It re-
quired extensional equivalence between descrip-
tions; bridge principles between coextensive but
distinct terms in different theories; and a deductive
relation between the laws involved in the reduction.
Feyerabend promptly rejected the demand of ex-
tensional equivalence as inadequate for ‘‘meaning
invariance’’ and, moreover, believed such meaning
invariance between theories to be unattainable.
Since Nagel’s influential model of reduction by

derivation, most dicussions of the unity of science
have been cast in terms of reductions between con-
cepts and between theories. The hierarchy of levels
of reduction was set by the levels of aggregation of
entities all the way down to atomic particles, thus
rendering microphysics the fundamental science.
Oppenheim and Putnam (1958) intended to articu-
late an ideal of science as a unity reductive to the
most elementary concepts and laws. They also
defended the empirical claim that the evolution of
science manifested a trend in that direction. The
rejection of such models and their emendations has
occupied the last three decades of philosophic dis-
cussion about unity in physics, and especially in
psychology and biology. Initially the availability
of laws and theories and the feasibility of global
reductions within the latter two was contested. The
status, form, and interpretation of bridge principles
connecting different levels was called into question.
Arguments concerning new notions such as super-
venience and multiple realizability by Putnam,
Kim, Fodor (1974), and others led to a distinction
between type-type and token-token reductions and
the examination of its implications (see Reduction-
ism). The possibility and the necessity of reductions
in a number of forms have been widely discussed in
connection with issues of explanation, realism, and
scientific progress. A number of discussions of spe-
cific sciences have addressed the question of the
inconsistencies between some of their theories or
models—for instance, the problem of the relation
between Newtonian mechanics and thermodynam-
ics, or between relativity theory and quantum phys-
ics as the conceptual foundation of quantum
gravity (Maudlin 1996). Other discussions have
focused on the search for unification—for instance,
of quantum field theory and cosmology in physics,
or of theories of evolution and development in
biology. A focus of some projects has been on the
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value and variety of kinds of approximations and
the difficulties of extending to different theories
specific methodological standards, models of
explanation, and even abstract categories such
as rationality, lawlikeness, determinism, causality,
locality, or individual and separable particles (see
Causality; Determinism; Laws of Nature).
Debates on unification and reduction have taken

place as part of discussions of specific sciences
and also within the sciences themselves. The suc-
cess of the unified theories of fundamental forces in
the 1970s revived the ideal of reductionism in phys-
ics. The view has found its most vocal propo-
nents among elementary particle physicists such
as Steven Weinberg (1993) and has been contested
by condensed-matter physicists such as Philip
Anderson (1972). What is fundamental? Can there
be unity without fundamentality? The form that
unity, especially in physics, takes and should take
is a controversial matter that has led to pluralism
within the physics community (Batterman 2002).
At the same time, along with a common (unifying)
concern, techniques and models are shared even if
their significance is understood differently (Cat
1998; Galison 1998b; Maudlin 1996). It has also
been argued that unity is not a form of explanatory
power and cannot guarantee an ontological unity
of nature (Morrison 2000).
Similar ideals and debates have also regained

force in biology, especially in molecular genetics
and sociobiology, in light of successes in evolution-
ary and genetic explanations and the interest in
genetic mapping, exemplified by the Human Ge-
nome Project. Beyond the attempts earlier in the
century to synthesize genetics and evolutionary bi-
ology in the so-called evolutionary synthesis, the
renewed reductionist trend has been explained in
part by the personal and intellectual connection
between biology and physics (Keller 1990). In
fact, the connection between the trends in both
fields can be traced to the institutional links be-
tween the Manhattan Project and the Human Ge-
nome Project. Proponents of reductionist views
such as E. O. Wilson (1999) have encountered the
opposition of other biologists such as Ernest Mayr
(1982) and R. C. Lewontin (1992). This atmosphere
has stimulated debates and detailed work in philos-
ophy of physics and of biology, and more recently
the emergence of philosophy of chemistry.
In antireductionist quarters, models of unifica-

tion without reduction have appeared. For in-
stance, the notion of ‘‘interfield theories’’ (Darden
and Maull 1977) is based on the idea that theories
and disciplines do not match neat levels of organi-
zation within a hierachy; rather, many, in fact, cut

across different such levels. Others have empha-
sized the idea of science as a process, manifesting
a historical unity with a Darwinian-style pattern of
evolution (Hull 1988). Concepts of unity have also
been defended on the cognitive grounds that unifi-
cation, measured as the number of independent laws
conjoined in a theoretical structure, contributes
understanding and confirmation (Friedman 1974)
or explanatory power in terms of few derivation or
argument patterns (Kitcher 1981). Distinctions
have been introduced among different categories
of reduction and reductionism, such as global/par-
tial, constitutive/theoretical/explanatory, and onto-
logical/epistemological (Mayr 1982; Schaffner 1993;
Sarkar 1998). More recent proposals address con-
cerns with complexity and emergence and locate
unity in the common framework of abstract cate-
gories and idealizations for characterizing systems
running through physics, biology, and economics
(Auyang 1998).

A more radical departure is the recent criticism
of the methodological values of reductionism and
unification in science and its position in and effect
upon society. This view argues for the replacement
of the emphasis on global unity—including unity of
method—by an emphasis on disunity and episte-
mological and ontological pluralism. Some sugges-
tions link disunity with instrumentalism about
higher-level sciences such as biology and sociology
(Rosenberg 1994). Another picture comes from the
members of the so-called Stanford School, such as
John Dupré (1993), Ian Hacking (1996), Peter
Galison (1998b), and Nancy Cartwright (1999).
Dupré (1993) has argued that the disunity of sci-
ence can be given adequate metaphysical founda-
tions that make pluralism compatible with realism.
He criticizes a mechanistic paradigm characterized
by determinism, reductionism, and essentialism
and defends the views that science depends on
metaphysical assumptions and that scientific and
nonscientific empirical inquiries suggest that sci-
ence does not and cannot constitute a unified single
project. This is supported, in turn, by three plu-
ralistic theses: (1) Against essentialism, there is
always a plurality of classifications of reality into
kinds; (2) against reductionism, there exists equal
reality and causal efficacy of systems at different
levels of description; and (3) against epistemologi-
cal monism, there is no single methodology that
supports a single criterion of scientificity, nor a uni-
versal domain of its applicability, but only a plu-
rality of epistemic and nonepistemic virtues. The
concept of science should be understood, following
the later Wittgenstein, as a family-resemblance
concept.
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Hacking distinguishes a plurality of scientific
styles to argue for a disunity of science (Hacking
1996) (see Scientific Style). Maxwell had remarked
in the nineteenth century that unity of science is the
‘‘cross-fertilization of the sciences.’’ Galison has
replaced traditional analyses that consider the ob-
servational domain as homogeneously underpin-
ning theoretical structures and their developments
and replacements by an anthropological analysis of
the subcultures of experimentation. He explains the
strength, coherence, and continuity of science in
terms of local coordinations of intercalated sym-
bolic procedures and meanings, instruments, and
arguments, which he calls ‘‘trading zones’’ (Galison
1998b). Cartwright has argued that laws cannot be
both universal and true; there exist only patch-
works of laws and local cooperations. Like
Dupré, Cartwright adopts a kind of scientific real-
ism but denies that there is a universal order,
whether represented by a theory of everything or
a corresponding metaphysical principle. The em-
pirical evidence, she argues, suggests far more
strongly the idea of a patchwork of laws, often in
local cooperation. Theories apply only where and
to the extent that their interpretive models fit
the phenomena studied (Cartwright 1999). She
explains their more or less general domain of appli-
cation in terms of causal capacities and arrange-
ments she calls ‘‘nomological machines.’’ On these
grounds she rejects strong distinctions between nat-
ural and social sciences. Whether as a hypothesis or
as an ideal, the debates continue over the form,
scope, and significance of unification in the
sciences.
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UNITY OF SCIENCE MOVEMENT

The ideas and projects that constituted the unity of
science movement were launched in 1934 as part of
the intellectual life of the Vienna Circle (see Vienna
Circle). The movement was spearheaded by Otto
Neurath, although the theme of unity of science
had been central to the concerns of other members
of the Circle since its inception. In the founding
manifesto of the Vienna Circle, Neurath, Hans
Hahn, and Rudolf Carnap (1929) laid out a scien-
tific world-conception and a constructive agenda
that would combat the obscurantist metaphysical
and theologizing trends in German culture, pro-
claiming that ‘‘the goal ahead is unified science.’’
They also stressed the importance of unity of sci-
ence for social and political life. In particular,
Neurath recurringly wrote on the connections be-
tween the project of unity of science and the move-
ments for economic socialization, educational
reform, and peaceful and cooperative internation-
alization and unification of mankind.
At the end of the Eighth International Congress

of Philosophy held in Prague in September 1934,
Neurath proposed a series of International Con-
gresses for the Unity of Science. These took place
in Paris in 1935 and 1937; Copenhagen in 1936;
Cambridge, England, in 1938; Cambridge,
Massachusetts, in 1939; and Chicago in 1941. For
the organization of the congresses and related
activities, Neurath founded in 1936 the Unity of
Science Institute, renamed in 1937 the Internation-
al Institute for the Unity of Science, a special de-
partment of his Mundaneum Institute at The
Hague. Neurath had founded the Mundaneum in
1934, after fleeing Vienna, and it already included
the International Foundation for Visual Educa-
tion, founded in 1933. The Institute’s executive
committee was composed of Neurath, Philip
Frank, and Charles Morris. The Organization
Committee for the International Congresses for
the Unity of Science was composed of Neurath,
Carnap, Frank, Joergen Joergensen, Morris,
Louis Rougier, and Susan Stebbing.
In the contexts of scientific philosophy, unity of

science, and social and educational reform, Neur-
ath’s work on museums and exhibits was devoted
to the divulgation of information—typically of a

social and demographic nature—in statistical and
pictorial languages, known as the Vienna Method.
The pictorial language was renamed in 1937 ISO-
TYPE (International System of Typographic Pic-
ture Education) (Reich 1995).

The central and most emblematic project of the
Unity of Science Movement was the publication of
the International Encyclopedia of Unified Science.
The Encyclopedia was an early idea of Neurath’s,
which he had discussed with Einstein, and was
inspired by the French Encyclopédie of the eigh-
teenth century. It was meant to promote interna-
tional cooperation among scientists through the
exchange of methods and concepts from different
fields of inquiry and instantiate an ideal model of
society ‘‘a republic of scientists.’’ The editorial
board was composed of Neurath as editor-in-chief
and Carnap and Morris as assistant editors. Morris
negotiated its publication by the University of Chi-
cago Press. It would consist of twenty volumes each
containing ten monographs of historical and foun-
dational content (with a systematic logical analysis
of the sciences and a survey of their development,
stressing connections to other disciplines and sug-
gesting new directions). Eventually, between 1937
and 1970 twenty monographs were published, in-
cluding T. S. Kuhn’s The Structure of Scientific
Revolutions.

After World War II, the Unity of Science Move-
ment continued and developed around Philip
Frank’s Inter-Scientific Discussion Group, created
in 1944 in Cambridge, Massachusetts, and then his
Institute for theUnity of Science, under the auspices
of the American Academy of Arts and Sciences in
Boston, with support from the Rockefeller Founda-
tion and royalties from the Encyclopedia through
Marie Neurath’s transfer of her inheritance rights.
The list of associates and participants in discussions
included Birkhoff, Bridgman, Carnap, Conant,
Feigl, Frank,Hempel,Holton, Jakobson, Leontieff,
Morris, Nagel, Quine, Santillana, Skinner, and
Wiener. The Institute held several conferences,
planned a dictionary presenting the operational
meaning of three hundred concepts, promoted
the development of new interdisciplines such as
cybernetics, neutronics, and electroacoustics, and
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introduced enhanced integrated models of uni-
versity general education (adopted by Conant at
Harvard). Gradually the movement, as well as the
political engagement of logical empiricism, suffered
in the political climate of the McCarthy era, losing
funding while philosophy of science emphasized
logical or formal dimension and value neutrality.
In 1958 the Institute moved with Feigl to the
Minnesota Center for Philosophy of Science, being
replaced in Boston by what became the Boston
Colloquium for Philosophy of Science, organized
by Robert Cohen and Marx Wartofsky at Boston
University. Finally, in 1973 what remained of

the Institute was absorbed into the Philosophy of
Science Association of the United States.
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V
VERIFIABILITY

Verifiability is often linked to questions about em-
pirically verifiable statements as a basis for claims
to knowledge, and hence it is also linked to notions
like verifiably true, confirmation, and inductive
verification, as well as to disputes about ‘‘founda-
tionalism’’ (Reichenbach 1976). But it is usually
connected with the logical positivists’ verifiability
criterion (theory) of cognitive meaning, which
was derived from the classical empiricists’ analyses
of traditional notions of material substance and
causality and their accounts of the origin of ideas.

Berkeley argued for idealism by claiming that, as
one does not and cannot have an idea of material
substance, one cannot meaningfully assert that
physical objects exist independently of an appre-
hending mind. Hume developed the empiricist
theme by construing causation so as to dismiss
mental substance as a causal agent while, as Berke-
ley had done earlier, rejecting causal accounts of
perceptual experience in terms of material objects,
as well as claims about causal powers linking phys-
ical events and objects. The arguments of the
empiricists developed the theme, implicit in earlier
philosophical works, that ideas are of two types:
simple ideas, which are not composed of other
ideas; and complex ideas, which are composed of
other ideas. Complex ideas can be associated with

defined terms of a language, while simple ideas can
be seen as correlates of primitive or basic terms.
Berkeley took simple ideas to be derived from expe-
rience. Thus, his dismissal of the term ‘matter’ as
meaningless depended on denying the experience of
material substance (as Descartes had done in his
often cited discussion of a melting piece of wax)
and on claiming that there was no tenable analysis
of the concept. It was meaningless to take material
substance as Locke’s ‘‘I know not what’’ supporting
the properties of an object.
For Hume, the linguistic base of undefined terms

was more closely restricted to what was presented
in experience, and simple ideas became copies of
sensory and ‘‘inner’’ impressions. Since complex
ideas still resulted from combinatorial and associa-
tive mental operations, one could have an idea of,
say, a golden mountain or a centaur but could
not have an idea of matter, or of causal powers
linking material objects and events. Nor could one
have a Berkeley-like ‘‘notion’’ of mental substance.
The logical positivists (empiricists) of the Vienna
Circle were influenced by Russell’s (1956) ‘‘princi-
ple of acquaintance’’ (58), which required every
understandable proposition to be composed of
constituents that one was already acquainted
with. Accordingly, they attempted to formulate a
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tenable verifiability criterion for meaning that
would dismiss classical philosophical (metaphysi-
cal) statements as meaningless while retaining the
statements of science. This conformed to an intel-
lectual current of the time that held that ‘‘philoso-
phy of science is philosophy enough’’ (Quine 1953,
446, cited out of context) and, like Hume, relegated
metaphysical works to ‘‘the flames.’’
The focus on verifiability was not just a reaction

against traditionalphilosophy.Einsteinhadbrought
on a conceptual shock, which some people attrib-
uted, in part, to the introduction of meaningless
concepts into the conceptual framework of scientif-
ic theories. One example was the notion of ‘‘abso-
lute (nonlocal) simultaneity’’; no such conceptual
shock would have resulted if temporal concepts
had been tied to specified procedures of measure-
ment. Construing simultaneity in suitable terms
would ensure speaking of temporal events relative
to a framework of ‘‘clocks.’’ The verifiability crite-
rion was designed to provide a conceptual cushion-
ing against any further shocks. But it bred an
extreme offspring, operationism. As the term
implies, this required meaningful scientific terms
to be defined operationally, that is, by conditional
statements with antecedents specifying an opera-
tional procedure (e.g., using a thermometer) and
consequents specifying a resulting observation
(e.g., a reading of a thermometer). Operationism
spread, and ‘‘positivists’’ in the human, or behav-
ioral, sciences argued that if these fields were to rise
to scientific respectability, they had to be purged of
meaningless concepts (Bergmann 1954; Bridgman
1927; Feigl 1949). An empiricist criterion of mean-
ing was seen as a key to the door of scientific
development.
The verifiability criterion ran into obvious prob-

lems. No statement of general law, covering ‘‘all’’
cases of some kind, could be verified, even in prin-
ciple. At best, one could talk in terms of obtaining
stronger degrees of confirmation or, like Karl
Popper, in terms of falsifiability.
An early reformulation of verifiability in a pop-

ular version is found in Ayer’s (1946) Language,
Truth, and Logic. Building on a familiar distinc-
tion, Ayer took all ‘‘cognitive’’ statements to be
either synthetic or analytic. Analytic statements
were those of mathematics and logic, along with
stipulative ‘‘definitions.’’ (Misconstruing Frege and
Russell’s diverse forms of logicism, Ayer took ar-
ithmetical truths to be true by definition.) With the
addition of statements true by the ‘‘semantic’’ rules
of a language, these would correspond to Carnap’s
(1956) L-truths. Synthetic statements were divided
into two kinds. Observation statements, such as

‘‘This is a swan’’ (O1) and ‘‘This is white’’ (O2),
could be ‘‘verified’’ as true or false by observation.
Nonobservation statements, such as a generality
like ‘‘All swans are white’’ (G), would qualify as
empirically meaningful if they were appropriately
linked to observation statements. Thus, a state-
ment Q would be meaningful if the conjunction of
Q and some observation statement O logically
entailed an observation statement O* that was not
entailed by O. Statement G would then qualify,
because the conjunction of G and O1 entails O2,
which is not entailed by O1 (Ayer 1946, 13).

Ayer’s criterion did not succeed in ruling out a
variety of unacceptable statements. (For example,
a conditional with O1 as antecedent and a conjunc-
tion of O2 and any meaningless statement as conse-
quent would qualify as empirically meaningful.)
Numerous attempts to repair the criterion elicited
counterexamples exposing deficiencies in the revi-
sions (Church 1949). Another problem was that the
statement of the criterion did not itself satisfy the
criterion. One response to this objection, derived
from considerations of ‘‘liar’’-type paradoxes, was
that no statement could be expected to apply to
itself. Another response was that the criterion was a
‘‘proposal,’’ not a claim, and therefore did not have
a truth value.

Hempel’s attempt to revitalize the criterion was
more radical. Developing early ideas of Russell and
Carnap, he took a cognitively significant statement
as one that could be transcribed into an empiricist
language grammatically modeled on Russell and
Whitehead’s Principia Mathematica. Hempel con-
sidered Russell’s principle, the ‘‘requirement of de-
finability,’’ too restrictive; he required only some
descriptive (nonlogical) primitive predicates of
such a schema to be correlated with observable
properties. Hempel sought to resolve two further
problems facing the empiricists’ verifiability criteri-
on, posed by dispositional predicates (such as
‘temperature’ and ‘soluble’) and by theoretical
terms (such as ‘electron’). Both kinds of terms
were empirically meaningful: The former could be
embedded in an empiricist language as terms ‘‘im-
plicitly defined’’ by means of reduction sentences
like Carnap’s, and the latter could be connected to
an empiricist (‘‘observation’’) language as ‘‘theoret-
ical constructs’’ belonging to a ‘‘partially inter-
preted’’ calculus in which some statements were
correlated with those of an empiricist language
(Carnap 1936–1937, 1937, 1956, and 1967; Hempel
1951 and 1952). But Hempel did not resolve the
philosophical issues posed by causation and dispo-
sitions, and questions arose about the justification
of his criterion for cognitive significance, along
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with technical issues regarding the reduction of
theoretical terms through explicit definitions or
reduction sentences (Bergmann 1951).

Dispositions, Laws, and Reduction Sentences

Carnap’s and Hempel’s logical apparatus included
the familiar truth-table conditional used in lawful
generalities like ð8xÞðFx ! GxÞ and in definitions
of dispositional predicates. That gave rise to famil-
iar problems derived from the ‘‘paradoxes’’ of ma-
terial implication. Defining ‘is soluble’ S in terms of
dissolving D if put into water P would force one to
take a destroyed piece of wood, or any object never
put into water, as satisfying the defining clause.
Carnap proposed resolving the problem by intro-
ducing dispositional predicates into an empiricist
language by means of pairs of reduction sentences.
The simplest case is illustrated by the pair

Px ! ðDx ! SxÞ
Px ! ðØDx ! ØSxÞ

which introduces but does not define S. A burned
wooden match that was never put into water need
not then be taken as soluble.

But Carnap’s analysis raised new problems. As S
is introduced by a reduction pair or a set of reduc-
tion pairs, it is supposedly implicitly defined by
such ‘‘semantic rules.’’ Yet implicit definitions
amount to axioms using an uninterpreted term, of
which they provide neither an analysis nor an ex-
plication, irrespective of the transcription of S by
the ordinary-language expression ‘is soluble.’
Moreover, by using various reduction pairs for a
predicate, Carnap (1956) was forced to take factual
claims as ‘‘rules’’ for the use of the term (228).
Reduction sentences, unlike designation rules or
explicit definitions, are problematic candidates for
semantic rules. Unlike a theoretical term such as
‘electron,’ ‘soluble’ is a philosophically problematic
term linked to questions about dispositions,
powers, and causality. Introducing it into an empir-
icist schema as a primitive termwould seem to intro-
duce such problems as well, the resolution of which,
along empiricist lines, requires the elimination or
analysis of such terms. This can be done partly by
appealing to lawful generalizations. What problems
remain are about the laws themselves, which must
be faced in any case (see Laws of Nature).

When it is said of a piece of sugar that it is soluble,
it is implicitly asserted that sugar is soluble: that the
object is of a soluble kind, sugar. Dispositional pre-
dicates like ‘soluble’ are used in a context of such
lawful generalities. Construing causal laws in terms

of regularities, one will also use a standard condi-
tional and reject a primitive causal conditional,
expressing either a basic causal relation (nomic ne-
cessity, i.e., having the force of natural law) or a
primitive counterfactual conditional (had p oc-
curred, q would have occurred). Neither would fit
the conditions for an empiricist language using a
standard conditional and requiring ‘‘modal’’ con-
cepts to be construed metalinguistically (Carnap
1956, 175, 243; Hochberg 1981; Reichenbach 1976).
Consider the statement that sugar S* is soluble.

The problematic ordinary-language statement can
be unproblematically analyzed in terms of the
claim that

ð8xÞðS � x ! ðPx ! DxÞÞ ð1Þ
is a lawful generality. The assertion that woodW is
not soluble can be taken, in one sense, as denying
that

ð8xÞðWx ! ðPx ! DxÞÞ ð2Þ
is a statement of law. This is distinguished from the
claim that wood is insoluble, analyzed as the claim
that

ð8xÞðWx ! ðPx ! ØDxÞÞ ð3Þ
is a lawful generality. Of course, (3) is what one
might mean by saying that wood is not soluble, but
this is irrelevant to the fact that the distinctions
resolve the problems posed by dispositional predi-
cates, without introducing the problems raised by
Carnap’s reduction sentences. Purported disposi-
tional properties and problematic primitive predi-
cates are avoided by acknowledging various lawful
generalities and denials of such generalities.
‘Soluble’ and ‘insoluble’ can be said to constitute

a disposition pair. Structurally, it is like a Carna-
pian reduction pair in that both Px ! Dx and
Px ! ØDx are required, as in (1) and (3) above.
The point can be emphasized when we note that the
Carnapian reduction pair for S, used earlier, is
logically equivalent to the pair Sx ! ðPx ! DxÞ
and ØSx ! ðPx ! ØDxÞ. Thus a reduction pair
can be considered as implicitly acknowledging the
distinction between not-soluble and insoluble, and
hence the disposition pair.
However, one need not take various pairs of

Carnapian reduction sentences, connecting diverse
‘‘tests’’ for a single dispositional predicate, as se-
mantic rules for such a term. One also avoids intro-
ducing terms like S as primitive terms, since one can
introduce diverse explicit definitions of different
predicates, such as S and I, or Sx ¼ df Px ! Dx,
or Ix ¼ df Px ! ØDx. This is unproblematic if
one does not take S and I as transcriptions of the
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problematic terms ‘soluble’ and ‘insoluble’ (as
Carnap does with S) and does not take the defini-
tions of I and S as providing analyses of the prob-
lematic terms (as Carnap’s reduction sentences
purport to do). The context of the relevant laws,
like (1) and (3), and further laws connecting the
various explicitly defined terms (specifying other
procedures for determining solubility), will furnish
the analyses. This makes explicit the point that the
empirical connections between the various reduc-
tion pairs Carnap and Hempel use for a single
primitive term are not semantic rules (Bergmann
1951; Hochberg 1967; Reichenbach 1976).

HERBERT HOCHBERG

References

Ayer, Alfred Jules (1946), Language, Truth, and Logic, 2nd
ed. London: Golancz.

Bergmann, Gustav (1951), ‘‘Comments on Professor Hem-
pel’s ‘The Concept of Cognitive Significance,’ ’’ Proceed-
ings of the American Academy of Arts and Sciences 80:
78–86.

——— (1954), ‘‘Sense and Nonsense in Operationism,’’
Scientific Monthly 79: 210–214.

Bridgman, Percy (1927), The Logic of Modern Physics. New
York: Macmillan.

Carnap, Rudolf (1936–1937), ‘‘Testability and Meaning,’’
Philosophy of Science 3 and 4: 419–471 and 1–40.

——— (1937), The Logical Syntax of Language. London.
Routledge and Kegan Paul.

——— (1956), Meaning and Necessity, 2nd ed. Chicago, IL:
University of Chicago Press.

——— (1967), The Logical Construction of the World and
Pseudoproblems in Philosophy. Translated byRolfGeorge.
Berkeley and Los Angeles, CA: University of California
Press.

Church, Alonzo (1949), ‘‘Review of Ayer’s Language,
Truth, and Logic, ’’ Journal of Symbolic Logic 14: 52–53.

Feigl, Herbert (1949), ‘‘Operationism and Scientific Meth-
od,’’ in Herbert Feigl and Wilfrid Sellars (eds.), Readings
in Philosophical Analysis. New York: Appleton-Century-
Crofts, 498–509.

Hempel, Carl Gustav (1951), ‘‘The Concept of Cognitive
Significance,’’ Proceedings of the American Academy of
Arts and Sciences 80: 61–77.

——— (1952), ‘‘Problems and Changes in the Empiricist
Criterion of Meaning,’’ in Leonard Linsky (ed.), Seman-
tics and the Philosophy of Language. Urbana: University
of Illinois Press, 163–185.

Hochberg, Herbert (1967), ‘‘Dispositional Properties,’’ Phi-
losophy of Science 2: 184–204.

——— (1981), ‘‘Natural Necessity and Laws of Nature,’’
Philosophy of Science 4: 386–399.

Quine, Willard Van (1953), ‘‘Mr. Strawson on Logical The-
ory,’’ Mind 62, 433–451.

Reichenbach, Hans (1976), Laws, Modalities, and Counter-
factuals. Berkeley and Los Angeles, CA: University of
California Press.

Russell, Bertrand Arthur William (1956), The Problems of
Philosophy. London: Oxford University Press.

See also Ayer, Alfred J.; Bridgman, Percy; Carnap,
Rudolf; Cognitive Significance; Hempel, Carl Gus-
tav; Logical Empiricism; Schlick, Moritz

VERISIMILITUDE

The concept of verisimilitude, or truthlikeness,
attempts to capture the idea that one scientific theo-
rymaybe closer to the truth than a rival theory.Karl
Popper thought that this idea was a key to the anal-
ysis of scientific progress and the growth of knowl-
edge. In spite of the failure of Popper’s own attempt,
many philosophers of science share the view that
the possibility of explicating the notion of verisi-
militude is vital to the success of scientific realism
(see Popper, Karl Raimund; Scientific Realism).

Historical Introduction

The concept of verisimilitude was introduced with-
in the ancient debates about scepticism. The official

doctrine of the Academic skeptics was that, in
order to avoid error, the wise man should not
assent to any propositions. However, in the first
century B.C.E., Carneades argued that some
impressions may be more or less ‘‘convincing’’ or
‘‘persuasive,’’ and the wise man may follow such
‘pithane’ beliefs in practical action. The Greek term
‘pithanon’ was translated by Cicero into Latin by
‘probabile and veri simile’ (i.e., ‘‘like the truth’’).

When the modern calculus of probability was
developed in the seventeenth century, the Latin
terms ‘probabilitas and verisimilitudo’ were used as
synonyms. Similar terminology can be found in
manyWestern languages. For example, in German,
‘Wahrscheinlich’ means literally ‘‘truth seeming,’’
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and in Swedish, ‘sannolik’ means ‘‘truthlike.’’ The
English words ‘likely and likelihood ’ belong to the
same etymological family. The term ‘veri simile’
occurs also in Cicero’s poetic and rhetoric, indicat-
ing a narrative that is ‘‘possibly true’’ or ‘‘plau-
sible’’ in the sense that it conforms to the
expectations of the public. This doctrine is still
alive in the notion of verisimilitude (‘vraisemblance’
in French) of modern theories of literature.

In the philosophy of science, Karl Popper intro-
duced the notions of verisimilitude and truthlike-
ness in 1960 (Popper 1963). In developing his
falsificationism, he wanted to find a concept that
differs from the notions of probability and confir-
mation used in Rudolf Carnap’s inductive logic
(see Carnap, Rudolf; Inductive Logic). According
to Popper’s fallibilism, one never has any degree of
certainty or even probability that the best theories
in science are true. As an admirer of Tarski’s defi-
nition of truth, which he interpreted as a satisfac-
tory explication of the correspondence theory of
truth, Popper’s (1963) notion of verisimilitude was
intended to express ‘‘the idea of a degree of better
(or worse) correspondence to truth’’ (233).

Some nineteenth-century coherence theories of
truth confused the notions of truth and complete
truth by claiming that every partial truth is also
partly false—for instance, ‘‘This rose is red’’ does
not tell everything about this rose. Popper (1963)
made it clear that his concept ‘‘represents the
idea of approaching comprehensive truth’’ (237).
It differs from probability, since it combines
truth and information content, while ‘‘probability
combines truth with lack of content’’ (ibid). Veri-
similitude is an objective or semantic notion, not
an epistemological one, but sometimes there may
be arguments to appraise that ‘‘we may have made
progress towards the truth’’ (Popper 1972, 58).
Like Carneades and Cicero, Popper further sug-
gested that, in cases where one must make a prag-
matic preference between theories, it is rational to
act upon that theory that can be claimed to be
most truthlike.

Popper’s attempted definition was refuted by
David Miller (1974) and Pavel Tichý (1974). A
new approach, based upon the notion of similarity,
was then initiated by Tichý, Risto Hilpinen, and
Ilkka Niiniluoto. Debates about the details of the
definition of truthlikeness, including the possibility
or desirability of such a definition, have continued
ever since. The first monographs on the subject were
published by Graham Oddie (1986), Niiniluoto
(1987), and Theo Kuipers (1987). Surveys of more
recent work are given by Niiniluoto (1998), Kuipers
(2000), and Sjoerd Zwart (2001).

Popper’s Definition

Popper’s qualitative criterion is applicable to the-
ories as deductively closed sets of statements. Let T
and F be the sets of the true and false statements,
respectively, in some interpreted language L. Then,
for a theory A in L, the truth content of A is the
intersection A \ T , and the falsity content of A is
the intersection A \ F . According to Popper, theo-
ry A is more truthlike than theory B if and only if
B \ T � A \ T and A \ F � B \ F , where one of
the set-inclusions is strict. Intuitively, A should
have larger truth content than B, but smaller falsity
content than B, or A should have (set-theoretically)
more true consequences and fewer false conse-
quences than B. An equivalent formulation of
this criterion states that the symmetric differ-
ence ADT ¼ ðA� TÞ [ ðT � AÞ should be a proper
subset of BDT .
Popper’s definition has some nice properties.

The complete truth T has the maximal truthlike-
ness among all theories. If A and B are true, and A
is logically stronger than B (i.e., A logically entails
B, but not vice versa), then A is more truthlike than
B. If A is false, then its truth content A \ T is more
truthlike than A itself. However, Miller (1974) and
Tichý (1974) proved that this definition does not
work in the intended way, since it cannot be used
for comparing false theories: If A is more truthlike
than B in Popper’s sense, then A must be true. The
problem with Popper’s approach turns out to be
the fact that, by increasing the truth content of a
theory, one at the same time increases its falsity
content.
A model-theoretic modification of Popper’s ap-

proach has been proposed by Miller and by Kui-
pers (1987). Let Mod(A) be the class of models of
A, i.e., the L-structures in which all the sentences of
A are true. Then define A to be at least as truthlike
as B if and only if Mod(A)DMod(T ) is a subset of
Mod(B)DMod(T ). This is equivalent to Popper’s
original definition with the following modification:
Popper’s requirement for truth content is pre-
served, but in the requirement for falsity content
the class F of false sentences is replaced by the
logically weakest false theory F in L. If the truth
is finitely axiomatizable by a sentence t in L, so
that T ¼ Cn(t), the set of sentences that are logi-
cally entailed by t, thenF can be defined as Cn(øt ),
i.e., F is the theory axiomatized by øt.
If T is a complete theory, then the model-

theoretic definition has an implausible consequence:
Among false theories, if theory A is logically stron-
ger than B, then A is also more truthlike than B. It
is thus vulnerable to the ‘‘child’s-play objection’’:
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It allows a theory to be improved simply by joining
new falsities to it.
Kuipers applies this definition to what he calls

‘‘nomic truthlikeness’’: A theory A asserts the
physical possibility of the structures in Mod(A),
so that in this context T is usually not a complete
theory. However, he admits that the ‘‘naive defi-
nition’’ is simplified in the sense that it treats all
mistaken applications of a theory as equally bad.
For this reason, in his recent work Kuipers has
developed a ‘‘refined definition,’’ which, by using
a qualitative treatment of similarity, allows that
some mistakes are better than others (Kuipers
2000).

The Similarity Approach

Popper’s approach to truthlikeness employs the
concepts of truth and logical consequence, but
not the notion of likeness or similarity. Hilpinen
(1976), instead, represented theories by classes of
possible worlds and assumed, as a primitive notion,
the concept of similarity between possible worlds.
If possible worlds are replaced by maximally infor-
mative descriptions of states of affairs in a given
language L, and such descriptions are called con-
stituents in L, then the basic problem of the simi-
larity approach is to introduce a distance between
the constituents of L (Niiniluoto 1987). For numer-
ical statements (including singular sentences and
quantitative laws), such a distance can be defined
by means of the underlying metric. In a simple
propositional language with three atomic sentences
p, q, r, the constituents are conjunctions of the form
þ
Ø

� �
p6

þ
Ø

� �
q6

þ
Ø

� �
r, where the atomic sentences

occur as negated or unnegated, and the distance
between two constituents is the number of diverg-
ing claims about the atomic sentences. Jaakko
Hintikka (1973) has shown that the notion of con-
stituent can be generalized to full first-order logic.
The technicalities in defining the distance between
first-order constituents is discussed in Oddie (1986)
and Niiniluoto (1987).
The next step is to extend the distance measure

to arbitrary theories. Each theory H in a first-order
language can be expressed as a disjunction of con-
stituents. Then the distance of a theory H from the
truth depends on the distances from the truth of
those states allowed by H. Let C* be the complete
truth t, i.e., the true constituent of L, and let theory
H be the disjunction of the states C1, C2, ..., Cn. Let
di* be the distance of Ci from C*. Then, in the

approach of Tichý and Oddie, the distance of H
from C* is defined by the average function

P
di*/n

(Oddie 1986). This definition does not satisfy
Popper’s requirement that, among true theories,
truthlikeness covaries with logical strength. In Nii-
niluoto’s approach, ‘truthlikeness’ is defined by
the weighted average of the minimum distance
min di* and the (normalized) sum

P
di* of all dis-

tances (i ¼ 1, . . . , n) (Niiniluoto 1987; Kuipers,
1987). Here the minimum distance alone serves to
define the notion of approximate truth, while the
additional sum-factor defines penalties for all the
mistakes allowed by the theory. Complications
of this min-sum-definition, arising from cases in-
volving continuous quantities, are discussed by
Kieseppä (1996).

When the similarity approach is applied to cases
where the true constituent is a modal statement
with a nomic necessity operator, it gives an expli-
cation of what L. J. Cohen (1980) calls legisimili-
tude. This gives also the possibility of interpreting
Kuipers’ account of nomic truthlikeness within the
similarity approach.

The min-sum-definition of degrees of truthlike-
ness satisfies Popper’s basic conditions, but it is
also stronger than Popper’s approach in the sense
that all rival theories (in language L) are compara-
ble with respect to their verisimilitude. The Miller-
Tichý refutation and the child’s play objection
are avoided. Moreover, by this definition it is pos-
sible that some false theories are so close to the
truth that they are more truthlike than weak true
theories.

Zwart (2001) notes that the followers of Popper’s
explication give ‘‘content definitions’’ in the sense
that the least truthlike of all theories is the negation
øt of complete truth t (i.e., the disjunction of all
false constituents), while the ‘‘similarity defini-
tions’’ imply that the worst theory is the ‘‘complete
falsity’’ (i.e., the constituent at the largest distance
from the truth). If t ¼ p6q6r, then these two
alternatives are represented by øpVøqVør and
øp6øq6ør.

The most famous objection against the similarity
account of truthlikeness is Miller’s (1974) argument
about language-dependence. Miller shows that, by a
suitable translation between two languages, truth-
likeness ordering may be reversed. This argument
is related to the more general point that metric
properties need not be preserved in one-to-one
mappings between quantitative spaces. It has pro-
voked a lot of discussion about the invariance
properties of truthlikeness measures (Niiniluoto
1998; Zwart 2001).
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Applications

The logical definitions of ‘verisimilitude’ attempt to
tell how close alternative theories are to a given
target. If the complete truth is unknown, as is al-
ways the case with scientific research problems, then
a measure of truthlikeness does not yet indicate
how one could know that one is close to the truth.
Still, such measures of truthlikeness may be useful
as tools in debates concerning scientific realism
(Niiniluoto 1999; Kuipers 2000). In particular,
they prove that it is meaningful to speak about
scientific progress toward the truth (see Scientific
Progress), and they can be used to define the notion
of convergence to the truth for scientific theories.
Truthlikeness serves to clarify the principle of char-
ity that can be used to defend reference invariance
in scientific change (see Scientific Change). These
notions can be applied to sequences of theories from
the history of science. Measures of verisimilitude
allow the study of whether truthlikeness explains
the success of science. They also help to make
sense of the idea that idealized theories, which are
known to be false, may still be close to the truth. The
technical notion of similarity between statements
provides a general framework for the study of
approximation in science (see Approximation).

Epistemological and Methodological
Approaches

To solve the epistemological problem of truthlike-
ness, Niiniluoto (1987) has proposed that the dis-
tance Tr(H,C*) of a hypothetical theory H from
the unknown truth C* can be estimated by the
expected value of the degree of verisimilitude of a
theory. For this purpose, it has to be presupposed
that there is a probability measure P such that
PðCi j eÞ is the epistemic probability (rational
degree of belief) of constituent Ci given the avail-
able evidence e. Then the expected verisimilitude
verðH j eÞ of theory H given evidence e is defined

by the sum
P
i

p(Ci | e)Tr(H,Ci), where i ranges over

all constituents and Tr(H,Ci) is what the degree of
truthlikeness of H would be if Ci were the true
constituent. If the evidence e entails that Cj is the
true constituent, then the expected verisimilitude of
H on e equals Tr(H,Cj). Expected verisimilitude
differs from the notions of posterior probability,
confirmation, and corroboration, since ver(H | e)
may be high even when theory H is incompatible
with evidence e.

The measure ver(H | e) makes it possible to inte-
grate the theory of truthlikeness to the Bayesian
framework where scientific inference is analyzed as
the maximization of expected epistemic utilities
(see Niiniluoto 1987; Festa 1993).
A different methodological approach is pro-

posed by Zamora Bonilla (1992), who defines
‘‘truthlikeness without truth’’ by measuring direct-
ly the distance of a theory from the available exper-
imental laws.

ILKKA NIINILUOTO
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VIENNA CIRCLE

The Vienna Circle consisted of a group of about
three dozen researchers drawn from the natural
and social sciences, logic, and mathematics, which
met regularly in Vienna between the two world wars
to discuss philosophy. The work of this group con-
stitutes one of the most important and influential
philosophical contributions of the twentieth cen-
tury, in particular in the development of analytic
philosophy and history and philosophy of science
(Stadler 2001 and 2003a).
The Vienna Circle was first publicly announced in

1929 with the publication of what came to be called
its manifesto, Wissenschaftliche Weltauffassung.
Der Wiener Kreis [The Scientific Conception of the
World: The Vienna Circle], edited by the Verein
Ernest Mach (the Ernest Mach Society) and
authored by Carnap, Hahn, and Neurath (1929).
The Vienna Circle was essentially a modernist
movement, at the center of which was the ‘‘Schlick
Circle,’’ a discussion group organized in 1924 by
Moritz Schlick. Rudolf Carnap, Herbert Feigl,
Philipp Frank,KurtGödel, HansHahn, OttoNeur-
ath, Felix Kaufmann, Viktor Kraft, Karl Menger,
Friedrich Waismann, and Edgar Zilsel belonged to
its inner circle (see Carnap, Rudolf; Hahn, Hans;
Neurath, Otto; Schlick, Moritz). Their meetings
were also attended by Olga Taussky-Todd, Olga
Hahn-Neurath, Rose Rand, Gustav Bergmann,
and Richard von Mises, and on several occasions
by visitors such as Hans Reichenbach, Alfred J.
Ayer, Ernest Nagel, Quine Willard Van, and Alfred
Tarski. Members of the periphery, most of them as
participants, were Egon Brunswik, Karl Bühler,
Josef Frank, Else Frenkel-Brunswik, Heinrich
Gomperz, Carl Gustav Hempel, Eino Kaila, Hans
Kelsen, Charles Morris, Arne Naess, Karl Popper,
Frank P. Ramsey, Kurt Reidemeister, and the al-
leged ‘‘genius,’’ Ludwig Wittgenstein, who had a
special influence on some members of the group
(see Ayer, Alfred Jules; Hempel, Carl Gustav;
Nagel, Ernest; Popper, Karl Raimund; Quine,
Willard Van; Ramsey, Frank Plumpton; Reichen-
bach, Hans). In addition, the mathematician Karl
Menger organized in the years 1926–1936 an inter-
national Mathematical Colloquium, which was
attended by Kurt Gödel, John von Neumann, and
Alfred Tarski among many others (Menger 1994).

This international and interdisciplinary discus-
sioncirclewaspluralistic andcommitted to the ideals
of the Enlightenment. It was unified by the aim of
makingphilosophyscientificwith thehelpofmodern
logic on the basis of experimental and everyday ex-
perience. The general aims of the movement were
expressed in its publications such as Schriften zur
Wissenschaftlichen Weltauffassung [Publications on
the Scientific Conception of theWorld], 1929–1937,
in eleven volumes; Einheitswissenschaft [Unified
Science], 1933–1938, in seven volumes; the jour-
nal Erkenntnis, 1930–1940 (the 1939 volume was
called Journal for Unified Science); and the Interna-
tional Encyclopedia of Unified Science, 1938–1970
(Neurath, Carnap, andMorris 1971).

Given this story of scholarly success, the fate of
the Vienna Circle was tragic. The Verein Ernest
Mach was suspended in 1934 by the Austrian
Nazis; Schlick was murdered in 1936; and, around
this time, many members of the Circle were forced
to leave Austria for racial and political reasons.
Thus, soon after Schlick’s death, the Circle disinte-
grated. As a result of the emigration of so many of
its members and adherents, however, the Circle’s
ideas became more and more widely known, espe-
cially in Scandinavia, Britain, and North America,
where they contributed hugely to the emergence
of modern philosophy of science (Timms and
Hughes 2003; Hardcastle and Richardson 2003).
In Germany and Austria, however, the break that
was caused by the forced emigration of the Vienna
Circle’s members was felt on the philosophical and
mathematical scene for a long time (Heidelberger
and Stadler 2003).

‘‘Logical Positivism’’ and/or ‘‘Logical
Empiricism’’

The name ‘Vienna Circle’ was used for the first
time in 1929 in the manifesto mentioned earlier. It
was suggested by Neurath and was supposed to
have a pleasant connotation similar to Vienna
Woods or Viennese Waltz. At the same time, the
term was to indicate the origin of this philosophical
movement and its collective orientation (Frank
1949). In the programmatic essay of 1929 the posi-
tion of the antimetaphysical ‘‘radical’’ left wing
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around Carnap, Neurath, Hahn, Frank, and others
was especially prominent. This group supported the
idea of a physicalist unity of science, most common-
ly referred to as ‘‘logical empiricism’’ as found later
in the program of the International Encyclopedia of
Unified Science (Neurath 1946). By contrast, the
more moderate wing of the Vienna Circle, around
Schlick, Waismann, Feigl, and others, emphasized
their adherence to a dualism of science and philoso-
phy with different names like ‘‘consistent empiri-
cism’’ (Schlick 1950, 462f ) or ‘logical positivism’
(Kraft 1950).

The widely used term ‘‘logical positivism’’ actu-
ally originated in Blumberg and Feigl’s (1931) arti-
cle of that title. Here both authors gave a concise
description of the new anti-Kantian synthesis of
logical and empirical factors proclaiming the im-
possibility of synthetic a priori truths. They went
on to describe the philosophical transformation
from the old to the new positivism with the adop-
tion of symbolic logic, epistemology, and research
into the foundations of science. Finally, they
explained, following Wittgenstein, ‘‘the purpose of
philosophy as the clarification of the meaning of
propositions and the elimination of . . .meaningless
pseudo-propositions’’ (269).

Scientific Philosophy and Philosophy of Science

Proponents of ‘‘scientific philosophy’’ thought of
philosophy not as an autonomous discipline exist-
ing prior to science but as a critical discipline de-
pendent upon the results of the natural and social
sciences, logic, and mathematics. Turning around
Kant’s dictum, they claimed that philosophy with-
out science is empty, and science without philoso-
phy is blind. Adoption of this scientific conception
of philosophy does not, however, determine what
epistemology, methodology, and ontology one is
committed to. Nonetheless, all adherents of scien-
tific philosophy demanded exact methods, a critical
attitude, and a more or less empirical orientation.
They opposed irrational and theological systems of
philosophy (Systemphilosophie) and viewed science
in general in a positive way.

Historically, Mach’s philosophy provided the
foundation for the development of the positions
adopted within the Vienna Circle (see Mach,
Ernest). The term ‘logic of science’ (Carnap’s
[1934] Wissenschaftslogik), known since the mid-
1930s as ‘‘philosophy of science,’’ was later used
to describe these positions (see Carnap, Rudolf ).
This implied a general scientific conception of phi-
losophy as well as an attempt to provide a philoso-
phy for all sciences (including human sciences). In

addition, within the Vienna Circle, philosophy was
regarded both as a form of linguistic analysis and
as a discipline drawing on the foundations of the
natural and social sciences.
At the same time, there were divergences of phi-

losophical approaches within the Vienna Circle.
Those such as Schlick defended a methodological
dualism of philosophy and science, and those such
as Neurath sought to integrate philosophy alto-
gether within a scientific conception of the world
(see Neurath, Otto; Schlick, Moritz). In Schlick’s
view, the classical philosophical positions of empir-
icism and rationalism were integrated with the help
of modern logic and mathematics, but a distinction
between philosophy and science still remained.
Neurath’s more radical physicalism, or ‘‘encyclope-
dism,’’ of logical empiricism aimed at overcoming
philosophy itself within his collective project of an
International Encyclopedia of the Unity of Science
(Neurath 1946). This divergence in philosophical
approaches left room for debates within the Circle
on such topics as the merits of phenomenalist and
physicalist languages, coherence and correspon-
dence theories of truth, logical syntax and seman-
tics, verification and confirmation, and ideal and
natural languages. At the same time, there was a
certain consensus on the merits of logical analysis of
language, a fallibilist epistemology, a scientific atti-
tude to the world, and the unity of scientific expla-
nation and knowledge in general.
The rivalry between Schlick’s ‘‘consistent empiri-

cism’’ and Neurath’s physicalist unified science is
a complex matter. Certain views were shared by
both, such as the view of philosophy as a critique
of language in accordance with Wittgenstein’s phi-
losophy of the Tractatus of 1922. However, while
the principle of verification (see Verifiability), logi-
cal atomism, and the picture theory of language are
constitutive features of the entire movement, by
themselves they do not characterize the Vienna Cir-
cle. Theoretical elements like logicism, verifiability,
methodological phenomenalism and physicalism, a
fallibilist theory of knowledge, conventionalism,
and realism, together with an empiricist encyclope-
dism, were cornerstones of the internal pluralistic
development of logical empiricism from the 1930s
onward (see Logical Empiricism). This develop-
ment also reflected the influence of Neurath’s prag-
matic point of view within the Circle. In particular,
the objection toward any dualism of ‘‘language’’
and ‘‘world’’ (as Wirklichkeitsphilosophie), with
the attendant denial of any absolute ‘‘foundation
of knowledge’’ (Schlick 1934) is representative of
this nonreductive naturalism and methodological
holism in the spirit of Pierre Duhem’s and Henri
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Poincaré’s philosophy of science (see Conventional-
ism; Duhem Thesis; Poincaré, Henri). This form of
relativism and naturalism already anticipated the
pragmatic and historical turn after World War II
in the philosophy of science, which contributed to
overcoming the linguistic turn and the so-called
received view of philosophy of science.
The rejection of synthetic a priori judgments

remained an important element of the logical em-
piricism of the Vienna Circle. According to Russell
and Whitehead in the Principia Mathematica (see
Russell, Bertrand), symbolic logic and mathematics
were regarded as purely analytical and a priori
(independent of any experience). Analytic truths of
these kinds were contrasted with contingent state-
ments of the natural sciences and ordinary everyday
experience, as synthetic a posteriori judgments (see
Analyticity). But there was no further class of syn-
thetic a priori judgments; instead there was thought
to be an important class of ‘‘meaningless’’ sen-
tences, without any cognitive content. The elements
of this class were seen as ‘‘metaphysical’’ in the sense
that they are not part of knowledge at all, even
though they may express some realm of common-
sense experience (see Cognitive Significance).
This position of the classical Vienna Circle is

most prominently represented by Carnap’s (1931)
‘‘Elimination of Metaphysics through Logical
Analysis of Language,’’ which developed a program
for a unified rational reconstruction of science (see
Rational Reconstruction). But the question as to
whether an empirical basis could serve as the foun-
dation for all knowledge received strongly divergent
answers from coherence theorists about truth (influ-
enced by Neurath) and correspondence theorists
(influenced by Schlick) (Hempel 1993). Also, the
apparently strict distinction between analytic and
synthetic sentences was questioned (Menger 1979,
1–60). The ideal of one language of science, logic,
andmathematics was radically weakened within the
Vienna Circle itself with Menger’s and Carnap’s
principle of tolerance long before Quine (1953)
put forward his critique of the ‘‘Two Dogmas of
Empiricism’’ (see Quine, Willard Van). Thus, con-
trary to popular belief, a heterogeneous pluralism
of views was in fact characteristic of the Vienna
Circle—for example, regarding ethics (Schlick,
Menger, Kraft), the alternatives of realism versus
positivism (Schlick, Carnap, Feigl, Kraft, Kauf-
mann) and verificationism versus falsificationism
(both positions criticized by Neurath), and last,
but not least, matters of ideological and political
preference, such as conservative liberalism versus
leftist socialism. In the later period of the Vienna
Circle, the contested verification principle was

gradually abandoned and replaced by some form
of a probabilistic confirmation methodology based
on the principle of ‘‘connectibility’’ (von Mises
1951) (see Cognitive Significance; Verifiability).

Scientific Conception of the World and
Scientific Humanism

The unity of science movement, with its six Interna-
tional Congresses for the Unity of Science, held
from 1935 to 1941, and the ambitious publication
project of the International Encyclopedia of Unified
Science, 1938–1970, had a broader cultural meaning
and goal, most notably the attempt to improve the
human condition and to promote social reform and
the intellectual struggle against irrationalism and
the totalitarian worldview (see Unity and Disunity
of Science; Unity of Science Movement). It was a
manifestation of a late-Enlightenment conception
of science with a socially inspired antimetaphysics.
Between the two world wars, metaphysics was seen
as a correlative feature of German idealism as well
as of Austrian fascist ‘‘universalism,’’ as repre-
sented by the economist Othmar Spann.

The practical impulse behind this therapeutic de-
struction of metaphysical systems, then, was the
desire for a scientific attitude based on human expe-
rience, directed against the Zeitgeist of totalitarian
universalism and cultural pessimism (as criticized by
Neurath [1921] and [1931]). Therefore, traditional
philosophy, first of all, had to be reduced to a criti-
cal analysis of language, because most proponents
of logical empiricism thought that an exact and
sober usage of the scientific language is a precondi-
tion for all problem-oriented philosophizing—and
moreover a sort of moral obligation.

Social criticism and collective work in philosophy
of science formed a programmatic unity striving for
a sweeping improvement of the human condition.
Whereas in the natural sciences considerable prog-
ress had already been made, the situation in the
social and cultural sciences was not so transparent,
and was influenced by the ongoing Methodenstreit
since the turn of the century (Kaufmann [1936]
1999). Although some members of the Vienna
Circle, like Kaufmann, Neurath, and Zilsel, con-
tributed essentially to this neglected field, their
contributions have been largely ignored in the his-
toriography on the Circle for a long time. In this
respect it is worth mentioning that after the disinte-
gration of the Vienna Circle, its former members
still occasionally made reference to the ‘‘scientific
conception of the world’’ when speaking about
general ideological questions. For example, Carnap
spoke about ‘‘scientific humanism’’ as a view shared
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by the majority of the logical empiricists (Carnap
1963, 81ff ). After the dissolution of the Vienna
Circle, the forced migration of most of its members,
and the dispersion of the logical empiricist move-
ment from its centers in Central Europe, the twin
aims of transforming philosophy and establishing a
philosophy of science could be envisaged only once
the ties to their previous cultural context and audi-
ence had been severed. But even in these difficult
times the proponents of the exiled Vienna Circle
organized six well-attended, prestigious Interna-
tional Congresses for the Unity of Science: Paris
(1935 and 1937), Copenhagen (1936), Cambridge,
UK (1938), Cambridge, Massachusetts (1939), and
Chicago (1941). One can thus say that the demise
of the Vienna Circle in the German-speaking
world was accompanied by the transformation
of Viennese Wissenschaftslogik into philosophy of
science in the Anglo-Saxon scientific community.

Recent Reassessments

The new historiography on logical empiricism
started with the rediscovery of Ernest Mach
(1838–1916) as a precursor of Gestalt theory, evo-
lutionary epistemology (possibly radical), construc-
tivism, and the modern historically oriented
philosophy of science. Already in Mach’s reception
in the Vienna Circle one can see not only a certain
pluralism of views but also a polarization of the
various positions (Mach’s influence on Carnap’s
[1967] Aufbau/Logical Structure, the critical dis-
tancing to ‘‘psychologism’’ in the manifesto, the
alternative to the principle of economy, etc.).

Even prior toWorldWar I, the predecessor of the
Vienna Circle—the ‘‘First Vienna Circle’’—had
begun to take shape both as an organization and
as a philosophy (Uebel 2000). Within a discussion
circle (inter alia, with Frank, Hahn, andNeurath) at
a coffeehouse, traditional ‘‘academic philosophy’’
grew more scientific. This so-called First Vienna
Circle met regularly as of 1907 to discuss the syn-
thesis of empiricism and symbolic logic as modeled
after Mach, Boltzmann, and the French conven-
tionalists (Pierre Duhem and Henri Poincaré) (see
Conventionalism; Duhem Thesis; Poincaré, Henri).
This was also seen as an indirect answer to Lenin’s
polemical remarks against Mach in his book,Mate-
rialism and Empirio-Criticism, which remained very
influential in eastern Europe from its publication in
1909 to the ‘‘Velvet Revolution’’ of 1989–1990.

This early phase in the development of logical
empiricism can also be interpreted as an anti-
Cartesian turn in epistemology and philosophy
of science, which undermined both the synthetic

a priori and the secure foundations of knowledge.
In the middle of the permanent crisis of philosophy
between reform and revolution in society and sci-
ence, the further development of this ‘‘scientific
philosophy’’ had, in any case, been initiated.
With the conflict-laden appointment of the phys-

icist and philosopher Moritz Schlick (1882–1936)
to Mach’s chair for natural philosophy of the ‘‘in-
ductive sciences’’ in Vienna in 1922, the heyday of
scientific philosophizing in the post–World War I
period was prolonged. Even though Schlick ([1918,
1925] 1974) felt committed to an epistemological
realism in his main work, General Theory of Knowl-
edge, he began his inaugural lecture with a pro-
grammatic allusion to Mach, under the sway of
the Viennese tradition up to Wittgenstein, that
almost all philosophy is natural philosophy.
In the phase during which the Schlick Circle

became a veritable institution, there was already a
pluralism of positions that had emerged in the field
of tension between Wittgenstein’s Tractatus and
Carnap’s Logischer Aufbau der Welt [Logical Con-
struction of theWorld] (Carnap 1967). Yet notwith-
standing all the discrepancies between Carnap’s
‘‘rational reconstruction’’ and the philosophy of
ideal language (Wittgenstein), all those involved
came to identify with a philosophical reform move-
ment as opposed to academic philosophy.
This radical program, in turn, left an indelible

mark on avant-garde art (i.e., constructivism, asso-
ciated with Gerd Arntz, the artist of Neurath’s
pictorial language) (see Neurath, Otto) and lit-
erature, as well as architecture (Werkbund and
Bauhaus), centering around Ludwig Wittgenstein,
Paul Engelmann, Adolf Loos, Josef Frank, and
Neurath’s efforts within the Congrés International
d’Architecture Moderne (Nemeth and Stadler
1996). Clarity and precision as ends in themselves
and features of scientific philosophy bridged both
Wittgenstein’s cultural pessimism and the socio-
culturally enlightened impetus of the modernist
Vienna Circle.
With this convergence of various elements of

philosophy of science, theoretical innovation was
accelerated in the phase in which the Vienna Circle
made public appearances and expanded its interna-
tional contacts. The latter development was accom-
panied by the disintegration and uprooting of
logical empiricism in the German-speaking world.
In this sense, the phenomenon of the Vienna Circle
is a prototypical case study of intellectual emigra-
tion (Stadler 2003b, c).
To all appearances, there seem to be two diamet-

rically opposed trends. While the international in-
fluence of the Vienna Circle was steadily growing,
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the group had been systematically marginalized in
Austria and Germany starting in the early 1930s.
The murder of Schlick and the disgraceful, for the
most part anti-Semitic, reactions to it brutally ush-
ered in the process that can be described as the
‘‘demise of scientific reason’’ (Stadler and Weibel
1995). This took place in parallel with the general
trend at universities, which at the time were increas-
ingly coming under the influence of a growing anti-
democratic and racist discourse dominated by
clerical-fascist and National Socialist forces. This
development led to the anschluss of Austria by the
ThirdReich, which culminated in systematic dismis-
sals, banishment, and annihilation of many leading
intellectuals and others (Stadler 2002).

Concluding Remarks

Looking at the current definitions of the Vienna
Circle, one can quickly recognize the difficulty of
providing a representative description of the Circle
and of logical empiricism in its entirety. Even the
autobiographical accounts of Vienna Circle mem-
bers since the classical period of the Schlick Circle
show a remarkable variance—depending on focus
and underlying motivations.
What these texts have in common is the refutation

of metaphysics as well as of philosophy as
a discipline in its own right. As an alternative,
one finds a tendency toward a (physicalist) unified
science that later culminated in an empiricist ency-
clopedia project and includes the principle of toler-
ance as applied to logic and scientific languages.
Here, the contours of epistemological options
emerge. If one also takes into account that themani-
festo represents onlyonevariant of theViennaCircle
at the end of the 1920s, then it becomes amply clear
that there existed only a limited consensus.
In addition, it is obvious that neither the auto-

biographical accounts of contemporaries nor the
historical accounts originating shortly after 1945
were able to provide an adequate picture of the
Vienna Circle. Moreover, there exists only a partial,
albeit broad, overlap of the concept of the Vienna
Circle with that of logical empiricism in general
when one takes into account the related movements
of the Berlin Circle around Hans Reichenbach
and the Warsaw Group around Alfred Tarski
(Danneberg, Kamlah, and Schäfer 1994).
Is it still possible to find a sort of basic agreement

here to unite the members of the Vienna Circle,
both the central figures and those on the periphery?
First of all, the Vienna Circle method is a way
of philosophizing based on linguistic analysis and
a great amount of problem-oriented, open-ended

discussion. This was experienced personally by
Arne Naess, who focused several times on the Cir-
cle’s ‘‘thought style,’’ which, in (not only) his opin-
ion, leads to an inherent ‘‘pluralism of tenable
worldviews’’ (Naess 2003). Second, the use of an
unambiguous language, together with exact meth-
ods, is certainly a main legacy of the Circle and
those associated with it. It is only when this exact
formal approach is adopted that the content and
positions can be constructively criticized and
refuted—a characteristic that most current modern
and postmodern philosophies lack.

The explicit and hidden history of the Vienna
Circle fromWissenschaftslogik to the recent philos-
ophy of science documents the wide range, plural-
ism, and diversity of the Viennese heritage and
message. Be it called ‘‘scientific philosophy’’ (as
initiated by Schlick), ‘‘scientific humanism’’ (acc-
ording to Carnap), or a ‘‘republic of scholars’’
(following Neurath), it is a guide to an intellectual
journey that continues through the present day and
probably on into the future.

FRIEDRICH K. STADLER

The author thanks Camilla Nielson for this
translation.
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Carnap, Rudolf (1931) ‘‘Überwindung der Metaphysik
durch logische Analyse der Sprache,’’ Erkenntnis 2:
219–241.

——— (1934), Logische Syntax der Sprache. Vienna:
Springer. English translation: The Logical Syntax of
Language. London: Routledge, 1937.

——— (1963), ‘‘Intellectual Autobiography,’’ in Paul A.
Schilpp (ed.), The Philosophy of Rudolf Carnap. LaSalle,
IL: Open Court, 3–84.

——— (1967), The Logical Structure of the World. Berkeley
and Los Angeles: University of California Press.

Danneberg, Lutz, Andreas Kamlah, and Lothar Schäfer
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VISUAL REPRESENTATION

Graphs, diagrams, drawings, sonographs, andx-rays
are commonly used in contemporary science in the
process of research, in communicating results, and

in education. In contrast to more familiar images—
paintings, snapshots, children’s drawings—visual
representations in science often, though not always,
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depict phenomena that cannot be seen: structures
too small to see with visible light (electron micro-
graphs), relations among properties (graphs), steps
in a mechanism (diagrams). Philosophers of science
have studied linguistic and mathematical represen-
tations in order to understand science, but they have
only recently begun to investigate what visual repre-
sentations contribute, and how they do so. Visual
representations appear to play philosophically sig-
nificant roles in scientific reasoning. They are prev-
alent in journal articles, where scientists express and
defend hypotheses. These papers are relatively for-
mal communications, subject to disciplinary stan-
dards of clarity and objectivity, and reviewers
scrutinize figures as well as text in evaluating the
arguments presented. Some figures appear to ex-
press scientific hypotheses (e.g., the diagram of the
double helix), while others are presented to provide
support for a hypothesis. Can a visual representa-
tion express a hypothesis? What kind of inferences
can a visual representation support? How does the
visual format of a figure relate to its role? Scientists
frequently express concern about the accuracy of
figures, just as they do about the accuracy of lin-
guistically or mathematically expressed claims.
Can pictures be accurate—or true? In general,
what advantages do visual representations offer
over linguistic and mathematical representations?
In order to answer these questions, it is essential

to understand the nature of visual representations
as such, and to know in what ways they differ from
other types of representations. An analysis that can
apply to all symbols used in science is required to
avoid dependence on assumptions about the kinds
of representations involved. Thus, the first step in
understanding visual representations in science is
clarification of key representational features. Dif-
ferent kinds of visual representations can then be
compared with each other, and with linguistic
representations. This preliminary step is also re-
quired in order to understand the epistemic roles
played by figures—fundamentally, to explain how
visual representations express and support scientific
claims.

Visual Symbols

Visual representations, like written or spoken sen-
tences and numerical formulas, are external objects
that function as symbols. No object conveys con-
tent on its own; symbols must be interpreted.
Goodman (1976) shows that resemblance is neither
necessary nor sufficient for representation: Just
about any thing can be designated to refer to
some other thing—Wellington does not represent

his portrait even though they resemble one another.
Comprehension of symbols, including pictures,
involves interpretation, which is conventional in
the sense that the relation between symbol form
and content is not determined just by either intrin-
sic features of the symbol or a resemblance relation
between the form of the symbol and its referent;
something extrinsic to both objects (symbol and
referent) is necessary to determine that one refers
to another. This is obvious for linguistic represen-
tations, whose form does not bear a visible relation
to its referent. Comprehension of pictures often
feels so natural and automatic that viewers are not
conscious of it, but application of the appropriate
interpretive conventions is necessary to compre-
hend visual representations. For example, in order
to understand a watercolor of a landscape, one has
to apply the appropriate interpretive conventions to
the colors and shapes in order to comprehend it as a
representation of a landscape. These are different
conventions from those used to interpret a different
kind of picture, such as a black-and-white photo-
graph. A gray tone in the watercolor must be inter-
preted differently from a gray tone in the photo.
All forms of representation used in a scientific arti-
cle share this most general feature of symbols: They
require application of the appropriate interpretive
conventions in order to know what the symbol
refers to. The interpretive conventions govern rela-
tions between symbol and referent for particular
systems of symbols, so that although it is tempting
to try to analyze pictures by focusing on individual
specimens, the full understanding (as with linguistic
representations) requires knowing the systems of
which they are components.

The content of visual representations is not en-
tirely conventional in the above sense; relations
between the visible form of visual symbols and
their referents are also involved in determining the
content of pictures. There is a fundamental differ-
ence between textual and visual symbol systems.
Visual systems are based on a spatial format: Visu-
al representations are symbols in which some spa-
tial relations are interpreted to mean something
about the referent. In some visual symbol systems,
spatial features of the symbol refer to spatial fea-
tures. For example, spatial relations among circles
in a ball-and-stick diagram of a molecule refer to
spatial relations among the atoms in the molecule.
In other visual systems, however, spatial features of
symbols refer to nonspatial features of the object
represented. A spatial feature of a time line—
length—represents a temporal feature: duration.
Graphs are visual symbols in which spatial features
represent relations among properties, like the
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relation between gas volume and pressure. Other
visible features such as color may also contribute to
the meaning of visual representations. However,
the referential role of spatial relations is the funda-
mental feature of visual representations.

For this reason, the visible forms of visual repre-
sentations are related to their referents. This rela-
tion varies among visual symbol systems, but each
system is characterized by a relation between sym-
bol form and content that holds for that system,
and this relation is the basis for interpreting, and
thus comprehending, the symbol as such. This rela-
tion holds between the interpreted visible features
of the symbol, on the one hand, and the properties
and relations represented, on the other (not be-
tween all features of the symbol and all those of
its subject).

In contrast to the spatial format of visual rep-
resentations, linguistic representations have a se-
quential format; the sequence of letters and spaces
alone is sufficient to determine the meaning of text.
Serial symbol systems typically comprise symbols
whose spatial form is arbitrary with respect to their
meaning. Though some serial systems, such as
written Chinese, include pictographic characters,
this is not necessary for serial representation, and
the relationship between symbol form and referent
in the pictographic characters serves a mnemonic
purpose, but is not systematic (not all Chinese char-
acters are pictographic). Chinese is a serial system
because the meanings of statements are determined
by the ordering of characters, rather than by spatial
relations among them. For serial systems like alpha-
betical and numerical symbol systems, the shapes of
letters are entirely unrelated to the referents of the
words and sentences they compose. Relative spatial
position of serial characters can contribute to
meaning—poets might vary between-word spacing
for emotional effects—but it is not necessary; the
sequence of characters is sufficient to determine
symbol meaning.

Types of Visual Symbols

This difference in format does not account for
important differences among visual representations,
so it cannot explain why scientists use different
kinds of visual representations. Further analysis of
the properties of visual symbol systems allows for
categorizing two different kinds of visual represen-
tation and explaining what makes them differ from
each other, as well as identifying an important
feature that one of these visual types, but not the
other, shares with serial representations. Diagram

systems, such as those of electrical circuitry and
chemical structures, look different from visual rep-
resentations that appear much more like pictures,
such as electron micrographs and satellite photos.
This is because the former symbol systems share
some features with linguistic representations—in
addition to having the spatial format shared by all
visual representations.
Some symbol systems consist only of markings

that can each be identified as instances of a par-
ticular character—unless they are simply illegible
(Goodman [1976] calls these syntactically articulate
systems). Text, numerical formulas, and wiring
diagrams have this type of syntax. It allows for
compositionality: All these systems consist of un-
ambiguously recognizable atomic characters (e.g.,
numerals, letters, Chinese characters) combined in
rule-governed ways. In a visual symbol system with
this kind of syntax, some spatial relations among
the atomic characters will also be interpreted to
refer to some relation among the referents of the
atomic character. The meaning of a molecular dia-
gram is a function of the reference of the atomic
characters and how they are arranged (see Figure 1).
These are compositional symbol systems, like writ-
ten languages and numerical systems, all of whose
symbols consist of atomic characters that are
always identifiable as particular characters. Their
meanings are a function of the identity and compo-
sition of atomic characters, whether the composi-
tion is sequential (for serially formatted systems) or

Fig. 1. Diagram of adenosine triphosphate (ATP). In this
diagram, lines and letters serve as atomic characters that
refer to bonds and different kinds of atoms, respectively.
Spatial relations among those atomic characters are also
interpreted: for example, contiguity of a P, a single line,
followed by an O, to refer to the bond between a
phosphorous and an oxygen atom. In this way, the atomic
characters and spatial relations among them are used to
represent the structure of the molecule.
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spatial. Because of this compositionality, which is in
part due to the fact that visible forms of atomic
characters are arbitrary with respect to their mean-
ing, diagrams have some of the convenience and
flexibility of textual representations (whose spatial
features are entirely arbitrary with respect to mean-
ing). These are formats with which it is easy to
express very abstract or general ideas. For this
reason they are useful for representing mechanisms.
Photographs, natural history drawings, and elec-

tron micrographs have some important syntactic
and semantic differences (Figure 2 is an example
of this type of figure). These images are not com-
posed of discrete atomic elements. They are char-
acters from systems in which any difference—for at
least one interpreted spatial feature of the figure,
such as the shape of a curve on a graph—corre-
sponds to a difference in the character that figure
instantiates. And every different character has a
different referent. So two electron micrographs
with different two-dimensional arrays of light-to-
dark scaling represent different structural features.
Because the smallest spatial difference correlates
with a different referent, visual representations
from these systems can represent very complex
properties (like the particular shape of a subcellular
structure), and these systems comprise symbols that
together represent a dense range of these properties.
Another prominent difference among visual

representations is their degree of abstraction. It is
not possible to explicate this difference in terms of
discrete categories, but studies of the relation be-
tween abstractness of symbol form and symbol con-
tent in scientific contexts have presented some
interesting results. Michael Lynch (1988) discusses

figures in which an electron micrograph and a sche-
matic drawing are paired together, showing that
figures with different degrees of abstraction can
play different epistemic roles. In these pairs, the
micrographs serve as evidence for the more abstract
visual representation. Lynch describes the visible
differences between the two and relates those dif-
ferences in symbol form to differences in the con-
tent each conveys, in order to support his claim
that the inferential move from less to more abstract
representation is not a matter of mere simplifica-
tion of form in terms of a reduction of visual
stimuli. The schematic drawings are idealizations,
generalizations, or extrapolations from the pictures
that support them. There is a difference in the kind
of fact depicted by each of the two representations
in the pair. The picture refers to a particular case,
while the schematic drawing expresses a claim
that is general (applying to multiple cases), in addi-
tion to being more abstract (leaving out features
represented in the picture).

The use of figures that vary in abstraction also
raises questions about the relationship between
abstractness of representation and accuracy. Hall
(1996) argues that the degree of naturalism of a
pictorial style is distinct from its capacity for ac-
curate representation. He supports his thesis with
contrasts of realistic pictorial styles that misrepre-
sent human anatomy with very schematic dia-
grams that convey accurate information. Given
the role of interpretation in comprehension of
visual representations, this phenomenon can now
be explained. Accurate visual representations are
interpreted to represent a state of affairs that
obtains. There is no warrant for assuming that

Fig. 2. Electron micrograph of inner mitochondrial membranes. The image is produced by a
process in which a very thin sample is prepared with a stain that does not mix well with
biological material, and also repels electrons. A beam of electrons is aimed at the sample, and
electrons go through the areas where biological material is present but are deflected by the
stain. This process produces a pattern of light areas on the image whose shape matches the way
the electrons passed through the sample. From Fernández-Morán 1962.
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visual representations are meant to represent all
properties of their subjects; the properties repre-
sented, as well as the visible features of the sym-
bol used to convey them, vary among visual symbol
systems. Very schematic figures, then, are not in-
accurate just because they do not represent in
detail the features of their referents. Thus, under-
standing figures as elements of visual symbol sys-
tems that vary according to system conventions
clarifies the relation between representational styles
and semantic value.

Scientific Reasoning and Visual
Representations

Model-Based Reasoning
Most contemporary philosophers of science who

have discussed the use of figures focus on the con-
tent of the figures, rather than presenting an analy-
sis of how that content is conveyed—what the visual
format contributes. Nersessian (1992) and Giere
(1996) discuss scientific visual representations,
and, while these papers also focus on content, their
model-based accounts of scientific reasoning offer a
promising route to understanding how figures
might be involved in that reasoning. (see Scientific
Models). Nersessian (1992) discusses the develop-
ment of the theory of electromagnetism, arguing for
an important role for analogical reasoning, which
involves a systematic mapping of relations between
a source and a target domain. Nersessian supports
her claim with a discussion of Maxwell’s figure,
which she describes as ‘‘a visual representation of
an analogical model’’ (Nersessian 1999, italics in
original.). Nersessian suggests that analogical
thinking involves mental models, which embody
the relations holding among the events and entities
involved in the object of thought (see Scientific
Metaphors). The usefulness of a visual representa-
tion to this kind of analogical reasoning can be
explained by the distinctive feature of visual repre-
sentations: their spatial formatting. A visual repre-
sentation of a model might be particularly efficient
for mental modeling, since the content is conveyed
through spatial and other visible relations.

Comprehending the representation requires
mapping the perceived visible features to the ap-
propriate relations and properties of the referent.
An independent step of generating a mental image
of the model is not required, as it would be if the
model were conveyed through a serial representa-
tion. Consider the difference between a linguistic
description of an analog clock face and a picture of
one. The statement that the big hand is on the eight

and the small hand is just below the ten provides
information from which it is possible to infer the
time. Most people would comprehend the descrip-
tion, then create a mental image of the clock, and
from that image determine the time. Comprehend-
ing a picture of a clock seems to eliminate a step by
combining the comprehension of the representation
with the construction of the mental image.
Giere (1996) focuses on external, rather than

mental, models: Scientific theories are abstract
objects that need not have linguistic character.
Judgments about models are made by comparing
them with real objects, because a model serves as a
prototype to assess similarity to putative instances
of the model. Giere considers diagrams embodi-
ments of completely abstract models; he claims
that, as such, they can serve as prototypes for simi-
larity judgments. The ubiquitous nature of resem-
blance relations makes it difficult to account for
the particular similarities that are relevant for a
particular judgment. This is another area in which
further study of scientific visual representations as
such could have an interesting payoff: understand-
ing visual representations as isomorphic symbols
provides some resources to explain how diagrams
make certain features salient. The isomorphic rela-
tion stands between some, but not all, of the visible
features of the figure and its content, as determined
by the interpretive conventions for that symbol
system. So the capacity to understand a figure as
a representation explains the capacity to identify
the features by which similarity should be assessed.

Evidential Roles
Visual representations often appear to be present-

ed as support for scientific claims. Brown (1997)
describes several diagrams from mathematics and
argues that they function as proofs. Folina (1999)
responds by pointing out that these diagrams are
not proofs in the sense of deductive demonst-
rations, though she concedes that the diagrams
may contribute some other form of support.
Some diagram systems have been shown to support
proofs. Hammer (1995) presents analyses of
several logical diagram systems (Venn, Euler, and
Peirce), including soundness and completeness
proofs. However, these demonstrations do not
shed light on how an individual visual diagram
could function as a proof.
Giere (1996) presents examples of figures from

research in geology, in which the patterns of two
different types of data are placed in visible corre-
spondence with one another, in accordance with
the model in question. However, while in this case
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the form of the figures is recognized as important to
confirmation, the relation between form and con-
tent that distinguishes visual representations is not
discussed.
Wimsatt (1991) provides examples of figures

from various disciplines that facilitate inferences,
including cases in which the use of multiple kinds
of figures are involved. Wimsatt does not give an
explicit account of how figures support inferences,
but the paper emphasizes the usefulness of visual
representations in handling data that vary along
more than one dimension. The analysis of visual
representations can clarify how figures do this:
For making inferences from a single figure, the
two-dimensional format is an advantage, because
the dimensions can be used to express relations that
hold among the data. For example, by plotting
experimental results on a graph, in which the posi-
tion of each data point is determined by its value on
each of the axes, relations among the data can be
determined very efficiently. Thus graphs provide a
way to represent the data themselves, by using
spatial location along the axes to refer to values.
In addition, graphs facilitate inferences of higher-
order properties, because the spatial relations among
the plotted points are meaningful: They are inter-
preted according to the conventions governing the
interpretation of location with respect to the two
axes. So spatial relations among the plotted points
support inferences about relations among the
properties represented by individual data points.
In addition to being spatially formatted, and

thus representing relations among parts of their
referents, some figures provide evidence for a hy-
pothesis because the figure is causally related to
what it represents. An electron micrograph, for
example, is made by beaming electrons through a
very thin biological sample stained with material
that does not mix with biological material and that
deflects electrons. The electrons can go through the
slide only in areas without stain, so the array of
detected electrons reflects the array of unstained
area on the slide, thereby producing the light areas
of the image. The process of producing the micro-
graph correlates the form of the image (light versus
dark areas) with the shape of the sample. The mi-
crograph thus represents the structure of the sam-
ple. Note that this does not guarantee that the
sample has the structure the micrograph represents:
The procedure might produce such an image, due
to problems in staining or machine malfunction.
Accuracy is not guaranteed.
But if researchers think their procedure is reli-

able, they will take the micrograph as an accurate
representation of the sample structure. One could

draw the same structure, but the fact that the form
of this visual representation is causally related
to the sample that the figure represents is an im-
portant source of the epistemic warrant of the mi-
crograph. Pictorial representations generated by
imaging techniques gain this status because of the
causal relation between symbol and object. For this
reason pictorial representations can play a role very
similar to evidence claims: Their epistemic warrant
derives primarily from causal interactions between
the object studied and a detector, rather than by
inference from other representations. This is simi-
lar to perceptually grounded linguistic observation
statements. The veracity and the evidential rele-
vance of such figures depend on the procedure by
which they are produced. In order for a figure to
serve as evidence, scientists need some assurance
that the technique that produced the image gener-
ates accurate representations of the subject matter.
This assurance can come in the form of under-
standing appropriate causal connections between
the technique and the representations it generates,
or through experience of the reliability of a meth-
od. The critical difference between a figure like a
micrograph and a linguistically expressed observa-
tion claim is that the form of the figure is causally
related to its content.

The micrograph also exemplifies another way in
which the kind of visual symbol involved makes an
important contribution to science. Imaging tech-
niques produce visual symbols with distinctive,
‘‘pictorial’’ representational features described
above. The characters are not composed of unam-
biguously identifiable atomic characters, and these
systems have the capacity to represent a dense set
of referents, due to the precise correlation between
symbol form and referent.

This system-level feature grounds another im-
portant advantage of visual representations: Many
imaging techniques provide an experimental meth-
od that results in a comprehensible representation
of a state of affairs, even if the precise vocabulary
needed to describe that state of affairs through
linguistic representations does not yet exist. Their
content is a function of the visible form of the
symbol and does not depend on a vocabulary of
arbitrarily associated symbols and meanings. So a
person who knows how to interpret such a symbol
can do so even if it represents a novel phenomenon.
For example, a person who knows how to interpret
micrographs like Figure 2, in which the light areas
represent biological material, can comprehend a
micrograph from the same system even if it has a
shape the viewer has never seen or heard of before.
That means that the person can comprehend the
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micrograph, as a representation of the form of
the sample structure, even if it represents a struc-
ture that was completely unknown prior to the
production of the micrograph. This is quite differ-
ent from alphabetical systems; because the connec-
tion between symbol form and referent is arbitrary,
one cannot comprehend an unfamiliar word simply
by looking at it. Pictorial symbol systems offer
an important advantage in science, allowing newly
discovered and extremely complex phenomena to
be represented and fully comprehended. Once a
representation of the phenomenon is in hand, it is
possible to assign a linguistic name to it, but having
a hypothesis about this structure is not a prerequi-
site. Imaging techniques provide tools to compre-
hensibly represent phenomena that do not yet have
a linguistic label.

Finally, the capacity of visual representation to
support scientific knowledge requires that such
representation be usable objectively. Like linguistic
representations, pictures can be used for both rhe-
torical and nonrhetorical purposes. The capacity
of figures to represent phenomena gives them the
potential to contribute objective support for a sci-
entific hypothesis. Identifying how to use visual
representations objectively is not a trivial matter,
and scientists have expressed active concern in this
area. A historical study by Daston and Galison
(1992) shows that choices about what images to
publish can be influenced by scientists’ beliefs
about appropriate ways to avoid subjectivity in
scientific communication.

Necessity

Are visual representations necessary for contempo-
rary science? In some cases, human cognitive limita-
tions make the use of visual representations
necessary for comprehension of the content the au-
thor wishes to convey (Perini 2001). For example,
diagrams of macromolecular structures are external
representations whose contents can be expressed
through serially formatted symbols: The coordi-
nates for atomic locations can be printed out as a
list as well as used to make a diagram. But, while
humans readily understand the diagrammatic rep-
resentation and can understand the individual items
on the serially formatted list of atomic coordinates,
they cannot use that list to generate a mental repre-
sentation of the structure of the molecule. Compre-
hension of the structure requires a representation of
the spatial relations among the parts of the mole-
cule, and the computational task involved in calcu-
lating those relations from the list of individual
atomic coordinates is simply too complicated.

A different set of circumstances that would make
visual representations necessary is if they conveyed
content that was both essential to science and
not expressible with serial representations such
as linguistic or numerical symbols. There are two
different reasons why the content of visual repre-
sentations might fail to be expressible with serial
representations. First, pictorial content would not
be linguistically expressible if pictures conveyed a
different kind of content from linguistic representa-
tions. However, the analysis in terms of symbol
system features provides no reason to think that
there is such a difference. The difference between
linguistic and visual representations concerns fea-
tures of the symbol system (of its characters on the
one hand and of the referent set on the other), and
not the nature of the content conveyed. Second,
pictorial content would not be linguistically ex-
pressible if the amount of content conveyed by the
visual representation could not be symbolized with
serial representations. If an infinite set of represen-
tations were the only possible linguistic translation
of a figure, actual expression with physical symbols
would be impossible. Kitcher and Varzi (2002)
argue that a map of Manhattan is worth a nonde-
numerable set of linguistic representations. They
reach this conclusion after claiming, without sup-
port, that the real map is not the physical symbol,
but an abstract object. This abstract object
amounts to a shape consisting of infinitely many
contiguous line segments, each of which can be
linguistically described. The question of necessity
does not turn on whether the map is really the
physical symbol or an abstract object, so this aspect
of their paper can be taken as given. The paper
does not show that the map is necessary due to
amount of content, however, because Kitcher and
Varzi’s analysis does not provide any reason to
think that the map could not also be expressed by
a finite serial symbol. There is no reason why one
complicated linear expression describing that shape
would not serve equally well as a translation.
The question of translatability tends to draw

philosophical attention because of the disciplinary
focus on linguistic representations, but it is impor-
tant to bear in mind that the philosophical signifi-
cance of visual representations in science does not
depend on whether or not they are necessary to
convey the content they do. Diagrams and tables
both can be easily translated into serially formatted
linguistic or mathematical representations, yet they
are the preferred expression of the data. This sug-
gests that the visual format itself contributes to
scientific reasoning. Perini (2004) offers a prelimi-
nary analysis of the role of two-dimensional
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formatting in the presentation of evidence, and con-
cludes that tables—consisting entirely of numerical
symbols, but formatted in two dimensions—serve
as evidence in part because that way of presenting
the data facilitates inferences of higher-order rela-
tions among the data. Furthermore, while the same
conclusion can be drawn from the data set pre-
sented serially, the reasoning involved would be
different. Thus those wishing to understand the
reasoning actually presented in a scientific paper
employing a table would need to consider the data
in their two-dimensional presentation. The previ-
ous section showed that imaging techniques like
electron microscopy have distinctive capacities for
evidential support because of the pictorial nature of
the representations they produce. Even if figures
are fully translatable, they still make philosophi-
cally significant contributions to science as visual
representations—and must be understood as such
in order to understand the reasoning contemporary
scientists actually use.

LAURA PERINI
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Güzeldere, G., 618

G‐value paradox, 486

H

Haack, S., 82, 633

Habermas, Jürgen, 269, 272, 274

Habit, mental, 679

Habits of inference, 679

Hacking, Ian, 269, 271, 273, 309

anthropic principle, 22

corroboration, 178

parsimony, 533

probability theory, 607

rational reconstruction, 685

realism, 686–687, 688, 691

scientific change, 730

scientific revolutions, 763

scientific style, 767

social constructionism, 775–776

statistics, 807–808

unity and disunity of science, 846–847

Haddad, Brent, 215

Hadrons, 539, 542

Haecciety (thisness), quantum field theory, 631

Hagg, R., 506

Hahn, Hans, 82, 83, 341–343

conventionalism, 169, 175

logical empiricism, 459

logical positivism, 460

Mach and, 467

Neurath and, 512

Quine and, 659

Schlick and, 726, 728

unity of science movement, 848

Vienna Circle, 858, 859

Hahn, L.E., 667

Hahn‐Neurath, Olga, 342, 858

Hajek, Alan

inductive logic, 386

probability theory, 600, 607

Hald, A., 41, 46, 47, 56

Haldane, J.B.S.

evolution, 253

population genetics, 579

Hall, A.R., 762

Hall, Bert, 866

Hall, Ned, 92

Hall, W., 59

Hallett, Michael, 438

Halley, Edmund, 147, 594–595

Halliday, T.R., 264

Halvarson, Hans, 457, 506

Hamadani, K., 487

Hamilton, James D., 593

Hamilton, William D.

altruism, 8, 9

fitness, 311

Hamilton, William Rowan, 118, 119

Hamiltonian mechanics, 119–121, 650

classical mechanics, 121

quantum conditions, 652

quantum logic, 634, 637

quantum mechanics, 656, 657

Hamilton‐Jacobi equation, 120
Hamilton‐Jacobi theory
classical mechanics, 121

quantum logic, 635

Hamilton’s principal function, 635

Hammer, Eric, 867

Hammond, Peter, 182

Hands, D. Wade, 226

Hankinson, R.J., 92

Hanson, Norwood Russell, 344–347

causes, 346

facts, 345–346

Kuhn and, 427–428, 429

logic of discovery, 346–347

observation, 344–345, 527

protocol sentences, 612

scientific change, 730

scientific domains, 734

Hansson, S.O., 250

Haraway, Donna

feminist philosophy, 298, 300, 302

immunology metaphors, 365

social constructionism, 778

Hard artificial intelligence, 30, 32

Hardcastle, Gary L., 40

logical empiricism versus logical positivism, 458

Vienna Circle, 858

Hardin, C.L., 618

Harding, Sandra G.

feminist philosophy, 296, 297, 300, 301

physical sciences, philosophy of, 556

social constructionism, 778

Hardy, G.H., 333–334, 716

Hardy‐Weinberg law, 333–334, 579–580

Harman, Gilbert

abduction, 1

analyticity, 14, 15–19

Bayesianism, 53–54, 55

cognitive science, 129

epistemology, 247, 250

intentionality, 409

Harper, William

classical mechanics, 118

decision theory, 183

game theory, 325

statistics, 807
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Poincaré and, 570

Russell, 715–723

Russell and, 718–719

Vienna Circle and, 859

Symbolic models, connectionism, 153–154

Symbolic theory, classical mechanics, 121

Symbol processors, cognitive science, 128

Symbols

computation, 28

Russell and, 721

semantic paradoxes, 673–674

unity and disunity of science, 847

visual representation, 864–865, 867

Symmetry

game theory, 328

particle physics, 539, 540–541

spontaneous symmetry breaking, 542

physical sciences, philosophy of, 555

sociology of scientific knowledge, 776

Symons, D., 264

Sympatry, 254

Synonymy

Carnap, 86

language‐transcendent concept of, 14–15
Quine and, 661, 662

Syntactic characterizations, Hempel, 350

Syntactic instrumentalism, 402–403

Syntacticism, Carnap, 84–85

Syntactic phase, Carnap, 83–85

Syntactic relations

Hempel, 348, 351

protocol sentences, 612

scientific models and theory, 746

Syntactic (received) view, theory structure, 822–824

Syntax, 107

arithmetization of, 84

explanation, 276

protocol sentences, 612

visual representation, 866

Synthesis, evolutionary, 253

Synthetic/analytic disjunction

Carnap, 86

Duhem thesis, 209

empiricism, 238–239

Quine and, 659

Synthetic a posteriori propositions, Ayer and, 39

Synthetic geometry, 357

Synthetic statements, verifiability, 852

Systematic biology, 71, 253

Systematic calculus, Nagel on, 493

System of Logic, A (Mill), 231

T

Tabery, J., 488

Tabula rasa, 236

Tacit knowledge, see Experiment

Takacs, D., 163

Talmage, David, 366

Tanner, Nancy, 298

Tarski, Alfred

Carnap, 84–85

cognitive significance, 135

explication, 290

Popper and, 576

Quine and, 659

Vienna Circle, 858, 862

Tatum, Edward L., 334

Tauber, Alfred I., 366, 367, 368, 485

immunology, 364, 365

molecular biology, 485

Taussky‐Todd, Olga, 858

Tautologies

analyticity, 12

Ayer and, 40

biology, 69

conventionalism, 175

Hahn, 342

phase space, 634

quantum logic, 635, 639, 641–642

Taxa, monophyletic, 799

Taxa, species, 795–796, 802

Taxonomic incommensurability, 371

Taxonomy, see also Individuality; Species

molecular methods, 253

scientific style, 766

supervenience, 817

Taylor, A., 399

Technology, see also Experiment

artificial intelligence, 29–30

chemistry, philosophy of, 102, 105–106

demarcation problem, 196

experimental method, 268, 269, 271–272, 274

philosophy of, 275

reductionism, 700

revolutions in, 761–762

scientific style, 766

Turing and, 833–834

Teleofunctional theories, cognitive science, 129

Teleological causality, 90

Teleological explanation, 285–286

Teleology, see also Explanation; Function

biology, philosophy of, 69

developmental biology, philosophy of, 72

function, 315–316, 319, 320–321

generative grammar, conceptual issues in, 112

Nagel and, 494

psychology, philosophy of, 615

rational reconstruction, 685

Teleology Revisited (Nagel), 492, 494

Teleosemantics, 66

Teleportation, 456

INDEX

956



Telescope, 34–35

Teller, Paul, 631

Dutch Book argument, 213

emergence, 234

Tempelton, A.R., 799–800

Template models of antigen‐antibody reactions, 366

Temporal ordering, see Space‐time; Time

Tennyson, Alfred, 716

Tensor product networks, defined, 154

Tensors, classical mechanics, 121

Teratology, 353

Terms

reduction sentences, Carnap and, 524

theory structure, syntactic (received) view, 823

Terms (concepts) versus propositions (statements), 524

Testability, see also Cognitive significance; Demarcation,

problem of; Verifiability

demarcation problem, 190

ecological diversity/stability hypothesis, 219

economics, 226–227

evolutionary epistemology, 260

Lakatos and, 435

Nagel on, 493

Popper and, 574–575

scientific progress, 751

unity and disunity of science, 844

Testability and Meaning (Carnap), 83

Testing/tests

Bayesianism, 43–45

observation, 528

protocol sentences, 612

scientific models, 740

statistical, see Statistics, philosophy of

verifiability, 853

Tevatron, 538

Thagard, Paul, 1, 761

Thau, Michael, 406

Themata

scientific metaphors, 738

scientific style, 765, 766

Theological mathematics, 673

Theorems, Lakatos and, 435, 438

Theoretical chemistry, 103

Theoretical holism, Neurath, 512

Theoretical language, Carnap, 86

Theoretically progressive programs, 714

Theoretical pluralism

ecology, 221

Feyerabend, 307–308

Theoretical terms, reduction sentences, 524

Theoretician’s dilemma, 62, 402–403

Theoretician’s Dilemma, The (Hempel), 350
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