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THE PHILOSOPHY OF SCIENCE:
AN INTRODUCTION

Philosophy of science emerged as a recognizable
sub-discipline within philosophy only in the twenti-
eth century. The possibility of such a sub-discipline
is a result of the post-Enlightenment disciplinary
and institutional separation of philosophy from
the sciences. Before that separation, philosophical
reflection formed part of scientific research—as,
indeed, it must—and philosophy was usually guid-
ed by a sound knowledge of science, a practice
that gradually lost currency after the separation.
In the nineteenth century, philosophical reflection
on science resulted in a tradition of natural philos-
ophy, particularly in Britain (with the work of Mill,
Pearson, Whewell, and others), but also in conti-
nental Europe, especially in Austria (with Bolzano,
Mach, and others). What is called philosophy of
science today has its roots in both the British and
the Austrian traditions, although with many other
influences, as several entries in this Encyclopedia
record (see, for instance, Duhem Thesis; Poincaré,
Henri).

This Encyclopedia is intended to cover contem-
porary philosophy of science. It is restricted to con-
ceptual developments since the turn of the twentieth
century. Its treatment of major figures in the field is
restricted to philosophers (excluding scientists, no
matter what the extent of their philosophical in-
fluence has been) and, with very few exceptions
(notably Chomsky, Noam; Putnam, Hilary; and
Searle, John), to those whose work is distant enough
to allow “historical” appraisal. Conceptual issues
in the general philosophy of science (including its
epistemology and metaphysics) as well as in the
special sciences are included; those in mathematics
have been left for a different work. This Introduc-
tion will provide a guided tour of these conceptual
issues; individual figures will only be mentioned
in passing.

Historically, the themes treated in the Encyclo-
pedia are those that have emerged starting with the
period of the Vienna Circle (see Vienna Circle),
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including the figures and developments that influ-
enced it (see Bridgman, Percy Williams; Duhem
Thesis; Mach, Ernest; Poincaré, Jules Henri). The
work of the members of the Vienna Circle provide a
link between the older natural philosophy, especial-
ly in its Austrian version, and the later philosophy
of science, which borrowed heavily from the con-
cepts and techniques of the mathematical logic
that was being created in the first three decades of
the last century (see Hilbert, David; Ramsey,
Frank Plumpton; Russell, Bertrand; see also Ayer
[1959] and Sarkar [1996a]). The new set of doc-
trines—or, more accurately, methods—came to be
called “logical positivism’ and, later, ““logical empir-
icism” (see Logical Empiricism; see also Sarkar
[1996Db]). By the 1930s these views had spread beyond
the confines of Vienna and had attracted allegiance
from many other similarly-minded philosophers
(see Ayer, A. J.; Quine, Willard Van; Reichenbach,
Hans). Two attitudes were widely shared within this
group: a belief that good philosophy must be con-
versant with the newest developments within the
sciences (see Rational Reconstruction), and a
rejection of traditional metaphysics imbued with
discussions with no empirical significance (see
Cognitive Significance; Verifiability).

Some members of the Vienna Circle also took the
so-called linguistic turn (see Carnap, Rudolf) and
viewed scientific theories as systems formalized in
artificial languages (Sarkar 1996c). Arguably, at
least, this work lost the prized contact with the
practice of science, and this development contri-
buted to the eventual rejection of logical empiricism
by most philosophers of science in the late twentieth
century. However, a number of the original logical
empiricists, along with many others, rejected the
linguistic turn, or at least did not fully endorse it
(see Neurath, Otto; Popper, Karl Raimund; Reich-
enbach, Hans). The tensions between the two views
were never fully articulated during this period, let
alone resolved, because the Vienna Circle as an
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institution and logical empiricism as a movement
both came under political attack in Europe with the
advent of Nazism. Most of the figures involved in
the movement migrated to the United Kingdom
and the United States. In the United States, many
of the logical empiricists also later fell afoul of
McCarthyism (see Logical Empiricism).

In the United States, Nagel probably best exem-
plifies what philosophy of science became in the
period of the dominance of logical empiricism.
The discussions of Nagel’s (1961) Structure of
Science typically include careful formal accounts
of conceptual issues, but these are supplemented
by detailed “nonformal” discussions in the spirit
of the tradition of natural philosophy—this book
may be viewed as a summary of where logical
empiricism stood at its peak (see Nagel, Ernest).
However, starting in the late 1940s, many of the
theses adopted by the logical empiricists came
under increasing attack even by those committed
to keeping philosophy in contact with the sciences
(Sarkar 1996¢). (The logical empiricists had explic-
itly advocated and practiced intense self-criticism,
and many of these attacks came from within their
ranks—see Hempel, Carl Gustav.) Some of this
criticism concerned whether cherished doctrines
could be successfully formulated with the degree
of rigor desired by the logical empiricists (see
Analyticity; Cognitive Significance).

However, the most serious criticism came from
those who held that the logical empiricists had
failed to give an account of scientific confirmation
and scientific change (see “Confirmation,” “Scien-
tific Discovery,” and ““Scientific Change,” below).
Feyerabend, for one, argued that the logical
empiricists had placed science under an inadmissi-
ble rational straitjacket (see Feyerabend, Paul). As
philosophy of science took a distinctly historical
turn, analyzing the development of science in in-
creasing historical detail, many felt that the logical
empiricists had misinterpreted the historical pro-
cesses of scientific change (see Hanson, Norwood
Russell; Kuhn, Thomas). Kuhn’s (1962) Structure
of Scientific Revolutions, originally written for an
encyclopedia sponsored by the logical empiricists,
was particularly influential. By the mid-1960s logi-
cal empiricism was no longer the dominant view in
the philosophy of science; rather, it came to be
regarded as a “received view” against which philo-
sophers of science defined themselves (Suppe 1974).
However, this interpretation of logical empiricism
ignores the disputes and diversity of viewpoints
within the tradition (see, especially, Logical Empir-
icism), arguably resulting in a caricature rather
than a responsible intellectual characterization.
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Nevertheless, for expository ease, the term
“received view”” will be used in this Introduction
to indicate what may, at least loosely, be taken to
be the majority view among the logical empiricists.
Scientific realism and various forms of natural-
ism, sometimes under the rubric of “evolutionary
epistemology,” have emerged as alternatives to the
logical empiricist interpretations of science (see
Evolutionary Epistemology; Scientific Realism).
Meanwhile, science has also been subject to femi-
nist and other social critiques (see Feminist Philos-
ophy of Science). Kuhn’s work has also been used
as an inspiration for interpretations of science that
regard it as having no more epistemological
authority than “knowledge” generated by other
cultural practices (see Social Constructionism).
However, whether such work belongs to the philos-
ophy of science, rather than its sociology, remains
controversial. While no single dominant interpreta-
tion of science has emerged since the decline of
logical empiricism, the ensuing decades have seen
many innovative analyses of conceptual issues that
were central to logical empiricism. There has also
been considerable progress in the philosophical
analyses of the individual sciences. The rest of
this Introduction will briefly mention these with
pointers to the relevant entries in this work.

Theories

The analysis of scientific theories—both their form
and content—has been a central theme within the
philosophy of science. According to what has be-
come known as “‘the received view,” which was de-
veloped in various versions by the logical empiricists
between the 1920s and 1950s, theories are a con-
junction of axioms (the laws of nature) and corre-
spondence rules specified in a formalized ideal
language. The ideal language was supposed to con-
sist of three parts: logical terms, observational
terms, and theoretical terms. Logical claims were
treated as analytic truths (see Analyticity), and
were thought by many to be accepted as a matter
of convention (see Conventionalism). Observation-
al claims were also thought to be unproblematic,
initially understood as referring to incorrigible
sense-data and later to publicly available physi-
cal objects (see Phenomenalism; Physicalism; Pro-
tocol Sentences). The correspondence rules were
supposed to allow the logical empiricists to give
cognitive significance (see Cognitive Significance;
Verifiability) to the theoretical portion of the lan-
guage, by specifying rules for connecting theoreti-
cal and observational claims. In their extreme
version, these correspondence rules took the form
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of operational definitions (see Bridgeman, Percy
Williams). One goal of such attempts was to distin-
guish science from non-science, especially what the
logical empiricists derided as ‘“‘metaphysics’ (see
Demarcation, Problem of).

Starting in the 1960s, the received view encoun-
tered a number of problems. Even earlier, difficulties
had arisen for the correspondence rules, which
took various forms over the years as a result of
these problems. Initially understood as explicit
definitions, they were later treated as partial defini-
tions, and in the end the theoretical terms were
merely required to make a difference to the obser-
vational consequences of the theory. One central
focus of the criticism was on the observation-
theory distinction (see Observation). It was argued
that the theoretical and observational portions of
language are not distinct (Putnam 1962; Achinstein
1968; see also Putnam, Hilary), that the distinction
between entities that are observable and those that
are not is vague (Maxwell 1962), and that ob-
servations are theory-laden (Hanson 1958; see
also Hanson, Norwood Russell; Observation). In
addition, there were problems ruling out unintend-
ed models of theories, which became a source
of counterexamples. In hindsight, it is also clear
that the problem of demarcating science from
non-science was never fully solved.

More recently, a number of philosophers have
questioned the important place given to laws of
nature on this view, arguing that there are scientific
theories in which laws do not appear to play a
significant role (see Biology, Philosophy of; Laws
of Nature). Others have questioned not the occur-
rence of laws within theories, but whether any of
these entities should be conceptualized as linguistic
entities (which is quite foreign to the practice of
science). Still others have wondered whether the
focus on theories has been an artifact of the
received view being based primarily on physics, to
the detriment of other sciences. As the received
view fell out of favor, starting in the 1960s, a
number of philosophers developed various ver-
sions of what is known as the semantic view of
theories, which understands theories as classes
of models, rather than as linguistic entities specifi-
able in an axiomatic system. While not with-
out its problems, the semantic view seemed to
bring philosophical accounts of theories more in
line with the practices of scientists and has be-
come the generally accepted view of theories
(see Scientific Models; Theories). Nevertheless,
there is at present no consensus within the disci-
pline as to how theories should be philosophically
characterized.

Scientific Models

Models are central to the practice of science and
come in a bewildering variety of forms, from the
double helix model of DNA to mathematical mod-
els of economic change (see Scientific Models).
Scientific models were regarded as being of peri-
pheral philosophical interest by the received view.
Little philosophical work was done on them until
the 1970s, with Hesse’s (1963) Models and Analogies
in Science being a notable exception. That situation
has changed drastically, with models probably now
being the locus of even more philosophical attention
than theories.

Two developments have contributed to the bur-
geoning philosophical interest in models:

(1) The Semantic Interpretation of Theories. The
development of various versions of the se-
mantic interpretation of theories has put
models at the center of theoretical work in
science (see Theories). For many proponents
of the semantic view, the received view
provided a syntactic interpretation of the-
ories, regarding theories as formalized struc-
tures. Scientific models are then supposed to
be construed in analogy with models in for-
mal logic, providing semantic interpreta-
tions of syntactic structures. The semantic
view inverts this scheme to claim that mod-
els are epistemologically privileged and that
theories should be regarded as classes of
models. The various semantic views have
made many contributions to the under-
standing of science, bringing philosophical
analysis closer to the practice of science than
the received view. Nevertheless, almost all
versions of the semantic view are at least
partly based on a dubious assumption of
similarity between models in logic and
what are called ‘““‘models” in science.

(1) Historical Case Studies. How dubious that
presumed similarity has been underscored
by the second development that helped gen-
erate the current focus on scientific models:
the detailed studies of the role of models in
science that has been part of the historical
turn in the philosophy of science since the
1960s. That turn necessitated a focus on
models because much of scientific research
consists of the construction and manipula-
tion of models (Wimsatt 1987). These stud-
ies have revealed that there are many
different types of models and they have a
variety of dissimilar functions (see Scientific
Models for a taxonomy). At one end are
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models of data and representational materi-
al models such as the double helix. At the
other are highly idealized models (see App-
roximation), including many of the math-
ematical models in the different sciences.
Some models, such as the Bohr model of
the atom (see Quantum Mechanics) or the
Pauling models of chemical bonds (see
Chemistry, Philosophy of), are both math-
ematical and accompanied by a visual pic-
ture that help their understanding and use
(see also Visual Representation).

At present, no unified treatment of the various
types and functions of scientific models seems pos-
sible. At the very least, the rich tapestry of models
in science cannot entirely be accommodated to the
role assigned to them by the semantic interpretation
of theories or any other account that views models
as having only explanatory and predictive func-
tions. The ways in which models also function as
tools of exploration and discovery remain a topic of
active philosophical interest (Wimsatt 1987).

Realism

A central concern of philosophers of science has
long been whether scientists have good reason to
believe that the entities (in particular the unobserv-
able entities) referred to by their theories exist and
that what their theories say about these entities
is true or approximately true (see Realism). In
order for theories to refer to or be true about
unobservable entities, they must actually be claims
about these entities. This was denied by many logi-
cal empiricists, building on concerns raised by
Mach, Duhem, and Poincaré (see Mach, Ernest;
Poincaré, Henri). As noted above, the logical
empiricists were interested in providing cogni-
tive significance to theoretical terms by attempting
to reduce theoretical claims to claims in the obser-
vation language. Even when this proved impos-
sible, many nevertheless argued that theoretical
terms are simply convenient instruments for
making predictions about observable entities, rath-
er than claims about unobservable entities (see
Instrumentalism).

Because of the difficulties with theory-observa-
tion distinction discussed above (see Observation;
Theories), this view fell out of favor and was
replaced with a milder version of anti-realism. Van
Fraassen (1980), for example, argues that while
claims about unobservables might have a truth-
value, scientists only have good reason to believe
in their empirical adequacy, not their truth. Such a
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view might broadly be understood as instrumental-
ist in the sense that the truth of theories does not
underwrite the functions they serve. There are two
main arguments provided in support this version of
anti-realism. First, given the problem of underde-
termination raised by Duhem and Quine, there will
always be more than one rival hypothesis compati-
ble with any body of evidence (see Duhem Thesis;
Underdetermination of Theories). Therefore, since
these hypotheses are incompatible, the evidence
cannot provide adequate reason to believe that
one or the other theory is true. Second, some have
argued that history provides evidence against be-
lieving in the truth of scientific theories. Given the
large number of theories once thought true in
the past that have since been rejected as false,
history provides inductive evidence that science’s
current theories are likely to be false as well (see
Laudan 1981).

There have been a number of responses to these
arguments, including attempts to show that the
problem of underdetermination can be solved,
that anti-realism depends on a distinction between
observable and unobservable entities that cannot
be sustained, and that the realist need only claim
that theories are approximately true or are getting
closer to the truth (see Verisimilitude). In addition,
arguments have been provided in support of real-
ism about theories, the most influential of which is
Putnam’s miracle argument (see Putnam, Hilary).
There are various versions of this argument, but
the central premise is that science is successful
(what this success amounts to varies). The conten-
tion is that the only way this success can be
explained is if scientific theories are approxima-
tely true (see Abduction); otherwise the success of
science would be a miracle.

This argument has been criticized in three central
ways. First, Fine (1986) criticizes the miracle argu-
ment for being viciously circular. Second, some
have argued that science is in fact not very success-
ful, for reasons outlined above. Third, it is argued
that the success of science does not depend on its
truth, or perhaps does not even require an explana-
tion. Van Fraassen (1980), for example, has argued
that it is not surprising that scientific theories are
predictively successful, since they are chosen for
their predictive success. Therefore, the success of
theories can be explained without supposing their
truth. Others have responded that this would not,
however, explain the predictive success of theories
in novel situations (e.g., Leplin 1997).

Due to these problems, other forms of realism
have been defended. Hacking (1983), for example,
defends entity realism. He argues that, while
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scientists do not have good reason to believe their
theories are true, they do have good reason to
believe that the entities referred to in the theories
exist, since scientists are able to manipulate the
entities. Others have attempted to defend a more
radical form of anti-realism, according to which the
entities scientists talk about and the theories they
invent to discuss them are merely social constructs
(see Social Constructionism).

Explanation

In an attempt to avoid metaphysically and episte-
mically suspect notions such as causation (see Cau-
sality), Hempel and Oppenheim (1948) developed a
covering law model of explanation: the deductive-
nomological (D-N) account (see Explanation;
Hempel, Carl). Rather than relying on causes,
they argued that scientific explanations cite the
law or laws that cover the phenomena to be
explained. According to the D-N model, explana-
tions are deductive arguments, where the conclu-
sion is a statement expressing what is to be
explained (the explanandum), and the premises
(the explanans) include at least one law-statement.
Often statements about particular antecedent con-
ditions from which the explanandum can be
derived. Initially developed only to cover ex-
planations of particular facts, the D-N model
was expanded to include explanations of laws,
such as the explanation of Kepler’s laws by deriv-
ing them from Newton’s laws of motion (along
with particular facts about the planets). To ac-
count for explanations of particular events and
laws governed by statistical laws, the inductive-
statistical (I-S) and deductive-statistical (D-S)
models were developed (Hempel 1965). According
to the D-S model, statistical laws are explained by
deductively deriving them from other statistical
laws. However, statements describing particular
facts cannot be deduced from statistical laws. In-
stead, according to the I-S model, the explanans
containing statistical laws must confer a high in-
ductive probability to the particular event to be
explained. In this way, the covering law model
of explanation was able to link explanation
with predictability (see Prediction) and also make
clear why the reduction of, say, Kepler’s laws to
Newton’s laws of motion could be explanatory (see
Reductionism).

In the ensuing years, these accounts ran into a
number of problems. The covering law model
seemed unable to account for cases where scientists
and non-scientists appear to be giving perfectly good
explanations without citing laws (see Biology,

Philosophy of; Function; Mechanism; Social Scien-
ces, Philosophy of’). Several counterexamples were
developed against the D-N model, including the
purported explanation of events by citing irrele-
vant factors, such as the explanation of Joe’s failure
to get pregnant by citing the fact that he took birth-
control pills, and the explanation of causes by citing
their effects, such as the explanation of the height of
a flagpole by citing the length of its shadow. Deduc-
tive relations, unlike explanatory relations, can in-
clude irrelevant factors and need not respect
temporal asymmetries. The I-S model also encoun-
tered difficulties. According to the I-S model, im-
probable events cannot be explained, which runs
counter to many philosophers’ intuitions about
such cases as the explanation of paresis by citing
the fact that a person had untreated syphilis. More-
over, developing an account of inductive probability
proved difficult (see Inductive Logic; Probability).
Attempts to provide an adequate account of laws
within an empiricist framework also encountered
problems. According to Hempel and Oppenheim,
laws are expressed by universal generalizations of
unlimited scope, with purely qualitative predicates,
and they do not refer to particular entities. The
problem is that there are accidental generalizations,
such as ‘All pieces of gold have a mass of less than
10,000 kg, that satisfy these conditions. Laws
appear to involve the modal features that Hume
and the logical empiricists were intent on avoiding;
unlike accidental generalization, laws seem to
involve some sort of natural necessity. The dif-
ficulty is to develop an account of laws that
makes sense of this necessity in a way that does
not make knowledge of laws problematic (see Laws
of Nature).

In response to these problems, some have
attempted to rescue the covering-law model by
supplementing it with additional conditions, as in
unificationist accounts of explanation. According
to these accounts, whether an argument is explana-
tory depends not just on the argument itself, but on
how it fits into a unified theory (see Unity and
Disunity of Science). Scientists explain by reducing
the number of brute facts (Friedman 1974) or ar-
gument patterns (Kitcher 1989) needed to derive
the largest number of consequences. Others have
developed alternatives to the covering law model.
Van Fraassen (1980) has defended a pragmatic
account of explanation, according to which what
counts as a good explanation depends on context.
Others have developed various causal accounts of
explanation. Salmon (1971) and others have argued
that explanatory and causal relations can be under-
stood in terms of statistical relevance; scientists
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explain by showing that the explanans (a causal
factor) is statistically relevant for the event to be
explained. Salmon (1984) eventually rejected this
view in favor of a causal mechanical model, accord-
ing to which explanations appeal to the mechan-
isms of causal propagation and causal interactions
(see Mechanism). Along with the development of
various causal accounts of explanation have come
numerous accounts of causation, as well as
attempts to develop a better epistemology for caus-
al claims through, for example, causal modeling
(see Causality).

Prediction

Traditionally, prediction has been regarded as
being as central to science as explanation (see Pre-
diction). At the formal level, the received view does
not distinguish between explanation and predic-
tion. For instance, in the D-N model, the conclu-
sion derived from the laws and other assumptions
can be regarded as predictions in the same
way that they can be regarded as explanations.
While prediction is generally taken to refer to the
future—one predicts future events—philosophically,
the category includes retrodiction, or prediction of
past events, for instance the past positions
of planets from Newton’s laws and their pre-
sent positions and momenta. (On some accounts
of hypothesis confirmation, retrodiction is even
more important than forward prediction—see
Bayesianism.)

The D-N model assumes that the laws in ques-
tion are deterministic (see Determinism). Statistical
explanations are also predictive, but the predictions
are weaker: they hold probabilistically and can
only be confirmed by observing an ensemble of
events rather than individual events (see Confirma-
tion Theory). Interest in statistical explanation and
prediction initially arose in the social sciences in the
nineteenth century (Stigler 1986; see also Social
Sciences, Philosophy of the). In this case, as well
as in the case of prediction in classical statistical
physics, the inability to predict with certainty arises
because of ignorance of the details of the system
and computational limitations. A different type of
limitation of prediction is seen when predictions
must be made about finite samples drawn from an
ensemble, for instance, biological populations (see
Evolution; Population Genetics). Finally, if the
laws are themselves indeterministic, as in the case
of quantum mechanics, prediction can only be sta-
tistical (see Quantum Mechanics). The last case has
generated the most philosophical interest because,
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until the advent of quantum mechanics, the failure
to predict exactly was taken to reflect epistemolog-
ical limitations rather than an ontological feature
of the world. That the models of statistical expla-
nation discussed earlier do not distinguish between
these various cases suggests that there remains
much philosophical work to be done. Meanwhile,
the failure of determinism in quantum mechanics
has led to much re-examination of the concept of
causality in attempts to retain the causal nature of
physical laws even in a probabilistic context (see
Causality).

Prediction, although not determinism, has also
been recently challenged by the discovery that there
exist many systems that display sensitivity to initial
conditions, the so-called chaotic systems. Deter-
minism has usually been interpreted as an ontolog-
ical thesis: for deterministic systems, if two systems
are identical at one instant of time, they remain so
at every other instant (Earman 1986; see Determin-
ism). However, satisfying this criterion does not
ensure that the available—and, in some cases, all
obtainable—knowledge of the system allows pre-
diction of the future. Some physical theories may
prevent the collection of the required information
for prediction (Geroch 1977; see also Space-Time).
Even if the information can be collected, pragmatic
limitations become relevant. The precision of any
information is typically limited by measurement
methods (including the instruments). If the dyna-
mical behavior of systems is exceedingly sensitive
to the initial conditions, small uncertainties in the
initial data may lead to large changes in predicted
behavior—chaotic systems exemplify this problem
(see Prediction).

Confirmation

Hume’s problem—how experience generates ration-
al confidence in a theory—has been central to phi-
losophy of science in the twentieth century and
continues to be an important motivation for con-
temporary research (see Induction, Problem of).
Many of the logical empiricists initially doubted
that there is a logical canon of confirmation.
Breaking with earlier logical traditions, for many
of which inductive logic was of central importance,
these logical empiricists largely regarded confirma-
tion as a pragmatic issue not subject to useful
theoretical analyses. That assessment changed in
the 1940s with the work of Carnap, Hempel, and
Reichenbach, besides Popper (see Carnap, Rudolf;
Hempel, Carl Gustav; Popper, Karl Raimund;
Reichenbach, Hans). Carnap, in particular, began
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an ambitious project of the construction of a logic of
confirmation, which he took to be part of semantics,
in the process reviving Keynes’ logical interpreta-
tion of probability. Early versions of this project
were distant from the practice of science, being re-
stricted to formal languages of excessively simplified
structures incapable of expressing most scientific
claims. Later versions came closer to scientific prac-
tice, but only to a limited extent (see Carnap,
Rudolf). Whether or not the project has any
hope remains controversial among philosophers.
Although the relevant entries in this Encyclopedia
record some progress, there is as yet no quantitative
philosophical theory of confirmation (see Confir-
mation Theory; Inductive Logic; Probability).
Meanwhile, within the sciences, the problem of
confirmation was studied as that of statistical in-
ference, bringing standard statistical methods to
bear on the problem of deciding how well a hypo-
thesis is supported by the data. Most of these
methods were only invented during the first half
of the twentieth century. There are two approaches
to statistics, so-called orthodox statistics (some-
times called “frequentist™ statistics) and Bayesian
statistics (which interprets some probabilities as
degrees of belief). The former includes two
approaches to inference, one involving confidence
intervals and largely due to Neyman and E. S.
Pearson and the other due to Fisher. These have
received some attention from philosophers but,
perhaps, not as much as they deserve (Hacking
1965; see Statistics, Philosophy of ). In sharp con-
trast, Bayesian inference has been at the center of
philosophical attention since the middle of the twen-
tieth century. Interesting work points to common
ground between traditional confirmation theory
and Bayesian methodology. Meanwhile, within the
sciences, newer computational methods have made
Bayesian statistics increasingly popular (see Statis-
tics, Philosophy of), for instance, in the computa-
tion of phylogenies in evolutionary biology (see
Evolution). Bayesian inference methods also have
the advantage of merging seamlessly with contem-
porary decision theory (see Decision Theory), even
though most of the methods within decision theory
were invented in an orthodox context.
Philosophically, the differences between ortho-
dox and Bayesian methods remain sharply defined.
Orthodox methods do not permit the assignment of
a probability to a hypothesis, which, from the per-
spective of most Bayesians, makes them epistemo-
logically impotent. (Bayesians also usually argue
that orthodox inferential recipes are ad hoc—
see Bayesianism.) Meanwhile Bayesian methods

require an assignment of prior probabilities to
hypotheses before the collection of data; for the
orthodox such assignments are arbitrary. However,
in the special sciences, the trend seems to be one of
eclecticism, when orthodox and Bayesian methods
are both used with little concern for whether con-
sistency is lost in the process. This situation calls
for much more philosophical analysis.

Experimentation

The logical empiricists’ focus on the formal rela-
tions between theory and evidence resulted in
Anglo-American philosophers neglecting the role
of experimentation in science. Experimentation
did receive some philosophical treatment in the
late nineteenth and early twentieth centuries, in
particular by Mill, Mach, and Bernard (see Mach,
Ernest). In twentieth century Germany, two tradi-
tions developed around the work of Dingler and
Habermas. It is only in the past three decades that
experimentation has received more attention from
Anglo-American philosophers, historians, and
sociologists. Since then, there have been a number
of careful analyses of the use of experiments by
practicing scientists, with historians and sociolo-
gists focusing largely on the social and material
context of experiments and philosophers focusing
on their epistemic utility.

From a philosophical perspective, the neglect
of experimentation was particularly problematic,
since experimentation seems to affect the very evi-
dential relations empiricists were interested in for-
malizing. Whether experimental results are good
evidence for or against a hypothesis depends on
how the results are produced—whether the data
are reliably produced or a mere artifact of the exper-
imental procedure. Moreover, this reliability often
comes in degrees, thereby affecting the degree to
which the data confirms or disconfirms a hypo-
thesis. In addition, how data are produced affects
what sorts of inferences can be drawn from the
data and how these inferences might be drawn.
As Mill argues, “Observations, in short, without
experiment . . . can ascertain sequences and coexis-
tences, but cannot prove causation’ (1874, 386).
How experimental results are obtained can also
affect whether replication is necessary and how
statistical methods are used. In some cases, statistics
is used to analyze the data, while in others, it is
involved in the very production of the data itself
(see Experimentation; Statistics, Philosophy of).

One of the central issues in the philosophy of ex-
perimentation is what experiments are. Experiments
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are often distinguished from observations in that
the former involve active intervention in the world,
whereas the latter are thought to be passive. How-
ever, it is unclear what counts as an intervention.
For example, are the use of sampling methods or
microscopes interventions? There are also ques-
tions about whether thought experiments or com-
puter simulations are “real” experiments or if they
merely function as arguments. Moreover, it is not
always clear how to individuate experiments—
whether it is possible, especially with the increasing
use of computers as integral parts of the experimen-
tal set-up, to disambiguate the experiment from the
analysis of the data.

Another fundamental issue is whether and what
epistemic roles experiments can play (Rheinberger
1997). They are purportedly used in the testing of
theories, in garnering evidence for the existence of
entities referred to by our theories (see Realism), in
the creation (and thereby discovery) of new phe-
nomena, in the articulation of theories, in the
development of new theories, in allowing scientists
to “observe” phenomena otherwise unobservable
(see Observation), and in the development and
refinement of technologies.

Whether experiments can reliably serve these
epistemic functions has been called into question
in a number of ways. First, sociologists and histor-
ians have argued that social factors affect or even
determine whether an experiment ‘“‘confirms” or
“disconfirms” a theory (see Social Constructionism).
It is also argued that experiments are theory-laden,
since experiments require interpretation and these
interpretations rely on theories (Duhem 1954).
Whether this is a problem depends in part on
what use is made of the experiment and what
sorts of theories are needed—the theory being test-
ed, theories of the phenomena being studied but
not being tested, or theories about the experimental
apparatus being used. As Hacking (1983) and Gali-
son (1987) both argue, experiments and experimen-
tal traditions can have a life of their own
independent of higher-level theories.

The theory-ladenness of experimentation also
raises questions about whether experiments can be
used to test hypotheses in any straightforward
way no matter which level of theory is used, since
predictions about experimental results rely on aux-
iliary hypotheses that might be called into question
(see Duhem Thesis). Experiments are also purport-
ed to be ““practice-laden,” relying on tacit know-
ledge that cannot be fully articulated (Collins 1985;
see also Polanyi 1958). According to Collins, this
leads to problems with replication. The reliability
of experiments is often judged by the ability of
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scientists to replicate their results. However, what
counts as replication of the ‘“‘same’ experiment is
often at issue in scientific disputes. Since, according
to Collins, tacit knowledge (which cannot be made
explicit) is involved in the replication of experi-
ments and even in judgments about what constitu-
tes the “same” experiment, adjudicating these
disputes on rational grounds is problematic. Col-
lins, in addition, questions whether there can be
independent grounds for judging whether an exper-
iment is reliable, which he calls “the experimenters’
regress.” Whether an experimental procedure is reli-
able depends on whether it consistently yields cor-
rect results, but what counts as a correct result
depends on what experimental procedures are
deemed reliable, and so on (Collins 1985; for a
reply, see Franklin 1994). Experiments also typically
involve manipulation of the world, often creating
things that are not naturally occurring, which has
led some to question whether experiments represent
the world as it naturally is. At one extreme are those
who argue that experimentation actually constructs
entities and facts (Latour and Woolgar 1979;
Pickering 1984; Rheinberger 1997; see also Social
Constructionism). Others argue that experiments
can produce artifacts, but that these can be reliably
distinguished from valid results (Franklin 1986). A
milder version of this worry is whether laboratory
settings can accurately reproduce the complexities of
the natural world, which is exemplified in debates
between field and experimental biologists. The effect
of interventions on experimental outcomes is even
more problematic in quantum physics (see Quantum
Measurement Problem).

Scientific Change

Scientific change occurs in many forms. There are
changes in theory, technology, methodology, data,
institutional and social structures, and so on. The
focus in the philosophy of science has largely been
on theory change and whether such changes are
progressive (see Scientific Change; Scientific Prog-
ress). The primary concern has also been with how
scientific theories are justified and/or become ac-
cepted in the scientific community, rather than how
they are discovered or introduced into the commu-
nity in the first place. Over the years, there have
been various notions of progress correlated with the
different goals scientific theories are purported to
have: truth, systematization, explanation, empirical
adequacy, problem solving capacity, and so on.
(Notice that if the focus were on, say, technological
orinstitutional changes, the goals attended to might
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be very different; for example, does the technology
have greater practical utility or is the institutional
change just?)

Traditionally, scientific change has been thought
of as governed by rational procedures that
incrementally help science achieve its goals. For
the logical empiricists, the aim of scientific theories
was to systematize knowledge in a way that yields
true predictions in the observational language (see
Theories). As such, science progresses through the
collection of additional confirming data, through
the elimination of error, and through unification,
typically by reducing one theory to another of
greater scope. To make sense of these sorts of
changes, the logical empiricists developed accounts
of reduction, explanation, and inductive logic or
confirmation theory (see Confirmation Theory; Ex-
planation; Inductive Logic; Reductionism; Unity
and Disunity of Science). Others, such as Popper,
offered a different account of theory change. Popper
defended an eliminativist account much like Mill’s,
whereby science attempts to eliminate or falsify the-
ories. Only those theories that pass severe tests
ought to be provisionally accepted (see Corrobora-
tion). This was also one of the earliest versions of
evolutionary epistemology (see Evolutionary Epis-
temology; Popper, Karl Raimund).

As discussed in the previous sections, these
accounts ran into difficulties: Quine extended
Duhem’s concerns about falsification, criticized
the analytic/synthetic distinction, and raised ques-
tions about the determinacy of translation (see
Duhem Thesis; Quine, Willard Van; Underdeter-
mination); Popper and Hanson argued that obser-
vations are theory-laden (see Hanson, Norwood
Russell; Observation; Popper, Karl Raimund);
there were problems with Carnap’s inductive
logic; and so on. Partly influenced by these diffi-
culties and partly motivated by a concern that
philosopher’s theories about science actually fit
the practices of science, Kuhn’s The Structure of
Scientific Revolutions (1962) challenged the way
philosophers, historians, sociologists, and scientists
thought about scientific change (see Kuhn, Thom-
as). He argued that scientific change is not in gen-
eral cumulative and progressive, but develops
through a series of distinct stages: immature science
(when there is no generally accepted paradigm),
normal science (when there is an agreed upon par-
adigm), and revolutionary science (when there is a
shift between paradigms). Kuhn’s notion of para-
digms also expanded the focus of scientific change
beyond theories, since paradigms consisted, not
just of theories, but of any exemplary bit of science
that guides research. While the development of

normal science might in some sense be incremental,
Kuhn argued that the choice between paradigms
during a revolution involves something like a Ge-
stalt shift. There are no independent methods and
standards, since these are paradigm-laden; there
is no independent data, since observations are
paradigm-laden; and the paradigms may not even
be commensurable (see Incommensurability). Con-
sequently, paradigm shifts seemed to occur in an
irrational manner.

The responses to Kuhn’s influential work took
two very different paths. On the one hand, strongly
influenced by Kuhn, members of the Strong
Programme argued that scientific change ought to
be explained sociologically—that the same social
causes explain both “good” and ‘““bad” science.
Others (e.g. Latour and Woolgar 1979) went fur-
ther, arguing that scientists in some sense construct
facts (see Social Constructionism). Focus on the
social aspects of scientific research also led to
developments in feminist philosophy of science,
both in the close analysis of the gender and racial
biases of particular sciences and in the development
of more abstract feminist theories about science
(see Feminist Philosophy of Science).

The other, a very different sort of response,
involved a defense of the rationality and progress
of science. There were attempts to show that com-
peting scientific theories and paradigms are not
incommensurable in the sense of being untranslat-
able. Davidson (1974) argues the very idea of a
radically different, incommensurable paradigm
does not make sense; others (e.g., Scheffler 1967)
argued that sameness of reference is sufficient to
ensure translatability, which was later buttressed
by referential accounts of meaning (see Incommen-
surability). The rationality of scientific change was
also defended on other grounds. Lakatos devel-
oped Popper’s ideas in light of Kuhn into his meth-
odology of scientific research programs (see
Lakatos, Imre; Research Programmes); and Lau-
dan (1977) argued that progress can be made sense
of in terms of problem solving capacity. Another
approach to showing that scientific change is pro-
gressive can be found in realism. Rather than argu-
ing that each change involves a rational choice,
defenses of realism can be seen as attempts to
establish that science is approaching its goal
of getting closer to the truth (see Realism). Of
course, anti-realists might also argue that science
is progressing, not toward truth, but toward greater
empirical adequacy.

More recently, there have been attempts to deve-
lop formal methods of theory choice beyond confir-
mation theory and inductive logic (see Bayesianism;
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Statistics, Philosophy of). There have also been
attempts to model discovery computationally,
which had been thought not to be rule governed
or formalizable. Some of these try to model the way
humans discover; others were developed in order to
make discoveries (e.g., data mining), whether or
not humans actually reason in this way. As a nor-
mative enterprise, such modeling can also be used
as a defense of the rationality of scientific discovery
and, therefore, scientific change (see Scientific
Change).

Perhaps the longest-lasting influence in the phi-
losophy of science of Kuhn’s influential work has
been to encourage philosophers to look more close-
ly at the actual practices of the various sciences.
This has resulted in a proliferation of philosophies
of the special sciences.

Foundations of the Special Sciences

The logical empiricists believed in the unity of sci-
ence (see Unity of Science Movement). However,
the theme was interpreted in multiple ways. At one
extreme were views according to which unification
was to be achieved through hierarchical reduction
(see Reductionism) of sociology to individual
psychology (see Methodological Individualism),
psychology to biology (see Psychology, Philosophy
of'), biology to physics and chemistry (see Biology,
Philosophy of), and chemistry to physics (see,
Chemistry, Philosophy of); for an influential
defense of this view, see Oppenhiem and Putnam
(1958). At the other extreme were those who be-
lieved that unification required no more than to be
able to talk of the subjects of science in an inter-
personal (that is, non-solipsistic) language—this
was Carnap’s (1963) final version of physicalism.
Somewhere in between were stronger versions of
physicalism, which, for most logical empiricists and
almost all philosophers of science since them,
provides some vision of the unity of science (see
Physicalism).

Perhaps with the exception of the most extreme
reductionist vision of the unity of science, all other
views leave open the possibility of exploring the
foundations and interpretations of the special
sciences individually. During the first few decades
of the twentieth century, most philosophical atten-
tion to the special sciences was limited to physics;
subsequently, psychology, biology, and the social
sciences have also been systematically explored by
philosophers. In many of these sciences, most nota-
bly biology and cognitive science, philosophical
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analyses have played a demonstrable role in the
further development of scientific work (see Biology,
Philosophy of; Cognitive Science; Intentionality).

Physical Sciences

The first three decades of the twentieth century saw
the replacement of classical physics by relativity
theory and quantum mechanics, both of which
abandoned cherished classical metaphysical princi-
pals (see Quantum Mechanics; Space-Time). It is
therefore not surprising that many philosophers
interested in “‘scientific philosophy” (see Logical
Empiricism) did significant work in this field. In
particular, Popper and Reichenbach made impor-
tant contributions to the interpretation of quantum
mechanics; Reichenbach and, to a lesser extent,
Carnap also contributed to the philosophy of
space-time (see Carnap, Rudolf; Popper, Karl
Raimund; Reichenbach, Hans). In both quantum
mechanics and relativity, philosophers have paid
considerable attention to issues connected with
causality and determinism, which became problem-
atic as the classical world-view collapsed (see
Causality; Determinism). Arguably, Reichenbach’s
work on space-time, especially his arguments for
the conventionality of the metric, set the frame-
work for work in the philosophy of space-time
until the last few decades (see Conventionalism).
Reichenbach also produced important work on the
direction of time.

Several philosophers contributed to the clarifica-
tion of the quantum measurement problem (see
Quantum Measurement Problem), the concept of
locality in quantum mechanics (see Locality), and
the nature and role of quantum logic (see Putnam,
Hilary; Quantum Logic). Meanwhile, many physi-
cists, including Bohr, Einstein, Heisenberg, and
Schrodinger, also produced seminal philosophical
work on the foundations of physics (see also
Bridgman, Percy Williams; Duhem Thesis). The
only consensus that has emerged from all this
work is that, whereas the foundations of relativity
theory (both special and general) are relatively
clear, even after eighty years, quantum mechanics
continues to be poorly understood, especially at the
macroscopic level (see Complementarity).

Perhaps because of the tradition of interest in
quantum mechanics, philosophers of physics, start-
ing mainly in the 1980s, also began to explore the
conceptual structure of quantum field theory and
particle physics (see Particle Physics; Quantum
Field Theory). However, one unfortunate effect
of the early focus on quantum mechanics and
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relativity is that other areas of physics that also
deserve philosophical scrutiny did not receive ade-
quate attention, as Shimony (1987) and others have
emphasized. (See the list of questions in the entry,
Physical Sciences, Philosophy of.) Only in recent
years have philosophers begun to pay attention to
questions such as reductionism and irreversibi-
lity in kinetic theory (see Irreversibility; Kinetic
Theory) and condensed matter physics (see Batter-
man [2002] and Reductionism). One interesting
result has been that the question of reductionism
within physics is now believed to be far more
contentious than what was traditionally thought
(when it was assumed that biology, rather than the
physics of relatively large objects, presented a chal-
lenge to the program of physical reductionism—see
Emergence).

Finally, beyond physics, some philosophical at-
tention is now being directed at chemistry (see
Chemistry, Philosophy of) and, so far to a lesser
extent, astronomy (see Astronomy, Philosophy
of). As in the case of macroscopic physics, the
question of the reduction of chemistry to physics
has turned out to be unexpectedly complicated with
approximations and heuristics playing roles that
make orthodox philosophers uncomfortable (see
Approximation). It is likely that the future will
see even more work on these neglected fields and
further broadening of philosophical interest in the
physical sciences.

Biology

Professional philosophers paid very little attention
to biology during the first few decades of the twen-
tieth century, even though the advent of genetics
(both population genetics and what came to be
called classical genetics [see Genetics]) was trans-
forming biology in ways as profound as what was
happening in physics. Professional biologists—
including Driesch, J. B. S. Haldane, J. S. Haldane,
and Hogben—wrote philosophical works of some
importance. However, the only philosopher who
tried to interpret developments in biology during
this period was Woodger (1929, 1937), better
known among philosophers as the translator of
Tarski’s papers into English. Philosophers paid so
little attention to biology that not only the evolu-
tionary “‘synthesis” (see Evolution), but even the
formulation of the double helix model for DNA
(see Reduction), went unnoticed by philosophers of
those generations (Sarkar 2005).

All that changed in the 1960s, when the philo-
sophy of biology emerged as a recognizable entity

within the philosophy of science. The first question
that occupied philosophers was whether mole-
cular biology was reducing classical biology (see
Molecular Biology; Reductionism). Initial enthusi-
asm for reductionism gave place to a skeptical
consensus as philosophers began to question both
the standard theory-based account of reductionism
(due to Nagel 1961; see Nagel, Ernest) and whether
molecular biology had laws or theories at all
(Sarkar 1998). In the 1970s and 1980s, attention
shifted almost entirely to evolutionary theory (see
Evolution), to the definitions of “fitness” (see
Fitness) and “function” (see Function), the nature
of individuals and species (see Individual; Species),
the significance of adaptation and selection (see Ad-
aptation and Adaptationism; Population Genetics),
and, especially, the units and levels of selection. Phil-
osophical work has contributed significantly to sci-
entific discussions of problems connected to units of
selection, although no consensus has been reached
(see Altruism; Natural Selection). Besides evolution,
there was some philosophical work in genetics (see
Genetics; Heredity and Heritability).

As in the case of the philosophy of physics,
the last two decades have seen a broadening of
interest within the philosophy of biology. Some
of the new work has been driven by the realization
that molecular biology, which has become most of
contemporary biology, is not simply the study of
properties of matter at lower levels of organization,
but has a conceptual framework of its own. This
framework has largely been based on a concept
of information that philosophers have found high-
ly problematic (see Biological Information). For-
mulating an adequate concept of biological
information—if there is one—remains a task to
which philosophers may have much to contribute
(see Molecular Biology).

There has also been some attention paid to bio-
diversity (see Conservation Biology), ecology (see
Ecology), immunology (see Immunology), and
developmental biology, especially in the molecular
era (see Molecular Biology). Neurobiology has
sometimes been approached from the perspective
of the philosophy of biology, although philosophi-
cal work in that area typically has more continuity
with psychology (see ‘““‘Psychology” below and
Neurobiology). Philosophers have also argued on
both sides of attempts to use biology to establish
naturalism in other philosophical areas, especially
epistemology and ethics—this remains one of the
most contested areas within the philosophy of bio-
logy (see Evolutionary Epistemology; Evolutionary
Psychology). Some philosophers of science have
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also interpreted the philosophy of medicine as be-
longing within the conceptual terrain of the philos-
ophy of biology (Schaffner 1993). Finally, work in
the philosophy of biology has also led to challenges
to many of the traditional epistemological and
metaphysical assumptions about science, about
the nature of explanations, laws, theories, and so
on (see Biology, Philosophy of; Mechanism).

Psychology

Philosophy and psychology have an intimate his-
torical connection, becoming distinct disciplines
only in the late nineteenth and early twentieth cen-
turies. Even since then, many of the topics covered
by psychology have remained of interest to philo-
sophers of mind and language, although the route
taken to address these questions might be very
different. However, while philosophers of science
did address concerns about the human sciences
more generally (see “Social Sciences” below), it is
only in the last twenty years or so that philosophy
of psychology has developed as a distinct area of
philosophy of science.

The intimate connection between philosophy
and psychology can be seen throughout the history
of psychology and the cognitive sciences more
broadly. In an attempt to make psychology scien-
tific, Watson (1913), a philosopher, founded beha-
viorism, which dominated the field of psychology
for the first half of the twentieth century (see Be-
haviorism). This view fit well with empiricist
attempts to reduce theoretical claims to those in
the observational language by providing operation-
al definitions (see Hempel 1949; see also Bridge-
man, Percy Williams; Theories; Verificationism).
However, the combined weight of objections from
philosophers, linguists, and psychologists led to the
demise of behaviorism. These criticisms, along with
developments in mathematical computation (see
Atrtificial Intelligence; Turing, Alan) and the influ-
ential work of Chomsky (see Chomsky, Noam;
Linguistics, Philosophy of), resulted in the cogni-
tive revolution in psychology; it became generally
agreed upon that psychological theories must make
reference to internal representations (see Intention-
ality; Searle, John). These developments also led to
the creation of the interdisciplinary field of cogni-
tive science, which included psychology, linguistics,
computer science, neuroscience, and philosophy
(see Cognitive Science).

Philosophers of psychology have been broadly
interested in foundational issues related to the cog-
nitive sciences. Among the topics of concern are
the content of representation, the structure of
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thought, psychological laws and theories, and
consciousness, each of which is briefly discussed
below:

(1) The Content of Representations. One central
question is what fixes the content of repre-
sentations—is content determined by inter-
nal features of the agent (e.g., conceptual
role semantics), features of the external
physical environment (e.g., causal and tele-
ological theories), or features of the external
social environment? There are also debates
about whether the representations are
propositional in form, whether they require
language (see Linguistics, Philosophy of),
whether some are innate (see Empiricism;
Innate/acquired Distinction), and whether
representations are local or distributed (see
Connectionism).

(i) The Structure of Thought. The nature of
cognition has also been a topic of dispute.
Some argue that human cognition takes
the form of classical computation (see
Artificial Intelligence; Cognitive Science);
connectionists argue that it is more similar
to parallel distributed processing (see
Connectionism); and more recently other
accounts have been proposed, such as dyna-
mical and embodied approaches to cogni-
tion. Also at issue is whether the cognitive
structures in the mind/brain are modular (see
Evolutionary Psychology), whether cogni-
tion is rule-governed, and whether some of
the rules are innate (see Chomsky, Noam;
Innate/Acquired Distinction).

(iii) Theories and Laws. Questions have been
raised about the nature of theories in the
cognitive sciences (see Neurobiology),
about whether there are psychological or
psychophysical laws (see Laws of Nature),
and about how the theories and laws in
different areas of the cognitive sciences re-
late, such as whether psychology is reduc-
ible to neurobiology (see Neurobiology;
Physicalism; Reductionism;  Superveni-
ence). In addition, there is disagreement
about how to interpret theories in the cog-
nitive sciences—whether to interpret them
realistically, as an attempt to represent how
the mind/brain actually works, or merely
instrumentally, as a means of saving the
phenomena or making predictions (see
Instrumentalism; Realism). Moreover, the
problems of reflexivity and the intentional
circle discussed below, along with difficulties
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peculiar to the various areas of the cognitive
sciences, raise questions about the testability
of psychological theories (see Neurobiology;
Psychology, Philosophy of).

(iv) Consciousness. There has been a resurgence
of interest in consciousness (see Conscious-
ness; Searle, John). There have been attempts
to clarify what “consciousness’ involves in
its various senses, as well as debates about
how to explain consciousness. To this end, a
number of theories of consciousness have
been proposed, including higher-order the-
ories, neurological theories, representational
theories, and various non-physical theories.

Social Sciences

Philosophical interest in the foundations of the
social sciences has a long history, dating back at
least to Mill’s influential work on the social
sciences. Some foundational issues have also been
systematically discussed by social scientists them-
selves, such as Durkheim (1895/1966) and Weber
(1903/1949). Around the middle of the twentieth
century, the social sciences again received serious
philosophical attention. The focus was largely on
their being human sciences and the philosophical
issues this raised. More recently, philosophers have
directed their attention to the different social
sciences in their own right, especially economics
(see Economics, Philosophy of).

A central focus of discussion is whether the so-
cial sciences are fundamentally different from the
natural sciences. Logical empiricists attempted to
incorporate the social sciences into their models for
the natural sciences (see Unity of Science Move-
ment). Others have argued that the social sciences
are unique. This has framed many of the debates
within the philosophy of the social sciences, a num-
ber of which are briefly discussed in what follows
(see Social Sciences, The Philosophy of):

(1) Are There Social Science Laws? Laws played
important roles in empiricist accounts of
explanation, theories, confirmation, and
prediction, but it is unclear whether there
are laws of the social sciences (see Laws of
Nature). Social phenomena are complex,
involve reference to social kinds, and re-
quire idealizations. As a result, many
argue that generalizations of the social
sciences, if they are laws at all, require
ineliminable ceteris paribus clauses. Others
argue that the social sciences ought not
even attempt to create generalizations or

(ii)

(iif)

(iv)

V)

grand theories, as social phenomena are
essentially historical and local.

Do Social Scientific Theories Yield Testable
Predictions? Because of the complexity of
social systems, social scientific theories re-
quire idealizations. Given the nature of these
idealizations, deriving empirical predictions
from social scientific theories is difficult at
best (see Prediction). As a result, many argue
that social scientific theories are not testable.
This is exacerbated by the reflexive nature of
social science theories: the very act of theo-
rizing can change the behavior one is theo-
rizing about. Moreover, if human action is
explained by agents’ desires and beliefs, so-
cial scientists seem to be caught in an inten-
tional circle, making it difficult to derive any
testable claims (see Rosenberg 1988).

Is the Methodology of the Social Sciences
Distinct? Given that social sciences involve
humans and human behavior on a large
scale, experimentation has not played a sig-
nificant role in the social sciences (see Ex-
perimentation). There are also many who
question whether the social sciences can be
naturalized. Some argue that understanding
social action is essentially a hermeneu-
tic enterprise, distinctly different from the
natural sciences.

What Are the Ontological Commitments of
Scientific Theories? Beginning with Mill
and, subsequently, Durkheim and Weber,
there have been debates as to whether social
scientific theories are reducible to theories
about individual behavior (see Methodolog-
ical Individualism). Moreover, after Nagel’s
influential account of intertheoretic reduc-
tion, it has been argued that social phenom-
ena are multiply realizable, and therefore,
social science theories are not reducible
to lower-level theories (see Emergence;
Reductionism; Supervenience). Additional-
ly, given that social scientific theories in-
volve idealizations, there are questions
about whether these theories ought to be
interpreted realistically or instrumentally
(see Instrumentalism; Realism).

What Is the Nature of Social Scientific
Explanations? Some, such as Hempel
(1962), have argued that social scientific
explanations are no different than in the
physical sciences. Others, however, have
questioned this. If there are no social scien-
tific laws, then social scientific explanation
cannot be captured by the covering law
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model (see Explanation). Social sciences
also often rely on functional explanations,
which, while similar to biology, seem to be
different from explanations in physics (see
Function). Others, following Winch (1958),
have argued that social sciences explain ac-
tion, not behavior, which requires under-
standing the meaning of the action (not its
causes), and therefore must include the
actors’ intentions and social norms. More-
over, some have argued that actions are
governed by reasons, and are therefore not
susceptible to causal explanation, a view
that was later convincingly refuted by
Davidson (1963). An alternative account of
how beliefs and desires can explain actions
has been formalized in rational choice theo-
ry (see Decision Theory), although there are
questions about whether such explanations
capture how people actually behave, rather
than how they ought to behave.

(vi) What Is the Relationship Between Social
Science and Social Values? There has also
been concern with the connection between
social values and the social sciences. Taylor
(1971), for example, argues that social theo-
ry is inherently value-laden, and Habermas
(1971) argues that social theory ought to
engage in social criticism.

Concluding Remarks

Philosophy of science remains a vibrant sub-discipline
within philosophy today. As this introduction has
documented, many of the traditional questions in
epistemology and metaphysics have been brought
into sharper profile by a focus on scientific knowl-
edge. Moreover, philosophical engagement with
the special sciences has occasionally contributed
to the development of those sciences and, as philo-
sophers become more immersed in the practice of
science, the number and level of such contributions
can be expected to increase. The trend that philo-
sophers of science engage all of the special
sciences—not just physics—will also help produce
a more complete picture of the growth of science, if
not all knowledge, in the future.

With few exceptions (e.g., Demarcation, Prob-
lem of and Feminist Philosophy of Science) the
entries in the Encyclopedia are not concerned
with the social role of science. But, as science and
technology continue to play dominant roles in
shaping human and other life in the near future,
philosophers may also contribute to understanding
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the role of science in society. Moreover, in some
areas, such as the environmental sciences and evo-
lutionary biology, science is increasingly under ill-
motivated attacks in some societies, such as the
United States. This situation puts philosophers of
science, because of their professional expertise,
under an obligation to explain science to society,
and, where ethically and politically appropriate, to
defend the scientific enterprise. How such defenses
should be organized without invoking a suspect
criterion of demarcation between science and non-
science remains a task of critical social relevance.
The Encyclopedia should encourage and help such
efforts.
JEssicA PFEIFER
SAHOTRA SARKAR
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ABDUCTION

Scientific hypotheses cannot be deduced from the
empirical evidence, but the evidence may support
a hypothesis, providing a reason to accept it. One
of the central projects in the philosophy of science
is to account for this nondemonstrative inductive
relation. The justification of induction has been a
sore point since the eighteenth century, when
David Hume ([1777] 1975) gave a devastating skep-
tical argument against the possibility of any reason
to believe that nondemonstrative reasoning will
reliably yield true conclusions (see Induction, Prob-
lem of). Even the more modest goal of giving a
principled description of our inductive practices
has turned out to be extremely difficult. Scientists
may be very good at weighing evidence and making
inferences; but nobody is very good at saying how
they do it.

The nineteenth-century American pragmatist
Charles Sanders Peirce (1931, cf. 5.180-5.212)
coined the term abduction for an account, also
now known as “Inference to the Best Explanation,”
that addresses both the justification and the descrip-
tion of induction (Harman 1965; Lipton 1991, 2001;
Day and Kincaid 1994; Barnes 1995). The govern-
ing idea is that explanatory considerations are a
guide to inference, that the hypothesis that would,
if correct, best explain the evidence is the hypothesis

that is most likely to be correct. Many inferences
are naturally described in this way (Thagard 1978).
Darwin inferred the hypothesis of natural selection
because although it was not entailed by his bio-
logical evidence, natural selection would provide
the best explanation of that evidence. When astron-
omers infer that a galaxy is receding from the Earth
with a specified velocity, they do so because the
recession would be the best explanation of the
observed redshift of the galaxy’s spectrum.

On the justificatory question, the most common
use of abduction has been in the miracle argument
for scientific realism. Hilary Putnam (1978, 18-22)
and others have argued that one is entitled to
believe that empirically highly successful hypoth-
eses are at least approximately true—and hence
that the inductive methods scientists use are reli-
able routes to the truth—on the grounds that the
truth of those hypotheses would be the best expla-
nation of their empirical success (see Putnam,
Hilary; Realism) because it would be a miracle if
a hypothesis that is fundamentally mistaken were
found to have so many precisely correct empirical
consequences. Such an outcome is logically possi-
ble, but the correctness of the hypothesis is a far
better explanation of its success. Thus the miracle
argument is itself an abduction—an inference to



ABDUCTION

the best explanation—from the predictive success
of a hypothesis to its correctness.

Like all attempts to justify induction, the miracle
argument has suffered many objections. The mira-
cle argument is itself an abduction, intended as a
justification of abduction. One objection is that this
is just the sort of vicious circularity that Hume
argued against. Moreover, is the truth of a hypoth-
esis really the best explanation of its empirical suc-
cesses? The feeling that it would require a miracle
for a false hypothesis to do so well is considerably
attenuated by focusing on the history of science,
which is full of hypotheses that were successful for
a time but were eventually replaced as their suc-
cesses waned (see Instrumentalism). The intuition
underlying the miracle argument may also be mis-
leading in another way, since it may rest solely on
the belief that most possible hypotheses would be
empirically unsuccessful, a belief that is correct but
arguably irrelevant, since it may also be the case
that most successful hypotheses would be false,
which is what counts.

Abduction seems considerably more promising
as an answer to the descriptive question. In addi-
tion to the psychologically plausible account it
gives of many particular scientific inferences, it may
avoid weaknesses of other descriptive accounts,
such as enumerative induction, hypothetico-deduc-
tivism, and Bayesianism. Enumerative inferences
run from the premise that observed Fs are G to the
conclusion that all Fs are G, a scheme that does not
cover the common scientific case where hypotheses
appeal to entities and processes not mentioned in
the evidence that supports them. Since those unob-
servables are often introduced precisely because
they would explain the evidence, abduction has no
difficulty allowing for such ‘“‘vertical” inferences
(see Confirmation theory).

If the enumerative approach provides too narrow
an account of induction, hypothetico-deductive
models are too broad, and here again abduction
does better. According to hypothetico-deductivism,
induction runs precisely in the opposite direction
from deduction, so that the evidence supports the
hypotheses that entail it. Since, however, a deduc-
tively valid argument remains so whatever addition-
al premises are inserted, hypothetico-deductivism
runs the risk of yielding the absurd result that any
observation supports every hypothesis, since any
hypothesis is a member of a premise set that entails
that observation. Abduction avoids this pitfall,
since explanation is a more selective relationship
than entailment: Not all valid arguments are good
explanations.

The relationship between abduction and Bayes-
ian approaches is less clear. Like abduction, Baye-
sianism avoids some of the obvious weaknesses of
both enumerative and hypothetico-deductive acco-
unts. But the Bayesian dynamic of generating judg-
ments of prior probability and likelihood and then
using Bayes’s theorem to transform these into judg-
ments of posterior probability appears distant from
the psychological mechanisms of inference (see
Bayesianism). It may be that what abduction can
offer here is not a replacement for Bayesianism, but
rather a way of understanding how the Bayesian
mechanism is ‘“‘realized” in real inferential judg-
ment. For example, consideration of the explana-
tory roles of hypotheses may be what helps
scientists to determine the values of the elements
in the Bayesian formula. Bayesianism and abduc-
tion may thus be complementary.

One objection to an abductive description of
induction is that it is itself only a poor explanation
of our inductive practices, because it is uninforma-
tive. The trouble is that philosophers of science
have had as much difficulty in saying what makes
for a good explanation as in saying what makes for
a good inference. What makes one explanation
better than another? If “better” just means more
probable on the evidence, then the abductive ac-
count has left open the very judgment it was sup-
posed to describe. So “better’” had better mean
something like “more explanatory.” However, it is
not easy to say what makes one hypothesis more
explanatory than another. And even if the explana-
tory virtues can be identified and articulated, it still
needs to be shown that they are scientists’ guides to
inference. But these are challenges the advocates of
abduction are eager to address.
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ADAPTATION AND

ADAPTATIONISM

In evolutionary biology, a phenotypic trait is said
to be an adaptation if the trait’s existence, or its
prevalence in a given population, is the result of
natural selection. So for example, the opposable
thumb is almost certainly an adaptation: Modern
primates possess opposable thumbs because of
the selective advantage that such thumbs conferred
on their ancestors, which led to the retention and
gradual modification of the trait in the lineage
leading to modern primates. Usually, biologists
will describe a trait not as an adaptation per se
but rather as an adaptation for a given task,
where the task refers to the environmental ““prob-
lem” that the trait helps the organism to solve.
Thus the opposable thumb is an adaptation for
grasping branches; the ability of cacti to store
water is an adaptation for living in arid deserts;
the brightly adorned tail of the peacock is an adap-
tation for attracting mates; and so on. Each of
these statements implies that the trait in question
was favored by natural selection because it con-
ferred on its bearer the ability to perform the
task. In general, if a trait 7 is an adaptation for
task X, this means that 7 evolved because it en-
abled its bearers to perform X, which enhanced
their Darwinian fitness. This can also be expressed
by saying that the function of the trait T is to
perform X. Thus there is a close link between the
concepts of adaptation and evolutionary function
(Sterelny and Griffiths 1999; Ariew, Cummins, and
Perlman 2002; Buller 1999).

Many authors have emphasized the distinction
between a trait that is an adaptation and a trait
that is adaptive. To describe a trait as adaptive is
to say that it is currently beneficial to the organisms
that possess it, in their current environment. This is
a statement solely about the present—it says noth-
ing about evolutionary history. If it turned out

that Darwinism were wholly untrue and that God
created the universe in seven days, many phenotypic
traits would still qualify as adaptive in this sense, for
they undeniably benefit their current possessors. By
contrast, to describe a trait as an adaptation is to
say something about evolutionary history, namely
that natural selection is responsible for the trait’s
evolution. If Darwinism turned out to be false,
it would follow that the opposable thumb is not
an adaptation for grasping branches, though it
would still be adaptive for primates in their current
environment. So the adaptive/adaptation distinc-
tion corresponds to the distinction between a trait’s
current utility and its selective history.

In general, most traits that are adaptations are
also adaptive and vice versa. But the two concepts
do not always coincide. The human gastrointestinal
appendix is not adaptive for contemporary human
beings—which is why it can be removed without
loss of physiological function. But the appendix is
nonetheless an adaptation, for it evolved to help its
bearers break down cellulose in their diet. The fact
that the appendix no longer serves this function in
contemporary humans does not alter the (pre-
sumed) fact that this is why it originally evolved.
In general, when a species is subject to rapid envi-
ronmental change, traits that it evolved in response
to previous environmental demands, which thus
count as adaptations, may cease to be adaptive in
the new environment. Given sufficient time, evolu-
tion may eventually lead such traits to disappear,
but until this happens these traits are examples of
adaptations that are not currently adaptive.

It is also possible for a trait to be adaptive with-
out being an adaptation, though examples falling
into this category tend to be controversial. Some
linguists and biologists believe that the capacity of
humans to use language was not directly selected
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for, but emerged as a side effect of natural selection
for larger brains. According to this theory, there
was a direct selective advantage to having a large
brain, and the emergence of language was simply
an incidental by-product of the resulting increase in
brain size among proto-humans. [f this theory is
correct, then human linguistic ability does not
qualify as an adaptation and has no evolutionary
function; thus it would be a mistake to look for a
specific environmental demand to which it is an
evolved response. But the ability to use language
is presumably adaptive for humans in their current
environment, so this would be an example of an
adaptive trait that is not an adaptation. It should
be noted, however, that many biologists and lin-
guists are highly suspicious of the idea that human
linguistic capacity was not directly shaped by natu-
ral selection. (See Pinker and Bloom 1990 and
Fodor 2000 for opposing views on this issue.)

It sometimes happens that a trait evolves to per-
form one function and is later co-opted by evolu-
tion for a quite different task. For example, it is
thought that birds originally evolved feathers as a
way of staying warm, and only later used them to
assist with flight. This is an interesting evolutionary
phenomenon, but it creates a potential ambiguity.
Should birds’ feathers be regarded as an adaptation
for thermoregulation or for efficient flight? Or per-
haps for both? There is no simple answer to this
question, particularly since feathers underwent
considerable evolutionary modification after they
first began to be used as a flying aid. Gould and
Vrba (1982) coined the term “‘exaptation” to help
resolve this ambiguity. An exaptation is any trait
that originally evolves for one use (or arises for
nonadaptive reasons) and is later co-opted by
evolution for a different use.

How is it possible to tell which traits are adapta-
tions and which are not? And if a particular trait is
thought to be an adaptation, how is it possible to
discover what the trait is an adaptation for, that
is, its evolutionary function? These are pressing
questions because evolutionary history is obviously
not directly observable, so can be known only via
inference. Broadly speaking, there are two main
types of evidence for a trait’s being an adaptation,
both of which were identified by Darwin (1859) in
On the Origin of Species. First, if a trait contributes
in an obvious way to the “fit” between organism
and environment, this is a prima facie reason for
thinking it has been fashioned by natural selection.
The organism/environment fit refers to the fact that
organisms often possess a suite of traits that seem
specifically tailored for life in the environments
they inhabit. Consider for example the astonishing

resemblance between stick insects and the foliage
they inhabit. It seems most unlikely that this resem-
blance is a coincidence or the result of purely chance
processes (Dawkins 1986, 1996). Much more plau-
sibly, the resemblance is the result of many rounds
of natural selection, continually favoring those
insects who most closely resembled their host plants,
thus gradually bringing about the insect/plant
match. It is obvious why insects would have bene-
fited from resembling their host plants—they would
have been less visible to predators—so it seems safe
to conclude that the resemblance is an adaptation
for reducing visibility to predators. Biologists re-
peatedly employ this type of reasoning to infer a
trait’s evolutionary function.

Second, if a phenotypic trait is highly complex,
then many biologists believe it is safe to infer that it
is an adaptation, even if the trait’s evolutionary
function is not initially known. Bodily organs
such as eyes, kidneys, hearts, and livers are exam-
ples of complex traits: Each involves a large num-
ber of component parts working together in a
coordinated way, resulting in a mechanism as intri-
cate as the most sophisticated man-made device.
The inference from complexity to adaptation rests
on the assumption that natural selection is the only
serious scientific explanation for how organic com-
plexity can evolve. (Appealing to an intelligent
deity, though intellectually respectable in pre-Dar-
winian days, no longer counts as a serious explana-
tion.) Again, inferences of this sort do not strictly
amount to proof, but in practice biologists routine-
ly assume that complex organismic traits are ad-
aptations and thus have evolutionary functions
waiting to be discovered.

The definition of an adaptation given above—
any trait that has evolved by natural selection—is
standard in contemporary discussions. In this
sense, all biologists would agree that every extant
organism possesses countless adaptations. Howev-
er, the term has sometimes been understood slight-
ly differently. R. A. Fisher, one of the founders of
modern Darwinism, wrote that an organism

"is regarded as adapted to a particular situation . . . only
in so far as we can imagine an assemblage of slightly
different situations, or environments, to which the ani-
mal would on the whole be less well adapted; and
equally only in so far as we can imagine an assemblage
of slightly different organic forms, which would be less
well adapted to that environment.”” (1930, 41)

It is easy to see that Fisher’s notion of adaptation is
more demanding than the notion employed above.
Fisher requires a very high degree of fit between
organism and environment before the concept of



adaptation applies, such that any small modifica-
tion of either the organism or the environment
would lead to a reduction in fitness. In modern
parlance, this would normally be expressed by
saying that the organism is optimally adapted to
its environment.

It is quite possible for an organism to possess
many adaptations in the above sense, i.e., traits
that are the result of natural selection, without
being optimally adapted in the way Fisher des-
cribes. There are a number of reasons why this is
so. First, natural selection is a gradual process:
Many generations are required in order to produce
a close adaptive fit between organism and environ-
ment. Suboptimality may result simply because se-
lection has yet to run its full course. Second, unless
there is considerable environmental constancy over
time, it is unlikely that organisms will evolve traits
that adapt them optimally to any particular envi-
ronment, given the number of generations required.
So suboptimality may result from insufficient envi-
ronmental constancy. Third, there may be evolu-
tionary trade-offs. For example, the long necks of
giraffes enable them to graze on high foliage, but the
price of a long neck might be too high a center of
gravity and thus a suboptimal degree of stability.
Evolution cannot always modify an organism’s
phenotypic traits independently of each other:
Adjusting one trait to its optimal state may in-
evitably bring suboptimality elsewhere. Finally, as
Lewontin (1985) and others have stressed, natural
selection can drive a species from one point in phe-
notypic space to another only if each intermediate
stage is fitness enhancing. So, suboptimality may
result because the optimal phenotypic state cannot
be accessed from the actual state by a series of
incremental changes, each of which increases fit-
ness. For all these reasons, it is an open question
whether natural selection will produce optimally
adapted organisms.

It is worth noting that the Fisherian concept of
optimal adaptation employed above is not totally
precise, and probably could not be made so, for it
hinges on the idea of a small or slight modification
to either the organism or the environment, leading
to a reduction in fitness. But “small” and “‘slight”
are vague terms. How large can a modification be
before it counts as too big to be relevant to as-
sessing whether a given organism is optimally
adapted? Questions such as this do not have prin-
cipled answers. However, any workable concept
of optimality is likely to face a similar problem. It
is unacceptable to say that an organism is opti-
mally adapted if there is no possible modification
that would raise its fitness, for by that token no
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organism would qualify as optimally adapted.
With sufficient imagination, it is always possible
to think of phenotypic changes that would boost
an organism’s fitness—for example, doubling its
fecundity while leaving everything else unchanged.
(As John Maynard Smith wrote, “it is clearly im-
possible to say what is the “best”” phenotype unless
one knows the range of possibilities” [Maynard
Smith 1978, 32]). So to avoid trivializing the con-
cept of optimality altogether, some restriction must
be placed on the class of possible modifications
whose effects on organismic fitness are relevant to
judging how well adapted the organism is in its
current state. Spelling out the necessary restriction
will lead to a concept similar to Fisher’s, with its
attendant vagueness.

The constraints on optimality noted in the earlier
discussion of suboptimality show that natural selec-
tion may fail to produce organisms that are optimal-
ly adapted. But how important these constraints are
in practice is a matter of considerable controversy.
Some biologists think it is reasonable to assume that
most extant organisms are optimally or nearly opti-
mally adapted to their current environment. On this
view, any phenotypic trait of an organism can be
studied on the assumption that selection has fine-
tuned the trait very precisely, so that there is an
evolutionary reason for the character being exactly
the way it is. Other biologists have less confidence in
the power of natural selection. While not denying
that selection has shaped extant phenotypes, they
see the constraints on optimality as sufficiently im-
portant to invalidate the assumption that what has
actually evolved is optimal in Fisher’s sense. They
would not seek adaptive significance in every last
detail of an organism’s phenotype. (See Maynard
Smith 1978 and Maynard Smith et al. 1985 for a
good discussion of this issue.)

The optimality question is just one aspect of an
important and sometimes heated debate concern-
ing the legitimacy of what is called ‘“‘adapta-
tionism” in evolutionary biology (Sober and
Orzack 2001; Dupre 1987). Adaptationism encom-
passes both an empirical thesis about the world
and a methodology for doing evolutionary research
(Godfrey-Smith 2001). Empirically, the main claim
is that natural selection has been by far the most
important determinant of organismic phenotypes
in evolutionary history—all or most traits have
been directly fashioned by natural selection. Typi-
cally, adaptationists will also show some sympathy
for the view that extant organisms are optimally
adapted to their environments, in at least certain
respects. Methodologically, adaptationists believe
that the best way to study the living world is to
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search for the evolutionary function of organisms’
phenotypic traits. Thus, for example, if an adapta-
tionist observes an unusual pattern of behavior in a
species of insect, the adaptationist will immediately
assume that the behavior has an evolutionary func-
tion and will devote effort to trying to discover that
function. Opponents of adaptationism reject both
the empirical thesis and the methodological strate-
gy. They emphasize the constraints on optimality
noted above, as well as others; additionally, they
point out that natural selection is not the only
cause of evolutionary change and that organisms
possess certain features that are nonadaptive and
even maladaptive. Thus, it is a mistake to view the
living world through an exclusively adaptationist
lens, they argue.

The basic contours of the adaptationism debate
have been in place for a long time, and indeed trace
right back to Darwin. But the modern debate was
instigated by Stephen Jay Gould and Richard
Lewontin’s famous article “The Spandrels of San
Marco and the Panglossian Paradigm” (Gould and
Lewontin 1979). These authors launched a forth-
right attack on what they saw as the extreme adap-
tationism prevalent in many evolutionary circles.
They accused adaptationists of (a) uncritically as-
suming that every organismic trait must have an
evolutionary function, (b) failing to accord a proper
role to forces other than natural selection in evolu-
tion, and (c) paying insufficient heed to the con-
straining factors that limit selection’s power to
modify phenotypes at will. Unusually for a scientific
article, “Spandrels” contains two striking literary
allusions. Firstly, adaptationists are compared to
Dr. Pangloss, a protagonist in Voltaire’s satirical
novel Candide, who despite suffering terrible mis-
fortunes continues to believe that he inhabits the
“best of all possible worlds.” Gould and Lewontin’s
suggestion is that adaptationists commit a similar
absurdity by viewing every aspect of an organism’s
phenotype as optimized by selection. Secondly,
adaptationists are accused of inventing “Just So
Stories” in their relentless search for evolutionary
functions, that is, devising speculative hypotheses
about traits’ adaptive significance that owe more to
their ingenuity than to empirical evidence. The ref-
erence here is to Rudyard Kipling’s famous collec-
tion of children’s stories, which include “How the
Leopard Got Its Spots” and “How the Camel Got
His Hump.”

The title of Gould and Lewontin’s paper illus-
trates what is perhaps their central complaint
against adaptationist logic: the assumption, in
advance of specific empirical evidence, that every

trait has adaptive significance of its own. Spandrel
is an architectural term that refers to the roughly
triangular space between two adjacent arches and
the horizontal above them; they are necessary by-
products of placing a dome (or a flat roof) on
arches. The spandrels beneath the great dome of
St. Mark’s Cathedral in Venice are decorated with
elaborate mosaics of the four evangelists. Gould
and Lewontin’s point is that despite their ornate
design, the spandrels are obviously not the raison
d’étre of the whole construction: Rather, they are
inevitable by-products of the architectural design.
Similarly, they suggest, certain anatomical and
morphological traits of modern organisms may be
inevitable by-products of their overall design, rath-
er than directly shaped by selection. If so, such
traits would not be adaptations, and it would be
inappropriate to search for their evolutionary func-
tion. The human chin is a commonly cited example
of a spandrel.

Gould and Lewontin’s attack on adaptationism
provoked an array of different reactions. Some of
their opponents accused them of caricaturing adap-
tationism and thus attacking a strawman, on the
grounds that no evolutionist had ever claimed
every phenotypic trait of every organism to be
adaptation, less still an optimal adaptation. There
is certainly an element of truth to this charge.
Nonetheless, Gould and Lewontin were writing at
the height of the controversy over human sociobi-
ology; and it is also true that some of the early
proponents of that discipline advanced highly spec-
ulative hypotheses about the supposed evolution-
ary function of various behavioral patterns in
humans, often on the basis of flimsy and anecdotal
evidence. (This was not true of the best work in
human sociobiology.) Gould and Lewontin’s cri-
tique, even if overstated, was a useful corrective to
this sort of naive adaptationism and led to a greater
degree of methodological self-awareness among
evolutionary biologists.

With hindsight, it seems that Gould and Lewon-
tin’s article has tempered, but not altogether eli-
minated, the enthusiasm felt by evolutionary
biologists for adaptationism (cf. Walsh, “Span-
drels,” forthcoming). Many biologists continue to
believe that cumulative natural selection over a
large number of generations is the most plausible
way of explaining complex adaptive traits, and
such traits are abundant in nature. And despite
the potential methodological pitfalls that the
“Spandrels” paper warns against, the adaptationist
research program continues to be highly fruitful,
yielding rich insights into how nature works, and



it has no serious rivals. Moreover, it is possible to
test hypotheses about the adaptive significance of
particular traits, in a variety of different ways. The
comparative method, which involves comparing
closely related species and trying to correlate phe-
notypic differences among them with ecological
differences among their habitats, is one of the
most common (cf. Harvey and Pagel 1991); it was
employed by Darwin himself in his discussion of
the Galapagos finches’ beaks. Experimentally alter-
ing a trait, e.g., painting the plumage of a bird, and
then carefully observing the effect on the organ-
ism’s survival and reproductive success is another
way of learning about a trait’s adaptive signifi-
cance. The most sophisticated work in evolutionary
biology routinely uses these and other tests to ad-
judicate hypotheses about evolutionary function,
and they bear little relation to the crude storytelling
that Gould and Lewontin criticize. (See Endler
1986 for a good discussion of these tests.)

On the other hand, there is a grain of truth to
Gould and Lewontin’s charge that when a particu-
lar hypothesis about a trait’s adaptive function is
falsified, biologists will normally invent another
adaptationist hypothesis rather than conclude that
the trait is not an adaptation at all. However, not
everyone agrees that reasoning in this way is meth-
odologically suspect. Daniel Dennett agrees that
adaptationists like himself offer “purely theory-
driven explanations, argued a priori from the as-
sumption that natural selection tells the true
story—some true story or other—about every curi-
ous feature of the biosphere,” but he regards this as
perfectly reasonable, given the overall success of
Darwinian theory (1995, 245). It is doubtful wheth-
er what Dennett says is literally true, however.
There are many “curious features” of the biosphere
for which it is not known whether there is an
adaptationist story to be told or not. Take for
example the prevalence of repeat sequences of non-
coding “junk” DNA in the eukaryotic genome.
This certainly qualifies as a curious feature—it
took molecular biologists greatly by surprise
when it was first discovered in the 1970s. But junk
DNA has no known function—hence its name—
and many people suspect that it has no function at
all (though the current evidence on this point is
equivocal; see Bejerano et al. 2004 for a recent
assessment). So although Dennett is right that
there is a general presumption in favor of adapta-
tionist explanations among biologists, it is not true
that every trait is automatically assumed to be an
adaptation.

SAMIR OKASHA
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ALTRUISM

The concept of altruism has led a double life. In
ordinary discourse as well as in psychology and the
social sciences, behavior is called altruistic when it
is caused by a certain sort of motive. In evolution-
ary biology, the concept applies to traits (of mor-
phology, physiology, and behavior) that enhance
the fitness of others at some cost to the self.

A behavior can be altruistic in the evolutionary
sense without being an example of psychological
altruism. Even if a honeybee lacks a mind, it none-
theless counts as an evolutionary altruist when it
uses its barbed stinger to attack an intruder to the
hive: The barb disembowels the bee but allows the
stinger to keep pumping venom into the intruder
even after the bee has died, thus benefiting the hive.

Symmetrically, a behavior can be altruistic in the
psychological sense without being an example of
evolutionary altruism. If one gives another a vol-
ume of piano sonatas out of the goodness of one’s
heart, one’s behavior may be psychologically altru-
istic. However, the gift will not be an example of
evolutionary altruism if it does not improve the
other’s prospects for survival and reproductive suc-
cess or does not diminish one’s own fitness.

Both types of altruism have given rise to contro-
versy. According to psychological egoism, all our
motives are ultimately selfish, and psychological
altruism is merely a comforting illusion. Egoism
was the dominant position in all major schools of
twentieth-century psychology (Batson 1991). With-
in evolutionary biology, there has been consider-
able hostility to the idea that altruistic traits evolve
because they benefit the group; according to one
influential alternative viewpoint, the gene—not the
group or even the individual organism—is the unit
of selection (Dawkins 1976; Williams 1966).

Evolutionary Altruism

Evolutionary altruism poses a puzzle—it appears
to be a trait that natural selection will stamp out
rather than promote. If altruists and selfish indivi-
duals live in the same group, altruists will donate
“fitness benefits” to others, whereas selfish indivi-
duals will not. Altruists receive benefits from the
donations of other altruists, but so do selfish indi-
viduals. It follows that altruists will be less fit than

selfish individuals in the same group. Natural se-
lection is a process that causes fitter traits to in-
crease in frequency and less fit traits to decline.
How, then, can natural selection explain the exis-
tence of evolutionary altruism?

Darwin’s answer was the hypothesis of group
selection. Although altruists are less fit than selfish
individuals in the same group, groups of altruists
will be fitter than groups of selfish individuals.
Altruistic traits evolve because they benefit the
group and in spite of the fact that they are deleteri-
ous to altruistic individuals. Darwin (1859, 202)
applied this idea to explain the barbed stinger of
the honeybee; he also invoked the hypothesis to
explain why men in a tribe feel morally obliged to
defend the tribe and even sacrifice their lives in time
of war (1871, 163-165).

With regard to natural selection, Darwin was a
“pluralist”’: He held that some traits evolve because
they are good for the individual, while others
evolve because they are good for the group (Ruse
1980). This pluralism became a standard part of the
evolutionary biology practiced in the period 1930-
1960, when the “modern synthesis” was created.
The idea of group adaptation was often applied
uncritically during this period; however, the same
can be said of the idea of individual adaptation.
The situation changed in the 1960s, when group
selection was vigorously attacked (Hamilton 1964;
Maynard Smith 1964; Williams 1966). Its exile
from evolutionary theory was hailed as one of the
major advances of twentieth-century biology. Since
then, the hypothesis of group selection has been
making a comeback; many biologists now think
that group selection is well grounded theoretically
and well supported empirically as the explanation
of some—though by no means all—traits (Sober
and Wilson 1998). However, many other biologists
continue to reject it.

The arguments mustered against group selection
during the 1960s were oddly heterogeneous. Some
were straightforwardly empirical; for example,
Williams (1966) argued that individual selection
predicts that sex ratios should be close to even,
whereas group selection predicts that organisms
should facultatively adjust the mix of daughters
and sons they produce so as to maximize group



productivity. Williams thought (mistakenly) that
sex ratios were almost always close to even and
concluded that group selection was not involved in
the evolution of this trait. Other arguments were
sweeping in their generality and almost a priori in
character; for example, it was argued that genes, not
groups, were the units of selection, because genes
provide the mechanism of heredity (Dawkins 1976;
Williams 1966). A third type of argument involved
proposing alternatives to group selection. One rea-
son why group selection was largely abandoned
during this period was that inclusive fitness theory
(Hamilton 1964), the theory of reciprocal altruism
(Trivers 1971), and game theory (Maynard Smith
and Price 1973) were widely viewed as alternatives.
One reason the controversy continues is that it is
disputed whether these theories are alternatives to
or implementations of the idea of group selection
(Sober and Wilson 1998).

Psychological Altruism

Although the concept of psychological altruism is
applied to people and to actions, the best place to
begin is to think of psychological altruism as a
property of motives, desires, or preferences. Eve’s
desire that Adam have the apple is other directed;
the proposition that she wants to come true—that
Adam has the apple—mentions another person,
but not Eve herself. In contrast, Adam’s desire
that he have the apple is self-directed. In addition
to purely self-directed and purely other-directed
desires, there are mixed desires: People desire that
they and specific others be related in a certain way.
Had Eve wanted to share the apple with Adam, her
desire would have been mixed.

An altruistic desire is an other-directed desire in
which what one wants is that another person do
well. Altruistic desires, understood in this way,
obviously exist. The controversy about psychologi-
cal altruism concerns whether these desires are ever
ultimate or are always merely instrumental. When
one wishes others well, does one ever have this
desire as an end in itself, or does one care about
others only because one thinks that how they do
will affect one’s own welfare? According to psycho-
logical egoism, all ultimate motives are self-directed.
When Eve wants Adam to have the apple, she has
this other-directed desire only because she thinks
that his having the apple will benefit her.

Psychological hedonism is one variety of egoistic
theory. Its proponents claim that the only ultimate
motives people have are the attainment of pleasure
and the avoidance of pain. The only things one
cares about as ends in themselves are states of
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one’s own consciousness. This special form of ego-
ism is the hardest one to refute. It is easy enough to
see from human behavior that people do not al-
ways try to maximize their wealth. However, when
someone chooses a job with a lower salary over a
job that pays more, the psychological hedonist can
say that this choice was motivated by the desire to
feel good and to avoid feeling bad. Indeed, hedo-
nists think they can explain even the most harrow-
ing acts of self-sacrifice—for example, the
proverbial soldier in a foxhole who throws himself
on a live grenade to protect his comrades. The
soldier supposedly does this because he prefers
not existing at all over living with the tormenting
knowledge that he allowed his friends to die. This
hedonistic explanation may sound strained, but
that does not mean it must be false.

Since hedonism is difficult to refute, egoism is
also difficult to refute. However, that does not
mean it is true. Human behavior also seems to be
consistent with a view called motivational pluralism;
this is the claim that people have both self-directed
and other-directed ultimate aims. This theory does
not assert that there are human actions driven
solely by other-directed ultimate desires. Perhaps
one consideration lurking behind everything one
does is a concern for self. However, since actions
may be caused by several interacting desires, plu-
ralism is best understood as a claim about the
character of our desires, not about the purity of
our actions.

It is an interesting fact about our culture that
many people are certain that egoism is true and
many others are certain it is false. An extraterres-
trial anthropologist might find this rather curious,
in view of the fact that the behaviors one observes
in everyday life seem to be consistent with both
egoism and pluralism. One’s convictions evidently
outrun the evidence one has at hand. Is the popu-
larity of egoism due to living in a culture that
emphasizes individuality and economic competi-
tion? Is the popularity of pluralism due to the fact
that people find it comforting to think of benevo-
lence as an irreducible part of human nature? These
questions are as fascinating as they are difficult to
answer.

Social psychologists have tried to gather experi-
mental evidence to decide between egoism and mo-
tivational pluralism. Egoism comes in a variety of
forms; if each form could be refuted, this would
refute egoism itself. According to one version of
egoism, one helps needy others only because wit-
nessing their suffering makes one uncomfortable;
one helps help them for the same reason that one
adjusts the thermostat when the room becomes too
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hot. According to a second version of egoism, peo-
ple help only because they want to avoid censure
from others or self-censure. According to a third
version, people help only because helping provides
them with a mood-enhancing reward. Batson
(1991) argues that the experimental evidence dis-
confirms all the versions of egoism formulated so
far (but see Sober and Wilson 1998).

The Prisoners’ Dilemma

Game theory was developed by economists and
mathematicians as a methodology for modeling
the process of rational deliberation when what is
best for one agent depends on what other agents do
(von Neumann and Morgenstern 1947). These
ideas were subsequently modified and extended,
the result being evolutionary game theory, in
which organisms (that may or may not have
minds) interact with each other in ways that affect
their fitness (Maynard Smith 1982). The prisoners’
dilemma began as a problem in game theory, but it
also has been much discussed in evolutionary game
theory. It is central to understanding the conditions
that must be satisfied for evolutionary altruism to
evolve. Economists and other social scientists have
studied the prisoners’ dilemma because they think
that people’s behavior in such situations throws
light on whether their motivation is altruistic or
selfish.

Two actors come together; each must decide
independently which of two actions to perform:
cooperate or defect. The payoffs to each player
are shown in the illustration.

Prisoners’ Column player
dilemma:
payoffs Cooperate Defect
Row Cooperate  Both get 3. Row gets 1.
player Column gets 4.
Defect Row gets 4. Both get 2.

Column gets 1.

A simple dominance argument shows that each
player should defect. Suppose you are the row
player. If the column player cooperates, you are
better off defecting (since 4 > 3); and if the column
player defects, you are better off defecting (since
2 > 1). The column player is in exactly the same posi-
tion. However, the resulting solution—defection by
both—means that both players are worse off than
they would have been if both had chosen to cooper-
ate (since 3 > 2). The lesson is that rational decision
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making, with full information about the conse-
quences of one’s choices, can make one worse off.

How might the players avoid this dispiriting out-
come? One possibility is for them to become less
selfish. If they care about payoffs to self and pay-
offs to others in equal measure, each player will
choose to cooperate (since 6 > 5 and 5 > 4). An-
other possibility is for the players to be forced to
make the same decision, either by a mutually bind-
ing agreement or by a third party (a “leviathan”).
Each of these changes puts the players into a new
game, since the defining features of the prisoners’
dilemma have now been violated.

In an evolutionary setting, the utilities described
in the table are reinterpreted as “fitnesses”—that
is, numbers of offspring. Suppose there are two
types of individuals in a population: cooperators
and defectors. Individuals form pairs, the members
of each pair interact, and then each reproduces
asexually, with the number of an organism’s off-
spring dictated by the table of payoffs. Offspring
exactly resemble their parents (there are no muta-
tions). The older generation then dies, and the new
generation of cooperators and defectors form pairs
and play the game again. If this process is iterated
over many generations, what will be the final con-
figuration of the population? Since mutual defec-
tion is the solution to the prisoners’ dilemma when
the problem involves rational deliberation, can we
infer that the solution for the evolutionary problem
is universal defection?

The answer is no. Everything depends on how
the pairs are formed. If they form at random, then
universal defection will evolve. But suppose that
like always pairs with like. In this instance coop-
erators receive a payoff of 3 and defectors receive a
payoff of 2, which means that cooperation will
increase in frequency. The dominance argument
that settles the deliberational problem has no
force in the evolutionary problem (Skyrms 1996).
All one can tell from the table of payoffs is that the
average fitness of cooperation must be somewhere
between 3 and 1, and the average fitness of defec-
tion must be somewhere between 4 and 2. Cooper-
ation and defection in evolutionary game theory
are nothing other than evolutionary altruism and
selfishness. The evolution of altruism thus crucially
depends on how much correlation there is between
interacting individuals (Skyrms 1996; Sober 1992).

When economists run experiments in which sub-
jects play the prisoners’ dilemma game, they find
that people often behave “irrationally”’—they do
not always defect. What could explain this? One
obvious possibility is that the payoff used in the
experiment (usually money) doesn’t represent



everything that the subjects care about. It is true
that defection can be reduced in frequency by
manipulating the magnitude of monetary payoffs,
but this does not show that the impulse to cooper-
ate is always nonexistent; it shows only that this
impulse is sometimes weaker than the impulse of
self-interest. Furthermore, defenders of psycholog-
ical egoism can easily bring cooperative behavior
within the orbit of their theory. If people cooperate
because and only because cooperation brings them
pleasure, the behavior is consistent with psycholog-
ical hedonism. Indeed, there is evidence from neu-
roscience that subjects do experience pleasure when
they cooperate in the prisoners’ dilemma (Billing
et al. 2002). Note, however, that motivational plu-
ralism is consistent with this finding. This raises the
question whether behavior in such experiments
throws light on the dispute between psychological
egoism and motivational pluralism.

ELLIOTT SOBER
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ANALYTICITY

Analyticity can be characterized vaguely as follows.
Analytic sentences, statements, or propositions are
either true or known to be true “in virtue of”’ the
meanings of the terms or concepts contained within
them. Although a variety of notions resembling
analyticity appear in writings of the late seventeenth
century, notably in the work of Gottfried Leibniz
(who uses “analytic” as a synonym for ““practical”
[Leibniz 1981, 624]), the more contemporary use of
the notion of analyticity first appears in the work of
Immanuel Kant. The account below will survey
several historically significant notions of analyticity
and then turn to more recent developments stem-
ming from important objections to the notion of
analyticity developed by Willard Van Quine and

others. A strategy in defense of analyticity in re-
sponse to Quine’s challenge will then be sketched.

Historical Background

In his Critigue of Pure Reason, Kant characterized
an analytic judgment in two ways. Firstly, he posit-
ed that

the relation of a subject to the predicate is . . . possible in
two different ways. Either the predicate B belongs to the
subject A, as something which is (covertly) contained in
this concept A; or B lies outside A, although it does
indeed stand in connection with it. In the one case |
entitle the judgment analytic, in the other synthetic.
(Kant 1965, A6-7/B10)
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Later Kant stated:

All analytic judgments rest wholly on the principle of
contradiction. . . . For because the predicate of an affir-
mative analytic judgment has already been thought in
the concept of the subject, it cannot be denied of the
subject without contradiction. (1965, A150/B189)

Subsequent philosophers such as Ayer (1946, 78)
have questioned the equivalence of these two defi-
nitions, arguing that the former appears to provide
a psychological criterion for analyticity, while the
latter is purely logical.

It is tempting to impute to Kant the view that
analytic judgments are vacuous (Ayer 1946, 77) or
that they are “true by virtue of meanings and inde-
pendently of fact” only (Quine 1953a, 21), but it is
not clear that such attributions are correct. Sub-
ject—predicate judgments that Kant regarded as
synthetic a priori, such as “A straight line between
two points is the shortest,” are plausibly regarded
as being both necessary and true by virtue of mean-
ing, since the predicate is conjoined to the subject
through a kind of construction in intuition, and
this construction conforms to what Kant called a
“necessity inherent in the concepts themselves”
(1965, B16-17; cf. Proust 1986; Hintikka 1974).
Moreover, Kant at one point rejected the supposi-
tion that “tautologous” or vacuous judgments such
as identity statements could be analytic, precisely in
virtue of their vacuity:

Propositions which explain idem per idem advance cog-
nition neither analytically nor synthetically. By them |
have neither an increase in distinctness nor a growth in
cognition. (1965, XXIV, 667)

What then does distinguish analytic truths for
Kant? A specification of the exact nature of analytic
truths in Kant’s work is complicated by his rather
detailed theory of concepts (and his at times impre-
cise formulations), but if one attributes to him a
common eighteenth-century doctrine of complex
concepts according to which such concepts are
built up by composition from simpler ones (such
as a concept’s genus and differentia), then a judg-
ment of the form “S is P could be said to be
analytic if and only if the concept S has an analysis
in which the concept P appears as a composite
element (cf. De Jong 1995). Kant thought that
“All bodies are extended” was of this form. In
contrast, synthetic a priori subject—predicate judg-
ments forge a connection between their subject and
predicate through a construction in intuition by
which the predicate is somehow “‘attached necessar-
ily”’ to the subject but not antecedently contained
within it (1965, B16-17). However, Kant believed
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that both forms of judgment advanced cognition
and that both could eventuate in necessary truth:
analytic judgments through clarification of a previ-
ously given but unanalyzed content, synthetic
a priori judgments through construction of the
predicate in intuition.

While the Kantian notion of analyticity thus
bears only a loose resemblance to more contempo-
rary ones, certain features of the contemporary
notion were anticipated soon after Kant in the
Wissenshaftslehre of Bernhard Bolzano. Bolzano
thought that Kant’s characterization of analyticity
was too vague because the notion of the “contain-
ment” of the predicate by the subject was merely
figurative (Bolzano 1973, 201). Furthermore,
Kant’s characterization allowed a proposition like
“The father of Alexander, King of Macedon, was
King of Macedon™ to be classed as analytic even
though, Bolzano claimed, no one would want to
describe it as such (1973, 201). In brief, Bolzano
proposed characterizing analytic propositions as
those propositions that contained some referring
idea such that, given any arbitrary substitution of
that idea with another referring idea, the truth
value of the original propos