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Preface

Philosophy of language is usually presented as a deep-end subject. One is expected to jump in
and eventually get the hang of it. And yet it can be a very technically demanding area of
philosophy for the beginner. Itis surely not special in this regard. However, it seems to us that
it has lagged behind other sub-areas of philosophy in presenting its key concerns in
accessible form, with the result that there is a considerable gap between the professional
literature and understanding of the novice. Professional philosophers often advise students to
read classic papers in the area such as ‘On Sense and Reference’, ‘On Denoting’, ‘Meaning’,
‘Truth and Meaning’, the second chapter of Word and Object, ‘General Semantics’, ‘The Logic
of Demonstratives’, ‘The Meaning of “Meaning”’, any chapter of Naming and Necessity.
However, in each of these readings students will encounter aspects of the discussion that are
opaque and that presuppose detailed knowledge of other parts of philosophy of language. This
is by no means a criticism. These articles were not written for novices. But this is a problemif it
deters the interested student from pursuing these topics further. Itis all the more unfortunate
for there is much about the philosophy of language that is deeply engaging and can be made
accessible to every philosophy student. One gains the best understanding by first getting to
grips with some of the fundamental debates in philosophy of language. By focusing on a
particular debate and acquiring a thorough and detailed mastery of it one is able to extend that
understanding to other areas, gradually working one's way into the field as a whole.

In our view, the right way to present these debates is not by trying to produce introductory
material but rather by having philosophers involved in these debates set out the issues clearly,
show what is at stake and argue for the position they take. In this way we hope the current
volume will engage those working at a high level while also enabling others to appreciate what
is going on in several areas of contemporary discussion. Here, in one volume, are the leading
thinkers expressing their own views, and providing much of the material needed to understand
both classic and contemporary debates.

We might begin with an awkward question: what is the philosophy of language? In asking this
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question we run the dangerous risk of looking for an a priori demarcation of a subject matter.
Or, as our friend Jerry Fodor would put it, we should not be trying to bore the reader by trying
to say who gets to call his or her research real philosophy of language. The good news is that
we're doing neither. In assembling this volume we sought to discover what advances have
been made in the philosophy of language both in terms of its history and in its most recent
incarnations. But it's easy to see how we could have ended up addressing a less fruitful issue.
Philosophy of language has been squeezed from at least two sides during the past twenty
years or so. On one side, post-modernists are sometimes interpreted as saying there is nothing
interesting to say in the philosophy of language. Richard Rorty in the third edition of his once
influential The Linguistic Turn essentially apologizes for having led a generation of
philosophers into thinking about language—into thinking that language had something
philosophically interesting to teach us. On the other side, linguists believe that substantial
progress on language can only take place in their discipline. Barbara Partee recently told one
of us that philosophers can no longer do interesting work in semantics since sophisticated
knowledge of syntax is needed to achieve real results. So what is left for philosophy of
language?

In its heyday, during the latter half of the twentieth century, philosophy of language was
believed to occupy a central position in philosophy because it offered to deliver the ultimate
route to metaphysical reality, or a refutation of skepticism, a challenge to Cartesianism, and a
solution to the problem of other minds. Much was promised on behalf of philosophy of
language but the accounts of language on offer were often shaped by the ambitions of
philosophers pursuing one or more of these agendas. The skeptical outlook of post-modernism
provided a useful corrective to some of the more fanciful claims made by epistemologists and
metaphysicians on behalf of philosophers of language but shared with them—albeit in
pessimistic vein—an unshakeable belief in the importance of language to reality. Meanwhile,
on the other side, in logic, linguistics, psychology, and computer science, progress was being
made on the nature of the natural language phenomena and the tools needed to investigate
them. Another development of the late twentieth century was the rise of the philosophy of
mind, which gradually displaced philosophy of language as the fastest growing part of the
discipline. Many issues of meaning recurred there or were transformed by their new setting.
But recently there has been a rapprochement between philosophy of mind and philosophy of
language, with many of the interesting questions targeting the links between mind and
language. And through its connections with other branches of philosophy and work in
neighboring disciplines, philosophy of language has enjoyed something of a resurgence
recently, with a stronger sense of the issues worth pursuing, a sense that progress can be
made, a keener focus on the topics of central concern to the study of language, and the need
for such work to be informed by empirical results in linguistics and psychology.

Instead of serving other philosophical projects, the philosophy of language now focuses on its
primary concern: the nature of natural language and the extraordinary capacity of human
beings to use it to express and communicate their thoughts about the world and other subject-
matters. The way language works, how specific linguistic devices function to achieve their
effects, how we come to know these properties of expressions, and how we exploit them in our
talk: all this is pursued by contemporary philosophers of language. And as well as pursuing
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detailed accounts of particular expression types, attention is also given to the nature of
language and the nature of meaning. Rival accounts of the meaning and reference of certain
expressions are now routinely tested against the rich descriptions of the phenomena
linguistics provides, while the scope and limits of linguistic meaning are assessed against the
background of work in psychology on the acquisition of language and its use in
communication.

Philosophy of language continues to take seriously the special place language plays in our
lives as an object and source of knowledge, as an interface between minds, and as an anchor
between experience and reality. All of these topics were pursued by the late Donald Davidson.
We are glad to be able to include an essay by him and would like to dedicate this volume to
him. He would have expressed his disagreement with many of the views expressed here, but
such disagreement is the stuff of philosophy. As Michael Dummett once putit, when
philosophers have disciples it signals the end of doing philosophy.

In what follows we have organized the essays into sections. The volume starts with a historical
section dealing with the impact of Frege and Wittgenstein on the subject. This continues with a
discussion of Russell and other twentieth-century philosophers, and their legacy to philosophy
of language. Having established the historical background we turn to a consideration of the
nature of language as a social, psychological, or platonic object. Contrasting conceptions of
language are discussed and this sets the stage for treatments of various linguistic phenomena
in the subsequent essays.

The next section contains a collection of essays on the nature of meaning, covering normative
and naturalistic accounts of the constitution of meaning, including discussions of rule-
following, teleosemantics, conceptual-role semantics, truth- conditional and intention-based
semantics. Special concerns are raised about the boundaries of linguistic meaning:
indeterminacy and external dependence, holism, and the character of propositional content.
The limits of semantics and the essential involvement of pragmatic considerations in the fixing
of meaning are explored alongside a relevance-theoretic account of utterance meaning.

The following section moves to the nature of reference, with essays focusing on the semantic
properties of proper names, natural kind terms, and predicates. Consideration is given to
whether reference itself is a property of expressions or an act of intentional agents.

Next, there is an examination of the formal methods used in semantic theory to provide
accounts of particular linguistic phenomena, and an investigation of a central concept
employed by many semantic theories, namely truth.

Detailed treatments of the workings of language, including phenomena such as sentence
structure, compositionality, opacity, tense, and plural constructions are addressed in the
following section, along with an examination of the logical forms of language, natural language
quantifiers and the interpretation of other logical constants.

Departures from the literal use of declarative sentences are considered in a section on the
varieties of speech act. Here, non-declarative uses of language are explored along with
metaphor and the performative aspects of language.
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The final section tackles a number of topics in the epistemology and metaphysics of language,
surrounding the relations between language, mind, and world. Topics include the nature and
object of our knowledge of language, the basis of the human capacity for meaningful speech,
the relation of language to reality, and the contents we share in virtue of being linguistic
communicators. We end with a late essay by Donald Davidson that offers a culmination of his
thinking on the practice of interpreting one another and the limits to any theory of language.

The essays assembled here represent work that has shaped and continues to shape current
debates in philosophy of language. Further issues beyond those tackled here continue to
emerge: issues concerning the semantics of taste predicates,! relativist semantics,2 use
theories of meaning,3 the nature of testimony,4 the relations between thought and language,®
and more besides. This shows the healthy state of contemporary philosophy of language and
strongly suggests that we won't run out of things to do. The Handbook presents those who
wish to understand and those who wish to contribute to these debates with a firm grounding in
the discussions that have taken place so far. And although we have still not said what
philosophy of language is, in bringing together this collection of papers we hope to have
shown it.6

Ernest Lepore

Barry C. Smith

Notes:

(1) Peter Lasersohn, ‘Context-dependence, Disagreement and Predicates of Personal Taste’,
Linguistics and Philosophy (2006).

(2) John McFarlane, ‘Relativist Semantics?’, Proceedings of the Aristotelian Society (2004),
and Paul Boghossian, Fear of Knowledge (Oxford University Press, 2006).

(3) Paul Horwich, Meaning (Oxford University Press, 1999) and Reflections on Meaning
(Oxford University Press, 2005).

(4) Elizabeth Fricker, ‘Second-hand Knowledge’, Philosophy and Phenomenological Research
(2006).

(5) Jerry A. Fodor, ‘Language, Thought and Compositionality’, Mind and Language (2001), and
Peter Carruthers, ‘The Cognitive Function of Language’, Behavioral and Brain Sciences
(2002).

(6) Thanks for comments and advice to Jerry Fodor, Barbara Partee, and Ophelia Deroy.
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[-] Abstract and Keywords

Gottlob Frege's contributions to philosophy of language are so numerous and so fundamental that it is difficult to
imagine the field without them. This article discusses Frege's apparently metaphysical doctrine that concepts are
‘unsaturated’. It argues that it is primarily a semantic thesis, an essential ingredient of Frege's conception of
compositionality. It next discusses Frege's conception of truth. It argues that his seemingly puzzling doctrine that
sentences denote objects, namely, truth-values, emerges from considerations about the logic of sentential
connectives and the semantics of predicates and embodies an understanding of why, as Frege sees it, logic is so
intimately concerned with the notion of truth. The article then turns to Frege's notion of a thought and, more
generally, the distinction between sense and reference.

Keywords: philosophy of language, Gottlob Frege, metaphysical doctrine, truth-values, notion of truth, notion of a thought

1.1 Whence a Philosophy of Language?

GOTTLOB FREGE'S contributions to philosophy of language are so numerous and so fundamental that it is difficult to
imagine the field without them. That this should be so was not, however, Frege's original intent. Frege was trained
as a mathematician, and most of his non-foundational mathematical work lay at the intersection of geometry and
complex analysis. That makes it at least somewhat surprising that he should have made any contribution to the
study of language, let alone one so profound. But mathematics, in Frege's time, was itself in a state of upheaval,
many of its most basic notions being subjected to a thorough re-examination. Among the central issues in Frege's
intellectual environment was how we should understand the relation between geometry and arithmetic, the latter
understood in a broad sense, as including the theory of all numbers, natural, real, and complex.! Though by no
means universal, it was a common view that geometry was the more fundamental of the disciplines. In part, this
view derived from Kant, who had famously argued that even our knowledge of basic number theory is founded
upon pure a priori intuition of roughly the same sort that he claimed underlay our knowledge of the axioms of
Euclidean geometry. The view had other sources, too. For example, it was as common then as it is now to think of
the complex numbers as points (or perhaps vectors) in the Euclidean plane. Such a treatment of the complex
numbers would suggest, again, that geometrical knowledge is more basic than arithmetical knowledge.

Frege, like many mathematicians of his time, rejected this Kantian view. His strategy for refuting Kant was to
demonstrate that “... arithmetic is a branch of logic and need not borrow any ground of proof whatever from either
experience or intuition” (Frege, 1964, §0) by identifying a small set of recognizably logical principles, defining the
basic logical notions using strictly logical vocabulary, and then proving axioms for arithmetic? using only
recognizably logical means of inference. This view is what has come to be known as logicism.

Frege quickly realized that he could not carry out this program unless he had some way to keep track of precisely
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which assumptions were being made in a given proof, and which means of inference were being used.

To prevent anything intuitive from penetrating here unnoticed, | had to bend every effort to keep the chain
of inference free of gaps. In attempting to comply with this requirement in the strictest possible way, | found
the inadequacy of language to be an obstacle; no matter how unwieldy the expressions | was ready to
accept, I was less and less able, as the relations became more and more complex, to attain the precision
that my purpose required. (Frege, 1967, pp. 5-6)

And so it was that Frege was led to invent his begriffsschrift,3 his “conceptual notation”. The invention consisted of
two parts: a formal notation in which actual statements of mathematics could be written, and a detailed
enumeration of a small number of modes of inference to be employed in formal arguments.# What made the system
work was that the two parts were properly balanced: the formal notation was sufficiently articulated that it could be
determined which modes of inference could be applied in a given case simply by examining the forms of the
representations. That s, the logical relationships between propositions were sufficiently exhibited in the notation
that one could check whether a proof was correct—and, in particular, whether all necessary assumptions had
been made explicit—purely mechanically. Of the innovations that made this possible, perhaps most familiar today
are Frege's dual notions of scope and binding and how they are used to represent generality. Indeed, one would
be hard pressed to challenge the claim that it is Frege's conception of logical form that constitutes his most
significant contribution to the study of language.

The reception of Frege's work among his colleagues was generally lukewarm.> This was especially so in the
uncomprehending reaction by logicians of his day to Begriffsschrift, a volume we now rightly regard as firmly
entrenched in the pantheon of thought about logic. Traditional logic—deriving from Aristotle but, just before Frege's
time, thoroughly updated by George Boole and his followers (Boole, 1847, 1854)—had been quite incapable of
articulating enough of the logical structure of actual mathematical statements to make their logical relations plain.
Nowhere was this more evident than with generality. Nonetheless, neither Ernst Schrdder (the leading German
member of the Boolean school) nor John Venn (he of the Venn diagram) could see any real value in Frege's new
notation.® Frege penned several pieces in the years immediately following the publication of Begriffsschrift
comparing his new logic to that of the Booleans (Frege, 1972a, 1972c, 1972d, 1979a, 1979b); not surprisingly, in
response Frege touts the importance of his treatment of generality. More generally, Frege emphasizes that the
begriffsschrift, inclusive of the treatment of generality, provides us with something more than just an alternative (if
albeit superior) notational device. As Russell would remark somewhat later in a famous appendix to The Principles
of Mathematics that is devoted to Frege's thought:

Frege's work abounds in subtle distinctions, and avoids all the usual fallacies which beset writers on Logic.
His symbolism, though unfortunately so cumbrous as to be very difficult to employ in practice, is based
upon an analysis of logical notions much more profound than Peano's, and is philosophically very superior
to its more convenientrival. (Russell, 1903, p. 501)

From the early 1880s on, explicating this “symbolism” became a central focus of Frege's writings, and this required
Frege to become more precise about the conceptual underpinnings of logic. Thus, while almost none of Frege's
most well-known doctrines are fully present in Begriffsschrift (though their kernels often are), they have all
emerged in full force a decade and half later at the time of Grundgesetze. These doctrines—most notably, the
articulations of content embedded in the concept-object and sense-reference distinctions—emerge as Frege
struggled to carry the logicist program forward. In large part, these developments spawned from Frege's
understanding that, in order to derive the postulates of arithmetic from the laws of logic, he would have to operate
in a setting in which proofs could be given rigorously and reliably. The logicist program simply could not be carried
out otherwise. It was for this purpose that Frege had to clarify fundamental notions of logic and semantics: they
were essential to articulating the relation between the language in which proofs are carried out, his begriffsschrift,
and the mathematical claims he intended to be proving. Insofar as we speak of Frege's philosophy of language,
then, it can only be understood properly if we keep clearly in mind that it was, first and foremost, a philosophy of
logic that was an integral part of a larger scientific project, the project of logicism.

The treatment of generality is to a large extent the catalyst for the emergence of Frege's characteristic
philosophical doctrines. This is so because Frege regarded his treatment of generality as demonstrating why logic
is so important to the study of mathematics in general and to logicism in particular. Frege recognized that logical
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rigor depends, first and foremost, upon our being able to articulate the structure of sentences, and what Frege
understood profoundly was that how sentences containing words of generality compose is fundamentally different
from how sentences containing no such words compose. This difference Frege saw as a structural difference in
conceptual content, and we must come to terms with this point if we are to begin to understand what Frege means
by “conceptual contents” or, to use his later terminology, “thoughts”: we must grasp that thoughts are, qua
contents, compositionally complex. Nonetheless, compositionality for Frege is neither a metaphysical principle nor
a psychological one. Rather, itis a semantic principle, integral to our understanding of how thoughts can be
expressed by language. As such, compositionality ranks as the distinctively linguistic contribution Frege's
philosophy of logic makes to philosophy of language, not just as a guiding maxim but also in particular aspects of
Frege's more detailed proposals.’

Our plan for the remainder of the paper is as follows. In section 1.2, we discuss Frege's apparently metaphysical
doctrine that concepts are ‘unsaturated’. We argue thatitis primarily a semantic thesis, an essential ingredient of
Frege's conception of compositionality. In section 1.3, we discuss Frege's conception of truth. We argue that his
seemingly puzzling doctrine that sentences denote objects, namely, truth-values, emerges from considerations
about the logic of sentential connectives and the semantics of predicates and embodies an understanding of why,
as Frege sees it, logic is so intimately concerned with the notion of truth. In section 1.4, we turn to Frege's notion of
a thought and, more generally, the distinction between sense and reference. Our first goal is to explain the
philosophical pressures that lead Frege to draw this famous distinction. We then raise an interpretive question that
has not previously been clearly recognized, namely: how does distinguishing the sense of ‘the Morning Star’ from
that of ‘the Evening Star’ allow Frege to explain why sentences containing these two names express different
thoughts? Answering this question will require us to clarify yet further Frege's conception of compositionality.

1.2 Concepts

In the logic developed by Boole, sentences were constructed from predicates using a small number of operators
corresponding to traditional forms of judgment, such as universal affirmative judgments, which are of the form ‘All
Fs are G'. Proper names, such as ‘Socrates’, were regarded as predicates, thatis, as being of the same logical
type as expressions like ‘is mortal’. Thus, the famous argument

All humans are mortal.
Socrates is a human.
Therefore, Socrates is mortal.

might have been represented as:8

AllH are M.
All S are H.
All S are M.

The correctness of the argument then follows from the validity of the form of syllogism known as Barbara.

8 M(a)

Frege's way of representing generality required him to reject this traditional identification of names and predicates.
As Frege saw the matter in Begriffsschrift, a sentence may be regarded as constructed from an argument and a
function. In the case of ‘Socrates is mortal’, for example, we may take the argument to be ‘Socrates’ and the
function to be “the part that remains invariant in the expression” when we replace ‘Socrates’ by other names, such
as ‘Plato’ or ‘Thales’ (Frege, 1967). Frege would then represent the sentence ‘Socrates is mortal’ in his logic, as:
M(s), and the generalization “Everything is mortal” as: M(x), where the singular term ‘Socrates’ has been replaced
by a variable. Note the absence of the quantifier: Frege's view, at this time, was that generality is indicated by
“letters”, thatis, by variables (Frege, 1967, §1). The “concavity” in the more explicit representation serves, Frege
says, only to “delimit{] the scope that the generality indicated by the letter covers” (Frege, 1967, §11, our
emphasis).

Built into Frege's logical notation, then, is an asymmetry between expressions that occur as functions and those
that occur as arguments. It is obvious that this early distinction, between function and argument, has much in
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common with Frege's later distinction between concept and object, but there are two important differences.

First, Frege speaks in Begriffsschrift as if functions and arguments are (parts of) expressions: when we replace
‘Socrates’ with other names in the expression ‘Socrates is mortal’, the function we discover is “the part that
remains invariant in the expression” (Frege, 1967, §9, our emphasis). It would be uncharitable, we think, to saddle
Frege with the view that expressions are functions: more reasonable is the supposition that he was, at that time, no
clearer about the distinction between use and mention than were any of his contemporaries. But we find Frege
distinguishing use from mention more carefully just a couple years later. When Frege introduces the notion of a
conceptin “Boole's Logical Calculus and the Begriffsschrift”, written about 1881, he speaks not of replacing the
expression ‘2' by other expressions in the sentence ‘24 = 16’ but rather of replacing the object 2 by other objects
in the content of possible judgement 24 = 16. The concept fourth root of 16 is thus discovered in the content 24 =
16: itis what remains invariant in the content when we vary imagine 2 replaced by other objects (Frege, 1979a, pp.
16-7). So already by 1881, Frege no longer regards concepts as parts of expressions that remain invariant when
other parts are varied but rather as what such parts of expressions denote.®

Second, Frege insists in Begriffsschrift that the distinction between function and argument “has nothing to do with
the conceptual content [of an expression]; it comes about only because we view the expression in a particular
way” (Frege, 1967, §9). The distinction between function and argument is thus not absolute in the way Frege
insists, in his later work, that the distinction between object and conceptis: one may regard ‘Socrates’ as the
argument and ‘is mortal’ as the function; but one may equally regard ‘is mortal’ as the argument and ‘Socrates’ as
the function. Note that we have not said that one can regard ‘€ is mortal’ as the argument and the second-level
concept ‘©(Socrates)’ as the function, which is how Frege would have seen the matter in his later work: there is no
notion of second-level concept to be found in Begriffsschrift.10

Frege's view had begun to change in this respect too already by 1881, largely in response to Boole's assimilation
of names to predicates. Consider this passage:11

If ... you imagine the 2 in the content of possible judgement 24 = 16 to be replaceable by something else,
by -2 or by 3 say, which may be indicated by putting an x in place of the 2: 4 — | the content of possible
judgement is thus splitinto a constant and a variable part. The former, regarded in its own right but holding
a place open for the latter, gives the concept ‘4t root of 16’ ... And so instead of putting a judgement
together out of an individual as subject and an already formed concept as predicate, we do the opposite
and arrive at a concept by splitting up the content of possible judgement. (Frege, 1979a, pp. 16-7)

The view Frege is expressing here is very close to his mature view: the concept fourth root of 16 is that part of the
content 24 = 16 that remains constant when one varies 2, “regarded in its own right but holding a place open for”
a suitable argument (Frege, 1979a, p. 16, our emphasis). Concepts must therefore be fundamentally different from
objects: “In the case of a conceptitis always possible to ask whether something, and if so what, falls under it,
questions which are senseless in the case of an individual” (Frege, 1979a, p. 18).

There is, however, an important difference between how Frege explains the ‘unsaturatedness’!? of concepts circa
1881 and how he explains it in his mature writings. As we have seen, Frege introduces the claim that concepts are
unsaturated, in 1881, by asking us to imagine replacing the number 2 in the content 24 = 16 with other objects.
Frege also regards predicates—that is, expressions that designate concepts—as being unsaturated:

[IIn the begriffsschrift, [designations of properties] never occur on their own, but always in combinations
which express contents of possible judgement. ... A sign for a property never appears without a thing to
which it might belong being at least indicated, a designation of a relation never without indication of the
things which might stand in it. (Frege, 1979a, p. 17)

But, in this paper, Frege seems to regard the unsaturatedness of predicates as a consequence of the
unsaturatedness of what they designate. The roles are reversed in Frege's mature work. Once he has made the
distinction between sense and reference, Frege can no longer speak of replacing the number 2 in the content of
the sentence ‘24 = 16'—that s, in the thought it expresses—for he denies that objects occur in thoughts.13 And so,
when Frege is attempting to explain his doctrine that functions are unsaturated in “Whatis a Function?” he first
explains his conception of a functional expression by asking us to consider sequences of expressions like ‘sin 0’,
‘sin 1’, ‘sin 2’ (Frege, 1984i, op. 665),14 much as he did in Begriffsschrift. The difference, of course, is that Frege
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no longer regards functions as expressions but as what functional expressions denote.15 That is to say: what
Frege explains first is his view that functional expressions are unsaturated; he then explains the unsaturatedness
of functions in terms of the unsaturatedness of predicates. Thus, Frege writes in “Comments on Sense and
Meaning”:16

[O]ne can always speak of the name of a function as having empty places, since what fills them does not,
strictly speaking, belong to it. Accordingly | call the function itself unsaturated, or in need of
supplementation, because its name has first to be completed with the sign of an argument if we are to
obtain a meaning that is complete in itself. (Frege, 1979c, p. 119, our emphasis)

One finds similar remarks in Function and Concept (Frege, 1984c, opp. 5ff), “On Concept and Object” (Frege,
1984e, opp. 194-5), and “Whatls a Function? " (Frege, 1984i, opp. 665). So we take it that this aspect of Frege's
view stabilized by 1891: the unsaturatedness of predicates is what is basic; the unsaturatedness of functions and
concepts is to be explained in terms of the unsaturatedness of predicates.

Predicates are not unsaturated in the very same way that concepts are: Frege does not, in his mature work, regard
predicates as themselves being functions from, say, names to sentences.l? By insisting that predicates are
unsaturated, Frege is expressing his deeper insistence on the fundamental syntactic distinction between names
and predicates. Itis clear enough that this claim has withstood the test of time, embedded as it is not only in
contemporary logic butin syntactic theory, as well. The claim that the denotations of predicates are unsaturated,
on the other hand, is often regarded as simply bizarre, and even Frege's most sympathetic interpreters rarely seem
to know what to make of it. It can easily seem as if Frege is projecting—and that is the perjorative use—his syntax
onto the world. But this impression is the result of our mistaking for a metaphysical doctrine what s, in Frege's
hands, primarily a semantic one. If the fact that predicates are unsaturated is to have any consequence
whatsoever for the nature of what they denote, then surely such consequences must issue from the nature of the
connection between predicates and what they denote, thatis, from something about the semantics of predicates.

What it means for predicates to be unsaturated is that they must always occur with an appropriate number of
arguments: a sentence does not contain the one-place predicate ‘is mortal’ unless those words occur with an
appropriate argument. If so, then the semantic clause for a predicate ought, one might well suppose, to reflect this
fundamental syntactic fact about it. Itis only a slight exaggeration to say that, on Frege's view, the question what
‘is mortal’ denotes need not be answered at all, since the predicate ‘is mortal’ can never occur on its own but only
together with an appropriate argument. The semantic clause for ‘is mortal’ should therefore begin not:

‘is mortal’ denotes...,
but rather:
r A is mortal * denotes...,

where ‘A’ is a syntactic variable ranging over expressions that might occur as arguments.18 This suggestion
accords with Frege's own practice: witness his stipulations regarding the primitive expressions of the formal
language of Grundgesetze.19 A Frege-inspired clause for ‘is mortal’ would thus take the form:20

(1) -Ais mortal* denotes the True iff, for some x, A denotes x and x is mortal.

But while clauses like (1) directly reflect the unsaturatedness of predicates, it is not clear what they imply about
predicates' denotations, since they do not explicitly assign denotations to predicates at all. The most obvious way
of doing so would be:

(2) The predicate ‘is mortal’ denotes the concept mortality.

But, of course, this will not do, for it leads directly to the infamous problem of the concept horse. Nevertheless, itis
clear that Frege thought that a relation between a predicate and a concept was at least implied by a clause like (1).
In section 5 of Grundgesetze, for example, Frege explains the meaning of the horizontal by the following postulate:

—A is the True if A is the True; on the other hand, itis the False if A is not the True,

and he takes this stipulation to be sufficient to assign a function as denotation of the horizontal. “Accordingly,”
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Frege continues, “—¢ is a function whose value is always a truth-value...”.

While Frege leaves matters at this pass, we can be more precise. Consider the relation that holds between a one-
place predicate and its denotation. Since this is a relation of ‘mixed level’, taking as arguments an object—the
predicate itself—and a concept, an expression denoting the relation between a predicate and its denotation must
take as arguments a proper name denoting the predicate and a predicate denoting the concept.2! This predicate,
being unsaturated, must occur with an argument, which in this case will be a bound variable, there being nothing
else for it to be. Thus, a ‘denotation clause’ for a predicate that is compatible with Frege's commitments would have
to have the following form:22

(3) denotes (‘€ is mortal’, x is mortal)

Now, suppose we formulate our semantic theory using clauses of this form rather than clauses of form (1). To
characterize the truth of atomic sentences, we will also need a principle governing the composition of simple
sentences, say:23

(4) ®(A) denotes the True if, and only if, for some ¢ and for some x, denotesy (®(€), x) and denotes (A, x)
and @ x.

We can now prove:24
(5) denotesx(®(E), @x) iff, for every A, ®(A) denotes the True iff, for some x, denotes(A,x) and ¢x.

It follows that (1) is indeed sufficient to determine the denotation of ‘is mortal’, since (1) justis the right-hand side of
the relevantinstance of (5). It might therefore be thought that the question whether the semantics of predicates
should be given by clauses like (1) or instead by clauses like (3) is of no real significance. We can take the latter
as basic, in which case (3) and (4) obviously imply (1); or we can take (1) as basic, define denotation using (5),
and then prove both (3) and (4). In that case, we would regard (1) as assigning a denotation to ‘is mortal’ as
directly as itis possible to assign one, since, as already noted, (1) is the right-hand side of an instance of (5).

From Frege's perspective, however, the question whether (1) or (3) is more fundamental is critical. In a letter to
Anton Marty, written in 1882, the language of unsaturatedness first appears explicitly, when Frege writes:25

A conceptis unsaturated in that it requires something to fall under it; hence it cannot exist on its own. That
an individual falls under it is a judgeable content, and here the concept appears as predicative and is
always predicative. In this case, where the subjectis an individual, the relation of subject to predicate is
not a third thing added to the two, but it belongs to the content of the predicate, which is what makes the
predicate unsatisfied. (Frege, 1980b, p. 101)

Va(¥a — Pa)

What should we make of this claim that concepts are essentially ‘predicative’? that is, that predication itself
somehow “belongs to the content of the predicate”? To understand what Frege is suggesting, we must understand
what contrast he is trying to draw. What, then, is the other case, the case where the subjectis not an individual?
As Frege sees it, “the linguistic schema of subject and predicate ... contains what are logically quite different
relations” (Frege, 1980b, p. 101). One he calls “subordination”: itis the relation between concepts expressed in
such sentences as ‘Humans are mortal’. The other he calls “falling under”: it is the relation between an object and
a concept expressed in such sentences as ‘Socrates is mortal’. The case where the subjectis not an individual is
thus the case traditional logic takes as fundamental. And in that case, Frege insists, the relation between subject
and predicate is a “third thing added to the two”, namely, the relation of “subordination”, which we would
symbolizes thus: By thus reducing subordination to the conditional, Frege is able to “reduce [Boole's] primary
propositions to his secondary ones” (Frege, 1979a, p. 17).

Part of what Frege is claiming is thus that what we would call ‘atomic’ sentences are what are fundamental for logic.
As he writes a decade or so later: “The fundamental logical relation is that of an object's falling under a concept:
all relations between concepts can be reduced to this” (Frege, 1979c, p. 118). If atomic sentences are truly
fundamental, however, then they cannot assert the existence of a relation between the subject and the predicate.
The correct analysis of ‘Socrates is mortal’ is not: falls-under (M, s): that is, in effect, simply a version of the
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traditional view. The correct analysis is just: M(s). Itis in that sense that concepts must contain the relation of
predication within themselves. But a theory that takes the semantics of predicates to be given by clauses like (3)
does not treat “the relation of subject to predicate” as something that “belongs to the content of the predicate”; on
the contrary, itis a “third thing”, recorded in (4), that must be “added to the two”. Frege's doctrine that concepts
are unsaturated is thus, as suggested above, primarily a semantic thesis, not a metaphysical one.

That the denotations of predicates—concepts—are unsaturated and so are fundamentally different from the
denotations of proper names—objects—is Frege's central pointin “On Concept and Object” (Frege, 1984e). We
can now see both why Frege held it to be almostincoherent to hold otherwise and why expressions like ‘the
concept horse’ should not seduce us into thinking that concepts are objects after all.

For Frege, effacing the concept-object distinction would beg the question of composition: if both predicates and
proper names denoted objects, the question what bound them together and related them to truth would remain
open. In striking contrast, taking the denotations of predicates to be functions from objects to truth-values provides
a definite and precise answer to that question. Moreover, as Frege emphasizes, this answer can be generalized by
extending the compositionality of concepts through a hierarchy of functions,26 forming what we would
characterize today as a type-hierarchy in which “[a]ln object falls under a first-level concept[and] a [first-level]
concept falls within a second-level concept” (Frege, 1984e, op. 201). It is thus Frege's reduction of
compositionality to function-application that lies at the heart of his conception of logical form.

Both these aspects of Frege's view remain familiar to us today. The former corresponds to taking predicates to
denote characteristic functions, while the latter corresponds to taking generality words like ‘every’ or ‘some’ to
denote generalized quantifiers, functions from characteristic functions (or the sets they determine) to truth-
values.27 There are, of course, alternatives. If, in “On Concept and Object”, Frege was responding to the mistake
of taking predicates to denote objects, he did not envisage denying that predicates denote at all. Donald Davidson,
for one, is well known for urging us not to take the step of assigning an entity to a predicate as its denotation
(Davidson, 1984, p. 18). Opposition of this kind is sometimes motivated by ontological scruples—by a preference
for desert landscapes, as Quine famously put it (Quine, 1953, p. 4)—but there is a more immediate concern, too,
namely, whether the resulting treatment of predication is adequate to the empirical data. The issues between
broadly Fregean and broadly non-Fregean accounts of predication are varied and subtle, and which we prefer will
depend in part upon the context in which we are operating. In logic, the decision may well be a result of pragmatic
choices in linguistic design. In linguistics, it will be rather empirical considerations about syntax, semantics, and
their relation that are likely to come to the fore.28 Adjudicating these matters goes far beyond what we can attempt
here. But even if we abandon Frege's claim that predicates denote, what cannot be escaped is the demand that we
“do justice at once to the distinction and to the similarity” between the modes of composition exhibited in ‘Socrates
is mortal’ and in ‘Everyone is mortal’ (Frege, 1984e, p. 201). Frege's insight that such an accountis semantically
indispensable remains a watershed in the history of semantics.

1.3 Truth

For Frege, then, the concept denoted by the predicate ‘is mortal’ is a function. lts arguments are objects, such as
Socrates. But what are its values? By the principle of compositionality, the denotation of ‘Socrates is mortal’ is the
result of applying the function denoted by ‘is mortal’ to the object denoted by ‘Socrates’. So the question what the
values of concept-functions are is equivalent to the question what the denotations of sentences are. Frege's
answer to that question, famously, is that sentences denote truth-values. But what kinds of things are truth-values?
Since the distinction between concepts and objects is both absolute and exhaustive, there are but two possibilities,
and famously he opts for the latter: sentences denote either the True or the False, and it is these objects that are
the values of concept-functions. These claims may seem bizarre, but they are central to Frege's understanding of
the special role truth plays in logic, a topic to which he devoted several essays (Frege, 1979e, 1979f, 1984h).
Truth-values are also central to Frege's philosophy of language, where their role in the emergence of the sense-
reference distinction is critical.2®

Frege's reasons for his view of truth commence with considerations concerning the particular role sentences play
in his formal system. As Frege describes his system in Grundgesetze, the horizontal, negation, and the conditional
are all explicitly presented as truth-functional operators, in a strong sense: each of them really does denote a
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function whose arguments and values are truth-values.30 Negation, for example, is the function that maps the
True to the False and the False to the True. It needs no emphasis how important and enduring Frege's conception
of the sentential connectives has proven to be. But it was not the way he originally conceived of them. Although
something very much like truth-tables appear in Begriffsschrift, the words ‘true’ and ‘false’ are not used in that
connection. Frege speaks not of a content's being true or false but of its being “affirmed” or “denied”, so thata
conditional, for example, is said to “deny” the case in which the antecedentis “affirmed” and the consequentis
“denied”. Moreover, there is no indication in Begriffsschrift that Frege regarded the sentential operators as (being
or denoting) functions.31 So the expressions Frege would later regard as truth-functional connectives he regarded
in Begriffsschrift neither as functional nor as specially concerned with truth-values.

Frege's discovery of the notion of a truth-function likely results, at least in part, from his reading Boole in the early
1880s. It was central to Boole's treatment of the sentential connectives that he regarded them as expressing
functions, and one can well understand why that idea would have appealed to Frege. But if these operators are to
be taken as expressing functions, the question arises32 what the arguments and values of these functions are.
Boole's answer, contrary to what seems to be a popular myth, was not “truth-values”. In fact, the Booleans
disagreed among themselves about what the correct answer was, and Boole's own view varies.33 But, whatever
the arguments and values were, they had to be classes of some sort: that much was demanded by how Boole
proposed to reduce the calculus of judgements (roughly, sentential logic) to the calculus of classes (roughly,
monadic first-order logic). So while Frege may have borrowed the idea that the sentential connectives denote
functions from Boole, the idea that they denote truth-functions is original to Frege. So far as we know, the first fully
explicit appearance of the notion of a truth-function, as described above, is in Frege's 1891 lecture Function and
Concept (Frege, 1984c, opp. 20-21, 22, 28), but we find Frege starting to use the terms ‘true’ and ‘false’ in
connection with the arguments of the conditional as early as 1881 (Frege, 1979a, p. 11). Why does Frege so
quickly settle upon this answer to the question what the arguments and values of his sentential connectives are?

Both in Begriffsschrift and in Grundgesetze, a form of Leibniz's Law applies to sentential variables: if the identity-
statement connecting S and T is true, then S can be substituted for T. Under what circumstances, then, is an
identity-statement connecting two sentences to be regarded as true? In Begriffsschrift, Frege's stated view was
that‘p = q' is true only if p and g have the same conceptual content. If so, however, substitution will be possible
only rarely. But, we believe, Frege came to realize that much more extensive substitution ought to be possible in
his formal language: we ought to be able to substitute any true sentence for any other true sentence, salva
veritate. Frege's reading of Boole probably played an important role here, too: Boole's logic is formulated as an
algebraic system, and substitution of equals is one of its most basic principles. Such extensive substitution would
be permitted if we regarded sentences as referring to their truth-values and re-interpreted the “sign for identity of
content”: then all true sentences name the same thing, ‘p=q’ may be taken to be true so long as p and g have the
same truth-value, and substitution may proceed apace; the material biconditional has thus been reduced to
identity. But identity here is objectual identity, so sentences must denote objects, namely, the True or the False.

If the True and the False are objects, the question then arises which objects they are. Frege's answer is that they
can be any objects at all, so long as all true thoughts refer to the same object, all false thoughts refer to the same
object, and true thoughts refer to a different object than do false thoughts. In section 10 of Grundgesetze, Frege
argues that if any pair of distinct value-ranges satisfies these conditions, then every pair of distinct value-ranges
does s0.34 Although Frege's particular implementation is vitiated by its being embedded in an inconsistent system—
the proof that the third clause is satisfied in any given case will depend on the identity-criteria for value-ranges,
and these, unfortunately, are given by the Basic Law V—the underlying idea is nevertheless clear and widely
employed: obviously, there is no significant difference between letting the truth-values be 0 and 1 and letting them
be 27 and 34.

If, as we have seen, Frege argues for taking the truth-values to be objects by pointing to their role in logic, he is, of
course, also aware that, in natural language, the word ‘true’ appears as an adjective: “Grammatically, the word
‘true’ looks like a word for a property” (Frege, 1984h, op. 59). Frege argues, via the so-called regress argument,
that such a property must be indefinable:

For in a definition certain characteristics would have to be specified. And in application to any particular
case the question would always arise whether it were true that the characteristics were present. So we
would be going round in a circle. (Frege, 1984h, op. 60)
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This circularity would be particularly endemic, Frege observes, to truth defined as correspondence:

[W]hat ought we to do so as to decide whether something is true? We should have to inquire whether itis
true that an idea and a reality, say, correspond ... And then we should be confronted by a question of the
same kind, and the game could begin again. So the attempted explanation of truth as correspondence
breaks down. (Frege, 1984h, op. 60)

The breakdown would be in evidence even if we delimited our definition, as we properly should according to Frege,
to the truth of sentences or, better, of thoughts. Having said this, however, Frege is quick to note that it does not
follow that truth is not a property of thoughts. “With every property of a thing,” Frege says, “there is tied up a
property of a thought, namely truth” (Frege, 1984h, op. 61). On the other hand, ascribing this property to a thought
does notresultin a different thought with new content but simply gives one the same thought back, or so Frege
claims.35 Perhaps, then, truth is “something which cannot be called a property in the ordinary sense atall” (Frege,
1984h, op. 61).

Some commentators have taken Frege to be arguing here that there is no property that all and only the true
thoughts have.36 But there is, we think, little evidence that he thought there can be no property that all and only
the true thoughts have, and the regress argument simply does not establish this strong claim: if truth-values are
the references of sentences, then “denotes the True” is a truth-predicate. Defenders of the interpretation just
mentioned therefore take Frege to be arguing, more generally, that there can be no ‘semantic meta-perspective’
on logic: we cannot really speak of such a relation as that of denotation. This suggestion seems to us desperate:
the suggestion that Frege abjures all properly semantic discourse is simply at odds with too much of what he has to
say about logic and, in particular, with the plain sense of Part | of Grundgesetze.37 But there is nonetheless a
puzzle here. Doesn't the regress argument apply mutatis mutandis to the suggestion that truth, regarded as a
property of thoughts, can be defined in terms of “denotes the True”? If not—if truth, regarded as a property of
thoughts, is in the end definable—then what is Frege trying to establish with the regress argument?

The earliest presentation of the regress argument is in a draft of a textbook on logic, written in 1897. At the opening
of the paper, Frege emphasizes that logic, as he understands it, is concerned with truth in a way no other science
is:

Of course all the sciences have truth as their goal, but logic is concerned with ‘true’ in a quite special way,
namely in a way analogous to thatin which physics has to do with the predicates ‘heavy’ and ‘warm’ and
chemistry with the predicates ‘acid’ and ‘alkaline’ ... [L]ogic is the most general science of the laws of
truth. (Frege, 1979f, p. 128)

He then goes on to present the regress argument. What Frege is arguing, we suggest, is not that there is no
property that all and only the true thoughts have but that logic's special concern with truth cannot properly be
understood if truth is regarded as fundamentally a property of thoughts: there may be such a property, butitis not
what specially concerns logic.

Logic, Frege insists, “is not concerned with how thoughts, regardless of truth-value, follow from thoughts ...”
(Frege, 1979c, p. 122). Rather, the premises and conclusion of an inference are always judgements, and
judgement, as Frege understands it, is essentially directed at truth: to make a judgement is to acknowledge the
truth of a thought (Frege, 1984h, op. 62).38 Logic's special concern with truth is thus a consequence of its special
concern with judgements and of judgement's intimate relation to truth. It is here that the regress argument becomes
relevant: isn't acknowledging something itself simply making a judgement? If so, then to acknowledge the truth of
the thought that 2 + 3 = 5 is simply to judge that this thought is true. But then that judgement too must be regarded
as the acknowledgement of the truth of the thought judged—that is, of the truth of the thought that it is true that 2 +
3 = 5—but to acknowledge the truth of that thought is simply to judge that the thought thatitis true that2 + 3 =5is
true, and so on ad infinitum. What the regress argument is intended to establish is thus that the intimate relation
between judgement and truth cannot be understood in terms of judgements' predicating truth of thoughts.3°

Frege has another argument for this same claim. This argument—which we might call the argument from content-
redundancy—purports to show that one can predicate truth of a thought without making a judgement: 40

One can say ...: ‘The thoughtthat 5 is a prime number is true’. But closer examination shows that nothing
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more has been said than in the simple sentence ‘5 is a prime number’. The truth claim arises in each case
from the form of the assertoric sentence, and when the latter lacks its usual force, e.g. in the mouth of an
actor upon the stage, even the sentence ‘The thought that 5 is a prime number is true’ contains only a
thought, and indeed the same thought as the simple ‘5 is a prime number’. It follows that the relation of the
thought to the True may not be compared with that of subject to predicate. (Frege, 1984f, op. 34)

Frege makes a similar claim shortly after he presents the regress argumentin “Thoughts” and then remarks that
what “explains why ... nothing seems to be added to a thought by attributing to it the property of truth” is the fact
that we do not need to use the word ‘true’ to express a judgement (Frege, 1984h, op. 63). Rather, we may express
our acknowledgement of the truth of a thought simply by asserting a sentence that expresses that thought (Frege,
1984h, op. 62).

What, then, is judgement? What, in particular, distinguishes one's judging that 2 + 3 = 5 from one's merely
entertaining the thought that 2 + 3 = 5?7 Frege often notes that, if one is merely entertaining a thought, then it does
not matter whether its parts refer to anything: itis only if we are concerned to evaluate the thought—to decide
whether we should assert it or deny it—that the references of the parts matter (Frege, 1984f, opp. 32-3).41 But, for
Frege, reference is essentially compositional: if it matters whether the parts refer, and if so to what, then that must
be because it matters whether the whole refers, and if so to what; “in every judgement, no matter how trivial, the
step from the level of thoughts to the level of reference [is] taken” (Frege, 1984f, op. 34). We may thus distinguish
judgements from mere entertainings of thoughts by insisting that judgements are “advances from a thoughtto a
truth-value” (Frege, 1984f, op. 35): when one judges that 2 + 3 =5, one is not just entertaining the thought that 2 +
3 =5; one is attempting to refer to something, namely, the True. The relation between a thought and its truth-value,
on Frege's view, is thus not that of an object to a property but “that of sense to reference” (Frege, 1984f, op. 34).

This view is immune to Frege's regress, even if we do take the next step and define ‘Itis true that p’ as: the thought
that p denotes the True. The regress, as noted above, is driven by a ‘predicational’ conception of judgement,
according to which making a judgement is ascribing truth to a thought. The view just outlined rejects that
conception of judgement. The view is not that judging that p is ascribing the property denoting the True to the
thought that p: that would indeed re-instate the regress. Rather, the view is that judging that p is attempting to refer,
by thinking that p, to the True.

Itis, of course, obvious that this conception of judgement—that is, of belief and, correlatively, of assertion—could
use further development. Unfortunately, Frege says little more about it. But that is, we suggest, because his main
concern was not with judgement itself but with logic. The point that matters to Frege is that truth-values are
properly understood as the references, or semantic values, of sentences: that claim, as we saw earlier, is central
to his treatment of the sentential connectives; since the semantic values of sentences are the values of concept
functions, itis central also to his conception of concepts and so to his understanding of composition. Here again,
Frege's basic point has survived. The role truth plays in logic is indeed more fundamental than is suggested by the
familiar phrase ‘the truth-predicate’. The truth-values do indeed enter logic, in the firstinstance, as the semantic
values of sentences, because the most basic notion of logic, that of a valid inference, cannot be explicated except
in terms of the notion of truth.

1.4 Thoughts

Truth-values, on Frege's view, are thus the references of sentences. But this doctrine gives rise to a problem, one
that is most obvious if we translate Frege's term ‘Bedeutung’ using its ordinary English equivalent, ‘meaning’. The
problem is this: “If ... the truth-value of a sentence is its meaning, then on the one hand all true sentences have the
same meaning and so, on the other hand, do all false sentences” (Frege, 1984f, op. 35). Frege's solution to this
problem is, familiarly, to claim that the thought expressed by a sentence is distinct fromits “meaning”. But, as we
shall see, Frege was not content simply to draw this distinction. His commitment to the principle of compositionality,
and his subtle appreciation of the demands it imposes, led him to an account of what thoughts are and how they
are expressed by sentences whose influence continues to be felt today.

The problem just mentioned is discussed in detail in Function and Concept:

What ‘22 = 4’ means is the True just as, say, ‘22’ means 4. And ‘22 = 1’ means the False. Accordingly, ‘22
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=4',2 >1', and ‘24 = 42’ all mean the same thing, viz. the True ... The objection here suggests itself that
‘22 = 4’ and ‘2 > 1’ nevertheless tell us quite different things, express quite different thoughts. (Frege,
1984c, op. 13)

Sentences cannot “mean” their truth-values, the claimis, because otherwise all true sentences would have to “tell
us” the same thing. Frege's insight is that there is no incompatibility here at all. This objection poses no special
problem for his view, he argues, because it stems from a much weaker assumption:

[Llikewise ‘24 = 42" and ‘4 x 4 = 42’ express different thoughts; and yet we can replace ‘24’ by ‘4 x 4’,
since both signs have the same meaning. Consequently, ‘24 = 42" and ‘4 x 4 = 42’ likewise have the same
meaning. We see from this that from sameness of meaning there does not follow sameness of the thought
expressed. If we say ‘the Evening Star is a planet with a shorter period of revolution than the Earth’, the
thought we express is other than in the sentence ‘the Morning Star is a planet with a shorter period of
revolution than the Earth’; for somebody who does not know that the Morning Star is the Evening Star might
regard the one as true and the other as false. And yet both sentences must have the same meaning; for it
is just a matter of interchange of the words ‘the Evening Star’ and ‘the Morning Star’, which mean the same
thing, i.e. are proper names of the same heavenly body. (Frege, 1984c, opp. 13-14)

What Frege is arguing here is that the principle that the “meaning” of a complex expression is determined by the
“meanings” of its parts—that s, the principle of compositionality—together with the principle that the “meaning” of
a proper name is its bearer, already implies that the thought expressed by a sentence is not determined by its
“meaning”. If so, then it is no objection to his view that ‘24 = 42’ and ‘2 > 1’ have the same “meaning” that they
express different thoughts.

There were a host of good reasons for Frege to endorse the premises behind this argument. (We revert now to
speaking of denotation and reference rather than of “meaning”.) The principle of compositionality falls out of his
treatment of concepts as functions; the thesis that sentences denote their truth-values we have just discussed;
and Frege had held that the “content” of a proper name was its bearer even early on in Begriffsschrift. There is, of
course, one other assumption that is needed: that “...2% = 42" and ‘4 x 4 = 42’ express different thoughts”. This
assumption has, of course, been much discussed in contemporary philosophy. At least until his correspondence
with Russell, however, Frege does not seem even to have considered the possibility that it might be denied.42

If we accept that premise, as Frege did, then the argument we have been considering may not pose a problem for
his view, but it does suggest a question, one Frege formulates in a letter to Peano as: “How can the substitution of
one proper name for another designating the same object effect such changes? ” (Frege, 1980b, p. 169). Frege's
solution to this problem is, famously, to distinguish sense from reference. The distinction makes its first appearance
in Function and Concept, immediately following the passage quoted above:

We must distinguish between sense and reference. ‘24" and ‘4 x 4’ certainly have the same reference, i.e.
are proper names of the same number; but they have not the same sense; consequently, ‘24 = 42’ and ‘4
x 4 = 42’ refer to the same thing, but have not the same sense (i.e. in this case: they do not contain the
same thought). (Frege, 1984c, op. 14)

Although the formulation in terms of sense and reference does not crystallize in Frege's writings until the early
1890s,43 itis clear that Frege is aware of the distinction as early as Die Grundlagen,** and, as we shall see below,
some of the machinery he deploys is already present in Begriffsschrift.

Though its application to identity-statements is extremely significant, it's important to observe that the distinction
between sense and reference does not emerge from any particular concern with identity-statements. At the time of
Begriffsschrift, Frege treats mathematical equality as a notion distinct from ‘identity of content’, the latter being the
notion governed by Leibniz's Law. But Frege must quickly have realized that this view is incompatible with a central
tenet of logicism, namely, that there are no arithmetical notions with irreducibly mathematical content. When, in
“Boole's Logical Calculus” (written, again, no more than two years later), Frege is demonstrating how actual
mathematical arguments can be formalized in the begriffsschrift, he takes the logical principles that, in
Begriffsschrift, had governed ‘identity of content’ now to govern arithmetical equality (Frege, 1979a, p. 29). In Die
Grundlagen, Frege overtly takes the step of reducing arithmetical equality to the general notion of objectual identity
governed by Leibniz's Law (Frege, 1980a, §65). Identity-statements then take pride of place within Frege's
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mathematical project, logicism: “... [I]dentities are, of all forms of proposition, the most typical of arithmetic” (Frege,
1980a), he tells us. But now there is a problem: Frege must explain why ‘2 + 2 = 4’ expresses something more
than a mere triviality; he must solve what has become popularly known as ‘Frege's Puzzle’.4> But there is also
something else Frege must show, which he intimates in the passage from Function and Concept displayed above,
namely, why ‘24 = 42’ expresses a different true thought than does ‘4 x 4 = 42’. The two puzzles are not the
same, for in the latter case, unlike the former, substitution does not transform something of substance into a
triviality: both ‘24 = 42" and ‘4 x 4 = 42’ have non-trivial thought contents.46

Although the sense-reference distinction is centrally implicated in accounting for both puzzles, a confluence that
Frege thought highlighted its utility and importance, the reflections that led Frege to recognize the role this
distinction played in resolving these two puzzles are quite different, as befits the difference between them.
Whereas the puzzle about identity-statements arises for Frege from deep concern about a foundational
mathematical issue—how equalities qua identities can express substantive mathematical content—the latter raises
a more general semantic issue—how sentences express thoughts. For how are we to understand how the parts of
a sentence contribute to determining the thought it expresses if sentences expressing different thoughts can be
composed in the same way from parts with the same references? The fact that Frege illustrates the problem with
arithmetical examples shows that he views this matter as a semantic issue at the very foundations of logic: itis an
issue about the meaningfulness of expressions of the begriffsschrift.47 But Frege did not take the issue to be limited
to logic; rather he took it to be endemic, to be found in any language whose sentences express thoughts, including
natural languages.

The crucial insight, for Frege, is that the distinction between sense and reference is not a distinction between
content and something else but a distinction within content. In his initial remarks about content in Begriffsschrift,
Frege talks of sentences' having “possible contents of judgement” as their “conceptual content” (Frege, 1967, §8).
But, in a famous passage from the preface to Grundgesetze, Frege emends this view, saying that he has “split”
content into a complex of thought and truth-value (Frege, 1964, op. x).

A fair bit of effort has been expended trying to discover in what sense the earlier notion of conceptual content
contained both the later notions within it. What difficulties have emerged may arise in large part from trying to see
the break as structural, as if the notion of conceptual content were a kind of hybrid of the notions of thought and
truth-value. But perhaps the break was functional: Frege had tried to use the one notion of conceptual content to
do work for which he later decided two notions were needed. The rub came when conceptual content was asked to
play a role more aptly enacted by truth-values. No doubt the peculiarities of taking conceptual contents as the
denotations of sentences—so that negation and the conditional would be regarded as functions from conceptual
contents to conceptual contents—would have been evident to Frege.48 But the important point for present
purposes is that there is no mystery about the way in which conceptual content was asked to play the role later
played by thoughts: that s its most explicit theoretical purpose in Begriffsschrift, so much so that Frege would not,
we think, have confused his readers had he simply continued using the term “conceptual content” instead of
switching to the new term “thought”. In any event, the notion of a thought that Frege deploys in his discussion in
Function and Concept is not one for which he would have had to search very far: the distinction between the
sense and reference of sentences—that s, the distinction between thought and truth-value—was ready to hand.
The problem the puzzle about substitution posed for Frege was therefore not that he could not see how to allow
that two sentences can have the same truth-value but express different thoughts.49 Rather, the question the
puzzle posed was why the two sentences express the different thoughts they do.

Frege took himself to have shown that the thought expressed by a sentence is not determined by the references of
its parts. If not, it must presumably be determined by something else about the parts,5% which we might as well
agree to call their senses: “The names, whether simple or themselves composite, of which the name of a truth-
value [thatis, a sentence] consists, contribute to the expression of the thought, and this contribution of the
individual [component] is its sense” (Frege, 1964, §32). So far, then, the notion of a name's sense is purely
programmatic, but, as it happens, Frege also had the resources to make it somewhat less so ready to hand. In his
discussion of identity-statements in Begriffsschrift, Frege remarks that:51

[T]he need for a sign for identity of content rests upon the following consideration: the same content can
be completely determined in different ways; but thatin a particular case two ways of determining it really
yield the same result is the content of a judgement. Before this judgement can be made, two distinct
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names, corresponding to the two ways of determining the content, must be assigned to what these ways
determine. (Frege, 1967, §8, Frege's emphasis)

The idea that a proper name has both a “content”, taken to be the object it denotes, and an associated mode of
presentation (its Bestimmungsweise, in the terminology of Begriffsschrift) is thus present early on in Frege's
thinking. The key insight, here again, was that this need not be regarded as a distinction between content and
something else but can instead be regarded as a distinction within content itself.>2 From the perspective thus
reached, Frege can therefore write in “On Sense and Reference”:

It is natural ... to think of there being connected with a sign ..., besides that which the sign designates,
which may be called the reference of the sign, also what | should like to call the sense of the sign, wherein
the mode of presentation is contained. (Frege, 1984f, op. 27)

This suggestion, that a name's sense “contains” a mode of presentation of the object it designates, gives the
otherwise programmatic notion of sense at least some substantial content: the senses of the parts of a sentence
determine the thought it expresses because senses present the objects the thought concerns, and such objects
may be presented in different ways. Of course, how much illumination is thus provided depends upon how much
we takes ourself to know about ways in which objects may be presented.

Infamously, Frege never says very much more about what modes of presentation are, nor about what the sense of
a hame is, than he does in the passages we have cited. In much of the secondary literature, especially the older
secondary literature, itis assumed that a mode of presentation is a condition an object must satisfy if it is to be the
denotation of an expression. If so, then, in some sense,>3 every proper name will be equivalent to a definite
description ‘the ¢’, where ¢ abbreviates the mentioned condition. Part of what motivates this interpretation is the
fact that the only examples Frege gives of modes of presentation are just such conditions.54 But that does not
show that modes of presentation must be descriptive conditions, only that they may be.

A deeper reason to endorse the descriptive interpretation of modes of presentation derives from Frege's insistence
that sense determines reference.>> There are stronger and weaker interpretations of this doctrine. On the weaker
interpretation, Frege means only that reference supervenes on sense, that is, that any two expressions that have
the same sense must also have the same reference. On the stronger interpretation, what Frege is claiming is that a
name has the reference it does because it has the sense it does. One can see why the stronger interpretation
might lead one to suppose that the sense of a name had to be something like a description: if a name's having the
sense it does is to explain its having the reference it does, then the sense of the name must at least determine
some condition that an object must satisfy if it is to be the name's reference. Moreover, the condition must be to
some extent independent of the name's referring to the object it does: obviously, if the sense incorporated the
reference somehow, the name's having that sense wouldn't explain its referring to the object it does.>6 But we
know of no convincing evidence in favor of the stronger interpretation, and the weaker interpretation suggests no
particular conception of what sense is.

The true reason the descriptive interpretation of the notion of sense was once so popular, however, is probably
that itis simply not obvious what the alternatives are. How else are we to characterize modes of presentation?
Nonetheless, we agree with most scholars of Frege's work that the descriptive interpretation is a
misinterpretation.>7 We suggest, moreover, that if one seeks illumination about the notion of sense, one should not
look for a direct answer to the question “What is the sense of a name?” There is no such answer to be found in
Frege. What s to be found is a theory of logic and language in which the notion of sense has an important role to
play. And it, like many other theoretical notions, inherits its content from the broader theoretical framework in which
it makes its home.58

Running through our discussion has been the claim, which Frege makes in numerous places, that the sense of a
sentence is a thought. Itis perhaps tempting to suppose that for Frege a thought just is the sense of a sentence, as
if his remark in Grundgesetze, “The sense of a name of a truth-value | call a thought” (Frege, 1964, §2), were
meant to be definitional. But it is not. For Frege, the notion of a thought is fundamentally a cognitive one. Like the
earlier notion of conceptual content, it emerges from Frege's distinction between cognitive events, such as one's
making a judgement or considering an hypothesis, and what it is that one judges or considers.>® Frege insists, as
against the ‘psychologistic’ logicians, that we must recognize in such episodes something objective that may be
considered at one time and at another time judged, or affirmed by one person and denied by another. Itis the
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objective element in such episodes that Frege calls a thought. Thoughts, that is, remain for Frege ‘possible
contents of judgement’, to use the terminology of Begriffsschrift, or, to use more modern terminology, possible
contents of propositional attitudes.

The distinction between thought and judgement is especially evident in natural languages, for these have speakers
who have cognitive attitudes towards thoughts.69 Speakers may judge thoughts, as well as know and believe them.
Thus, in identifying thoughts as the senses of sentences, Frege is establishing a connection between language and
cognition: he is claiming that with each sentence there is associated as its sense a possible content of a cognitive
attitude. That naturally suggests that each sentence has a particular belief associated with it as the belief a literal
utterance of that sentence would express. One might wonder, however, what justifies Frege's claim that thoughts
are thus associated with the sentences of a language as opposed to the weaker claim that each speaker
associates a thought with each sentence she understands, different speakers possibly associating different
thoughts with the same sentence.61 Only if the stronger claim can be defended, one might argue, can the notion of
sense be regarded as a linguistic notion as opposed to a merely psychological one.

How Frege arrived at his point of view about this matter seems clear enough. It was important to Frege that
thoughts should be objective. He insisted, as against those who would confuse thoughts with “ideas”, that it must
be possible for you to believe the very same thing | do, or again to believe its negation.62 But it was equally
important to Frege—in large part because he was so impressed by the use of language as a tool of communication,
in particular, as a tool of joint scientific inquiry—that we express such agreement and disagreement in our use of
language. If Smith says “Aristotle was Greek” and Jones says “Aristotle was not Greek”, Jones appears to
contradict Smith. But that would not be so if the thought Jones associated with the sentence he uttered was not the
negation of the thought Smith associated with the sentence he uttered. Someone who knew that Smith and Jones
associated different thoughts with the sentence “Aristotle was Greek” might rationally regard both of them as
speaking truly. For example, if Jones took the sentence to express the thought that the teacher of Alexander the
Great was Greek whereas Smith took it to express the thought that the greatest student of Plato was Greek, their
apparent disagreement might be merely verbal in the sense that, if they were apprised of this fact, they would no
longer regard themselves as disagreeing.

That said, however, Frege was aware that to require speakers always to assign the same senses to their words is
to set a high standard, one thatis not always met in everyday communication. We might take this to indicate that
the notion of sense incorporates an idealization, so that the sense of a name is, say, what speakers would,
perhaps after reflection and consultation with other speakers, acknowledge as a standard to which they were
willing to subject their own usage of the name. Sense would be constant from speaker to speaker by convention.®3
Frege's view is different. His view is that we should simply recognize that, strictly speaking, those who associate
different senses with a given proper name speak different languages and that communicability hews to weaker
criteria than speaking the same language. Linguistic variation is a normal occurrence, and, as Frege himself notes,
it is often unimportant that speakers should all associate the same sense with a given proper name. Whether an
object falls under a given concept does not depend upon how the object is presented. It follows that
communication can succeed between speakers who technically do not speak the same language so long as they
can determine that they are speaking about the very same things: “So long as the reference remains the same,”
Frege writes, “variations of sense may be tolerated” (Frege, 1984f, op. 27, fn).64

But only to a point. Itis not always unimportant whether the sense is the same for different speakers. The limits of
tolerance are to be found where the thought itself matters. A contemporary philosopher might suspect that such
cases are to be found most prominently where we attribute propositional attitudes. And, indeed, Frege famously
regards sentences of the form ‘N believes that S’ as asserting a relation between N and the thought that S, which
he takes to be the denotation of the phrase ‘that S’.65 Such cases are undoubtedly of interest, and they have of
course been much discussed. But for Frege, the crucial case is always that of /ogic. And so itis no surprise that
Frege follows his remark that “such variations of sense may be tolerated” with the warning that “they are to be
avoided in the theoretical structure of a demonstrative science and ought not to occur in a perfect language”
(Frege, 1984f, op. 27, fn).

Why not? The following passage contains a hint:

As if it were permissible to have different propositions with the same wording! This contradicts the rule of
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unambiguousness, the most important rule that logic must impose on written or spoken language. If
propositions having the same wording differ, they can do so only in their thought-content. Just how could
there be a single proof of different thoughts? (Frege, 19849, op. 385 fn)

On Frege's view, logic is the enterprise of showing how true thoughts follow from other true thoughts. But showing
this must meet the highest standards, those of proof. The criterion of sense-invariance is part of how we insure the
reliability of proofs. If a given sentence, standing as the conclusion of a proof, could be associated with more than
one thought, how could we be certain just which thought had been proven? Thatis why Frege is at pains to insist,
in Grundgesetze, that his stipulations concerning the significance of his primitive expressions completely determine
which thoughts are expressed by the sentences of his formal language. Referring to a much-discussed argument
in the preceding sections, Frege writes in section 32:66

In this way itis shown that our eight primitive names have denotation, and thereby that the same holds
good for all names correctly compounded out of them. However, not only a denotation, but also a sense,
attaches to all names correctly formed from our signs. Every such name of a truth-value [that is, every
well-formed sentence] expresses a sense, a thought. Namely, by our stipulations it is determined under
what conditions the name denotes the True. The sense of this name—the thought—is the thought that
these conditions are fulfilled. Now a proposition of begriffsschrift consists of the judgement-stroke and of a
name ... of a truth-value. ... Itis now asserted by such a proposition that this name denotes the True. Since
at the same time it expresses a thought, we have in every correctly-formed proposition of begriffsschrift a
judgment that a thought is true; and here a thought certainly cannot be lacking. (Frege, 1964, §32)

Frege is thus claiming that the theorems proven in Grundgesetze have been guaranteed to express completely
determinate thoughts.67

To the extent that Frege was concerned with language as a tool of communication between inquiring minds, it was
to codify those aspects of language that allow it to operate as such in a rigorous, reliable, and sound fashion.
Frege's goal, more precisely, was to isolate those aspects of language that are required for reasoning. All
communication involves the communication of thoughts, Frege would insist, but if we are to ascertain whether
communication abides by the laws of thought—that is, the laws of logic—then it must be insisted that there be no
variation of sense, so that we are dealing with just one language throughout. Otherwise the following sort of
exchange might occur: Jones might prove a certain thought and then communicate it to Smith who, as it happens,
actually associates a different thought with that same sentence; Smith then correctly derives some other thought
from that one and then communicates it back to Jones, who in turn associates a different thought with that
sentence, one that does not actually follow from the thought that he associated with the original sentence.
Consequently, Frege insists, “we must really stipulate that for every proper name that there shall be just one
associated manner of presentation of the object so designated” (Frege, 1984h, op. 65), although this condition may
be relaxed (with the concomitant variation of language within a ‘speech community’) when not so much is on the
line in our communicative interactions.®8

That languages are defined by the relation between certain linguistic forms (namely, sentences) and the thoughts
they express is a central Fregean doctrine. But for Frege, thoughts are complexes, made up of senses, and so itis
the composition of those senses that will define the language. Thus, itis not just that speakers associate thoughts
with sentences; languages, including the sense relevant to logic, are individuated in part by what senses their
expressions have. For Frege, the principle of compositionality is thus a linguistic rather than a psychological
principle; how thoughts compose to express truths plays out through an account of linguistic meaning. In this
regard, that

(M) The Morning Star is a planet
expresses a different thought than
(E) The Evening Star is a planet

does is a linguistic fact. And with this observation, we are close to an appreciation of Frege's solution to his famous
puzzle. But we still lack one piece.

Grant that ‘the Morning Star’ and ‘the Evening Star’ are associated with different modes of presentation, so that
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they have different senses. How does that fact explain why (M) and (E) express different thoughts? That Frege
intends such an explanation is clear from his language in Function and Concept:

‘2% and ‘4 x 4’ certainly have the same reference, i.e. are proper names of the same number; but they
have not the same sense; consequently, ‘24 = 42’ and ‘4 x 4 = 42’ refer to the same thing, but have not
the same sense (i.e. in this case: they do not contain the same thought). (Frege, 1984c, op. 14, our
emphasis)

Itis clear enough that Frege supposes that the sense of a sentence is determined by the senses of its parts. This
assumption will deliver the conclusion that ‘the Morning Star’ and ‘the Evening Star’ have different senses. But it will
not deliver the explanation Frege wants; it will not, that is to say, license his use of the term ‘consequently’. If the
sense of a sentence is determined by the senses of its parts, then the fact that (M) and (E) contain parts with
different senses makes it possible that they should have different senses, butitin no way requires that they
should. What Frege seems to be saying, however, is precisely that (M) and (E) express different thoughts because
they contain parts with different senses.

What is atissue here is the difference between the claim that the sense of the sentence is determined by the
senses of its parts and the much stronger claim that the sense of the sentence is composed of the senses of its
parts. These claims differ because the former allows that the sense of the sentence might be something above and
beyond the composed senses, so thatin principle two different compositions of senses could converge on the
same thought, just as two different compositions of references may converge on the same truth-value. On the latter
conception, however, the composition of those senses into a whole determines a thought as the sense of the
sentence by being that thought.

To make his argument concerning (M) and (E) stick, Frege must show that distinguishing the senses of names from
their references is sufficient to account for such sentences' expressing different thoughts. Frege therefore must opt
for the stronger interpretation of the principle of compositionality—the one that is arguably more deserving of the
name—and regard thoughts as being composed of senses. Frege explicitly states this view in Grundgesetze: “If a
name is part of the name of a truth-value, then the sense of the former name is part of the thought expressed by
the latter name” (Frege, 1964, §32). But itis most vividly expressed in the opening remarks of Frege's last
published essay:

It is astonishing what language can do. With a few syllables, it can express an incalculable number of
thoughts, so that even if a thought has been grasped by an inhabitant of the Earth for the very first time, a
form of words can be found in which it will be understood by someone else to whom it is entirely new. This
would not be possible if we could not distinguish parts in the thought corresponding to the parts of a
sentence, so that the structure of the sentence can serve as a picture of the structure of the thought.
(Frege, 1984b, op. 36)

Unfortunately, itis not at all obvious how to apply mereological notions to thoughts: Frege himself, following up the
remark just cited, warns that “... we really talk figuratively when we transfer the relation of whole and part to
thoughts...” (Frege, 1984b, op. 36). The problemis no secret. It is all well and good to say that the sense of ‘The
Morning Star is a planet’ contains the sense of ‘the Morning Star’ and the sense of ‘is a planet’ as parts (Frege,
1984f, op. 27, fn). But this is not enough without an answer to the question how the parts are bound together, that
is, without an account of how senses cohere to form thoughts. The sense of ‘John loves Mary’ cannot be a mere
agglomeration of the senses of the parts, lest ‘Mary loves John’ have the same sense—which, sadly, it does not.

Frege was well aware of this need, writing in “On Concept and Object”:69

[N]ot all parts of a thought can be complete; at least one must be ‘unsaturated’ or predicative; otherwise,
they would not hold together. For example, the sense of the phrase ‘the number 2’ does not hold together
with that of the expression ‘the concept prime number without a link. (Frege, 1984e, op. 205)

Frege insists that his terms ‘complete’ and ‘unsaturated’ are but “figures of speech”, meant in the context of the
essay “to give hints” to the reader (Frege, 1984e, op. 205). But one natural way to understand Frege's suggestion
is to take the senses of predicates to be unsaturated in the very same way that their references are: the sense of a
predicate is a function from the senses of names to thoughts. Thus, not only does ‘is a planet’ refer to a function, it
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also expresses one, namely, the one that maps the sense of ‘Venus’ to the thought that Venus is a planet; the
sense of ‘Sirius’ to the thought that Sirius is a planet; and so forth. Compositionality for senses would then reduce
to function-application, again in tandem with references. But this will not do. For one thing, itis not clear that itis
coherent to regard senses qua functions as parts of a thought, however far we stretch that notion. Certainly to do
so would break down the parallelism with reference, for we do not take concepts to be parts of truth-values.”® But
even if this leaves us unfazed, it still remains that, if the senses of predicates are functions, then the senses of the
parts merely determine the sense of the whole. Without additional extrinsic stipulation, a ‘sense-function’ could
map distinct arguments onto the same thought, and then there is no explanation of why (M) and (E) express distinct
thoughts.”1

There is, however, a more promising way of understanding Frege's intentions. What we are going to suggest is that
the unsaturatedness of the senses of predicates is parasitic on the unsaturatedness of their references. More
precisely, our suggestion will be that what binds the sense of a predicate and the sense of a name together into a
thought is the interaction of two more fundamental forces: the determination of sense by reference and the
composition of references.”?2

Let us think first about straightforwardly functional expressions, say ‘€2 — 1’ and ‘(€ + 1)(§ — 1)’. These have the
same reference, for they have the same value for every argument. They have different senses, however, because
the value the function has for a given argument is determined in different ways: in the one case, we multiply the
argument by itself and then subtract one; in the other, we multiply the result of increasing the argument by one by
the result of decreasing it by one. These two ways of describing a single mapping from arguments to values
correspond to the senses of the two expressions: the sense of a functional expression is a particular way in which
values may be associated with arguments. Itis thus tempting to think of the senses of these expressions as what
are sometimes called ‘functions-in-intension’, thatis, as arithmetic functions individuated intensionally rather than
(as is nowadays common) extensionally. We are not suggesting that we should succumb to this temptation. But
there is an idea here that is worth preserving, namely, that, since the sense of a functional expression is a way in
which a function may be given to us, any such sense will inherit the ‘unsaturatedness’ of its referent. We can use
this fact to explain how senses compose.

If the sense of a functional expression is ‘unsaturated’, then it must, in some sense, ‘need completion’ by
something else. We suggest that what ‘completes’ the sense of a functional expression is simply an object. It might
seem as if that's impossible, since we would then be unable to distinguish the sense of, say, ‘42’ from that of ‘(2 x
2)2'. And if the sense of ‘€2’ were a function from objects to thoughts, then of course the objection would be
conclusive, but we are not saying that the sense of ‘€2’ is such a function or, for that matter, that it is any kind of
function at all. It certainly does not follow from the fact that the senses of predicates are unsaturated that they are
functions: predicates are unsaturated, too (Frege, 1984i, opp. 663-4), but they are certainly not functions. What
we are suggesting is that the sense of ‘€2’ needs to be completed by an object because ‘€2’ denotes a function,
and that function needs to be completed by an object. But when an objectis provided as argument, it must be
given to us in some particular way. What distinguishes the sense of ‘42’ from that of ‘(2 x 2)2’ is how that object is
given to us. Let's suppose that the sense of ‘4’ presents 4 as the successor of 3. Then the sense expressed by
‘42" may be characterized as follows: to one who understands it, the expression ‘42’ presents an object as the
number that results if the successor of 3 is multiplied by itself. The expression ‘(2 x 2)2' presents that same object
in a different way.

It now becomes extremely tempting to say that the sense of a functional expression is completed by the sense of a
name. Such an interpretation, the Siren notes, can be defended using the same move we just made: deny that the
senses of functional expressions are functions that take senses as arguments. The difficulty, however, is that it
would then be impossible to explain how the sense of ‘€2’ is completed in a sentence like: Vx (x 2 > x), the problem
being that variables do not have senses. On our reconstruction—it is hard to call it an ‘interpretation’—there is no
such problem: the sense of the expression will be completed in virtue of its reference's being completed through
the semantic analogue of variable binding.”3 Nonetheless, there is something right about the proposal, for there is
a clear sense in which, on our view, the sense of a functional expression is indirectly completed by the sense of a
name. What completes the sense of a functional expression is, most fundamentally, an object. But when we think of
an object as the value of £2 for some particular argument, we must think of the argument in some way. We will then
be thinking of an object as the result of applying a function thatis given to us in a certain way to an object that is
given to us in a certain other way.
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It should now be clear enough what we want to say about the senses of predicates and how they are bound
together with the senses of names to form thoughts. Consider our sentence (M), ‘The Morning Star is a planet’. The
sense of the predicate ‘is a planet’ we identify with a way of presenting a function from objects to truth-values.”4 It
needs to be completed by an object because the function it denotes needs to be completed by an object. The
sense of the name ‘the Morning Star’ determines an object, and so the sense indirectly completes both the sense
and the referent of the predicate. The references of the expressions can then compose, via function-application, to
determine a truth-value for the whole sentence (the True, in this case). To entertain the thought expressed by (M)
is thus to think of an object given in a certain way as being mapped to the True by a function given in a certain
way. The thought expressed by (M) is thus, to a first approximation, that the last celestial body visible in the
morning is mapped to the True by the function that maps all and only planets to the True. Or, much more precisely,
albeit much less informatively: that the Morning Star is a planet. To entertain the thought expressed by (E), on the
other hand, is to think of an object given as the first celestial body visible in the evening as being mapped to the
True by the function that maps all and only planets to the True. The thought expressed is thus: that the Evening
Star is a planet. The sentences (M) and (E) therefore express different thoughts and do so for just the reason that
Frege cites: they are made up of parts with different senses.

In the end, then, no ‘sense-glue’ is needed to bind the parts of a thought together. The sense of a name is bound to
the sense of a predicate because the sense of the name determines an object and the sense of the predicate
determines a function which, being unsaturated, may be completed by that object. It follows that, absent reference-
failure, a thought will have one of the two truth-values, and the senses of the parts will, through how they determine
the references of the parts, determine under what condition that value will be the True. That s to say, the familiar
Fregean doctrines that thoughts are truth-evaluable and that they determine truth-conditions emerge, on our
account, as consequences of deep features of Frege's conception of how senses combine to form thoughts. The
same cannot be said for the alternative interpretation that takes the senses of predicates to be functions. There is,
of course, nothing in that view that prec/udes thoughts from being truth-evaluable or from determining a truth-
condition. But since thoughts are values of the functions with which the senses of predicates are identified, it will be
impossible to characterize those functions absent an antecedent conception of what thoughts are (Dummett,
1981b, ch. 13). One will then have no alternative but to take it as axiomatic that thoughts are truth-evaluable and
that they determine truth-conditions, and so will be unable to explain these facts.

In section 1.2, we were at pains to emphasize that Frege's doctrine that concepts are unsaturated is primarily, and
perhaps even entirely, semantic rather than metaphysical. What it is for an object to fall under a concept will be,
for Frege, illuminated by an account of linguistic meaning. Something similar can now be said about Frege's
conception of thoughts. We emphasized earlier that, for Frege, the notion of a thought is fundamentally a cognitive
one. Thatis not to say thatitis fundamentally a psychological one, and Frege would vehemently have denied that
it was. Itis, indeed, as much a manifestation of Frege's genius as anything we know how carefully he separates
these two claims. Both the danger, and Frege's strategy for avoiding it, are visible in his account of how thoughts
cohere. The danger is that we will reach for the easy solution that appeals to some psychological analogue of
predication—some notion of ‘applying a concept to an object'—seems to offer. The strategy for avoiding this
danger is to occupy and steadfastly refuse to abandon the semantic perspective that pervades Frege's mature
writings. Such a psychological notion may be needed to explain how or why we are able to entertain the thoughts
we do, butitis not, Frege insists, needed to explain how the parts of a thought cohere. That, too, is to be
illuminated by an account of linguistic meaning.

1.5 Closing Remarks

From Frege, what endures? If we were to distill his contribution to the study of language down to its essence, it
would be his recognition of the necessity of compositionality to an account of truth and meaning. Although Frege
never elaborated a formal theory of truth for begriffsschrift, as Tarski did for the calculus of classes, he did develop
an informal theory that is no less mathematical for being informal’> and which remains the first demonstration of
how a compositional theory of truth for a language of reasonable expressive power can be given. The central
aspects of Frege's semantic theory remain with us, if not always in their particulars, then at least in their guiding
ideas. Thus, underlying Frege's conception of concepts as unsaturated is his insistence that the semantics of
predicates must reveal the role they play in determining truth-values; underlying his conception of thoughts is his
insistence that the semantics of sentences must reveal the role their constituent parts play in composing entities

Page 18 of 29



Frege's Contribution to Philosophy of Language

that have truth-values.

As uncontentious as these doctrines may seem to us today, Frege's notion of sense still raises the hackles of
many. But the underlying idea has persisted here as well: in a slogan, “No reference without information”. Thus,
though the terminology differs, itis quite commonly held that, to use a proper name to speak of an object, a
speaker must be in possession of conceptual information about the name's reference: the speaker must have a
way of thinking of it, a dossier of information about it, a body of knowledge concerning it, a guise through which
she thinks of it, or—suggestive of the Fregean heritage—a mode of presentation of it.”6 How close a given view is
to Frege's is largely a function of how much information about the reference a speaker is required to have. But,
whatever the other differences between them, these contemporary views all deny that the information the speaker
associates with the name determines its reference.”’ Itis here that the fundamental difference between ‘new’
theories of reference and Frege's is to be found.

Frege himself no doubt would have viewed these newer accounts of sense, with their appeal to inherent
subjectivity and speaker to speaker variability, as heralding a new psychologism no less pernicious than the old.”8
Contemporary writers are liable to dismiss this concern, and their tendency to do so is, we believe, indicative of a
more fundamental change from Frege's views, one concerning how language itself is conceived. For Frege,
languages are inherently interpreted systems, characterized by the association between senses and symbols.
Today, on the other hand, we are used to thinking of languages without this tight bond between syntax and
semantics. The resulting perspective has proved extraordinarily fruitful. Meta-logic, as we know it, would not be
possible without the idea that a fixed language can have various interpretations,’® and the question how syntax
and semantics are related is among the most difficult and, therefore, most fruitful posed by contemporary linguistic
theory. This change in how language is conceived places the notion of sense itself in a very different perspective:
if languages are conceived as Frege conceived them, then sense is semantic by definition; for languages
conceived as they are today, sense not only need not be semantic, it need not even be linguistic.

In this regard, the contemporary debate about reference seems to us to be one piece of a more general discussion
that continues to animate the philosophy of language: how we are to fit into a very different conception of
language the very real semantical insights that Frege bequeathed to us.80
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Notes:

(1) Frege's relation to his mathematical environment has been the subject of much recent work. See (Wilson, 1995)
and (Tappenden, 1995a, 1995b, 2000).

(2) Frege never presents an explicit axiomatization of arithmetic, but there is a case to be made that he had one
that was only slightly different from the now standard axiomatization due to Dedekind and Peano. See (Heck, 1995).

(3) We will use the lowercase ‘begriffsschrift’ to refer both to Frege's formal language and to the logical theory
stated in that language. Context should disambiguate these uses. We will of course use upper case when referring
to Frege's book.

(4) Arguably, Frege recognizes but one rule of inference, modus ponens, in Begriffsschrift. He does not clearly
identify the other rules an adequate formalization would require—namely, universal generalization and substitution
—and itis not clear that he regards them as rules of inference. See (Frege, 1979a, p. 39), where he refers to
modus ponens as “ [t]he rule of inference”.

(5) Of course, Russell and Wittgenstein are well-known exceptions. Among purely mathematical colleagues, the
only one who seems to have had much time at all for Frege's work was Peano, and his interest seems to have been
short lived.

(6) Their reviews of Begriffsschrift are reprinted in (Frege, 1972b).

(7) There is much of interest in Frege's work that we shall not have space to discuss. We shall only touch very
briefly upon Frege's treatment of intensional contexts (Frege, 1984f, opp. 36ff), barely mention his discussion of
indexicality (Frege, 1984h, opp. 65ff), and, sadly, ignore his notion of a criterion of identity (Frege, 1980a, §§62ff)
and his discussion of presupposition (Frege, 1984f, opp. 39ff). That is not, of course, because we think there is
nothing of value in these discussions. There is. But we have tried here to focus upon Frege's most general
doctrines, which in turn shape his particular analyses.

(8) The second premise could, of course, also be taken to be: Some S are H.

(9) This change is noted explicitly by Philip Jourdain in his 1912 summary of Frege's doctrines (Jourdain, 1980, p.
204), on which Frege provided extensive commentary.

(10) And similarly, there is no distinction between first- and second-order quantification. There is but one axiom of
universal instantiation, proposition 58, and it is used indiscriminately to justify both what we would regard as first-
order inferences and what we would regard as second-order inferences.

(11) Frege speaks almost entirely of concepts in this paper, not of functions. But it is clear that this difference is
only terminological: Boole speaks of concepts, and Frege is speaking as he does. Indeed, Frege's examples of
functions in Begriffsschrift are generally examples of concepts (or predicates).

(12) Frege does not use this terminology until 1882, in a letter to Anton Marty we quote below. The only earlier hint
of that terminology—or, rather, of the alternative terminology of “ incompleteness” —is in a footnote in “ Boole's
Logical Calculus”, where Frege says that, in a concept, “ one simply doesn't have anything complete” (Frege,
1979a, p. 17, fn).

(13) See the famous exchange about Mont Blanc and its snowfields in Frege's letter to Russell of 13 November
1904 (Frege, 1980b, p. 163) and Russell's reply of 12 December 1904 (Frege, 1980b, p. 169).

(14) We shall cite Frege's published papers, as reprinted in (Frege, 1984a), by the page number in the original
publication.

(15) There is no general agreement about how Frege's technical term ‘Bedeutung’ and its cognates should be
translated. We shall here generally translate it as ‘denotation’ but sometimes as ‘reference’, and we shall use the
latter exclusively when contrasting Bedeutung with sense.

(16) The translation has the last word of the first sentence being “ them”, as if it were anaphoric on ‘empty places’.
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Itis clear, however, that what Frege means is, as he puts it in Function and Concept, that “ the argument does not
belong with a function” (Frege, 1984c, op. 6).

(17) Of course, Frege did regard predicates as functions in Begriffsschrift, but that was for a different reason,
namely, that he thought functions were expressions. As we shall see below, itis a delicate question to what the
unsaturatedness of the senses of predicates amounts.

(18) More formally, ‘A’ ranges over what may be called ‘auxiliary names’: we suppose that the language can
always be expanded by the addition of a new name, whose reference may then be any object one wishes.
Formally, a truth-definition using such a device requires us to quantify over languages that expand the original
one. See (Heck, 1999) for discussion, and the appendix of that paper for a sketch of a formal of a theory of this
kind.

Frege uses some such device, and we have borrowed this use of Greek capitals from him. It is not clear, however,
how Frege regarded these expressions, whose use he never explains. Sometimes, they seem to act like meta-
linguistic variables ranging over objects; but then they also occur in quotation-marks, as in the semantic clause for
identity in §7 of Grundgesetze, which suggests that they are substitutional variables. Auxiliary names let us have
the best of both worlds.

(19) We will quote one of these below, that for the horizontal. Itis in no way exceptional. Regarding the other
primitives, the clause for negation is in § 6; identity, § 7; the first-order universal quantifier, § 8; the smooth
breathing, § 9; the definite article, § 11; the conditional, § 12; and the second-order universal quantifier, § 24.

(20) We will take up Frege's view that sentences denote truth-values below.

(21) The concept horse problem surely does make itself felt in these informal remarks. The point is that it need not
make itself felt in the formal semantics.

(22) To be fully faithful to Frege's intentions, the clause would better be formulated so that it explicitly assigned a
function to the predicate, but we'll glide past that complication.

(23) Here ‘® (£)’ is a syntactic variable ranging over predicates, with & indicating the argument-place. It is here that
it becomes important that A is an ‘auxiliary name’ and does not just range over such names as are available in the
language itself. Note, however, that our being able to give this definition in no way depends upon our using the
device of auxiliary names. The same trick could be pulled using satisfaction.

(24) For the proof, we also need a principle stating that every predicate denotes at most one concept:
denotesy(®E, @x) » denotesy (PE, yx) - Vx(px = yx). But we need such a principle anyway, since we'd otherwise
not be able to prove, say, that ‘0 = 1’ is false: For that argument, we need to know that ‘=" denotes only the
relation of identity. With this principle in place, we could then introduce an expression true-ofit,y), read ‘t is true of
y’, as equivalent to: IF(denotesx(t, Fx) » Fy).

(25) Frege's use of the traditional terminology here is, presumably, in deference to Marty.

(26) Concepts for Frege are those functions, at any level, that map their arguments to truth-values. Frege's
hierarchy is defined, however, in terms of the arguments of functions, not their values, so there are functions at
higher levels of the hierarchy that do not have truth-values as their values. Most notable is the second-level
concept that is the denotation of the ‘smooth-breathing’ operator, which forms names of extensions of concepts
(or, more generally, of value-ranges).

(27) The most well-known characterization in terms of characteristic functions is found in (Montague, 1974). See
also (Lewis, 1970). For discussion of generalized quantifiers, see (Higginbotham and May, 1981), (Barwise and
Cooper, 1981), and (Keenan and Stavi, 1986), among a considerable literature.

(28) For some of the consequences of this choice for the semantics of natural language, see (Larson and Segal,
1995), (Chierchia and McConnell-Ginet, 1990), and (Heim and Kratzer, 1998).

(29) There is a famous argument, the so-called “slingshot”, that derives the claim that sentences denote their
truth-values from compositionality and a handful of other claims. See (Neale, 2001) for extensive discussion. The
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argument has sometimes been ascribed to Frege, but we know of no evidence he ever formulated it and so will
leave it out of account.

(30) Since, for Frege, the truth-values are objects, these functions are defined for non-truth-values as well. But
because negation and the conditional embed horizontals, they may, in effect, be regarded as defined only on the
truth-values.

(31) Gystein Linnebo argues that Frege relies upon a quite traditional form-content distinction in Begriffsschrift, and
the logical machinery belongs to the ‘form’ of a proposition (Linnebo, 2003). If so, then the notion of a function
clearly belongs to the content side and so wouldn't have been applied to such logical notions as the conditional.

(32) It will only arise for Frege once his views about what functions are have changed and he no longer regards
them as expressions. As noted above, this change was well under way by 1881.

(33) Boole's view in The Mathematical Analysis of Logic (Boole, 1847) is that the possible values of sentential
variables are something like sets of circumstances: these are basically possible worlds as understood in the model
theory of propositional modal logic. This was an important idea, to be sure, and some of the earliest investigations
of modal logic were undertaken by members of the Boolean school, such as Hugh MacColl, around the turn of the
twentieth century. (Thanks to Stephen Read for this information.)

Boole's later view, in Laws of Thought (Boole, 1854), is the one Schrdder elaborates in his review of Begriffsschrift
(Schroder, 1972, p. 224): The semantic value of a sentence-letter is taken to be the set of times when itis true.
Frege has a lot of fun with that suggestion, but it too has a contemporary echo, in tense logic.

(34) Value-ranges are the only option, since they are the only objects (other than truth-values, if truth-values are
not value-ranges) in the domain of theory. See (Wehmeier and Schroeder-Heister, 2005) for a careful analysis of
this argument, which turns out to contain a subtle flaw.

(35) Even on Frege's own view, this is incorrect or, at least, inexact. As Dummett notes, the equivalence of A and
“Itis true that A” cannot be maintained if one allows sentences not to have truth-values, as Frege does (Dummett,
1978b, pp. 4-5).

(36) The view mentioned is particularly associated with Thomas Ricketts (Ricketts, 1986, 1996). See also (van
Heijenoort, 1967), (Dreben and van Heijenoort, 1986), (Weiner, 1990), and (Goldfarb, 2001). See (Stanley, 1996)
and (Tappenden, 1997) for criticism and development of contrary views.

(37) See (Heck, 2006) for development of this claim. Some reason for it will also emerge below in section 1.4.

(38) Itis now widely agreed that this claimis what drives the regress. See (Ricketts, 1986) and (Kemp, 1995), for
instance.

(39) There is, in fact, some evidence that Frege himself once so regarded judgement:

We can imagine a language in which the proposition “Archimedes perished at the capture of Syracuse”
would be expressed thus: “The violent death of Archimedes at the capture of Syracuse is a fact”. ... Such
a language would have only a single predicate for all judgements, namely, “is a fact”. ... Our ideography
is a language of this sort, and in it the sign is the common predicate for all judgements. (Frege, 1967,
§3)

The emphasis is Frege's.

(40) We borrow the term ‘content-redundancy’ from Gary Kemp (Kemp, 1998). Kemp understands the argument
differently from how we do, but we think he was right to highlight the connection between it and the regress
argument.

See also the “Logic” of 1897, where Frege writes:

[lltis really by using the form of an assertoric sentence that we assert truth, and to do this we do not need
the word ‘true’. Indeed we can say that even where we use the form of expression ‘itis true that ...’ the
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essential thing is really the assertoric form of the sentence.(Frege, 1979f, p. 129)

Frege might also have mentioned that ‘it is true that p’ can occur as antecedent of a conditional, in which case the
thought that p need not be asserted.

(41) Frege makes similar remarks in his other discussions of the regress argument and the argument from content-
redundancy (Frege, 1979f, p. 130; 1984h, op. 63).

(42) See again the exchange about Mont Blanc and its snowfields, mentioned above in note 13.
(43) For some speculations on the dating, see (Sundholm, 2001).

(44) The notion that a single number may be given to us in different ways plays an important role in the central
sections of Die Grundlagen (Frege, 1980a, §§62-67).

(45) Frege's awareness of this issue is no doubt due to his colleague Johannes Thomae, who argued in (Thomae,
1880) that equalities would express trivialities if they were regarded as identities. Thomae took it as a distinct
advantage of his formalist approach, on which arithmetic propositions are regarded as rules for the manipulation of
formal symbols, that this problem does not arise. See (May, 2001) for elaboration.

(46) This could be doubted, on the ground that ‘42’ is defined as ‘4 x 4'. But there are obviously plenty of other
examples.

(47) The issue is especially pressing for Frege since arithmetical equations, on his view, can be expressed by
formulae of what we might call the ‘pure’ begriffsschrift. But it would arise even if that were not so.

(48) Itis not clear whether Frege ever regarded conceptual contents as the values of the functions with which he
identified concepts. Frege does not express a view on this matter in the papers on Boole. It is striking, however,
that, during this period, he regards concepts as intensional, in the sense that there may be two concepts both true
only of Venus (Frege, 1979a, p. 18). It therefore seems that Frege was not by then taking truth-values to be the
denotations of sentences. The matter is complicated, however, since Frege could have done so and still regarded
concepts as intensional if he took functions generally to be intensional. Unfortunately, he does not express a view
on that question in the papers on Boole.

(49) In (Thau and Caplan, 2001), Michael Thau and Ben Caplan make this sort of suggestion. While we disagree,
and disagree more generally with their reading of Frege on identity—see (May, 2001) and (Heck, 2003)—it should
be clear that we do think they were right to emphasize how important Frege's view that truth-values are the
referents of sentences is to the emergence of the distinction between sense and reference. The connection has
been underappreciated.

(50) An assumption is being made here to which we shall call attention later, namely, the assumption that the
sentence expresses a thought.

(51) Similarly, Frege writes in Die Grundlagen: “Why is it ... that we are able to make use of identities with such
significant results in such diverse fields? Surely itis ... because we are able to recognize something as the same
again although itis given in a different way” (Frege, 1980a, pp. 38-40).

(52) This was first observed by Ignazio Angelelli (Angelelli, 1967, p. 67).

(53) In Naming and Necessity (Kripke, 1980), Saul Kripke famously insisted that, for both Frege and Russell,
descriptions ‘give the meaning’ of names in some sense strong enough to license substitution everywhere, in
particular, in modal contexts. We know of no evidence that Frege held any such view. Even if the descriptive
interpretation were correct, then, Frege need not have been vulnerable to the arguments in Lecture | of Naming
and Necessity.

(54) See, for example, (Frege, 1984f, op. 27, fn). There is one passage that may be an exception:

[11f both Leo Peter and Rudolph Lingens understand by ‘Dr Gustav Lauben’ the doctor who is the only
doctor living in a house known to both of them, then they understand the sentence ‘Dr Gustav Lauben was
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wounded’ in the same way; they associate the same thought with it. (Frege, 1984h, op. 65)

It is not obvious that Frege is suggesting that Peter and Lingens both associate the description ‘the only doctor
living in such-and-such a house’ with the name ‘Dr Gustav Lauben’. He could be suggesting, instead, that their
grasp of the sense of the name is to be found in their acquaintance with him—not in Russell's sense, of course, but
in a sense close enough to Russell's that some, such as Gareth Evans (Evans, 1982), have thought it might do
similar work.

(55) As expressed in such remarks as: “The regular connection between a sign, its sense, and its reference is of
such a kind that to the sign there corresponds a definite sense and to that in turn a definite reference, while to a
given reference (an object) there does not belong only a single sign” (Frege, 1984f, op. 27).

(56) It may be that some such line of thought is at the bottom of Dummett's conception of sense. See (Dummett,
1978a).

(57) Dummett was perhaps the first explicitly to reject this interpretation (Dummett, 1981a, ch. 5, appendix). See
also (McDowell, 1977) and (Evans, 1985).

(58) Space limits how much we can say about this broader framework here. See (Dummett, 1981a, chs. 5-6) for
one classic discussion, as well as (Merrick, 2004), for a more recent one. Given Frege's ontology of concepts and
objects, if asked what senses are, then they are clearly objects. But this can be construed as a theoretical claim,
rather than a metaphysical one: senses are objects just because this is where they slot into the theory, not
because there is an independent argument for their existence.

(59) Frege's most complete discussion of such issues is in (Frege, 1984h), but similar themes surface in many other
places, for example, in his various efforts to write a piece on “logic” (Frege, 1979¢, 1979f, 1979d) and in the
introduction to Grundgesetze (Frege, 1964).

(60) Itis less evidentin logic, where the basic laws (axioms) are taken to be self-evident, and hence judged true
universally. As Frege notes, however, the distinction is needed nonetheless, since thoughts can occur embedded
within other thoughts, for example, as the antecedents of conditionals, where they need not be judged. (This is one
reason to be unhappy with Frege's early use of the terms ‘affirmed’ and ‘denied’ rather than ‘true’ and ‘false’ in
explaining the conditional.)

(61) The issue we are raising here does not concern context-dependence. It arises as much for arithmetical
statements as for empirical ones. But there are, of course, issues about context-dependence that do arise in this
area, which Frege famously discusses in “Thoughts” (Frege, 1984h, opp. 64-6). See the next footnote for some
references to the extensive secondary literature on that discussion.

(62) There is a long-standing dispute how extensive Frege's commitment to the shareability of thoughts is. The
orthodox view, for a long time, was that it is exceptionless, so that the very idea of a thought only one person
could entertain would be incoherent: see, for example, (Perry, 1993). That view was challenged, however, in the
1980s by Gareth Evans (Evans, 1985), and Evans's view has become the new orthodoxy. But the issue remains
open. For some recent reflections, see (May, 2005a).

(63) This sort of view is most strongly associated with Dummett, who writes: “The notion of sense is ... of
importance, not so much in giving an account of our linguistic practice, but as a means of systematizing it”
(Dummett, 1981a, p. 105).

(64) See also (Frege, 1984h), which contains a somewhat more extensive discussion of this issue.

(65) We are simplifying substantially. Frege's actual view is that, in certain contexts, expressions do not have their
usual references but instead denote what are usually their senses, which Frege calls their “indirect” references
(Frege, 1984f, opp. 47-8).

(66) The elided material concerns sentences containing free variables—what Frege calls “Roman marks” —and is
orthogonal to our concerns.

(67) Frege also takes himself to have shown, earlier in Grundgesetze, that the axioms of his theory are true and
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that his rules of inference preserve truth. It follows that, if there is at least one false sentence, not every sentence
is a theorem, whence the theory is consistent. Frege apparently understood that the argument he is summarizing
had this consequence, for in his response to Russell's letter informing him of the contradiction he writes: “It seems
accordingly ... thatmy law V ... is false, and that my explanations in sect. 31 do not suffice to secure a meaning for
my combinations of signs in all cases” (Frege, 1980b, p. 132).

(68) For further elaboration, see (May, 2005b).

(69) Similar remarks can be found in the late essay “Negation” (Frege, 1984d). It is worth noting that, in remarks
following the passage we quote, Frege effectively rejects the suggestion that thoughts are structured if the
structure is conceived as some kind of framework into which senses slot, since we would then have to explain in
what respect the structure itself is ‘unsaturated’, and no progress has been made.

(70) In “On Sense and Reference”, Frege suggests that the references of the parts are parts of the reference of
the whole (Frege, 1984f, opp. 35-6), but he later takes the suggestion back (Frege, 1979q, p. 255).

(71) For further discussion of the functional interpretation of the senses of predicates, see (Dummett, 1981b, ch.
13) and (Dummett, 1991a, ch. 6). The first point we made is to be found in Dummett, but the latter is not. Still,
Dummett's positive conception of what thoughts are for Frege is very close to ours, and that conception plays an
important role in Dummett's discussion.

(72) If so, then the composition of senses is mediated by their relation to their references, and it becomes
extremely natural to regard sentences containing parts without reference as exhibiting a grave semantic defect.
Compare (Evans, 1985).

(73) A similar answer is available to the functional interpretation: since the sense of ‘€2’ is, on that view, a function,
its argument-place can be bound by a higher operator.

(74) Of course, a finer analysis would distinguish parts within the predicate, too, recognizing at least the tense as
another component. So something like a mode of presentation of the present would also enter. How such context-
dependence is to be handled in a broadly Fregean framework is a much discussed and very difficult question: for
discussion, see (Perry, 1993), (McDowell, 1977), (Burge, 1979), (Evans, 1985), (Heck, 2002), and (May, 2005a).

(75) For a defense of this way of reading Part | of Grundgesetze, see (Heck, 2006). This kind of reading originates,
of course, with Dummett (Dummett, 1981a). In application to the full begriffsschrift, Frege's theory of truth is
inevitably flawed, since there is no consistent (classical) theory of truth for that language. Indeed, the part of the
theory concerned with the smooth breathing, from which names of value-ranges are formed, is exceedingly
peculiar. The remainder of the theory, however, is clean and familiar, differences from Tarski being due to Frege's
different treatment of quantification.

(76) There are more versions of this view than we can reasonably cite here. For a few different versions, see
(Grice, 1969), (Schiffer, 1978), (Evans, 1982), (Salmon, 1986), (Castafneda, 1989), and (Forbes, 1990). Some,
notably Michael Devitt (Devitt, 1996) and Saul Kripke (Kripke, 1980) have proposed that a mere causal link to the
objectis sufficient, even in the absence of information about the bearer. That view represents a complete break
with Frege, but it remains a minority position.

(77) The locus classicus of such arguments against Frege is of course the second lecture of Naming and
Necessity (Kripke, 1980).

(78) And Frege's premier modern exponent, Michael Dummett, would agree with him (Dummett, 1991b).

(79) Frege's famous dispute with Hilbert was, most fundamentally, over how languages are to be characterized
(Antonelli and May, 2000).

(80) Thanks to Bill Demopoulos, Michael Glanzberg, @ystein Linnebo, and Kai Wehmeier for helpful comments on
drafts of this material.

Richard G. Heck
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THE so-called ‘linguistic turn’ that took place in philosophy in the first half of the twentieth century is most strongly
associated with the work of Ludwig Wittgenstein (1889-1951). If there is a single text that might be identified as the
source of the linguistic turn, then itis Wittgenstein's first book, the Tractatus Logico-Philosophicus, published in
German in 1921 and in an English translation in 1922. Wittgenstein proclaimed there that “All philosophy is ‘critique
of language’ ” (TLP, 4.0031),! and this remained his view throughout his subsequent work. Although he came to
reject many of the doctrines of the Tractatus in his later writings, most notably, in his main book, the Philosophical
Investigations, which was published posthumously in 1953, he continued to believe that an understanding of
language held the key to the solution—or better, dissolution—of philosophical problems. Philosophy, he famously
remarked, “is a battle against the bewitchment of our intelligence by means of language” (P/, §109).

On his early view, the meaningfulness of language is ultimately grounded in the necessary existence of what
Wittgenstein called ‘simple objects’. At the most basic level, these simple objects ensure that names have meaning.
Wittgenstein gave no examples of simple objects, but he regarded their existence as a precondition for
propositions to have sense. It was this idea, in particular, that he came to rejectin his later work. Instead, he
argued, the meaning of terms is given by their use, the use of language being something that is open to view.
Particular uses of language might indeed presuppose the existence of certain kinds of things, which he called
‘samples’, such as the standard metre, but these were to be understood as means of representation rather than as
what is represented (cf. PI, §50). Throughout his work, in other words, Wittgenstein was concerned with the
foundations of language; the crucial shift lay from the appeal to simples to the appeal to samples, and a
corresponding shift from assumptions about what lies hidden to appreciation of what is visible to all in our linguistic
practices. In what follows, | will first outline the main elements of Wittgenstein's early conception of language,
before considering his critique of that conception and his later views.

2.1 Wittgenstein's Conception of Language in the Tractatus
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In his preface to the Tractatus, Wittgenstein singles out just two philosophers as having influenced his work:
Gottlob Frege (1848-1925) and Bertrand Russell (1872-1970). From Frege Wittgenstein inherited the assumptions
that logic was essentially Fregean logic and that function-argument analysis held the key to the analysis of
propositions (cf. TLP, 3.318, 5.47). From Russell Wittgenstein drew inspiration from the theory of descriptions, which
he endorsed, and the theory of types, which he rejected. The theory of descriptions motivated his logical atomism,
and his critique of the theory of types was articulated through his distinction between saying and showing.

The most significant difference between Wittgenstein, on the one hand, and Frege and Russell, on the other hand,
lay in their view of the relationship between logic and language. According to Frege and Russell, ordinary language
was logically deficient in various ways, and at least for scientific purposes, needed to be replaced by a logical
language. In his introduction to the Tractatus, Russell suggested that Wittgenstein shared this view: “Mr
Wittgenstein is concerned with the conditions for a logically perfect language—not that any language is logically
perfect, or that we believe ourselves capable, here and now, of constructing a logically perfect language, but that
the whole function of language is to have meaning, and it only fulfils this function in proportion as it approaches to
the ideal language which we postulate” (TLP, x). But this misrepresents Wittgenstein's position. According to
Wittgenstein, “all the propositions of our everyday language, just as they stand, are in perfect logical order” (TLP,
5.5563). He was indeed concerned with the conditions for a logically perfect language, but these were at the same
time the conditions for our ordinary language to express the senses it does.

It is true that Wittgenstein also said that all philosophy is ‘critique of language’ (as noted above). But there is no
inconsistency here. What Wittgenstein objected to was the fact that the same word can signify in different ways,
and so belong to different ‘symbols’, as he put it (TLP, 3.323). It is this that he held responsible for many of the
confusions in philosophy (TLP, 3.324). To avoid such errors, he wrote, “we must make use of a sign-language that
excludes them by not using the same sign for different symbols and by not using in a superficially similar way signs
that have different modes of signification: thatis to say, a sign-language that is governed by logical grammar—by
logical syntax” (TLP, 3.325). What Wittgenstein was advocating, then, was not an ideal language but an ideal
notation—a notation that made clear the logical form of every proposition.

This indicates why Wittgenstein was so impressed by Russell's theory of descriptions. After remarking that all
philosophy is ‘critique of language’, Wittgenstein goes on: “lt was Russell who performed the service of showing
that the apparent logical form of a proposition need not be its real one” (TLP, 4.0031). What is inadequate about
ordinary language is its surface grammatical form, not its underlying logical form; and it was the task of philosophy
to reveal the logical form of propositions. What Wittgenstein clearly had in mind in commending Russell was his
theory of descriptions, according to which propositions of the grammatical form of (1) are seen as having the more
complex logical form of (2), which can be formalized in modern Fregean (i.e. quantificational) logic as (3):

(1) The Fis G.
(2) There is one and only one F, and whateveris Fis G.
(3) Ix(Fx & Vx(Fy » y = x) & Gx).

As far as Russell was concerned, the significance of this analysis lay in showing how propositions containing
definite descriptions, i.e. denoting phrases of the form ‘the F’, could have meaning and a truth-value even if the
denoting phrase itself failed to denote anything. As Russell himself putit, “The central point of the theory of
descriptions was that a phrase may contribute to the meaning of a sentence without having any meaning atall in
isolation” (1959, 64). According to Russell, ‘the F’ has meaning if and only if it denotes something, but sentences
containing the phrase can still have a meaning even if the phrase itself lacks meaning as long as the sentence can
be rephrased to show its ‘real’ meaningful constituents.2 The problems that arise in the case of phrases that fail to
denote anything are solved by ‘analysing away’ the relevant phrase.

This opens up the possibility of a whole programme of analysis, recasting the propositions of a given domain into
their correct logical form. Frege had first suggested such a programme in offering his logicist analysis of number
statements, as part of his general project of demonstrating how arithmetic can be ‘reduced’ to logic; and Russell
showed how logical analysis might be extended in developing his theory of descriptions. But it was Wittgenstein
who radically generalized the idea to encompass the whole of language. Any proposition, if it has sense, according
to Wittgenstein, must be analysable—at least in principle—to reveal its underlying logical form. Ordinary language
is indeed misleading, since the underlying logical form of a given proposition cannot simply be read off from its
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surface grammatical form. Even a proposition as apparently simple as a proposition of the form ‘The F is G’ has a
hidden complexity. In fact, on the Russellian analysis, itis a conjunction of three simpler propositions, of the form
‘There is at least one F’, ‘There is at most one F’ and ‘Whatever is F is G'. This suggested to Wittgenstein that any
complex proposition could be uniquely analysed into simpler propositions, the most basic of which he called
‘elementary propositions’.

How do we know when we have reached the elementary propositions and uncovered the logical form of a
proposition? Wittgenstein gave no examples of a completely analysed proposition. But he did think that he could
specify the essential characteristics of logical analysis and elementary propositions and draw conclusions about
what the world must be like for these characteristics to obtain. As mentioned above, Wittgenstein saw all
propositions as analysable in function—-argument terms. “Like Frege and Russell | construe a proposition as a
function of the expressions contained in it” (TLP, 3.318).3 He regarded complex propositions as functions (more
specifically, truth-functions) of elementary propositions, and elementary propositions as functions of names. These
elementary propositions, he argued, must be logically independent of one another, since if they were not, and one
proposition, say, could be deduced from another, then the latter would possess an internal complexity requiring
further analysis (cf. TLP, 4.211, 5.13, 5.134). Wittgenstein also drew metaphysical conclusions from his views on
logical analysis. One of the most striking of these was his doctrine that there must be simple objects. Take any
elementary proposition, regarded as a function of a certain set of names. If any of these names fails to denote,
then according to Russell's theory of descriptions, they must be treated as definite descriptions and ‘analysed
away’. But this would mean that the proposition is not, after all, elementary. So in any elementary proposition, all
names must denote and the objects they denote must necessarily exist.

What we have been considering so far is Wittgenstein's logical atomism, motivated by generalizing the programme
of logical analysis instigated by Frege and Russell. The main theses of his logical atomism can be summarized as
follows:

(A) Every genuine proposition is uniquely and completely analysable into, i.e. is a truth-function of,
elementary propositions. (Cf. TLP, 3.25, 4.221, 5, 5.3.)

(B) Each elementary proposition is a function of names. (Cf. TLP, 4.22, 4.221, 4.24.)
(C) Each simple name denotes a simple object, which is its meaning (Bedeutung). (Cf. TLP, 3.203, 3.22.)

These three theses, however, were only part of the conception of language that Wittgenstein articulated in the
Tractatus. The other part is what Wittgenstein called in his Notebooks his ‘theory of logical portrayal’ (cf. NB, 15).
Taken together these constitute what is generally referred to as his picture theory of language.# Central to this
theory is the idea that (genuine) propositions are pictures (Bilder) which depict a possible state of affairs (cf. TLP,
4.01), the state of affairs depicted being the sense of a proposition. The inspiration for the picture theory
apparently came from a model that was used in a Paris law-court to represent a motor car accident, although
Wittgenstein was also influenced by Hertz's conception of Bilder in science.>

Wittgenstein explains what he sees as the essential properties of pictures from 2.1 to 2.225 of the Tractatus, and
elaborates on the idea of propositions being pictures from 4.01 to 4.125. The key theses of his theory of logical
portrayal can be stated as follows:

(D) A picture presents a possible state of affairs, which is its sense (Sinn). (Cf. TLP, 2.11, 2.201, 2.202,
2.221, 4.021, 4.022, 4.031,4.1.)

(E) A picture is composite, and its elements are correlated with the objects of reality that they represent.
(Cf. TLP, 2.13, 2.131, 2.1514, 4.032, 4.04.)

(F) A picture is a fact. Itis the fact that the elements of a picture are related in a determinate way that
represents how things in the world are related. (Cf. TLP, 2.141, 2.15, 4.0311.)

(G) A picture has both form and structure, its structure being the connection of its elements, and its form
being the possibility of this structure. (Cf. TLP, 2.15, 2.033.) What it has in common with the reality it
represents is ‘pictorial form’ (TLP, 2.151, 2.17) or ‘logical form’ (TLP, 2.18), which is what allows it to depict
the world. (Cf. TLP, 2.16, 2.161, 2.17, 2.18, 4.12.)
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(H) A picture is true if it agrees with reality, false if it does not. (Cf. TLP, 2.21, 2.222, 4.06.)

(I) What a picture represents it does so independently of its truth or falsity. (TLP, 2.22; cf. 4.061.)

(J) In order to tell whether a picture is true or false we must compare it with reality. (TLP, 2.223; cf. 4.05.)
(K) No picture is true a priori. (Cf. TLP, 2.224, 2.225, 3.04, 3.05, 4.463, 4.464, 6.113.)

(L) There is an internal relation between a picture and the possible state of affairs that it represents. (Cf.
TLP, 4.014, 4.023.)

(M) The logical form that a picture and what it represents have in common, and the internal relation that
holds between them, can only be shown. (Cf. TLP, 4.12, 4.121, 4.122, 4.124, 4.125.)

Many of the numbered remarks in the Tractatus that set out Wittgenstein's picture theory may need detailed
clarification, but the vision of language that emerges fromthem s clear enough in outline. According to
Wittgenstein, language is the totality of propositions (cf. TLP, 4.001), and every proposition can be shown, through
analysis, to be a function of elementary propositions, each of which pictures a possible state of affairs, which
constitutes its sense, and makes contact with reality at the level of its constituent names, whose meanings are the
simple objects they denote. This vision was subjected to devastating critique in the Philosophical Investigations.
But there are several core features of his account that we can regard as transformed in his later work rather than
repudiated outright. The two most significant of these, reflected in theses (L) and (M) above, were Wittgenstein's
conception of internal relations and his distinction between saying and showing.

A property is internal, Wittgenstein writes, “if it is unthinkable that its object should not possess it” (TLP, 4.123). By
extension, a relation is internal if it is unthinkable that the objects between which the relation holds should not be so
related. Wittgenstein gives the example of two shades of colour: “This shade of blue and that one stand, eo ipso, in
the internal relation of lighter to darker. It is unthinkable that these two objects should not stand in this relation.”
(Ibid.) An internal relation is thus a constitutive, i.e. necessary or essential, relation. Something that stands in an
internal relation to something else would not be what it is without that relation obtaining.

Consider, then, the case of pictures—or genuine propositions (i.e. propositions that have sense), which
Wittgenstein conceives as logical pictures (cf. the main remarks numbered 3 and 4 of the Tractatus). For anything
to be a picture of something else, it must have something in common with what it depicts: this is what Wittgenstein
calls its ‘pictorial’ or (with propositions in mind) its ‘logical’ form. The relation that a picture has to what it depicts, in
virtue of this shared form, is an internal relation. Without such a relation, a picture could not be the picture it is.

According to Wittgenstein, however, that a picture stands in an internal relation to what it depicts cannot be said
but only shown. Consider the following attempt to state that an internal relation obtains:

(4) Proposition P pictures a possible state of affairs S.

If we understand ‘P’ at all, then we will know what state of affairs it pictures, so (4) does not tell us anything. (4)
does notitself present a (merely) possible state of affairs: if P does indeed picture S, then it could not be otherwise.
According to Wittgenstein, therefore, (4) lacks sense. But it is not gibberish. It does seem to express the internal
relation that obtains between P and S. What Wittgenstein suggests, then, is that propositions such as (4) represent
an illegitimate attempt to say what can only, in fact, be shown.

The distinction between saying and showing is one of the most important ideas in the Tractatus, and its motivation
and the various uses to which it is put require clarification of the whole range of issues with which Wittgenstein was
concerned. A full account would have to explain its connection, for example, with Wittgenstein's critique of
Russell's theory of types, which he also regarded as an illegitimate attempt to say what could only be shown
(through an appropriate notation). But the essential point is this. For a picture to depict, or a proposition to say
something, various conditions must be met. According to Wittgenstein, however, these conditions cannot
themselves be represented, but can only be shown.

Notoriously, in the final two remarks of the Tractatus, Wittgenstein writes:

My propositions serve as elucidations in the following way: anyone who understands me eventually
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recognizes them as nonsensical, when he has used them—as steps—to climb up beyond them. (He must,
so to speak, throw away the ladder after he has climbed up it.)

He must transcend these propositions, and then he will see the world aright. (6.54)
What we cannot speak about we must pass over in silence. (7)

These remarks have generated a great deal of controversy. On the traditional view, although the propositions of
the Tractatus are indeed nonsense, strictly speaking (i.e. on the Tractatus conception of sense), they can still be
regarded as ‘illuminating’ nonsense, to use a term of Hacker's.6 There are ineffable necessary truths about the
nature of the world and the conditions that obtain for our ordinary (genuine) propositions to have the sense they
do, and the propositions of the Tractatus are an attempt to express these truths. They may be metaphysically
loaded and philosophically problematic, but they are nevertheless taken by Wittgenstein to be truths.

In recent years, however, a school of interpretation has developed that challenges this traditional view.” On this
new ‘therapeutic’ reading,® the so-called ‘framing’ remarks of the Tractatus (the ones at the end just quoted and a
similar remark made in the preface) are treated very seriously. The appeal to the idea of ‘illuminating’ nonsense is
criticized as ‘chickening out’ or as being insufficiently ‘resolute’.? Instead, it is argued, Wittgenstein's propositions
must be regarded, quite literally and without qualification, as nonsense, the point of the Tractatus being to get us to
recognize the illusory nature of the metaphysical pronouncements that we might be tempted to make. The
saying/showing distinction is played down in favour of the sense/nonsense distinction: nonsense is nonsense, and
however sophisticated, no amount of showing can turn it into sense.

As | see it, however, this new reading is flawed at its core. There is much to be gained by probing at Wittgenstein's
distinctions between sense and nonsense, and saying and showing, and the associated methodological notion of
elucidation, in particular. But there is little evidence that Wittgenstein regarded what he was trying to show in the
Tractatus as entirely illusory as opposed to merely ineffable. In the preface alone, Wittgenstein writes that “the
truth of the thoughts that are here communicated seems to me unassailable and definitive” (TLP, p. 4). On the new
reading, the distinction between sense and nonsense is emphasized, but the proposition that there is such a
distinction does not itself have sense, according to the picture theory. So even on the new reading, there is at least
one thing that can only be shown, and hence at least one ineffable truth. Of course, Wittgenstein later rejects his
earlier views, and in particular, his Tractatus conception of sense, as a consequence of which the distinction
between saying and showing is no longer required to do the work it did. He is also critical of his earlier
metaphysical pronouncements. But he does not reject them as complete nonsense. Rather he sees them as
misguided attempts to express grammatical rules. So something of his earlier conception of showing might still be
regarded as remaining. Metaphysical propositions are indeed an attempt to express something. Itis just that they
do so in a very misleading way, and the task of philosophy is to clarify what is actually going on.

In my view, then, the conception of showing is more robust than the Tractatus conception of sense, and in
privileging the latter, the new reading distorts Wittgenstein's thought and makes a virtue out of his central vice.10
The metaphysical remarks in the Tractatus are only characterized as nonsense because of the restricted
conception of sense imposed by the picture theory. Once this theory is rejected, then the way is open to offer a
different account of what these remarks are trying to do. This was the task that Wittgenstein undertook in his later
work. By repudiating the picture theory of language and broadening his conception of logic, he was able to
recognize and emphasize that there are many different kinds of propositions, doing different work in different
contexts. The task of clarification is not something that can be done once and for all.

2.2 Wittgenstein's Critique of his Earlier Conception of Language

The first flaw that Wittgenstein detected himself in his Tractatus conception of language concerned his doctrine of
the logical independence of elementary propositions. A proposition as apparently simple as ‘A is red’, ascribing the
colour red to an object A, might seemto be a good example of an elementary proposition. But ‘A is red’ excludes
‘Ais green’, ‘A is yellow’, and so on, and so is not logically independent. At the time of the Tractatus, Wittgenstein
had merely assumed that such propositions remained to be analysed (cf. TLP, 6.3751; NB, 81, 91); but this did
raise the question as to what their underlying logical form might be.
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In his 1929 paper, ‘Some Remarks on Logical Form', Wittgenstein attempted to find an analysis, but came to the
conclusion that propositions such as ‘A is red’ should be seen, after all, as elementary, but with numbers somehow
entering into their logical forms to reflect the degrees of quality involved (such as position along a spectrum).
However, since the logical relations between such propositions could not be represented within the truth-functional
logic he had taken for granted in the Tractatus, he felt forced to conclude, too, that the necessary rules “cannot
be laid down until we have actually reached the ultimate analysis of the phenomena in question” (RLF, 37). This
contradicted one of the most basic assumptions of the Tractatus—the view, as he put it, that “logic must take care
of itself” (TLP, 5.473; NB, 2; cf. TLP, 5.551), and this was not a view that he wished to give up. Indeed, it was to
prove equally fundamental to his later thought. Wittgenstein disowned his 1929 paper before the time even arrived
to present it at the meeting for which it had been commissioned,11 and he saw no alternative but to abandon the
requirement, at least in its general form, that elementary propositions be logically independent. Instead, he came to
believe, elementary propositions should be seen as divided into Satzsysteme—systems of propositions, only one
member of a system being applicable on a given occasion. Propositions from different systems will be logically
independent, but propositions within a particular system will contradict one another (cf. WVC, 63-4; PR, 110-13,
317).

Wittgenstein's recognition of the problem of colour exclusion brought with it the realization, then, that there were
logical inferences that could not be handled within the Tractatus theory of truth-functions (cf. WVC, 64), inferences
such as the following:

(5) A is red; therefore A is not green.
(6) Bis 2 mtall; therefore B is under 3 m.

The rules for the logical connectives were thus only part of a far more complex system of syntactical rules than he
had earlier thought (cf. WVC, 74, 76; PR, 109, 111); and the new project that this then suggests—providing an
account of the logic of the various Satzsysteme—was to develop into the elucidation of language-games that
became such a central feature of his later work (cf. PG, 211-12).

In a conversation recorded by Waismann in 1929, Wittgenstein remarked that he had earlier had two conceptions
of an elementary proposition, one of which was “completely wrong”, the one concerning logical independence,
and the other of which still seemed correct—that “in analysing propositions we must eventually reach propositions
that are immediate connections of objects without any help from logical constants” (WVC, 73-4). By the time of the
Philosophical Investigations, this conception, too, had been rejected—or more accurately, perhaps, had been
transformed as Wittgenstein thought through the implications of his recognition of Satzsysteme or language-
games. He retained his concern with the foundations of language, but the appeal to necessarily existent simples
underpinning the whole of language was replaced by the appeal to varying sets of samples for each of the
language-games that actually make up our language. In my view, this is the key development in Wittgenstein's
thought, exhibiting both the underlying continuity and the crucial discontinuity between his early and later
philosophy.

The transformation can be illustrated by returning to the case of colour. In a conversation also recorded by
Waismann in 1929, Wittgenstein remarks that statements about colour can be represented in geometrical terms—
assigning them a position along certain colour axes (precisely the possibility that underlies the conception of a
Satzsysteme). Two diagrams are given, one a two-dimensional figure with a red-blue x-axis and a black-white y-
axis (see Diagram 1), and the other a three-dimensional double cone, with a main black-white z-axis and the four
pure colours at the points of its central xy-plane (see Diagram 2; which | have filled in by making use of similar
diagrams elsewhere; PR, 278; WLL, 8).

white

white

red blue

black
Diagram 1

Diagram 2
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“Every statement about colours”, Wittgenstein remarks, “can be represented by means of such symbols. If we say
that four elementary colours would suffice, | call such symbols of equal status elements of representation. These
elements of representation are the ‘objects’ " (WVC, 43). We can define ‘orange’, for example, as what lies
between red and yellow. To say that something is orange, then, is to say that it has a colour between red and
yellow, where red and yellow are treated as two of the elementary colours that fix the logical space of colour
representation. Within a year Wittgenstein is talking of these ‘elements of representation’ as samples, and the shift
is complete. He writes: “What | once called ‘objects’, simples, were simply what I could refer to without running the
risk of their possible non-existence; i.e. that for which there is neither existence nor non-existence, and that
means: what we can speak about no matter what may be the case” (PR, 72). He now recognizes that “what we
can speak about no matter what may be the case” are the elements of representation, which belong to the
symbolism itself. He goes on: “If | want to tell someone what colour some material is to be, | send hima sample, and
obviously this sample belongs to language” (PR, 73). A particular set of objects may indeed be presupposed by a
given language-game, then, but these objects are not the simples of the Tractatus but the samples that function as
the elements of representation.

In the key work of his later period, the Philosophical Investigations, Wittgenstein's main discussion of simples and
samples occurs in §§39-64. He starts by mentioning his Tractatus conception that “a name ought really to signify a
simple”, and taking ‘Excalibur’ as his example, presents an argument for simples that is essentially the same as
that sketched above (see p. 43). However, in response, he now argues that this is to confuse the meaning of a
word with its bearer (§40), and suggests instead that the meaning of a word is its use (§43). In §46 he quotes the
passage from Plato's Theaetetus (201e1-202b5) in which Socrates presents the conception of ‘primary elements’,
which Wittgenstein remarks is similar to his own earlier notion of simple objects. The crucial idea here is that
primary elements can only be named and not described, descriptive language being seen as the compounding
together of names. In his critique of this, he first explains that what counts as ‘simple’ or ‘complex’ depends on the
context (§§47-8), and then makes a similar point about the idea of a ‘name’ itself: that whether a word counts as a
name or not depends on what is done with it. “For naming and describing do not stand on the same level: naming is
a preparation for description. ... We may say: nothing has so far been done, when a thing has been named. It has
not even got a name exceptin the language-game” (§49). In §50 we then arrive at what is undoubtedly the
clearest expression of the transition from simples to samples, and the underlying continuity:

What does it mean to say that we can attribute neither being nor non-being to elements?—One might say:
if everything that we call “being” and “non-being” consists in the existence and non-existence of
connexions between elements, it makes no sense to speak of an element's being (non-being); just as when
everything that we call “destruction” lies in the separation of elements, it makes no sense to speak of the
destruction of an element.

One would, however, like to say: existence cannot be attributed to an element, for if it did not exist, one
could not even name it and so one could say nothing at all of it—But let us consider an analogous case.
There is one thing of which one can say neither that it is one metre long, nor that it is not one metre long,
and that is the standard metre in Paris.—But this is, of course, not to ascribe any extraordinary property to
it, but only to mark its peculiar role in the language-game of measuring with a metre-rule.—Let us imagine
samples of colour being preserved in Paris like the standard metre. We define: “sepia” means the colour of
the standard sepia which is there kept hermetically sealed. Then it will make no sense to say of this sample
either that it is of this colour or thatitis not.

We can put it like this: this sample is an instrument of the language used in ascriptions of colour. In this
language-game it is not something that is represented, but is a means of representation. ... And to say “If it
did not exist, it could have no name” is to say as much and as little as: if this thing did not exist, we could
not use itin our language-game.—What looks as if it had to exist, is part of the language. It is a paradigm in
our language-game; something with which comparison is made. And this may be an important observation;
but it is none the less an observation concerning our language-game—our method of representation. (P/,
§50.)

Now it might seem implausible to deny that it makes sense to say that the standard metre is a metre long, for surely
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the standard metre is a metre long? Let us assume, however, that the only way we have of determining whether
something is a metre long or not is by measuring it against the standard metre. To say that something is a metre
long, then, is to say that when laid against the standard metre, it can be seen to be the same length. But since this
operation cannot be carried out with respect to the standard metre itself, it cannot make sense to say that the
standard metre is a metre long. Just as itis illegitimate to attribute either being or non-being to any simple (on a
certain conception of being), so too itis illegitimate to say of any sample that it either possesses or lacks that
property of which itis a sample.

But surely, it might be objected, if we can speak of something being the same length as the standard metre, then it

must make sense to talk about the standard metre being a certain length. Have | not just talked of a sample being a
sample of a property, implying that it possesses that property itself? In reply, let us consider the following pattern of
inference:

(7)
(a) Yis the same length as X.
(b)ThelengthofXisonemetre.
(c)ThelengthofYisonemetre.

Assuming that (a), (b) and (c) have sense, the inference is clearly valid. But what if ‘X" is replaced by ‘the standard
metre’'? According to Wittgenstein, (b) now lacks sense, so what happens to the inference? Does a gap not open
up? If so, and such inferences underlie the use of samples, then how can we judge anything by means of them?
However, in this case, (b) simply drops out altogether, being no longer required for the validity of the inference: (c)
can be directly inferred from (a). If Y is the same length as the standard metre, then it is one metre long. On
Wittgenstein's account, (b) is now the expression of a rule, licensing the passage from (a) to (c), rather than a
premise in itself.

Compare the following analogous case:

(8)
(a) P
bP—Q
(c)Q

Within propositional logic, this, too, is a valid form of inference. But now consider replacing ‘Q’ by ‘P+ Q’. We can
now infer (c) directly from (a): (b) is no longer a required premise, but is simply an expression of the rule licensing
the inference (i.e. “From ‘P’ infer ‘P+ Q' .12 The essential idea here is the insight that lay at the heart of
Wittgenstein's account of logic in the Tractatus (and which underlies natural deduction systems of logic). As he
articulated it then, logical propositions such as ‘P = P+ Q' are tautologies which do indeed reflect rules licensing
inferences, without themselves possessing sense or being required as premises (cf. TLP, 6.1, 6.1201, 6.1221).
They simply show that a certain inference is valid (cf. TLP, 6.1264). Although he came to reject not only the
conception of sense in contrast to which logical propositions were seen as senseless (and its supposed
metaphysical underpinnings), but also the idea that all logical propositions are truth-functional tautologies, he
continued to believe that logical propositions—understood as expressions of rules licensing inferences—Ilacked
sense. Although there may be many different ways in which ordinary propositions have sense, according to
Wittgenstein, to attribute sense to expressions of rules as well is to obscure their essential role.

This fundamental point has not always been appreciated. Kripke, for example, has argued that Wittgenstein is just
wrong in denying that it makes sense to say that the standard metre is a metre long.13 According to Kripke, ‘The
standard metre is a metre long’ is a paradigm example of a contingent a priori truth. Itis contingent because itis
possible for the particular object that plays the role of the standard metre not to be one metre long (e.g. if itis
heated slightly), and itis a priori because knowing that this is a definition, it can be judged to be true “without
further investigation” (1980, 56). But Kripke simply confuses two different uses of a proposition of the form ‘X is a
metre long’. Itis true that if ‘the standard metre’ just serves to denote a particular lump of matter, then itis only a
contingent truth that it has the particular length it does at a given time. And we might also accept, on some
conception of the a priori, that if the proposition functions as a definition or rule of inference, then we can know a
priori that itis true. But Wittgenstein's pointis that such propositions cannot perform both of these functions at the
same time, and his concern in §50 is with the second. When samples—qua samples—serve as elements of
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representation, it makes no sense to say that they have the property of which they are the sample.

Of course, we might still be reluctant to say that ‘The standard metre is a metre long’ (when talking about its role as
a sample) is senseless. For the proposition is not nonsense, and if we have liberated ourselves from the restricted
conception of sense of the Tractatus, then why can we not admit that it has sense, even if in a different way? To
answer this, we need to recognize just how deep Wittgenstein's insight about samples goes. Judgements of ‘sense’,
too, can only be made in implicit comparison to samples of propositions that are used with sense. Even if there are
lots of different ways in which we can say things about the world, communicate our views, and so on, it remains the
case that propositions that reflect rules of grammar—just like the logical propositions of the Tractatus—do not do
any of these things. These rules are what are involved in doing them. So in comparison even with the wide range
of propositions that do have sense when used in these ways, ‘grammatical propositions’ are different. It is this
difference that Wittgenstein wants to express in characterizing them as lacking sense. And this brings out, | think, a
deep continuity with the Tractatus. His conception of logic may have broadened to include what he alternatively
now also calls ‘grammar’, and as we have seen, there is a crucial shift from simples to samples, but his basic
conception of the distinction between ‘ordinary’ and ‘logical’ propositions remained constant.

2.3 Wittgenstein's Later Conception of Language

From the publication of the Philosophical Investigations in 1953 until the early 1970s Wittgenstein's private
language argument (as articulated, in particular, in PI, §§243-315) was widely seen as the most important argument
of his later philosophy. Certainly, it provoked the most debate, although topics such as his conception of a
language-game were also discussed.14 In the late 1970s and 1980s, partly influenced by lectures given by Saul
Kripke, which were published as a book in 1982, Wittgenstein's discussion of rule-following, which in the
Investigations immediately preceded the private language argument (P/, §§185-242), took centre-stage.15 In my
view, the private language argument is indeed rooted in the earlier rule-following considerations. But both
discussions must themselves be seen in the light of Wittgenstein's critique of his Tractatus conception of language,
and in particular, of the shift from simples to samples.

To appreciate this, let us return to Wittgenstein's example of the colour sepia, and imagine being introduced to this
colour by being presented with a sample of it—for example, by being given a piece of card painted the right shade
of reddish brown. It might be tempting to suppose, on something like Wittgenstein's conception of simple objects in
the Tractatus, that as long as the relevant object is somehow before us (even if our apprehension is assumed to
occur at some deep unconscious level), we will know exactly what itis and be able to recognize it in the future. As
he putitin the Tractatus, “If | know an object | also know all its possible occurrences in states of affairs” (TLP,
2.0123). Knowledge of the simple objects, according to Wittgenstein, was what enables me to understand
propositions whose senses just are the possible states of affairs that are pictured.

But this conception, Wittgenstein came to realize, is deeply misguided. For no definition of a term by mere
presentation of some object can guarantee that | understand the meaning of that term. If | am simply given the
sample and told “This is sepia”, with no further words of explanation, then how am | to know what to do with it? How
will | realize thatitis a sample of colour? The opening pages of the Investigations contain a sustained attack on
the idea that ostensive teaching alone can initiate someone into the use of language. Ostensive definitions are not
illegitimate, but the understanding of them presupposes certain background knowledge. As Wittgenstein's example
of ‘tove’ at the beginning of The Blue Book shows, until we appreciate the context, there is no way of knowing what
an ostensive definition is defining. If we hold up a pencil and say “This is tove”, do we mean ‘pencil’, ‘round’,
‘wood’, ‘one’, ‘hard’ or what? (cf. BB, p. 2). “So one might say: the ostensive definition explains the use—the
meaning—of the word when the overall role of the word in language is clear. Thus if | know that someone means to
explain a colour-word to me the ostensive definition “Thatis called ‘sepia’ ” will help me to understand the word”
(PI, §30).

But even if | know that | am being introduced to a particular colour, how do | know how similar something must be to
the sample | am given for it to count as ‘sepia’? However many further samples | am given, making clearer not only
what is meant by ‘sepia’ but also what is not meant by ‘sepia’, is there not always the possibility of coming across a
new shade which | will describe ‘wrongly’? This is essentially the problem with which Wittgenstein deals in his
discussion of rule-following in the Investigations. The main example he takes here, introduced in §185, concerns
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getting someone to continue a series of numbers by adding 2 each time. Here too we can imagine having taught
them by presenting them with a range of samples of such additions, and as Wittgenstein suggests, tested them up
to 1000. But they might still, when they come to 1000, continue the series with 1004, 1008, 1012, and so on. Since
it is always a possibility that there will come a point at which they will diverge from how we would have continued
the series, how can we ever be sure that we mean the same by our words, or indeed, how can | know myself what |
mean, for who knows how | might go on in the future?

The key point here is that there will always be some ‘interpretation’ of the rule or order that will reconcile its initial
or sample applications with its later divergent application. Perhaps ‘sepia’ was all along taken to mean ‘reddish
brown or ochre’, or the instruction ‘Add 2’ was understood to involve, as we would put it, adding 2 up to 1000, 4 up
to 2000, 6 up to 3000, and so on (cf. PI, §185). So how can any expression of a rule tell us how to correctly apply it
in all cases, since different interpretations can always be offered? Wittgenstein characterizes the sceptical
paradox in §201: “no course of action [can] be determined by a rule, because every course of action can be
made out to accord with the rule”. However, what this shows, he goes on to argue, is that “there is a way of
grasping a rule which is not an interpretation, but which is exhibited in what we call “obeying the rule” and “going
againstit” in actual cases” (/bid.). He admits that there is an inclination to say that any action that exhibits grasp of
a rule is itself an ‘interpretation’. But, he suggests, “we ought to restrict the term “interpretation” to the substitution
of one expression of the rule for another” (/bid.).

What is being rejected here, then, is the idea that an ‘interpretation’ is required to connect an apprehension of
some rule-formulation with the supposedly appropriate action. ‘Interpretations’ do not mediate between grasping a
rule and acting in accord with it, just as ‘meanings’ do not mediate between our understanding of words and our
using them: their meaning is their use, and our use of them exhibits our understanding of them. Wittgenstein's
doctrine that meaning is use and his conception of rule-following as a practice are inextricably linked. Itis in this
context that his controversial next section becomes clear:

And hence also ‘obeying a rule’ is a practice. And to think one is obeying a rule is not to obey a rule.
Hence it is not possible to obey a rule ‘privately’: otherwise thinking one was obeying a rule would be the
same thing as obeying it. (PI, §202.)

These remarks have been frequently misinterpreted. By ‘practice’ Wittgenstein means ‘practice as a fundamental
human activity’ rather than ‘practice of a community’ (though community practices may well constitute the vast
majority of such activities); and by ‘privately’ he does not mean ‘in isolation from other people’ but something more
like ‘by reference to one's own interpretation’. Wittgenstein is not alluding to what might be termed ‘contingent
privacy’, but to a kind of ‘necessary privacy’.1® What he is criticizing is the idea that obeying a rule involves some
essential process of ‘interpreting’ the rule—in the sense of generating or consulting some ‘mental representation’
of the rule. What counts as following a certain rule is governed by what we do, not by what we think.

The essential message here is also the message of the private language argument, which can be seen as
developing the rule-following considerations by focusing on the possibility that our knowledge of the meaning of a
termis constituted by our possession of some private mental object. But we are no better off appealing to a private
mental sample, as it might be put, than a public one (such as a sample of colour). According to Wittgenstein, itis
not just that, since no one else has access to any of my ‘private’ mental objects, there would be no way for themto
verify that| have it or to understand what | mean when I refer to it. | cannot even know myself what | mean. For how
do | know that the objectis not always changing? To judge whether it has changed or not, | must have some means
of identifying it. But if the criteria for this are ‘public’, then the supposed object is not, after all, inaccessible to
others. And if the criteria can only be given ‘privately’, using terms which themselves refer to private mental
entities, then we are no further forward. Once again, according to Wittgenstein, what | mean by a given term, even
a sensation term, is determined by my use of the term, and not by any private act of ostensive definition.

That Wittgenstein's private language argumentis also rooted in his concern with the role of samples is clear from
his earlier discussion in the Investigations of the supposed indestructibility of whatever it is—whether simples or
samples—that guarantees that our basic terms have meaning. He writes, for example:

But what if no such sample is part of the language, and we bear in mind the colour (for instance) that a
word stands for?—*“And if we bear it in mind then it comes before our mind's eye when we utter the word.
So, if itis always supposed to be possible for us to remember it, it must be in itself indestructible.” —But
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what do we regard as the criterion for remembering it right?—When we work with a sample instead of our
memory there are circumstances in which we say that the sample has changed colour and we judge of this
by memory. But can we not sometimes speak of a darkening (for example) of our memory-image? Aren't
we as much at the mercy of memory as of a sample? (For someone might feel like saying: “If we had no
memory we should be at the mercy of a sample”.) Or perhaps of some chemical reaction. Imagine that you
were supposed to paint a particular colour “C”, which was the colour that appeared when the chemical
substances X and Y combined.—Suppose that the colour struck you as brighter on one day than on
another; would you not sometimes say: “I must be wrong, the colour is certainly the same as yesterday”?
This shews that we do not always resort to what memory tells us as the verdict of the highest court of
appeal. (PI, §56)

On Wittgenstein's view, we can indeed use our memory to judge what colour something is on a given occasion. But
if all we had to rely on was our memory, without any actual samples of red to appeal to in explaining what we
meant by ‘red’, then the language-game of using ‘red’ would soon break down. “For suppose you cannot
remember the colour any more?—When we forget which colour this is the name of, it loses its meaning for us; that
is, we are no longer able to play a particular language-game with it. And the situation then is comparable with that
in which we have lost a paradigm which was an instrument of our language” (PI, §57).

On Wittgenstein's later conception of language, then, it is samples rather than simples that secure the
meaningfulness of our linguistic practices, where these samples are seen as instruments of the language,
constituting the means of representation. To say that these samples are ‘indestructible’ (as Wittgenstein did of
simples in the Tractatus) is just a misleading way of saying that without these samples, the relevant language-game
could not be played. Samples are essential in teaching someone the language-game, and in elucidating what we
mean. Our own understanding of the language-game is manifested in what we do—in our use of the relevant terms,
and in our appeal to samples, ostensive definitions and rule-formulations in explaining what we mean. To utilize
Wittgenstein's earlier distinction, this understanding is thus shown in our practice. We might indeed attempt to say
what it is we know when we understand a particular term, by appealing to a sample, giving an ostensive definition
or formulating a rule, but this is only one expression of that understanding, and does not in itself constitute that
understanding. Although Wittgenstein does not himself make use of the distinction between saying and showing in
his later work, associated as it no doubt was in his mind with his earlier metaphysics, the underlying idea remained.
Our understanding of the meaning of terms—our mastery of a given language-game—is shown in our linguistic
behaviour.

2.4 Conclusion

In the Tractatus, Wittgenstein assumed that there was a single underlying logic to our thought and language—
essentially that articulated by Frege. Influenced by Russell's theory of descriptions, he was led to the conclusion
that there were simple objects that necessarily existed as the condition for language to have meaning. Butin his
later work he came to see that Fregean logic did not provide the logic of our language, and that there were, in fact,
an indefinite number of different (but often overlapping) ‘language-games’, each with its own set of rules or ‘logic’.
His conception of logic was broadened to cover what he termed the ‘grammar’ of language-games. These
language-games were dependent not on simples but on samples, whose existence was necessary to the
language-game in which they played a role but which did not exist ‘necessarily’ in any absolute sense. If the
samples of a given language-game were ever destroyed or ceased to be, then the relevant language-game would
simply break down.

Throughout his life, however, he insisted on a sharp distinction between propositions with ‘sense’ and ‘logical’
propositions. The latter do not ‘picture’ possible states of affairs, as he putitin the Tractatus, or in more general
terms, tell us anything about the world or impart genuine information, but simply express the rules of grammar that
govern our use of language. A sentence such as ‘This is sepia’, for example, can thus be used in two basic ways.
It can be used to describe something as sepia, or to explain what ‘sepia’ means by identifying a sample of the
colour. To describe something as ‘sepia’ is to assert that it is similar in colour to a sample of sepia. To use
Wittgenstein's earlier language, itis to assert an internal relation. For something to be sepia is for it to stand in the
relevant relation of similarity to samples of sepia. It would not be the colour it is without that relation obtaining. As in
the case of the distinction between saying and showing, Wittgenstein may have been reluctant to use the term
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‘internal relation’ in his later work, but the essential idea remained.1”7 To describe something as sepia presupposes
that ‘sepia’ has meaning, a meaning that can be explained by giving an appropriate ostensive definition, identifying
a sample of sepia. To say ‘This is sepia’ in giving an ostensive definition, however, is to do something quite
different from using the sentence in describing something as sepia. In this case what is expressed is a rule of
grammar, a rule that licenses us to describe something as sepia in virtue of being internally related to a sample of
sepia. This fundamental distinction between ordinary contingent propositions and ‘logical’ or ‘grammatical’
propositions lay at the heart of his conception of language in both his early and later work.

In discussing the nature of philosophy, Wittgenstein spoke of the need to find ‘the liberating word’ [das erlésende
Wort], which gives expression to what has been lurking unarticulated in our consciousness (BT, 302). In my view,
‘from simples to samples’ is the phrase that encapsulates most neatly the development in Wittgenstein's thought.
The development was significant, with major ramifications, but that the transition can be represented by a mere
vowel change shows, | hope, that underlying this development was a fundamental continuity.
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Notes:

(1) In the citations from the Tractatus that follow, | have used the translation by Pears and McGuinness. But
occasionally, as here, | have made slight modifications to that translation.

(2) I gloss over here the differences between Russell's use of ‘sentence’ and Wittgenstein's use of ‘proposition’
(‘Satz’). For Wittgenstein, “a proposition is a propositional sign in its projective relation to the world” (TLP, 3.12). So
it may be most accurate to say that what Russell means by ‘sentence’ is what Wittgenstein means by ‘propositional
sign’. But I shall not pursue this further here.

(3) This is more true of Frege than itis of Russell, who construed analysis primarily in mereological, i.e. whole-part,
terms. Cf. Beaney, 2003, §6; Levine, 2002.

(4) Some commentators, e.g. Kenny (1973, ch.4) have seen the picture theory as comprising only the theory of
logical portrayal. But the theses of logical atomism are essential to the overall conception, so it seems right to
include these as well. Cf. Hacker, 1981, §§3-4.

(5) The Notebooks record the moment when the seed of the picture theory was sown; NB, 7. On Hertz's influence
on Wittgenstein, see e.g. Janik, 1994.

(6) Hacker, 1986, 18.
(7) See e.g. Diamond, 1991a, 1991b; Ricketts, 1996; Goldfarb, 1997; Conant, 2002.

(8) I adopt here the term used by McGinn (1999, 492), who distinguishes the new ‘therapeutic’ reading from the
traditional ‘metaphysical’ reading, and develops her own ‘elucidatory’ reading as an intermediate position.

(9) Diamond (1991a, 181) uses the phrase ‘chickening out’; Goldfarb (1997, 64) prefers to talk of ‘resolute’ rather
than ‘irresolute’ interpretations.

(10) For more detailed criticisms of the new reading, see Hacker, 2000, 2003. An account of the debate is provided
in Nordmann, 2005, 77-91.

(11) This paper was to have been read at the Joint Session, but when the time came, Wittgenstein talked about
infinity instead (cf. Anscombe's note to RLF, 31).

(12) If the rule has to be formulated as a premise, then we generate the so-called ‘paradox of inference’, first
formulated (though not under that name) by Lewis Carroll (1895).

(13) Kripke, 1980, 54-7.

(14) For a good indication of the range of topics discussed during this period, see the collections edited by Pitcher
(1966) and Klemke (1971).

(15) Kripke, 1982. The shift in emphasis was marked, in particular, by the collection edited by Holzman and Leich
(1981), and the second volume of Baker and Hacker's commentary on the Investigations (1985).

(16) These misconstruals are characteristic of the so-called ‘community interpretation’ of Wittgenstein's remarks on
rule-following, as propounded by Kripke (1982), in particular. For a detailed critique, see Baker and Hacker, 1984.
That Wittgenstein's targetis ‘necessary’ rather than ‘contingent’ privacy applies equally to his private language
argument, as P/, §243 makes clear.

(17) Two passages where he does use the term ‘internal relation” occurin P/, Il, p. 212, and in RFM, pp. 363-4.

Michael Beaney

Michael Beaney, University of York
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During the first half of the twentieth century philosophy took a ‘linguistic turn’. (The phrase, which comes from
Gustav Bergmann, was made famous by Richard Rorty as the title of an anthology of papers in which this
developmentis set out and assessed.) The first clear signal of this development was Ludwig Wittgenstein's remark
in his Tractatus Logico-Philosophicus (1921) that ‘All philosophy is “Critique of Language”* and this work by
Wittgenstein (which is discussed in this article) remains a classic presentation of the thesis that philosophy can
only be undertaken through the critical study of language. Thus during the twentieth century philosophical
approaches to language, the kinds of theorizing now known as ‘philosophy of language’, have been developed in
a context in which language has been taken to be a primary resource for philosophy, and as a result there has
been a two-way relationship in which conceptions of language and of philosophy have been developed together.
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DURING the first half of the twentieth century philosophy took a ‘linguistic turn’ (the phrase, which comes from Gustav
Bergmann,! was made famous by Richard Rorty as the title of an anthology of papers in which this development is
set out and assessed).2 The first clear signal of this development was Ludwig Wittgenstein's remark in his Tractatus
Logico-Philosophicus (1921) that ‘All philosophy is “Critique of Language” ' (4.0031), and this work by Wittgenstein
(which I discuss in Section 3.2) remains a classic presentation of the thesis that philosophy can only be undertaken
through the critical study of language. Thus during the twentieth century philosophical approaches to language,
the kinds of theorizing now known as ‘philosophy of language’, have been developed in a context in which
language has been taken to be a primary resource for philosophy, and as a result there has been a two-way
relationship in which conceptions of language and of philosophy have been developed together. But one theme
has been central: that language is not just the contingent expression of some wholly independent reality; instead
there is an internal relation between the two. What remains controversial is the nature of this internal relation and
thus of the role of language in our conception of reality. One common position, especially associated with logical
empiricists of the 1930s, was that the traditional conception of a priori truth should be reinterpreted as analytic
truth, understood as the truth of a statement merely in virtue of the meaning of the words employed in it. Where this
position is taken and analytic truth inherits the traditional role of the a priori in providing the categorial structure of
our knowledge of the world, a linguistic version of transcendental idealism is implied. Critical discussion of this
implication has been one of the central themes of late twentieth-century philosophy of language.

In this case the debate concerns the role of language in the context of metaphysical debates about idealism and
realism. But philosophy of language has also transformed debates in other areas of philosophy, most notably
epistemology and philosophy of mind. Questions about empirical evidence have been formulated as questions
about the role of ‘observation-sentences’ and as to whether sense-experience has a content which transcends
language; and these questions intersect with others as to how far language is the accomplishment of thought and
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feeling, rather than the expression of mental states whose content is independent of language. | shall characterize
some of these debates below, but first | turn to discuss Frege's philosophy of language.

3.1 Frege

In his book Frege: Philosophy of Language Michael Dummett claimed that at the end of the nineteenth century
Frege initiated a ‘revolution’ in philosophy by making the philosophy of language the foundation of philosophy in
place of epistemology, which had occupied this place since the time of Descartes.3 Although Dummett did not
initiate the phrase ‘philosophy of language’,—see, for example, William Alston's 1964 book of this title4—there is no
doubt that by this claim he helped to raise consciousness of the philosophy of language and its importance. In
thinking about it, one question is clearly whether philosophy needs a ‘foundation’ at all, and this question will recur
in several contexts in this essay. But for the moment it is Dummett's claim about Frege's achievement which
requires attention. For when one turns to Frege himself one finds nothing like Dummett's claim that philosophy of
language is to be the foundation of philosophy; instead Frege's frequent claimis that by his work in logic he aims
‘to free thinking from the fetters of language by pointing up the logical imperfections of language’s.

In fact this pointis no great objection to Dummett, since his claimis one about Frege's achievement and not one
about his intentions, and a way to see what Dummett had in mind is to consider the slightly paradoxical claim with
which Frege introduces his first great work, his Begriffsschrift (1879), in which he broke with tradition by starting
from a truth-functional sentential logic and then went on to introduce first-order predicate logic with quantifiers.
Frege writes here:

If it is one of the tasks of philosophy to break the domination of the word over the human spirit by laying
bare the misconceptions that through the use of language often unavoidably arise concerning the relations
between concepts and by freeing thought from that with which only the means of expression of ordinary
language, constituted as they are, saddle it, then my ideography, further developed for these purposes,
can become a useful tool for the philosopher.®

Frege characteristically talks here of freeing thought from language; butin fact his method of doing so is precisely
to propose his new ‘ideography’, his new concept-notation (Begriffsschrift), which is first-order predicate logic set
outin an idiosyncratic way. So the contrast between language and pure thought turns out to be a contrast between
ordinary language with all its misleading superficial similarities and the logician's analytic reformulation of the
language in such a way as to make the underlying logical inferences transparent. Itis this latter contrast, between
ordinary language and a logically reconstructed language, which is going to be fundamental to twentieth-century
philosophy of language; for the core of Frege's position is that logic, by breaking the domination of ordinary
language over the human spirit, can liberate philosophy to explore the world unfettered by misconception.

This gets us some way towards Dummett's thesis. But Dummett had a broader claim in mind. He regularly writes of
philosophy of language as ‘theory of meaning’ and his claimis that Frege had a theory of meaning which, whether
or not Frege appreciated it, provided a new foundation for philosophy. What Dummett has in mind here is not
Frege's logical theory but his theory of ‘sense’ (sinn) and ‘reference’ (bedeutung). The starting point for this theory
is Frege's insight that the fundamental phenomenon of meaning is the expression of a thought by a complete
sentence, and not the way in which words such as names and predicates refer to objects and properties. Frege
singles out as one of his fundamental principles the principle that one should ‘never ask for the meaning of a word
in isolation, but only in the context of a sentence’;” so the meanings of words, including names, are to be thought
of in terms of their potential contribution to the meaning of sentences in which they occur. At this point Frege
introduces his next fundamental point, that the concept of truth is fundamental to an account of the meaning of a
sentence; so the meanings of words comprise their contribution to the conditions under which sentences in which
they occur are true. Itis in developing this insight that Frege introduces his distinction between sense and
reference. The reference of a sentence, he says, is that aspect of the sentence which is fixed by the objects and
properties referred to in the sentence, and this, he says, is its truth-value,—its truth, if it is true, or its falsehood if it
is false. But it is clear that this is not a complete account of the meaning of a sentence, since itis obviously not the
case that all true sentences have the same meaning; so the conception of the sense of a sentence is employed to
capture a further way of discriminating among sentences which differ in meaning despite having the same truth-
value. For Frege, the way to make this further discrimination is to characterize the different conditions under which
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sentences are true, i.e. their truth-conditions. For, intuitively, although the sentences ‘snow is white’ and ‘grass is
green’ have the same truth-value because they are both true, the conditions under which they are true differ: in
one case, the condition is that snow is white, in the other case, itis that grass is green. So, it seems, as far as
sentences are concerned, the sense/reference distinction is a distinction between the truth-conditions and the
truth-value of a sentence.

But this notion of truth-conditions, which is central to twentieth-century philosophy of language, is tricky; for there
is a sense in which all sentences with the same truth-value have the same truth-condition. Because snow is in fact
white and grass is in fact green, it follows that ‘snow is white’ is true if and only if grass is green and ‘grass is
green’ is true if and only if snow is white. This external, ‘extensional’, way of identifying truth-conditions is,
however, clearly not what Frege has in mind. Instead he takes it that the sense of a sentence is given just by that
account of the conditions under which it is true which is implied by the meaning of the words which occur within it.8
So the conception of a sentence's truth-conditions which captures its sense is a conception of these conditions
whose specification is internal to the language and does not depend on extraneous non-linguistic facts such as
that snow is white and grass is green. This point implies that for Frege there is a crucial interdependence between
sentence-meaning and word-meaning. On the one hand, sentence-meaning is conceptually fundamental: the
meaning of a word just comprises its contribution to the meaning, that is, the truth-conditions, of sentences in which
it occurs. But, on the other hand, for any given sentence, the account of its meaning is dependent on that of the
meanings of the words which occur within it. Furthermore word-meaning again requires the distinction between
sense and reference. For while the truth or falsehood of a sentence, and thus its reference, depends only on the
relationships among the objects and properties referred to by the words which occur within the sentence, the
sense of the sentence depends also on the way in which these objects and properties are described in the
sentence, and thus, as Frege puts it, on the sense as well as the reference of these descriptions. Frege illustrates
his point with a famous example: even though the Morning Star is the Evening Star, the sense of the sentence ‘The
Morning Star is the Evening Star’ differs from that of ‘The Morning Star is the Morning Star’ since the former, unlike
the latter, expresses a remarkable astronomical discovery; so in respect of phrases such as ‘The Morning Star’
and ‘The Evening Star’ we also need to distinguish sense from reference.

As we will see below, this final point has been a focus for debate throughout the twentieth century. But that debate
should not overshadow the other two basic claims which Frege introduced into the philosophy of language: the
fundamental status of sentence-meaning vis-a-vis word-meaning and the central role of the concept of truth in the
elucidation of sentence-meaning. Both of these have been disputed and in recent years the second in particular
has come under pressure (see Sections 3.8 and 3.9). Frege himself recognized that there was more to the meaning
of a sentence than its truth-conditions, but he argued that distinctions of meaning which do not affect questions of
truth, such as that between ‘and’ and ‘but’, should be set to one side, as questions of ‘tone’ or ‘force’.2 Whether
this is appropriate is a matter to which | shall return towards the end of this essay; for most of the twentieth century,
most philosophers have accepted Frege's position on this matter. But | want to return to Dummett's claim, that this
‘theory of meaning’, or rather the very idea of providing a theory of this kind, provides a new foundation for
philosophy. What Dummett has in mind here is that a systematic account of the meaning of language of the kind
that Frege offers provides the basis also for an account of the content of thoughts: in a later work he takes it that
this claim is the distinctive mark of ‘analytical philosophy’: ‘what distinguishes analytical philosophy, in its diverse
manifestations, from other schools is the belief, first, that a philosophical account of thought can be attained
through a philosophical account of language, and, secondly, that a comprehensive account can only be so
attained’.10 In fact this claimis not exclusive to ‘analytical philosophers’: itis characteristic of Heidegger's later
philosophy and equally of the writings of Merleau-Ponty and Derrida, though | shall not pursue their approaches to
it here. Nonetheless the suggestion that language is the fundamental form of intentionality, and thus that an
account of the meaning of language is central to an account of the content of thought, has been central to much
twentieth-century philosophy. Indeed one might well say that itis only through the recent development of
alternative theories of ‘mental representation’ (functionalist, teleological etc.) that the domination of philosophy by
the philosophy of language has been finally broken.

As | have indicated, Dummett acknowledges that his account of Frege's achievements is not one of Frege's
express intentions, though he points to the fact that when, in the Foundations of Arithmetic, Frege turns to present
his own account of what numbers are, he does so precisely by defining the sense of sentences, especially identity
statements, in which number words occur.1l But it is in fact questionable whether even Dummett's imputation to
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Frege of a ‘theory of meaning’ is appropriate, since Frege's distinction between sense and reference is presented
by him, not as a systematic theory comparable to his theory of number, but only as an elucidation (erlduterung) of
the basic concepts that occur in this theory.12 Furthermore there is one qualification to the account of Frege given
so far which does need to be introduced. | have described Frege's conception of the sense of a sentence as a
conception of its truth-conditions. This is, however, a simplification of his position, for it omits his ‘Platonism’
according to which the sense of a sentence is an abstract object. The background to this is his use of a
mathematical model for the semantic structure of a sentence which leads him to think of sentences as functional
expressions. For this leads him to treat sentences as names whose reference and sense must both be objects of
some kind. There is no problem here about the reference; for the reference of a sentence, as we have seen, is its
truth-value, and this can be readily conceived as an abstract object. But what of its sense? How can its truth-
conditions be an object? Frege argues that the sense of a sentence cannot be a physical object, nor, equally a
psychological state; hence, he infers, it too is an abstract object, a ‘thought’.13 But since this is to be a mode of
presentation of the reference of the sentence, its truth-value, it turns out that this object is just an abstract
specification of the conditions under which a sentence which expresses the thought is true. So in the end the
conception of the sense of a sentence as a Platonic thought is notin conflict with the truth-conditional account of
it; but, equally, it looks to be an undesirable addition to it.

3.2 Wittgenstein's Tractatus Logico-Philosophicus

| started this chapter with a reference to the conception of philosophy as ‘critique of language’ presented by
Wittgenstein in his Tractatus Logico-Philosophicus; and, following on from the previous section, one might well say
that the position which Dummett attributes to Frege is really that of the young Wittgenstein. It is not surprising that
there is this profound similarity, for Wittgenstein arrived at his position in his Tractatus precisely by simplifying and
radicalizing the views advanced by Frege, whose work he praises in his preface. While retaining the fundamental
‘context’ principle that gives primacy to sentence-meaning over word-meaning (3.3), and the emphasis on truth in
an account of meaning (4.024: ‘To understand a statement means to know what is the case if itis true’),
Wittgenstein denies that sentences are names. Thus he rejects Frege's Platonist conception of the thoughts
expressed by sentences as abstract objects and instead reconceptualizes thoughts in a functional way as
anything which provides a ‘logical picture’ of a fact (3). This then enables him to deepen the link between thought
and language by maintaining that itis precisely language, with its meaningful sentences, which performs this
function of representing facts (4). For sentences represents facts by specifying the states of affairs whose
existence constitutes a fact, and since a specification of these states of affairs justis an account of the conditions
under which the sentence is true, an account of the truth-conditions of a sentence, as determined by its
constituent expressions, will reveal its semantic function, the fact which it purports to represent. So the truth-
conditional conception of meaning fits neatly with the functional conception of the thoughts expressed in language.

Wittgenstein's conception of the sense/reference distinction is also a radical simplification of Frege's position.
Where Frege assigns both sense and reference systematically to sentences and to their semantic constituents,
such as names and predicates, because Wittgenstein denies that sentences are names, he denies that they have
any reference at all. Nonetheless he holds that they do have a sense, though this is not an object of any kind but
comprises instead their truth-conditions which identify the fact they purport to represent. By contrast, the semantic
constituents of a sentence, which are primarily names, have a reference, the object they name, but no sense at all.
Since the objects thus referred to by the names which occur in a sentence are the objects which combine in the
states of affairs whose existence the sentence represents, it turns out that collectively they constitute the
conditions for the truth of the sentence, and thus its sense. So for Wittgenstein sense and reference are mutually
interdependent even though they are exclusive, in that no expressions have both sense and reference. Although
this simplified account of meaning has obvious attractions, it does need to deal with the point raised by Frege in
connection with our understanding of the expressions ‘the Morning Star’ and ‘the Evening Star’ which led him to
maintain that names have sense as well as reference (see Section 3.1). Insofar as Wittgenstein addresses this
point, he suggests that one cannot understand two names which are names of the same object without knowing
that they are names of the same object (4.243); by itself this is unconvincing, but his references to Russell suggest
that he takes it that Russell's theory of descriptions (see Section 3.3) provides a way of saving the appearances
which suffices to provide an alternative solution to Frege's problem.

This is only a brief sketch of Wittgenstein's austere account of language. His conception of logic must now be
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introduced. For Wittgenstein logic is not just a way of systematizing valid formal inference; itis also integral to the
representation of truths since true thoughts are logical pictures of facts. The association here is familiar from the
case which Wittgenstein takes to be paradigmatic, namely sentential logic, where the theorems are tautologies and
vice-versa. Wittgenstein generalizes this case to language in general, to affirm that semantic structure is just
logical structure. Wittgenstein then adds to this two further claims: first, that the only kind of possibility is logical
possibility, and thus that the only kind of necessity is logical necessity (6.375). So the traditional philosophical task
of exhibiting and defending necessary connections, essential truths and so on devolves upon logic. But, and this is
the second claim, because there are no logical objects (4.0312—Wittgenstein remarks that this is his ‘fundamental
thought'), this task does not lead to the identification of fundamental logical truths; on the contrary, because there
are no logical objects, there are no logical truths. Hence there can be no ‘philosophical propositions’ (4.112) to
express the logical connections that might be thought to capture the point of traditional philosophical claims about
necessity and essence. Instead the only way in which logical points can be exhibited is by undertaking a logical
analysis of the language involved which clarifies the concepts involved in such a way that supposed necessary
connections either ‘show’ themselves, or are undermined, without the need for explicit statement of a logical truth.
Thus philosophy is to be thought of as a therapeutic activity which employs a logical analysis of language to effect
a critique, not so much of language as such, as of the typical misunderstandings of ordinary language which give
rise to traditional philosophical puzzles. When language is understood properly it will be seen that the only
substantive unanswered questions which can be formulated are ‘scientific’ questions: ‘beyond’ science there are
no further undiscovered metaphysical truths even though there remains the perennial task of understanding why
the illusory appearance of such truths arises and thereby dispelling it.

Itis easy to see why this conception of philosophy as, in effect, a logical philosophy of language was both
captivating and challenging. In the present context there are a few further aspects of it to pursue briefly. The first
concerns the structure of beliefs, desires, and similar psychological states. Wittgenstein faces an apparent
problem here: for on the one hand he takes it that the only structure available is that expressible in a truth-
functional logic (5); but, on the other hand, itis obvious that sentences of the form ‘a believes that p’ are not truth-
functional. Wittgenstein's remedy for this is the thesis that the form of ‘a believes that p’ is “‘p” says p’' (5.542). This
is enigmatic, but | take it that Wittgenstein's proposal is that belief has the form ‘a's belief says p’, i.e. that the
appearance of non-truth-functionality is to be removed by treating beliefs as having a structure comparable to that
of sentences so that they can be correlated with the possible states of affairs they representin much the way that
sentences are correlated with facts through a correlation of words and objects. This is not quite the view that
beliefs just are sentences, but it implies that insofar as the mind involves propositional contents (believing that so-
and-so and the like), itis at least language-like. Hence it implies that the philosophy of mind is to be based upon the
philosophy of language. The second issue concerns the relation between epistemology and the philosophy of
language. Wittgenstein says that theory of knowledge is just the philosophy of psychology (4.1121), and thus just
concerns the question about the logical form of belief and knowledge which | have been discussing. This
dismissive remark, however, does not capture an important implication of his approach, which is that evidential
relations can only be logical. So his position implies that epistemology is just an application of his logical philosophy
of language: it combines an account of the logical form of the sentences in which we ascribe belief and knowledge
with an account of the logical relationships between the sentence-like beliefs thus ascribed.

These points show how Wittgenstein's early conception of philosophy is critical of traditional conceptions of the
mind and of the structure of knowledge. And yet he also represents himself as an upholder of ordinary language
which is, he says, logically well-ordered just as itis (5.5563). Wittgenstein's resolution of this tension is that, despite
being well-ordered, ordinary language often disguises logical form because its superficial structure has evolved for
reasons which have nothing to do with logic (4.002). Hence the task of philosophy is non-trivial: logical analysis is
not straightforward, as indeed Wittgenstein's treatment of belief exemplifies; nonetheless itis supposed, in the end,
to display the inferences which our understanding of our own ordinary language leads us to endorse. This
resolution rests on the assumption that truth-functional logic captures not just one way in which the representation
of facts can be accomplished, that which is appropriate for natural science, but the only way in which this can be
accomplished. One of the main developments in his thought is his subsequent recognition that this belief is
mistaken, and thus that ordinary language, so far from being answerable to the demands of this logic, shows us its
limitations. (see Section 3.7).
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3.3 Russell

Apart from Frege, the other philosopher whose influence Wittgenstein acknowledged in the preface to the
Tractatus was ‘my friend Bertrand Russell’. By this time Russell had already acknowledged the impact of the ideas
of ‘my friend Ludwig Wittgenstein’ in the preface to his 1914 Harvard lectures published as Our Knowledge of the
External World.14 Indeed it is striking to compare the traditional approach to philosophy Russell followed in his
classic introductory book The Problems of Philosophy 15 which was written in 1911, just before he met
Wittgenstein, with the ‘logical-analytic method’ recommended in these 1914 lectures. In the earlier book Russell
begins by discussing ‘appearance and reality’ and ends with a sympathetic discussion of the possibility of
speculative metaphysics; whereas he starts his lectures with the bold claim that ‘every philosophical problem.... is
found either to be not really philosophical at all, or else to be ... logical’.16

Most of Russell's previous work had been directed to the development of a logical theory which could vindicate the
logicist thesis that mathematics is logic. As Frege's work shows, logic is inseparable from an analysis of language,
so one would expect Russell's development of his logic to bring with it a philosophy of language. In practice, as we
shall see, this is true; but it took some time for Russell himself to recognize this point because he initially regarded
logic as a theory about inferences between propositions which he conceived as non-linguistic structures
composed of the entities meant by words—'a proposition, unless it happens to be linguistic, does not itself contain
words: it contains the entities indicated by words. Thus meaning, in the sense which words have meaning, is
irrelevant to logic’.17 Propositions, so conceived, are fact-like; indeed for Russell facts just are true propositions.
Contemporary philosophers sometimes write of ‘Russellian propositions’, and it is this early conception of Russell's
that they have in mind, whereby propositions include objects and properties rather than descriptions,
psychological representations or abstract modes of presentation of them.

Although it was only under Wittgenstein's influence that Russell explicitly adopted a conception of propositions as
representations, linguistic or mental, this change was anticipated by earlier developments in his position whereby
his officially non-linguistic logic became irretrievably enmeshed with questions of language, especially in the
context of questions about the logic of propositions which include ‘denoting concepts’ such as ‘a man’, as it
occurs in the proposition that/ met a man. When first discussing this case in 1903 Russell says that the proposition
is not ‘about’ the concept ‘a man’ which, he says, occurs in it; instead it is about a man denoted by this concept
—‘an actual man with a tailor and a bank-account or a public-house and a drunken wife’.18 This insistence on what
the proposition is ‘about’ is, | take it, a way of saying that the proposition's truth does not consist in a fact about the
concept ‘a man’ but, instead, consists in a fact about an actual man, even though this man does not occur in the
proposition itself. In his attempt to capture this point systematically Russell says that the concept ‘a man’ denotes
the disjunction of all men—Tom or Dick or Harry etc. ....; but he does not have a satisfactory account of the way to
get from this disjunctive ‘object’, as he calls it,1° to facts involving particular disjuncts in which the truth of the
proposition consists. Not surprisingly, therefore, Russell swept this theory away in his famous 1905 paper ‘On
Denoting’20 in which he returns to the issue he had previously grappled with. And significantly he now starts the
paper by explaining that he wants to discuss what he calls ‘denoting phrases’ such as ‘a man’, and not ‘denoting
concepts’ as before, so that throughout the paper linguistic concerns are prominent even though he still employs
his non-linguistic conception of the proposition expressed by a sentence as the basic bearer of truth.

Russell begins with a brisk account of the truth of propositions expressed by sentences such as ‘I meta man’ in
which, without argument, he introduces quantifiers and gives a substitutional account of the truth of the
propositions thereby expressed.?2! According to Russell this involves a ‘reduction’ of propositions whose
expression involves the denoting phrase ‘a man’ to propositions whose expression does not involve this phrase, a
procedure which, he says, ‘leaves “a man”, by itself, wholly destitute of meaning, but gives meaning to every
proposition in whose verbal expression “a man” occurs’.22 Russell's main concern in the paper is then to extend
this approach to the propositions expressed by sentences which include denoting phrases of the form ‘the so-and-
so’ by reducing these propositions to the propositions expressed by sentences which start by asserting that some
property is uniquely instantiated, so that the proposition expressed by ‘The F is G’ is understood as that expressed
by ‘There is just one F and itis G’, where the truth of this latter proposition is handled in accordance with his
substitutional account of quantifiers. Having presented this hypothesis Russell attempts to argue for it against
alternatives which he ascribes to Meinong and to Frege. His argument is notoriously difficult to understand;23 but
the details do not matter here, nor indeed does it matter whether Russell's position is to be preferred to that of
Frege.24 What does matter is the way in which Russell's theory of descriptions, as it has come to be known,
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contributed to the development of the philosophy of language.

The key to this is the thesis that, like the phrase ‘a man’, the phrase ‘the man’ is what Russell comes to call an
‘incomplete symbol’ because itis a phrase which ‘has no meaning in isolation’ in the sense that it fails to name an
object which occurs directly as a constituent of the Russellian proposition expressed by a sentence in which it
occurs. Instead the phrase indicates that the proposition expressed by a sentence such as ‘The butcher is drunk’
is one whose truth depends on the truth of a proposition obtained by making the substitutions specified by the
quantifiers in a complex propositional function which is identified by the logical analysis of the original proposition.
It is the negative claim here which is important, for phrases of the form ‘the so-and-so’, as in ‘The butcher is drunk’,
certainly appear to be ways of referring to an object, a butcher, about which something further is then affirmed;
hence Russell's theory legitimated the thought that the logical analysis of language can show that appearances
such as this are deceptive, that surface grammar is not a sure guide to logical form and thus to the structure of the
facts in which the truth of propositions consists. In part this is just an extension of the liberation from surface
grammar accomplished by Frege in his Begriffsschrift; but because Russell's theory concerns putative referring
expressions, its implications are more striking. Itis surely this aspect of Russell's work that Wittgenstein had in mind
in the Tractatus when, in order to substantiate his claim that ‘All philosophy is “Critique of Language” ’, he adds
‘Russell's merit is to have shown that the apparent logical form of a statement need not be its real form’ (4.0031).

Russell uses this new theory in several related ways. In ‘On Denoting’ he uses it to suggest that we can have
‘knowledge by description’ about things with which we are not acquainted. This suggestion is made in the context
of a traditional foundationalist epistemology which holds that knowledge has to be grounded in the immediate and
infallible presence to consciousness of some self-identifying items with which we are thereby acquainted, such as
sense-data. Because we are plainly not acquainted in this way with physical objects, this epistemology seems
irredeemably sceptical. But Russell proposes that when we interpret sentences which appear to involve reference
to physical objects in accordance with his theory, it does not matter that we are not acquainted with them; as long
as we can have knowledge that there are physical objects related somehow to the sense-data with which we are
acquainted, we can have ‘knowledge by description’ of the physical world. In developing this point, he suggests
that this kind of use of a definite description involves a ‘logical fiction’, the fiction that the description is a way of
referring to a suitable object; for once a sentence using the description is interpreted in accordance with his theory
the putative reference to a physical object is eliminated and it will become clear that the proposition expressed just
concerns the instantiation of some properties. This fictionalist application of a philosophy of language, which looks
back to Hume, has become increasingly important during the twentieth century. But in Russell's case the situation
is complicated by the fact that the properties involved in his descriptive analysis are typically properties whose
instantiation requires the existence of objects just like the one putatively referred to. So although his theory of
descriptions removes the appearance of reference to an object it does not remove the commitment to the
existence of objects of that kind. But Russell takes a further step when he adds his theory of classes to his theory
of descriptions: for according to his theory of classes sentences which include expressions which seem to refer to
classes should be treated as abbreviations of sentences which just concern propositional functions, which he
informally identifies with properties and with which he takes us to be readily acquainted. So in this case there is a
reduction of classes to properties, and as Russell gets more confident about this logico-linguistic technique he
develops the idea of a ‘logical construction” which rests on the hypothesis that by introducing a language which
replaces our ordinary talk of physical objects with apparent reference to classes of sense-data and their
properties, and then applying his logical theories to this latter language, he can show that there is no need to
suppose that knowledge of the physical world requires a problematic inference from appearances to some real but
unperceived cause of these appearances. Instead such inferences are just to be thought of as inferences from
actual sense-data to further similar potential sense-data. Thus by following his maxim that ‘wherever possible
logical constructions are to be substituted for inferred entities’, 25 he uses his philosophy of language to move the
goalposts for his epistemology.

This conception of a logical construction and of the reform of language will be important later. For the moment | just
want to use it to elucidate an important disagreement between Russell and Wittgenstein. In the Tractatus, as | have
mentioned, Wittgenstein cites Russell in support of his claim that the surface grammar of ordinary language can be
misleading as to its logical form while also affirming that nonetheless in practice ordinary language is well-ordered
as itis. In his 1922 introduction to the Tractatus, however, Russell attributed to Wittgenstein a concern, not with the
logical analysis of ordinary language, but with the construction of a ‘logically perfect language’ whose structure
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would be completely transparent with respect to logical form and its relationship with the world. Wittgenstein
protested to Russell that this had not been his aim; but one might at first wonder whether there is a substantive
issue here, since Russell's logically perfect language might be taken to be just the result of a Wittgensteinian
logical analysis of ordinary language. The grounds for Wittgenstein's complaint become clear, however, once one
considers what motivates Russell's conception of a logically perfect language. For this is motivated not just by
logic, but also by epistemology: Russell's aimis to characterize a language which has the means to express our
knowledge of the physical world while satisfying his fundamental principle that every proposition we can
understand must be composed wholly of constituents with which we are acquainted.2® According to Russell, an
ideal language which employs the method of logical construction enables one to satisfy these requirements. But
Wittgenstein did not accept any such motivation: as we have seen, his attitude to epistemology was generally
dismissive. Hence he was deeply dismayed to find Russell attributing to him a position which implies that language
should be adapted to accord with what he regarded as an extraneous and improper external requirement; for him,
the critique of language is essentially an internal critique only.

After 1919 Russell radically modified his philosophy. He rejected the conception of acquaintance that had been
fundamental to his epistemology and philosophy of language and he sought to develop in its place a functionalist
theory of language that relies mainly on causation to fix meaning. He attempted, as we might say now, to
‘naturalize’ his philosophy of language (and mind) believing that ‘we shall be wise to build our philosophy upon
science’.2” Because psychological theory then was somewhat rudimentary, he did not have the resources to
develop the position in a persuasive way and, | think, only Frank Ramsey really appreciated at the time what he
was attempting to do. There is no space here for a detailed account of these later, neglected, writings by Russell,
but once one does investigate them one readily finds anticipations of later ‘externalist’ conceptions of mind and
language.28

3.4 Logical Empiricism

Itis an important, and striking, fact that the group of thinkers who next took up and developed the positions
advanced by Wittgenstein and Russell were scientists, the group of philosophically engaged scientists who
gathered under the leadership of Moritz Schlick in Vienna and published their manifesto The Scientific World-
Conception 22 in 1929. In this work they called for a programme of radical intellectual and social reform in order to
implement a properly scientific understanding of the world. Although their programme had several sources, such as
the ideas of Ernst Mach, they were clearly inspired by statements in Wittgenstein's Tractatus such as that ‘the
totality of true statements is the totality of natural science’ (4.11); and since Wittgenstein was at this time living in
Austria some of them met with him for philosophical discussion. As well as the emphasis on natural science, they
liked his account of logic and mathematics as ‘tautologies’ with no substantive truth of their own and, most of all,
they liked his account of philosophy as just logical analysis of language. For right from the start they were emphatic
in repudiating old-style metaphysics, with its pretension to provide knowledge of higher, non-scientific, truths.
Nonetheless they also differed with Wittgenstein on two significant points. While Wittgenstein had held that
fundamental points about logical form could only be ‘shown’ through analysis of the use of language and not ‘said’,
that is, stated as philosophical propositions, the logical empiricists, while accepting that the illusions of metaphysics
often arose from the attempt to express these points as if they were claims about the world, argued that they could
be sensibly expressed as statements about language itself, as an account of what Carnap called ‘the logical
syntax of language’. This move greatly enhanced the emphasis on language which one finds in the writings of the
logical empiricists. The second difference arose from their primary concern with science, especially natural
science. For despite Wittgenstein's claim quoted above about natural science, he was, as we have seen in Section
3.2, dismissive of epistemology and thus provided no account of the role of observation in vindicating scientific
claims. The logical empiricists, by contrast, sought to bring their empiricist emphasis on the role of observation in
science right into their account of language. The way in which they sought to do this was to maintain that there is
an internal link between meaning and empirical verification: the Fregean thesis of the Tractatus that ‘to understand
a statement means to know what is the case if itis true’ (4.024) becomes the verificationist thesis that
‘understanding a statement and knowing the way of its verification is one and the same thing’.30

These two points bring the position of the logical empiricists close to that of Russell, albeit with verification
substituted for acquaintance. One indication of this is that, like Russell, the logical empiricists were not much
interested in ordinary language; instead they wanted to construct, or characterize, a language which would be
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ideal for science. Such a language would gain its meaning through the empirical criteria by which simple
statements are verified and falsified, and also through the rules governing the use of logical and mathematical
terminology whose role is to facilitate reasoning and calculation, not to capture a special type of non-empirical
truth. The task of philosophy is then conceived to be the detailed characterization of such a language: the
enlightened philosopher will practise ‘a strict scientific discipline, namely that of the logic of science as the syntax
of the language of science’.31 But one qualification should be introduced at once. Once embarked on this project, it
became clear that there are many different ways of characterizing an ideal language, and this plurality of
candidates gave rise to the question as to whether one should be seeking just one ideal language. In response to
this there developed an interesting compromise: on the one hand, it was acknowledged that there can be a variety
of languages with different logical systems which are to be assessed in a given context on pragmatic criteria,
since, as Carnap put it, ‘in logic there are no morals’;32 but, on the other hand, as far as empirical concepts go, it
was argued that primacy attaches to the ‘physical language’, the language which describes physical phenomena,
as opposed to a ‘phenomenalist language’ which describes the contents of experience. We shall see below why
the logical empiricists gave a special status to physical language; equally we shall see that the distinction here,
between logical and empirical concepts, is one that comes to be called into question.

Several issues which are central to subsequent philosophy of language arise within the context of logical
empiricism. One concerns the nature of non-scientific language. It was all very well to dismiss metaphysics as
nothing but meaningless pseudo-science, but moral language cannot be similarly dismissed. The response of Ayer
and others was to propose that this language is misunderstood if it is regarded as used to make claims, true or
false, about reality. Instead this language needs to be recognized as a way of expressing feelings such as disgust
or enthusiasm and of encouraging or prescribing others to actin certain ways.33 This position gave rise to the
‘emotivist’ theory of ethics34 which exemplified clearly one way in which the philosophy of language then
dominated philosophy: the philosophical study of morality was the study of the language of morals. To some
extent, indeed, this approach persists within ethics, or rather ‘metaethics’ as itis often now called. But
contemporary discussions as to how far moral language is descriptive or expressive are now rooted notin
empiricist presumptions but in debates about the role of moral judgements as reasons for action: those who hold
that there is only an external connection between moral judgement and motivation treat moral language as
descriptive of moral truth whereas internalists who hold that this connection is internal tend to construe moral
language as fundamentally expressive of feelings and desires.35

A different group of questions, rather closer to the core of logical empiricism, concerns the nature and limits of
empirical verification. The question of limits arose from the critical rhetoric of the logical empiricists, that because
the putative statements of theology and speculative metaphysics are unverifiable they are meaningless pseudo-
statements which are at best expressive of certain feelings. For this clearly required a test of verifiability. Ironically
it turned out that no sensible test could be devised and thus that by its own standards the question of verifiability
was meaningless; and with this the suggestion that meaningfulness is a matter of verifiability was quietly
dropped.3® A much more productive debate focused on nature of empirical verification, the ‘protocol-sentence’
debate, so-called because the logical empiricists called records of observations ‘protocols’. On one side of this
debate was Schlick, who held that since observation is fundamentally a matter of individual subjective experience
these protocol-sentences should aim to capture, in so far as this is possible, experiences of this kind. On the other
side of the argument was Oscar Neurath who observed that Schlick's position implies that the meaning of a
person's protocol-sentences is private to that person since this meaning is dependent upon experiences which
cannot be shared. Neurath then argued that this conclusion is untenable, partly because it would undermine the
possibility of providing an objective basis for scientific knowledge, but more radically because the very idea of
such a private language is incoherent since language requires classifications and distinctions which necessarily
transcend any individual speaker's application of them.37 Neurath's discussion of this point is very brief, but
prescient; | return to this issue of a ‘private language’ below in connection with Wittgenstein's later philosophy of
language (see Section 3.7). Neurath's own conclusion was that protocol-sentences, the records of observation,
must therefore be expressed in an intersubjective ‘physical’ language; and that empirical inquiry is largely a matter
of preserving the coherence of the protocol-sentences which stimulation of our sense-organs causes us to affirm
with the non protocol-sentences which express the explanatory theories we accept.

Neurath was generally thought to have won this debate—Carnap, for example, changed sides in the course of it on
the issue of the protocol language—but whether Neurath's coherentist account of scientific knowledge was
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satisfactory remained disputed. Carnap discussed this issue in The Logical Syntax of Language (1934), and this
discussion is especially important because of his account here of the role of the analytic/synthetic distinction in
empirical inquiries. Carnap begins by accepting that there can be no question of simply inducing explanatory
theories and laws from observations because ‘the system of hypotheses is never univocally determined by
empirical material, however rich itis’.38 Hence, he argues, scientific inquiry involves ‘conventions’, the postulation
of general rules which enable scientists to make predictions of protocol-sentences from hypotheses and thereby
assess these hypotheses in the light of the protocol-sentences they actually affirm. Because of the complexity of
scientific theories, however, this assessment is always provisional: there will always be ways of modifying a theory
to save a given hypothesis even when predicted protocol-sentences are not confirmed: hence ‘there is in the strict
sense no refutation (falsification) of an hypothesis’ (Carnap alludes here to Duhem's famous discussion of this
point).39 How, then, should the scientist proceed? Carnap here introduces the analytic/synthetic distinction: the
analytic ‘L-rules’ are the rules of logic and mathematics which are essential for the derivation of predicted protocol-
sentences from scientific hypotheses and these are not normally called into question in the course of scientific
inquiry even though their adoption is fundamentally a matter of convention. By contrast the synthetic ‘P-rules’, the
hypotheses of the scientific theory atissue, are to be considered revisable in the light of observation, although,
because of the underdetermination of theory by observation, no unique revision is usually implied and pragmatic
considerations of ‘simplicity, expedience and fruitfulness’ will guide the development of scientific research.40 Thus
the analytic/synthetic distinction separates the scientific hypotheses that are up for assessment from the rules for
inference and calculation which provide the background connections. Despite this role for the distinction between
the analytic and synthetic, however, Carnap maintains that the distinction is fundamentally only practical: ‘in this
respect, there are only differences of degree; certain rules are more difficult to renounce than others’;4! and he
goes on to add, concerning an analytic sentence S that ‘it may come about that, under the inducement of new
protocol-sentences, we alter the language to such an extent that S is no longer analytic’.42

Carnap's position on this matter fits with his tolerant attitude to alternative logics, since that attitude implies a
willingness to revise one's logic. But it is one thing to revise one's logic in the light of progress in logical theory,
such as Frege's insights into the need for quantifiers, and quite another to allow that such revisions can be justified
by empirical discoveries (by ‘the inducement of new protocol-sentences’). For, as Carnap here acknowledges, this
implies that there is no deep difference in kind between the analytic truths of logic and mathematics and the
synthetic truths of natural science. But without a difference in kind here, the presumption that the philosophy of
language provides a warrant for treating certain truths as distinctively non-empirical and necessary because they
are analytic ‘tautologies’ whose truth arises merely from the meaning of the logical words which occur within them
is undermined. Once the meaning of our logical vocabulary is regarded as answerable to empirical investigations,
a logic-based philosophy of language offers no basis for a priori necessity and, more generally, no longer provides
a foundation for scientific inquiry.

3.5 Quine

The philosopher who grasped the significance of this aspect of Carnap's position was his American disciple, Willard
van Quine, who had worked with Carnap on the English translation of The Logical Syntax of Language. In his
famous paper “Two Dogmas of Empiricism’ in which he attacks the ‘dogma’ that there is a difference of kind
between analytic and synthetic truths Quine presented his position as if for this reason alone it involved a radical
critique of logical empiricism.43 As Quine knew perfectly well, however, this dogma had not been Carnap's position
in The Logical Syntax of Language. Nonetheless there was a genuine disagreement between them, arising from
Quine's willingness to think through the implications of this new thoroughgoing empiricism. An important instance of
this concerned the role of linguistic convention. Carnap, like other logical empiricists, held that the adoption of a
system of logic is fundamentally a matter of linguistic convention, so that logical truth is ‘truth by convention’, even
if these conventions are revisable in the light of empirical investigations. Quine observed, however, that the logical
implications of a logical truth cannot themselves be a matter of linguistic convention, on pain of requiring an infinite
number of such conventions, and thus that the role of convention in logic can amount at most to the adoption of
certain fundamental principles.#4 And he further argued that once these conventions are acknowledged to be
vulnerable to empirical investigations, itis a mistake to think of logical truth as ‘truth by convention’ at all; instead
we should recognize that ‘conventionality is a passing trait, significant at the moving front of science but useless in
classifying sentences behind the lines. Itis a trait of events and not of sentences.’45
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Despite this disengagement from the voluntarist aspect of logical empiricism, however, Quine's empiricismis very
much in accord with its linguistic aspect. Thus his account of the evidence for science is couched in terms of the
role of ‘observation sentences’, which are the old ‘protocol-sentences’ under a new name. Furthermore, despite
the fact he holds that logic is revisable in the light of empirical inquiries, Quine (who was a distinguished logician)
still assigns logic a central place in his philosophy of language. For example, he holds that questions of ontology
are dependent on questions of logic since ‘to be is to be the value of a variable’46—that is, the ontological
commitments of a theory are dependent on its logical structure since they concern the kinds of thing whose
existence is logically required for the truth of the theory. This position requires a way of making logical structure
explicit, and for Quine this end is achieved by ‘regimenting’ the theory in a ‘canonical notation’ (a version of the
logical empiricists' ideal language) which does justice to all the scientific implications of the theory. Quite what
these implications are may well be disputed, but it is an important implication of Quine's rejection of the
analytic/synthetic distinction that scientific disputes cannot be divorced from disputes about the appropriateness or
not of a notation or language. A case in point concerns psychology and the attribution of propositional attitudes
such as belief. Because Quine holds that from a scientific standpoint there is no substance to talk of beliefs, he
denies that a canonical notation for psychology needs to include existentially quantified variables whose values
are beliefs or their contents. Many will disagree with Quine on this issue, but whichever side one takes on this
debate, however, the point to grasp here is that for Quine, the choice of theory is inseparable from the choice of
language, as Quine indicates clearly: ‘If we are limning the true and ultimate structure of reality, the canonical
scheme for us is the austere scheme that knows no quotation but direct quotation and no propositional attitudes
but only the physical constitution and behaviour of organisms. ... If we are venturing to formulate the fundamental
laws of a branch of science, however tentatively, this austere idiom is again likely to be the one that suits.’47

Yet Quine is also responsible for a sceptical argument which calls into question the significance of questions about
language. This is his argument for the essential ‘indeterminacy of translation’, whose conclusion is that in disputes
about translation or meaning, there is no ‘objective matter to be right or wrong about’.48 The starting point for this
sceptical conclusion is the application of his all-embracing empiricism to questions about meaning. Quine holds that
these questions are best conceived as questions about the way in which translation from a foreign language into
one's own language is to be achieved; but he argues that the empirical evidence available to us when we seek to
do this is so inadequate that it radically underdetermines the choice between competing ways of translating the
foreign language. The evidence will comprise observations of the behaviour of native speakers, consisting
primarily but not exclusively of observations of their linguistic behaviour, and also observations of their
environment and interactions with it and each other. But, Quine argues, if we make different assumptions about
what native speakers perceive, believe, want and are trying to do, we can match this evidence to quite different
translations of individual statements by making compensating adjustments throughout schemes of translation. In
effect, Quine is here applying to linguistic theory Duhem's general point about the underdetermination of theory by
empirical evidence (see §5) except that Quine extends Duhem's thesis by arguing that it applies however much
evidence is adduced. Quine then infers from this that questions about the meaning of individual utterances are
radically indeterminate. Although their meaning is determinate relative to a scheme of translation which makes
good sense overall of a speaker's behaviour, because there is an ineliminable plurality of workable but
incompatible schemes, when considered by themselves utterances have no determinate meaning. Hence, he
concludes, the question of what a speaker means on some occasion lacks objective truth. So when seeking
scientific explanations of behaviour itis a mistake to employ a psychology which attributes meanings to the
utterances of speakers. Further, since the attribution of beliefs and other propositional attitudes to agents is
dependent upon the attribution of meaning to their utterances, these also lack objective truth. So itis equally a
mistake to invoke these attitudes in a scientific psychology—which explains Quine's position on this matter,
encountered just above.

Not surprisingly, this argument has attracted a good deal of criticism. Some critics reject the underdetermination
thesis, arguing that once the presumptions inherent in the enterprise of understanding others and the implications
of syntax are taken into account a pragmatic choice between competing schemes of translation can usually be
made on empirical criteria in much the way that a choice between competing physical theories can be made. In
both cases, where the evidence is insufficient, the choice of scheme or theory is indeed underdetermined; but this
should be regarded as a challenge which demands further empirical investigation and not as a proof, in the case of
linguistic theory, that questions about meaning and translation are inherently non-empirical. Other critics reject
Quine's move from the underdetermination thesis, which is essentially epistemological, to the metaphysical thesis
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that meaning itself is radically indeterminate, which is a form of sceptical antirealism about meaning and content.
These critics note that in physics Quine does not endorse a similar conclusion; instead he holds that because
physical theory gives an ineliminable explanatory role to unobserved entities a lack of decisive evidence here for
choosing one theory rather than another does not warrant an antirealist attitude to the postulation of such entities.
Thus one issue within psychology and linguistics is whether there are grounds within these sciences for assigning
an explanatory role to contents and meanings; if there are such grounds, then, contrary to the way in which Quine
presents the matter, a realist attitude to meaning and content remains consistent with his sceptical epistemological
considerations. So at this point the issue becomes one as to whether there are good independent reasons for
preferring Quine's austere behaviourist psychology to psychological theories which draw on contents and
meanings to account for behaviour, including speech. Current cognitive science and our ordinary ways of
understanding each other strongly suggest that content and meaning do have explanatory roles. But one question
here is whether these explanatory roles can be incorporated into the framework of natural science which includes
physics and its laws of nature, or whether they belong within a different ‘hermeneutic’ mode of inquiry in which we
make sense of each other as rational agents rather than as physical organisms. For if there is a genuine opposition
here, one might acknowledge that Quine was right to hold that meanings and propositional attitudes do not belong
within the realist ontology of natural science while still defending the objectivity of meaning in the light of the
possibility of hermeneutic inquiries which provide empirically determinate conclusions about meaning.

3.6 Davidson (and Dummett)

This last suggestion, which harks back to nineteenth century German debates about the status of the
Geisteswissenschaften, was especially championed by Quine's pupil, Donald Davidson, who argued that the
demands of rationality and intelligibility imply that mind and language are ‘anomalous’, in the sense that these
indefinitely pervasive aspects of thought and language cannot be accommodated within the strict laws of natural
science.49 But far from abjuring the approach to the philosophy of language which | have so far been discussing,
which might well be thought to bring with it the presumption that the study of language belongs with natural
science, Davidson developed his alternative position which rejects this presumption in the context of a philosophy
of language which deliberately brings together elements from this approach, starting with the Fregean thesis that
‘meaning is truth-conditions’.

Since this thesis has to be combined with the familiar point that the meaning of a sentence is determined by the
meaning of the words which occur within it it is natural to suppose there needs to be a fundamental theory of word
meaning, a theory of reference, which generates specifications of the truth-conditions of sentences in terms of the
objects and properties referred to by the words which occur within them. Indeed as we saw in Section 3.1 some
such presumption seems essential if one is to be able to identify that account of the truth-conditions of a sentence
which gives its meaning, since truth-conditions by themselves are much too coarse-grained to constitute
meanings. Davidson's insight, however, was to see that this presumption is not in fact necessary, in that the work
done by the theory of reference could actually be subsumed within the construction of a theory about truth-
conditions. The person whose work he appropriated to this end was Alfred Tarski, a Polish logician whose work was
closely associated with the logical empiricist programme. Tarski developed a way of ‘defining’ truth for a language
by providing a recursive specification of truth-conditions for each sentence of the language. For Tarski this was a
way of defining truth in terms of meaning, since he took it that these metalinguistic specifications of the truth-
conditions of sentences of an object-language had to satisfy the requirement that the sentence in the
metalanguage was a translation of the sentence in the object-language. Davidson, however, proposed that the
direction of explanation here be reversed: that truth be taken as fundamental, and that the meaning of a sentence
be defined as that account of its truth-conditions which is generated by an adequate theory of truth, where
adequacy is assessed without invoking presumptions about the meaning of sentences or the reference of terms
within them.30

How, then, is adequacy to be defined? Here Davidson took over from Quine the idea of coming to understand, or
interpret, as he calls it, a previously unknown language by observing the speakers of the language. Davidson's
proposal was that we can model the strategy of a linguist in this situation by thinking of her as attempting to
construct a systematic account of the truth-conditions of the sentences of the language, a ‘theory of truth’, which
takes account of the structure of these sentences. Although the linguist has to start with guesswork—tentatively,
assigning meanings (referents) to words and phrases in the light of her observations of the contexts in which
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native speakers use simple sentences in which these words occur—Davidson argues that she has two

unavoidable but legitimate presumptions to guide the development of her theory of truth: ‘charity’—the

presumption that, by and large, native utterances are true, insofar as they include some truth claim, as most
utterances do; and ‘humanity’—the presumption that the natives are generally rational, and thus that the
interpretation of their utterances should lead to the imputation of perceptions, beliefs and desires which take
account of the observable environment and show how their behaviour is motivated action. Davidson then claims
that the combination of these two presumptions with the holistic requirement that the linguist's theory should yield
plausible truth-conditions for all the sentences of the language suffices for the adequacy of the resulting theory.
These conditions capture all the evidential resources that are available to us as we come to understand each other
and, Davidson argues, there is no reason to think that there is any inescapable indeterminacy in the application of
this procedure even though of course in some cases our actual evidence may be insufficient.51 For this reason,
even though we do not construct a theory of this kind as we interpret others, a theory of truth which satisfies these
requirements provides a model which makes explicit the considerations on which we depend. Because such a
theory would be adequate for the purpose of interpreting others it is sufficient to yield an account of the meaning of
the language they use.

This position was famously criticized by Michael Dummett,52 who argued that it was too ‘modest’ in that it failed to
provide a satisfactory account of a speaker's understanding of their own language. Dummett's point can be
expressed in terms of Frege's distinction between sense and reference (see Section 3.1): according to Dummett,
Davidson's account of meaning is only an account of reference and omits the element of sense which is essential if
one is to capture the way in which the speaker understands the language. Dummett then goes on to argue, in a
way which departs from Frege (as he acknowledges), that an account of sense requires one to include within one's
theory of meaning for a language sufficient detail to generate a specification of the kinds of evidence whose
recognition speakers treat as warranting the assertion of appropriate sentences of the language. For Dummett,
therefore, the primary goal of a theory of meaning should be an account of the ‘assertibility-conditions’ of the
sentences of the language, although by adding what it is that these conditions are evidence of it should also be
possible to arrive at an account of the truth-conditions of the sentences and thereby provide a specification of
their meaning.

This position resembles the verificationist account of meaning advanced by the logical empiricists, and it is
therefore vulnerable to some of the criticisms which arise from discussions of that position, in particular the
objection that because the evidence for or against a statement is indefinitely complex and depends on a range of
intersecting beliefs and hypotheses, the position leads back to Quine's sceptical conclusion that sentences have
no definite meaning by themselves. Dummett responds to this criticism by drawing a distinction between the
‘canonical evidence’ (‘criterion’) for the application of a concept, knowledge of which he takes to be a prerequisite
for understanding, and evidence which is only indirectly relevantin the light of other assumptions. Hence, he
maintains, itis possible to provide determinate assertibility-conditions for individual sentences, based on the
canonical evidence which defines the concepts employed there. But Dummett's critics argue that this response
fails to acknowledge the inescapable pragmatism inherent in the relationship between evidence, assumptions and
hypotheses identified by Duhem, Carnap and Quine; and once one looks at the ways in which scientific concepts
alter in the face of new kinds of evidence itis hard to retain confidence in the conception of some distinctively
canonical evidence which defines these concepts. Adapting Quine's remark about conventionality, quoted earlier,
the truth is that ‘canonical status is a passing trait, significant at the moving front of science but useless in
classifying evidence behind the lines. Itis a trait of events and not of evidence.’

However even if Dummett's own proposal for a theory of meaning is for this reason problematic, the question as to
whether he succeeded in identifying a serious weakness in Davidson's philosophy of language remains to be
addressed. As Dummett has acknowledged, the way in which Davidson defines the adequacy of a theory of truth
in terms of the procedure of radical interpretation shows that the notion of evidence does in fact play an important
role in Davidson's position. Although this role does not imply that an adequate theory of truth is based on a theory
of canonical evidence, Davidson argues that it does imply that such a theory of truth can play the role of a theory
of sense. For it implies that it is only that systematic account of the truth-conditions of the sentences of the
language (and thus also of the reference of the words of the language) which meets the combined requirements of
charity and humanity which provides a specification of their meaning. So, contrary to Dummett's charge, for
Davidson, meaning is not just a matter of reference and truth-conditions if this is understood to imply that any
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specification of the truth-conditions of a sentence, or of the reference of a term, provides an account of its
meaning. Instead, Davidson's method of radical interpretation yields privileged specifications of truth-conditions
which show the sense of the terms in question. Hence Davidson's position does, after all, accommodate both sense
and reference.

Davidson's position became the established philosophy of language for the last quarter of the twentieth century.
Many of those who accepted it, however, did not accept all the ways in which he proceeded to develop it, and it is
worth looking briefly at some of these points since they illustrate one way in which the philosophy of language has
remained central to philosophical debate. A good case to start with is Davidson's account of first person authority,
the epistemic authority we accord to a thinker concerning what it is that he thinks or feels. In Russell's work at the
start of the twentieth century this authority was thought of as deriving from the immediate acquaintance we each
have with our own thoughts and feelings, a kind of acquaintance which we do not have with the thoughts and
feelings of others. This conception of acquaintance was effectively criticized by later philosophers such as
Neurath on the grounds that it treats the conceptualization and recognition of thoughts and feelings as if it were
just a matter of having them; as a result many philosophers came to doubt the very idea of first person authority or
to argue that it should be re-interpreted as a mistaken interpretation of the distinctive role of a subject who makes it
true that he has a thought by avowing it, for example, by saying ‘I intend to go to New York tomorrow.’33 For
Davidson, however, the way to approach the issue is to go back to the situation of the linguist who seeks to
understand someone (‘the native’) whose language she does not understand. For in this situation, Davidson
argues, the linguist has no choice but to start from the presumption that the native's utterances express thoughts
which the native knows that he has. For the linguist can only interpret the native insofar as she starts from the
presumption that the native's utterances are intelligible in the light of the native's own understanding of them, for
example that the native knows what he is doing when he says ‘l intend to go to New York tomorrow.” So the
hypothesis that the native does not generally know what he is thinking when he speaks will undermine the
possibility of interpretation by implying that the native's behaviour is largely unintelligible.>4

Davidson's discussion of this point connects with the claim that thought and language are intimately related, so
much so that one cannot have thoughts without a language which others can interpret. This is probably the most
controversial aspect of his philosophy since it implies that the ascription of thoughts (such as beliefs and desires)
to brute animals is a mistake. Davidson bases his position on the claim that thoughts belong within networks linked
by inferential connections and that one cannot make the relevant inferences without the capacity to recognize that
one has the thoughts in question. For example, he suggests, in being surprised by what one sees, one is
recognizing that what one sees conflicts with what one has believed. He further argues that this capacity to
recognize one's own thoughts depends on the ability to distinguish between how things are and how one thinks
that they are, and that this ability requires the capacity to communicate with others who show one the need to
make this distinction for oneself in just the way that one makes it with respect to them. The first part of this
argument, which ties the capacity for thought to the capacity for self-conscious rational inference can be
questioned; critics argue that simple thoughts, and even capacities such as that for surprise, can be linked by
causal dispositions which do not require the higher-order thoughts Davidson demands. If the critics are right (as |
think they are), then thought and language need not be as interdependent as Davidson maintains. But this point
can be detached from the second part of Davidson's argument, according to which the capacity for self-
consciously objective thought depends on language. This is a thesis which Davidson came to call his
‘triangulation’ thesis: thinkers get their conception of an objective world, a world distinct from anyone's subjective
conception of it, including their own, by recognizing through the ways in which they understand what others are
saying about them that because those others apply to them the distinction which they themselves draw with
respect to others between their thoughts and the world, there is a general distinction between the world and
anyone's thoughts about it. So objective thought depends upon the intersubjectivity of language. The opposite also
holds: intersubjective communication depends on the possibility of interpreters making sense of each other within a
world which they take to be independent of the perspectives of each speaker, thatis, within a world which they
take to be objective. Thus the triangle ‘Self/Other/World’ is fundamental to the possibility both of intersubjective
communication and objective thought, and it is language which forms the base of this triangle, the connection
between oneself and others.5>

Davidson's work shows clearly how philosophy of language remains central to philosophical debate at the end of
the twentieth century, though it does not have quite the foundational role within philosophy that Dummett had in
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mind when praising Frege's revolutionary insights at the start of the century. Before moving on, however, there is
one final twist in the tale to add, namely Davidson's sceptical thesis that ‘there is no such thing as a language, not
if a language is anything like what many philosophers and linguists have supposed’.56 This thesis, which is
distinctive of Davidson's late writings, seems paradoxical from someone whose philosophy depends on his
philosophy of ‘language’ in the ways | have intimated. But the qualification in the passage cited is crucial: Davidson
is just rejecting the conception of language that was characteristic of the logical empiricists and their successors,
the conception of language as a network of conventional rules which speakers tacitly invoke as they seek to
communicate their thoughts to their audience.37 A classic formulation of this position had been presented in 1969
by David Lewis.58 Lewis had started by developing an insight of Hume's, that conventions of any kind can emerge
where there are regularities in behaviour which are recognized as providing solutions to problems of social
coordination. For these regularities acquire the status of conventions once they give rise to mutual expectations
about the intentions with which this behaviour is initiated. Lewis then argued that since linguistic behaviour
provides a solution to the problem of coordinating the beliefs and actions of different people by providing a way of
communicating to each other their beliefs, commands, wishes and so on, language is a network of communicative
conventions of this kind. Although this proposal provides a prima facie plausible general account of the evolution of
linguistic behaviour,>® Davidson argues it leads one to expect much greater uniformity of linguistic practice than
one actually finds: he argues that we all have our own personal idiolects and when we speak with others we
constantly adjust our vocabulary and syntax in order to facilitate communication without much attention to
conventional rules. A compromise suggestion might be that in learning a language one is initiated into a network of
default conventions from which one can later detach oneself for the purposes of humour or local circumstances;
but Davidson rejects this too. According to Davidson, therefore, communication and understanding are essentially
practical skills whose exercise varies from context to context; they do not draw on any familiarity with a shared set
of general conventions whose function would be to act as ‘a portable interpreting machine set to grind out the
meaning of an arbitrary utterance’.60

I return below to the issue of context-specific considerations which Davidson emphasizes here. But one might well
ask here whether this new emphasis on the piecemeal interpretation of personal idiolects is consistent with his
earlier account of radical interpretation with its emphasis on the construction of a systematic theory of truth for a
language. In part Davidson's response to this will be to observe that he had always maintained that his account of
radical interpretation was always conceived to be just a theoretical model to illustrate the considerations which
have a role in a theory of meaning; it was never his view that speakers actually proceed as radical interpreters of
this kind. Yet this does not explain why radical interpretation is a good model of linguistic communication if this is as
context specific and unsystematic as he maintains in his later work; and | think that, as he himself intimates, his
views did change on this matter over the course of his career. Whether this was a change for the better remains a
matter of dispute, but one aspect of this final position is worth further notice: Davidson came to think that nothing in
the linguistic practices of speakers and their audience must be shared—'meaning something requires that by and
large one follows a practice of one's own, a practice that can be understood by others. But there is no fundamental
reason why practices must be shared.’61 This thesis certainly puts him at odds with most philosophers of language
of the twentieth century; as Davidson himself notes, it is a significant disagreement with Wittgenstein's later
philosophy of language, to which | now turn.

3.7 Wittgenstein's Philosophical Investigations

At the time of the publication in 1921 of his Tractatus Logico-Philosophicus Wittgenstein believed that it provided
final solutions to the problems of philosophy. By 1930 he had revised this judgement, and during the following
decade he worked on a new series of philosophical ‘investigations’ which, by 1945, he had distilled into a
manuscript which we know as part | of his Philosophical Investigations. This was published posthumously in 1953,
along with some later reflections that he was not able to integrate into the earlier manuscript as he had intended
and which now appear as Part Il of the book.

I have chosen to discuss this later work of Wittgenstein's out of historical sequence mainly because doing
otherwise would have interrupted the narrative | have hitherto constructed; but there is also a sense in which it is
particularly towards the end of the twentieth century that the issues he discusses here concerning the way in
which our ordinary everyday language should be understood have come to be salient within the philosophy of
language. Nonetheless, as he himself suggests, the best way to approach this book is by comparing it with his
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earlier one, the Tractatus. As before, philosophy is conceived as a critique of language, or rather, as he now puts
it: ‘Philosophy is a battle against the bewitchment of our intelligence by means of language’ (I: 1109). So
philosophy is essentially an activity which aims, as before, at clarity, the kind of clarity which brings ‘peace’
because ‘philosophical problems completely disappear’ (I: 1133), a result to be attained by an investigation which
transforms disguised nonsense into patent nonsense (I: 1464). This kind of philosophical investigation is therefore
‘grammatical’ (I: 990); and since its primary aim s to clear away misunderstandings it is an essentially descriptive
inquiry which does not seek to advance any positive theses; instead ‘it leaves everything as itis’ (I: 1124).

So far the only apparent contrast with the Tractatus is the substitution of a concern with grammar for his earlier
emphasis on logic. This might seem to be just a difference of idiom, but it signals the fact that Wittgenstein has
come to reject the conception of representation invoked in the Tractatus according to which the possibility of
meaningful language was supposed to depend at a fundamental level upon the use of basic, logically independent,
sentences involving simple names of things. Wittgenstein now takes that belief to rest on a misguided presumption
that there is a single essence for language which is most clearly manifested by the use of language in the exact
sciences where one might indeed hope to find some such sentences dealing with basic physical parameters.
Hence he begins his Philosophical Investigations with an invitation to his readers to stand back and consider the
huge variety of ways in which language is in fact used (I: 923), most of which tolerate vagueness and a lack of
precision. So the kind of clarity he now seeks in order to bring an end to philosophical dispute is not that which
arises from a logical analysis of ordinary language undertaken in order to identify basic sentences and simple
names on which language is thought to depend. Instead the kind of ‘perspicuous representation’ he now seeks (I:
9122) involves careful descriptions of the ‘grammar’ of ordinary language whose aim is to exhibit both the
implications inherent in our actual use of language and the external conditions under which these uses of language
make sense, including points which we normally take for granted because they are too familiar for us to think them
worthy of notice. Since philosophical problems arise from misunderstandings of our ordinary everyday language, it
is that language which needs to be understood properly as it is, and not by reference to a misguided conception of
how it has to be:

When | talk about language (words, sentences, etc.) | must speak the language of every day. Is this
language somehow too coarse and material for what we want to say? Then how is another one to be
constructed? (I: 91120)

This turn to ordinary language for its own sake was not entirely new: G. E. Moore's late writings about knowledge
and certainty, for example, had already pointed in the same direction.62 Wittgenstein's emphatic affirmation of the
value of the ordinary nonetheless marks a striking change of direction when considered in the light of the tradition |
have so far been discussing. As | have indicated, one aspect of this change is a turn from the implicit monism of
that tradition which treats the language of the exact natural sciences as the fundamental model of meaning to an
open-ended pluralism which recognizes a variety of different ‘language-games’, as Wittgenstein calls our
meaningful practices in which language and conduct are interwoven (one can also think of this is as a
radicalization of Carnap's tolerant attitude to variety among logical systems—see Section 3.4). Wittgenstein holds
that different language-games have their own distinctive grammars, and we do not need to suppose that these
differences are in principle to be regulated by some master language-game; instead coherence is to be achieved
by piecemeal inquiries, by understanding and noting differences, so that once we have characterized a particular
language-game there will come a point where our investigations can cease and we can say ‘this language-game
is played’ (I: 1654). In this later period, therefore, Wittgenstein was particularly hostile to the presumption that all
language-games are answerable to the natural sciences, and in the very last section of Part Il of the Philosophical
Investigations he inveighs against the ‘conceptual confusion’ which afflicts psychology as a result of this
presumption (Il: §xiv).

Despite this emphasis on the irreducible variety of language-games, Wittgenstein does make one general point
about language-games, namely that they all involve the following of ‘rules’, though since he argues that there is no
single essence of ‘game’ (I: 167), it would be a mistake to think of ‘rule-following’ as some single fundamental
structure. Nonetheless since he says that rules determine whatis, or is not, to count as the same (I: 1225), the
implication is that all language-games involve judgements of some kind about what is the same or different and that
their rules provide the concepts which are employed in these judgements. Wittgenstein then makes two key points.
First, if one is engaged in a game of any kind, including a language-game, it must be possible to mistake the
application of a rule. This pointis clear in the case of classification: it only makes sense to suppose that someone
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is classifying objects in some way if the person involved can make a mistake in doing so. Secondly, he observes
that any statement of a rule can be interpreted in such a way that what looks like a mistake when the rule is applied
to a new case is actually in accordance with the rule. If we are doing arithmetic and the rule is simply ‘add 2’,
someone who has been trained successfully in the application of the rule to numbers less than 1000 but then gives
the answer ‘1004’ when told to ‘add 2’ to 1000 can provide a deviant interpretation of the operation of addition
which justifies their answer (I: 1185). Hence, Wittgenstein suggests, there is a ‘paradox’ here: ‘no course of action
could be determined by a rule, because every course of action can be made out to accord with the rule’ (I: 91201).
(See George Wilson, ‘Rule Following, Meaning, and Normativity,” Ch. 7. this volume.)

Wittgenstein infers from this that following a rule is not just a matter of acting in accordance with an explicit
instruction, or indeed a rule-book, since their interpretation is inescapably indeterminate. Instead, he suggests, the
way to understand the situation is to start from our natural capacity to note similarities and draw distinctions; what
then needs explanation is the way in which the exercise of this capacity counts as following a rule by allowing for
the possibility of our making a mistake, the possibility, that is, that our actual judgement differs from that which is
appropriate to the circumstances in the light of the rules, the concepts, employed in the judgement. As we have
seen, itis no good looking to instructions or precedents by themselves to identify the rule; and Wittgenstein is
equally insistent that it is no good imagining that an agent's subjective impressions, such as visual imagery, can
identify a rule where these external facts fail. Instead his proposal is that we have to put all these materials in the
context of the games which are regulated by the rules in question, and let the rules be identified through the
common practices of those who participate, which will of course include reference to rule-books and precedents (I:
9199). So where language is involved, the rules which characterize the concepts expressed are those manifested
by the practices of the speakers engaged in the language-game in question, which will include the cases which are
picked out as paradigms, the types of evidence taken to be relevant, the authority of different speakers, the
general point of the language-game and the implications, both theoretical and practical, taken to follow from some
judgement.

Just exactly what this involves, and whether it is correct, remain matters of much dispute.63 A key question is how
it is that these practices can define a rule when examples, rule-books etc, are by themselves inadequate.
Wittgenstein gives his answer to this question through his descriptions of a great variety of language-games in the
first hundred sections of the Philosophical Investigations—the answer summed up in the slogan ‘the meaning of a
word is its use in the language’ (I: 143); | shall not pursue the matter here. But an important implication of
Wittgenstein's position is expressed by his remark that we have rules only where there is agreement (I: 1224); for
this implies that language must be shared, a point which, as we have seen (§7), is denied by Davidson.
Nonetheless Wittgenstein denies that truth itself is ever just a matter of agreement among speakers (I: 1241). So
Wittgenstein, like Quine (see §6), rejects the idea of ‘truth by convention’, even concerning what one might
suppose to be ‘a priori’ principles of a language-game. As he explains in his notes On Certainty 64 even where a
presumption, such as that the earth has existed for very many years, has a special status in our ways of gathering
and assessing evidence so that it functions like a river-bed along which the stream of ordinary thought can flow,
we still allow that it can itself be called into question—'the river-bed of my thoughts may shift’ (On Certainty 197).
But one point which Wittgenstein does take from his discussion of rule-following is that because this is essentially a
practice, there cannot be ‘private’ rules (I: 1202). What this means becomes clear when Wittgenstein invites his
readers to consider the hypothesis that someone might employ a ‘private language’ to classify his own ‘immediate
private sensations’ in such a way that others cannot understand the language (I: 9243). This would be a language
employed by someone who classifies his sensations purely on the basis of his subjective experiences, of how he
feels at the time, without relying on their physical causes or his subsequent behaviour, since facts of these two
kinds would in principle permit others to understand his classifications. Wittgenstein does not explain the
significance of this hypothesis, but the implication is that there is an important philosophical tradition which
conceives of subjective experience, and consciousness in general, on the assumption that a private language of
this kind is possible; and we have only to think of the works of Descartes to recognize this assumption in practice.

Wittgenstein argues that this hypothesis is empty, for the reason that the speaker's use of his ‘language’ does not
constitute a rule-governed practice within which it makes sense to suppose that the speaker can make a mistake.
For the basis of the speaker's classification of his sensations is to be just his subjective experiences, but, like all
examples, taken individually these experiences do not by themselves determine what is to count as having the
same type of sensation on some other occasion. Hence it follows that although, when he has a sensation, the

Page 17 of 28



Philosophy of Language in the Twentieth Century

speaker no doubt thinks of himself as classifying it in accordance with a rule he initiated on some earlier occasion,
the only content for his current judgement that this is the same sensation as that which he had before is one fixed
by his own current assessment of the subjective similarity between his present and his past experience; butsince
this assessment also constitutes his current judgement, the judgement is infallible. Yet that implies that the situation
here is such that he cannot make a mistake, and thus that no judgement is actually being made; as Wittgenstein
puts it, ‘whatever is going to seem right to me is right. And that only means that here we can't talk about “right” * (I:
9258).

As with his rule-following argument, it remains a matter of dispute just what this argument implies, especially
concerning ‘Robinson Crusoe’-type situations in which individual thinkers are de facto isolated, but | shall not
pursue the matter here.5 Instead | want to briefly indicate the way in which he uses his new philosophy of
language (if one can so speak) to offer a new way of thinking about psychological concepts. As we have seen,
Wittgenstein holds that our conception of psychological states has to include reference to the situations which
prompt them and to the behaviour to which they give rise; but he is no physicalist or behaviourist, although he is
often misrepresented as such. For these positions do not provide for the special role of first-person judgements
which he takes to be distinctive of psychological concepts.®® This may appear a surprising point for him to insist
upon, since it might be thought to lead back to the position of the Cartesian philosophers whom he has criticized
because of their assumption about the essential privacy of consciousness. But his claimis not that there is no
phenomenon of first-person authority with respect to the mind; only that it has been radically misunderstood by
those who think of sensations and other mental states as inner states with essential features which are privately
presented to the subject. And the deep mistake here, he suggests, is a failure on all sides to appreciate properly
the distinctively non-descriptive grammar of the language-games in which we employ psychological concepts (l:
9304). The Cartesian recognizes the phenomenon of first-person authority, but because he construes the
language-game as essentially descriptive he misconstrues the phenomenon in terms of epistemological privacy;
the behaviourist and physicalist rightly reject privacy, but because they too assume that psychological concepts
are just used to describe states and processes, they fail to acknowledge first-person authority at all. Wittgenstein's
claim, then, is that we need a new approach, one which involves ‘a radical break with the idea that language
always functions in one way, always serves the same purpose: to convey thoughts—which may be about houses,
pains, good and evil, or anything else you please’ (I: 1304).

Wittgenstein goes on to offer several suggestions of this kind, embodying different accounts of the role of different
first-person judgements. In the case of expressions of intention, decision and the like, he suggests, the special
position of the speaker simply reflects the fact that expressing our own intentions and decisions is a way of making
up our mind what to do in the first place or of reaffirming our plans.67 So our authority here is in the first instance
practical, a matter of our own responsibility for ourselves, and only derivatively epistemological. In the case of
sensations such as pain Wittgenstein's suggestion is that what is distinctive about a speaker's first-person
judgements (‘It hurts’, ‘l amin pain’) is that they are expressions of pain; so instead of thinking of their authority as
dependent upon the speaker's unique ability to recognize his own sensations, they should be seen as a
conceptualization of the involuntary expressions of pain (‘Ow!’) which provide us with our basic evidence for the
ascription of pain. Indeed the speaker's grasp of the concept of pain, as expressed in his first-person judgements
about himself, is dependent upon an ability to make judgements about himself and others that are appropriate to
these other kinds of evidence and to their implications (I: 1310). Finally, Wittgenstein draws on an observation
made by Moore concerning the special status of first-person expressions of belief, namely that it is nonsensical for
me to say ‘I believe thatitis raining, though it is not raining’ even though others can sensibly point out that | am
mistaken. Again, the special status of these first-person expressions of belief is not a matter of epistemological
privilege; instead, Wittgenstein suggests, they reflect the fact thatitis a mark of the language-game of belief that |
express my beliefs by saying ‘I believe that it is raining’ just as much as by saying ‘Itis raining’ (Il: §x).

These cases show Wittgenstein's new pluralist approach to the ‘grammar’ of ordinary language at work. Whether
or not one accepts all the details of his account,—and it is interesting to compare his approach and conclusions
with of Davidson which | described above (Section 3.6),—I think it is indisputable that Wittgenstein's investigations
of psychological concepts exemplify a new and fruitful way in which the philosophy of language has contributed to
the philosophy of mind.

3.8 Ordinary Language Philosophy
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Wittgenstein's emphasis in these later writings on the grammar of our ordinary language-games was part of a
broader turn to ‘ordinary language’, which reached its zenith in the work of the three major Oxford philosophers of
the early post-1945 period, Gilbert Ryle, John Austin and Peter Strawson. In different ways, they all took it that there
are implications in our ordinary uses of language which are of central importance for an understanding of the
concepts we employ but which have often been neglected in philosophical discussion of these concepts.

Ryle was the oldest of this trio and, having been on friendly terms with Wittgenstein during the 1930s, was familiar
with his new approach to philosophy.68 In presenting this approach, however, Ryle retained the word ‘logic’ to
describe the implications inherent in the ordinary use of language while insisting that this logic of ordinary language
is essentially informal: ‘the logic of everyday statements ... cannotin principle be adequately represented by the
formulae of formal logic’.69 But it is a fair criticism of Ryle that his account of this ‘logic’ is altogether too
unstructured to be persuasive. A characteristic case is provided by his discussion of the freedom of the will in The
Concept of Mind.”9 Ryle starts by maintaining that ‘In their most ordinary employment “voluntary” and
“involuntary” are used, with a few minor elasticities, as adjectives applying to actions which ought not to be done’
(p. 67). So ‘In this ordinary use, then, it is absurd to discuss whether satisfactory, correct or admirable
performances are voluntary or involuntary’ (p. 68). But philosophers have not heeded this constraint, with the
result that ‘The tangle of largely spurious problems, known as the Freedom of the Will, partly derives from this
unconsciously stretched use of “voluntary” ' (p. 69). Ryle here moves too quickly from the linguistic phenomena
he adduces uncritically to his conclusion. To say this is not to say that we require a formal logic to identify the
implications inherent in ordinary language; but what is needed is a critical discussion, if not a theory, which
enables one to distinguish different kinds of implication and to assess what significance they have, if any.

Austin's work can be seen as providing part of this critical discussion. His paper ‘A Plea for Excuses’ covers some
of the same ground as Ryle's brisk discussion of the voluntary, but now with an unsurpassed ear for the
implications inherent in the different idioms employed in discussions of responsibility.”! Yet Austin qualifies the
significance of appeals to ordinary language: itis not, he says, the ‘Last Word’, since the distinctions it employs
may incorporate old errors or fail to take account of new discoveries which rely on ‘the resources of the
microscope and its successors’.”2 Nonetheless, because it is the ‘first word’ its implications should help us to call
into question the ways in which philosophical issues have been approached—Austin remarks that his interest in
excuses was prompted by dissatisfaction with traditional discussions of free will.73 But Austin's contribution went
well beyond this kind of critical scrutiny of Ryle's appeal to the logic of ordinary language. For starting from his
account of utterances such as ‘I promise’ as ‘performative utterances’ through which we make promises rather
than simply describe them, Austin was led to develop a theory of speech acts, of the things which we do by our
utterances.”4 | shall not try to describe this theory, but there are two aspects of it that merit brief notice. First,
Austin's emphasis on the variety of things which we do with language and his attempt to characterize this variety in
some detail can be seen as a way of developing Wittgenstein's emphasis on the variety of our language-games.
They share the view that one of the characteristic mistakes of philosophy has been to think that language is
fundamentally descriptive; and they also agree that one of the best ways to identify this mistake is to attend to
verbs whose first-person present tense use is in some respects different from that of other uses of the verb, though
Austin shows that this is by no means a distinctive characteristic of psychological verbs. Second, Austin discusses
at length the different ways in which a speaker's putative performance of a speech actis ‘to some extent a failure’,
or, as he says, ‘infelicitous’.”5 Since the successful performance of a speech-act will be one which avoids these
infelicities, it follows that Austin's account of this matter is an important contribution to disentangling Ryle's
undifferentiated conception of the implications inherentin the use of ordinary language.

A different contribution to this task had been made a few years earlier by Strawson. Strawson began his career by
taking the case for ordinary language right into the enemy camp, the study of formal logic. In his 1952 Introduction
to Logical Theory he affirmed that alongside the study of formal logic there is ‘the study of the logical features of
ordinary speech’ which is much more complex than formal logic, for it involves logical relations beyond those of
entailment and contradiction, but, he concludes, ‘It is none the less true that the logic of ordinary speech provides
a field of intellectual study unsurpassed in richness, complexity, and the power to absorb.’”6 Strawson had begun
his argument for this conclusion two years earlier when he published ‘On Referring’,”7 his famous critical study of
Russell's theory of descriptions (see Section 3.2). The core of Strawson's critique of Russell was that Russell's
theory fails to do justice to the way in which we use definite descriptions to refer to things. Strawson argues that
reference is a fundamental linguistic act, one whereby we identify, or single out, some one thing which we can then
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go on to describe, and he emphasizes the role of the context of utterance in enabling the speaker to identify the
thing he is talking about. This pointis central to his criticism of Russell. For, Strawson argued, because he failed to
appreciate the role of context, Russell took it that reference could be achieved only by names which were
guaranteed to single out one and the same object in any context, which Russell called ‘logically proper names’.
Since definite descriptions fail this requirement, it was inevitable that Russell should construe them as merely
descriptive; but, Strawson argued, this was a mistake. Russell's conception of a logically proper name is illusory
and once the contribution of context to determining reference is correctly understood, Strawson argued, there is
no reason to deny that in utterances of a sentence such as ‘The table is covered with books’ the phrase ‘the table’
is being used by the speaker to refer to some one table which he believes to be identifiable in the context, so that
the statement made by this utterance is true if that table is covered with books and false if it is not. Strawson further
claimed that where there is in fact no table which can be identified from the context of utterance, the question of
the truth and falsity of the speaker's statement does not arise since the speaker's use of the sentence to make a
statement is ‘spurious’; no statement is in fact made. So that there is such a table is something which is ‘implied’ by
the speaker's success in making a statement at all, true or false. It is this type of implication that Strawson had in
mind when he wrote in the Introduction to Logical Theory of logical relations beyond entailment, and he here calls
it ‘presupposition’, which is how it is now commonly described.’8

Subsequent discussion has refined many of the points at issue between Strawson and Russell. On one side,
Kripke's distinction between rigid and non-rigid designators supports a general distinction between names and
definite descriptions which counts in favour of Russell's approach;79 on the other side, the role of context in
determining the reference of phrases with demonstratives is now well understood and readily incorporates
descriptions conceived in the way that Strawson proposed.81 At the same time however other ways of thinking
about the issue have been developed with the result that the debate now has many more than two sides and | shall
not pursue it further here.81 Instead | want to turn back to the very idea of ordinary language philosophy and
discuss some of the issues it raised for the philosophy of language, in particular the question as to whether an
account of meaning should take a concern with the conditions under which what is said is true as fundamental. The
tradition | described in the first parts of this chapter, running from Frege to Davidson (Section 3.1-3.6), did take this
view—hence the attention throughout to truth-conditions; but this presumption is called into question by the
philosophers of ordinary language. For it is central to their approach that meaning encompasses a great variety of
implications which extend well beyond those which are grounded in questions of truth and falsity. One response to
this challenge would be to say that it was never part of the truth-conditional tradition to hold that the emphasis on
truth was exhaustive of meaning: Frege's conception of the ‘tone’ of an expression such as ‘but’, for example, was
precisely intended to capture implications arising from its use which are not inherent in the truth-conditions of
sentences in which it occurs. But this does not meet the point; for the ordinary language philosophers deny thatin
the characterization of meaning priority is to be given to those aspects of meaning which give rise to questions of
truth and falsity. To accept this priority is to assume that language is basically descriptive—the assumption which
Wittgenstein and Austin reject.

At this point (c. 1960) in the development of the philosophy of language, therefore, there was an opportunity for a
sustained debate about the role of truth in the determination of meaning. The issue was raised in 1957 by Stanley
Cavell, who had studied with Austin and been deeply influenced by his own study of Wittgenstein, in a famous
paper ‘Must We Mean What We Say?’;82 and Strawson later devoted his 1969 inaugural lecture ‘Meaning and
Truth’ to this question, describing it as a ‘Homeric struggle’ between the protagonists of a truth-conditional
approach and the ordinary language philosophers who emphasized instead the primacy of speech and
communication, amongst whom he not surprisingly included himself.83 Yet the debate did not really take off. Why
not? Partly because Davidson's conception of radical interpretation (§7) provided a way of approaching the issue
that combined an emphasis on truth-conditions with sensitivity to the intentions and beliefs of speakers, and
therefore seemed to provide a way of combining the approaches which Strawson sought to oppose. But the main
reason the debate stalled derived from the work of a philosopher who belonged to the ordinary language tradition
and yet propounded a subtle compromise which, at least for a time, defused the radical challenge posed by that
tradition—Paul Grice.

Grice began his career in Oxford at a time when ordinary language philosophy was dominant and was being used
to criticize traditional philosophical debates. Some of these uses were sophisticated, some less so; and Grice
wanted to find a way of drawing distinctions between them. The position he first discussed was one to the effect
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that when someone says ‘The book looks red’ the speaker implies either that he doubts that the book in question is
red or that he thinks that it is not red; otherwise he would have said ‘“The book is red’ instead. Hence, on this view,
where these implications are not satisfied, the speaker's utterance says nothing true or false at all.84 Clearly, if this
is right, then traditional philosophical debates about appearance and reality are misconceived, since they assume
that it makes sense to suppose that, for example, things that are red normally look red, and thus that one can
describe how things appear to one without any implication of doubt or denial concerning the way they really are.
Grice felt that these debates were indeed being cut off too quickly, and, he argued, the critic here mistakes
something which might well be implied in the course of a conversation for an implication which is either
presupposed in Strawson's sense, as a condition of truth or falsity, or strictly implied by what is said. Implications of
the first kind Grice called ‘conversational implicature’, and one mark of them, as opposed to the others, is thata
speaker can explicitly cancel them without any incoherence, e.g. in the case envisaged by saying ‘The book looks
red, and | have no doubt thatitis red’.

Having introduced this distinction, Grice went on to develop a sophisticated account of conversational implicature
whose basic principle is that speakers normally seek to cooperate with their audience by saying things which are
relevant to the context in which their conversation is taking place, and thus that there are many things which are in
this way conversationally implicated by utterances without being part of what is strictly said. For example, if a
colleague asks me how a student whom | amteaching is progressing and | just reply ‘His handwriting is very clear’,
| thereby ‘implicate’ by my remark that the intellectual quality of his work is not good; but the implicature is just
conversational, for | can obviously go on to cancel it without incoherence by adding ‘and what he writes is very
interesting’.8> Through the plausibility of this account Grice succeeded in creating a broad consensus in favour of
the thesis that there is a clear distinction between conversational implicature, on the one hand, which is inherently
dependent upon the speaker's wish to take advantage of the audience's ability to grasp what the speaker is trying
to communicate by saying what he does in the light of the context of the conversation, and ‘what is said’, on the
other hand, by the use of a sentence on some occasion, which Grice takes to be determined by general
conventions governing the use of language, and which is therefore not dependent upon the conversational
context in which the sentence occurs.

Grice went on to offer an account of meaning of this latter kind, what is said or ‘literal meaning’ as itis often called,
in terms of a speaker's intention to induce within her audience a belief whose content identifies what is said through
her intention that the audience should recognize from her utterance that she has the intention to induce the belief
in question;86 and David Lewis then showed that this account is precisely that which his own account of the
conventional status of language would lead one to expect (see Section 3.6).87 As we have seen, there are those,
such as Davidson, who deny that language is in this way conventional; but this disagreement is not crucial here,
for Davidson still subscribes to Grice's distinction between conversational implicature and literal meaning.88 And as
long as that distinction is retained, it is easy to argue that a concern with truth-conditions must retain a central
place in the philosophy of language as a way of capturing what is said by the utterance of a sentence on some
occasion. Thus precisely by his sensitivity to ordinary conversational uses of language Grice appeared to have
defused the threat which ordinary language philosophy posed to traditional truth-oriented philosophy of
language.8®

3.9 Things Fall Apart

In recent years, however, the debate has been revived. Doubts about the Gricean compromise come from many
directions. | will just indicate a few and will not attempt to resolve the issues thereby raised.

First, Strawson's doubts about the way in which standard systems of formal logic represent the logic of ordinary
speech have become increasingly difficult to dismiss. A key focus of debate has been the understanding of
conditionals, sentences of the form ‘if p, then q'. As well as criticizing Russell's theory of descriptions in his
Introduction to Logical Theory Strawson had also here criticized the standard truth-conditional treatment of the
logic of conditionals on the grounds that focusing on the truth or falsity of conditional sentences misrepresents
their role in inference.?9 Grice responded to Strawson, arguing that once normal conversational implicature is
brought into the discussion, the objections to the standard account can be set aside.®1 But Grice's response did
not end the debate, and an important new approach to conditionals was initiated by Ernest Adams, who argued that
the best way to think about conditionals is to concentrate on the conditions under which their assertion is
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warranted, which Adams identified as situations in which there is a high probability of the truth of the consequent
given the truth of the antecedent.92 This intuitively plausible claim then suggests that conditionals be thought of as
propositions whose probability matches the conditional probability identified by Adams. But David Lewis proved that
this cannot be: there can be no conditional proposition whose probability matches the conditional probability of the
consequent given the antecedent.93 This result suggests to some (though not to Lewis himself) that, for
conditionals at any rate, truth-conditions are not the fundamental requirement for an account of meaning as the
standard tradition supposes.?4 It is then a matter for further debate whether accepting this conclusion would be a
serious challenge to the standard tradition; but itis certainly unnerving to find the truth-conditional approach to
meaning strongly challenged on its home ground of logic.

A second area of unhappiness has developed around the significance of identity statements. Frege's famous
discussion of the need to capture the cognitive value of the discovery expressed as ‘The Morning Star is the
Evening Star’ and his suggestion that this is best accommodated by recognizing that names have sense as well as
reference (see Section 3.1) have been the topic for sustained debate. Many philosophers, most notably Saul
Kripke, have argued that it is a mistake to assign sense as well as reference to proper names; and thus that there
needs to be a different strategy for handling the cognitive value of identity-statements which capture important
discoveries.95 But, it is also acknowledged, Grice's notion of conversational implicature is too weak for this task,
since itis cancellable. Hence some further dimension of meaning seems required, one which captures the
informational content conveyed by the utterance of a sentence in context but is less closely tied to truth-conditions
than Frege's conception of sense. This issue has been sharpened by some further cases advanced by Jennifer
Saul in which she tests our judgements concerning cases in which a person has two names which are associated
with different roles which are supposed to be kept separate from each other: she focuses on our judgements about
Clark Kent/Superman. Even when we are familiar with this identity, she observes, we hesitate to acceptinferences
such as:

Superman leaps more tall buildings than Clark Kent

So: Superman leaps more tall buildings than Superman

Clark Kent went into a phone booth, and Superman came out

So: Clark Kent went into a phone booth, and Clark Kent came out

A Fregean strategy for vindicating our hesitation by interpreting the use of names here as expressive of a role, as
‘Superman qua Superman’ or ‘Clark Kent qua Clark Kent’, is counterintuitive when we think of our normal use of
names. It certainly produces the wrong results if we think of a speaker who is uninformed about the identity.
Equally, however, it is not clear how to handle our hesitations as just a matter of conversational implicature alone.
Instead, as before, there seems to be some informational content which is conveyed by the use of the different
names but which is neither a matter of ‘what is said’ nor of what is just conversationally implicated.96

The concept that is often used to describe these contextual implications is ‘pragmatics’, so that the debate here is
conceived as one about the respective merits of truth-conditional semantics versus informational pragmatics. In
thinking about this debate it is important to acknowledge from the start that some of the ways in which context
contributes to meaning are readily accommodated within a broad truth-conditional semantics; this applies
particularly to the ways in which context of utterance fixes the reference of indexical and demonstrative
expressions.?7 The issue, however, is how far this can be extended to apply to cases in which the contribution of
context is of a rather different kind: rather than contributing suitable objects to what is said, the context enables
communication to be successfully achieved despite the fact that speakers say things which are literally false.
Thus, to take an example from a recent paper by Dan Sperber and Deirdre Wilson,%8 suppose you offer me supper
and | accept, saying ‘Thanks, | haven't eaten.” On the face of it, what | say is false; but in the context what |
communicate is that | have not yet eaten this evening. This phenomenon of ‘loose talk’ is ubiquitous in ordinary
conversation, and we use our common sense all the time to understand each other without any need to correct or
qualify our statements.99 A first thought about it may be that one can construct conceptions of what is said such
that the appearance of literal falsehood is dispelled by adding extra parameters and qualifications. In my
judgement, however, the phenomena are too varied for this strategy to be persuasive.100 An alternative line of
thought is that what we have here are just Gricean conversational implicatures, and thus a phenomenon which is
not a threat to truth-conditional semantics, but a complement to it. In fact, the phenomena here cannot all be
captured by Grice's theory (e.g. the conversational implication that | haven't yet eaten this evening cannot be
sensibly cancelled in the simple conversation above); butitis plausible to hold that an extended Gricean theory
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will do s0.101 Once such a theory is seen to be effective, however, it poses a challenge of a different kind: namely
that if what we wantis an account of the basis of our understanding of each other, then truth-conditional semantics
is not what is wanted. Instead we need an account of the way in which pragmatic skills are employed in
conversational contexts to work out what is relevant for the purpose of communication with others. Sperber and
Wilson put the point as follows:

Of course hearers expect to be informed and not misled by what is communicated; but what is
communicated is not the same as what is said. Whatever genuine facts such a convention or maxim <sc.
of truthfulness> was supposed to explain are better explained by assuming that communication is
governed by a principle of relevance.102

Sperber and Wilson suggest, then, that a pragmatic theory of communication can supplant, and not merely
complement, truth-conditional semantics as the proper basis for a philosophy of language for the twenty-first
century. And what then would be the proper place for semantics? | leave the last word on this with the greatest
linguistic theorist of the twentieth century, Noam Chomsky: ‘It is possible that natural language has only syntax and
pragmatics.’103
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‘psycHoLoGIsM’ is a term of abuse. It has been used recently of several different flaws. The main ones run in roughly
opposite directions. One flaw does away with a phenomenon absolutely central to thought. The other inflates the
demands of that phenomenon, thus deciding too much in advance as to what thought must be. | will call the
phenomenon answerability. | begin with a simple, intuitive, idea of it. Elaboration will be needed. But in due time.

Thinking something so is a special sort of stance, or attitude, towards things being as they are. Where one thinks
something so, there is, first, that which one thinks so. Whether what one thus thinks so is so—whether things are as
one thus thinks them—can be determined only by things being as they are; what one's stance is towards. A stance
of this sort is eligible for a particular kind of correctness. In terms of it, there are, for any such stance, two ways for
things to be in being as they are. If things are the one way, then in taking that stance one thinks correctly in this
sense. If they are the other, one thus thinks incorrectly. Where the world works this way, a stance it makes correct
on any taking of it, it makes correct on all. Perhaps one who finds chocolate banal is no more correct or incorrect
than one wholly in thrall to it. That would thus be a stance without the features just mentioned. So it would not be
the special sort of stance that thinking something so is.

Thus is such correctness decided (if at all) solely by how things are. Factors peculiar to a taking of the stance can
play no role. Properly spelled out, the correctness involved here is truth. The sort of eligibility for truth | have just
described is what | mean by answerability—being answerable to things being as they are.

Now for two opposing thoughts, each of which has driven a very great deal of philosophy, each of which is difficult
to give up. Again these are intuitive ideas. Again elaboration will come. The first begins with the idea that we—let
that be we humans—are thinkers of a special, parochial, sort. Not all thinkers need think as we do. It continues: the
parochial sort of thinker one is shapes how it is open to one to be answerable to the way things are. In particular, it
helps to determine what it is in things being as they are to which one can be answerable; the sorts of aspects of
things being as they are with which itis possible for one to have that sort of rapport. So if, so to speak, a Martian is
as different from us as any thinker could be, then there will be things we can think so that the Martian cannot, and,
perhaps, vice-versa. There will be cases where the Martian cannot see what it is we are answerable to; and vice-
versa. For all of which, the thought goes, we are, in those cases, thinking things so; being answerable.
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Where the parochial is assigned the wrong work in making us answerable to what we are, it instead abolishes the
answerability it was meant to make for. For it will then intrude on, or compromise, what was to be the sole province
of things being as they are. The resulting stances (if any) will not fit the required notion of correctness. The world
will lose the sole authority such correctness calls for. Making the parochial thus intrude is one thing that has been
called psychologism.

The second thought is that there can be no answerable stances except those available, in principle, to any thinker.
So (minimally) we cannot think it so that P if a Martian could not grasp when things would be as we thus thought.
That is why these are opposing thoughts. A very great deal of philosophy has been a working-out of this second
thought. As we shall see, this second thought places heavy demands on answerability. The stronger the demands,
the more the range of (genuinely) answerable stances shrinks. If, developing this second thought, some supposed
area of answerability seems to disappear—we are apparently left, say, without stances thatitis so that such-and-
such caused such-and-such—there are two possible reactions. One is to accept the loss. The other is to save that
region of presumed answerability by enlarging the powers and workings of The Mind, that is, the common property
of all who qualify as thinkers—so that the Martian turns out after all to be able to take those stances that seemed,
for a moment, lost.

If there are risks in seeing the parochial as working to make aspects of the way things are available for us to be
answerable to, there are risks in the enlargement of The Mind as well. Enlargement may become inflation. It may
banish some of the plasticity our thought requires. Building too much into The Mind narrows the ambit of empirical
psychology. That sin in the opposite direction might also be called psychologism. Such psychologism would be
specialized scientism—a mistaken insistence as to how empirical investigation must turn out.

Just how might the parochial threaten answerability? What constraints on answerability might it violate? | will pursue
that question by developing Frege's conception of answerability, and his correlative views on psychologism of the
first sort. Compared to prior philosophers, such as British empiricists, Frege is a minimalist in the demands he sets
on answerability. If he is ever less than minimalist, that is something that flows out of his particular conception of
logic. | will then turn to Wittgenstein's (last) conception of answerability, by which Frege is not quite minimalist
enough. That will allow us to see how the pursuit of answerability might lead to psychologism of the second kind.

4.1 Grundlagen

For Frege, psychologism is confusing the psychological with the logical. That would be psychologism of our first
form: involving (our) psychology in (presumed) standards of correctness in a way such as to frustrate any suitable
form of answerability to how things are. Frege's first attempt at spelling out the transgression that yields such loss
was in Grundlagen der Arithmetik.1 There the crucial transgression is a form of privacy: making the way in which a
(supposed) judgment is answerable graspable, in principle, by no more than one thinker. The idea of this particular
transgression continued to play a role in Frege's thought; for it matters to his conception of what logic is, in a way
soon to be spelled out. As an account of psychologism, though, this idea lacks the right generality. It leaves many
untouched who Frege meant to target. Moreover, it flows less obviously, or directly, from the idea of answerability
itself than later Fregean elaborations. By the time of Grundgesetze der Arithmetik,? Frege's attention was thus
focused elsewhere. Nonetheless, this first idea merits some expansion.

Frege introduces the idea in the preface to Grundlagen, where he vows
always to separate sharply the psychological from the logical, the subjective from the objective;
never to ask for the meaning of a word in isolation, but only in the context of a proposition.

and comments:

In compliance with the first principle, | have used the word ‘idea’ always in the psychological sense, and
have distinguished ideas from concepts and from objects. If the second principle is not observed, one is
almost forced to take as the meanings of words mental pictures or acts of the individual mind, and so to

offend against the first principle as well.3

The cogency or import of the context principle is not the issue here. What matters is the sin into which one might
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be tempted: taking the meanings of words to be ‘ideas’, by which he means “contents of an inner world”, such as
sense impressions, creations of imagination, experiences, feelings, moods, inclinations, and wishes.4 Here is the
crucial feature of ideas which makes the sin here a sin:

The sense impression of green which | have exists only through me; | amits bearer. It strikes us as
nonsense that a pain, a mood, a wish should occur on their own, without a bearer. An experience is not
possible without an experiencer. ...

Thus
Ideas must have abearer.
Every idea has only one bearer; no two people have the same idea.

So if meanings were ideas, then no two people could take words to have the same meaning; no two people could
attach the same understanding to given words.

What happens if meanings are ideas? The simplest thought would be that then all we ever talk about are ideas (our
own, if we can grasp what we say). There is a second, more encompassing, idea. Meaning (as Frege sees things)
fixes when words would say what is so—just how they are answerable, how the way things are matters to them.
Where meanings are ideas, it takes ideas to identify the conditions on such correctness. So for any given words, if
they are answerable, then at most one person, in principle, can grasp how. At most one person can mean words to
answer in that way. So at most one can think what is so answerable. Two people can thus neither contradict nor
endorse each other's views. Wherever meaning works like that, Frege tells us, there can be neither genuine
disputes nor genuine shared knowledge:

There could be no science which was in common to many ... but| would have perhaps my science,
namely the totality of thoughts whose bearer | am, another would have his science. Each of us would
concern himself with the contents of his own consciousness. A contradiction between both sciences is
then impossible; and itis really idle to dispute over truth, almost as ridiculous as if two people disputed
whether a hundred mark note was real, when each meant the one in his pocket, and each understood the
word ‘real’ in a different sense.>

One thing this stresses is that if there were answerability under these conditions, each thinker would be answerable
to what was, essentially, his own private tract of reality—some expanse of the way things are that was in principle
inaccessible to anyone else. So for no thinker would there be another whose views (or information) as to what was
right could matter to whether this first thinker was.

That s a terrible situation. If we were all in it, would that abolish answerability, so logic, tout court? If someone were
in it, would it abolish answerability for him? Might there be private answerability? Or is that very idea incompatible
with what logic must be? Frege certainly thought this last thing. To see why, we need to spell out how the mere
supposition of private conditions of correctness is destructive of answerability itself.

Frege remarks that if everything were an idea (so if meanings were) then “psychology would also rule logic and
mathematics”.6 That, he takes it, would make logic at most a collection of psychological truths. But, he remarks,
“neither logic nor mathematics has the task of investigating ... contents of consciousness belonging to
individuals.”” So itis an error to see logic as psychology. That might be called psychologism. Just where does this
error lie? Genuine psychology is answerable. That is not the trouble. But, for Frege, logic has a special content. Its
task is to set out precisely what truth, so what answerability, as such is. To do that it must say what it would be for
a thought to be true. It will not do merely to say what it would be for such-and-such thoughts to be true (or, more
properly, to be in some particular condition). Nor can it be that whether thoughts in general, or some given thinker's
thoughts, do answer (are true), given the world's being as it is—or whether they are in that condition of which logic
speaks—depends on some thinkers' psychologies. That would be precisely not to have the matter decided solely
by the world; so it would not be answerability at all. So logic would not have explicated the notion that s its proper
subject. And, Frege tells us, things do thus go wrong when meanings are ideas. He expresses the key idea as
follows:

The words ‘true’ and ‘false’, as | understand them, would apply only in the area of my consciousness ...
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Then truth would be limited to the content of my consciousness, and it would be doubtful whether anything
at all similar occurred in the consciousness of others.8

If ‘true’ and ‘false’ have a sense in which | might take my private stances to be true or false, then thatis nota
sense in which any other stances might be true. So there can be no saying what itis for a thought to be true. So
there can be no proper logic. At most a logic might try to say whatitis for, say, my thoughts to be what/
understand by true. But a logic—one among others—would not unfold the laws of truth (the task Frege assigns
logic). For they apply, intrinsically, to any thought. They say precisely what answerability as such demands. To be
a thought justis to be answerable. What a logic explicated could not be answerability as such, so nor truth. That is
a sketch of a story of how loss of publicity loses answerability, and of how, conversely, if there could be genuinely
answerable private stances, then that would abolish logic. It remains to spell out details.

For Frege, laws of logic are the most general truths; arrived at by abstraction from less general ones. They mention
nothing, insofar as itis possible to abstract away from such mention; to generalize instead. Such truths have
nothing but their structure to make them true. So they can speak to thought, or thoughts, only in this way: their
structure reflects (is an image of) the structure of a system to which both they, and the thoughts to which they
speak, belong; a system structured by inferential relations, and by commonalities in ways of representing (or in
what would thus be represented). This idea yields an alternate route to the above point.

So conceiving logic, let us try to suppose answerability a private matter. So the thoughts each thinker thinks are
available only to him. One thinker's thoughts, if they were that, might form a system. By abstraction, one could
reach most general thoughts within it. But these thoughts would be most general only relative to it. For each thinker,
there would be a different such system. So to be most general within some one such system would not yet be to be
most general tout court. Further, no one such system contains a negation, or any other logical compound, of
anything in any other. This is to say that there are no inferential relations between the elements of one such
system and those of another. Thus no principles of logic span two such systems. Rather, the most general truths of
one system reflect nothing of the structure of another; nor of its inferential properties. Nor are there any truths
save those belonging to one such system or another. So no truth speaks, in the way a most general truth would
speak, to all thought. (There is no maximal generality tout court.) But a law of logic was to be a partial
characterization of what truth is; thatis, of what itis for a thought (full stop) to be true. If answerability is a private
matter, no thought does that. So no thought says what a law of logic would. There is no logic. The idea now runs:
thoughts not subject to logic are subject to no genuine standard for having answered. No matter how things are,
one might just as well say that they did answer as that they did not—or, once logic is abandoned, say both. Such
‘thoughts’ would not be answerable, so not thoughts at all. Thatis a reductio on the idea that answerability is a
private matter.®

There is a more minimalist case against private answerability. In explaining what answerability is we needed,
crucially, the idea that what is answerable is a stance there is to take, where what the stance is is identifiable
independent of any particular taking of it; identifiable by that to which the stance is answerable. Where a stance
must be identified in terms of ideas, itis, essentially, a stance only one person could take. That erodes distance
between the stance and a particular thinker's taking it, and, again, a particular taking of it. That, one might argue,
deprives us altogether here of the idea of a stance there is to take. Which would make it impossible to say what, in
this case, answerability comes to. There are thus several different cases that might be developed—but still need to
be.

4.2 Grundgesetze

The idea was: things are judged to be some way only where whether things are that way depends exclusively on
how things are. This dependence on the way things are, most straightforwardly elaborated, would mean: if things
were otherwise, they might not be as judged. That idea, though, does not quite serve Frege's purpose. Instead, we
might try to identify answerability in terms of what must not share the role to be played by the way things are. That
is Frege's strategy in Grundgesetze. The rough idea is: thinking cannot make it so. An answerable stance is
answerable to something in particular: to whether things are thus and so. Such a connection between stance and
world is answerability only where whether things are in fact that way could not be changed by different reactions
towards, or senses for, their being so. Historically, most worries about psychologism have been about
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transgressing that requirement.
Frege expresses this particular condition as follows:

There is no contradiction in something's being true which everybody takes to be false. ... Ifitis true that |
am writing this in my chamber on the 13th of July, 1893, while the wind howls outside, then it remains true
even if all men should subsequently take it to be false. If being true is thus independent of being
acknowledged by somebody or other, then the laws of truth are not psychological laws.10

In a later unpublished fragment,11 he elaborates this theme:

If anyone tried to contradict the statement that what s true is true independently of our recognizing it as
such, he would by his very assertion contradict what he had asserted. ...

To elaborate: if something were true only for him who held it to be true, there would be no contradiction
between the opinions of different people. So to be consistent, any person holding this view would have no
right whatever to contradict the opposite view: he would have to espouse the principle non disputandum
est. He would not be able to assert anything at all in the normal sense, and even if his utterances had the
form of assertions, they would only have the status of interjections—of expressions of mental states or
processes, between which, and such mental states or processes in another person there could be no
contradiction. And in that case his assertion that something was true only for us and through being
recognized by us would have that status too. If this view were true ... there would be no science, no error,
and no correction of error; properly speaking there would be nothing true in the normal sense of the word.
For this is so closely bound up with that independence of being recognized as true ... thatit cannot be
separated fromit.12

Transgressing Grundlagen's demands on answerability would eliminate the science that we know. Does it leave
room for private science—for each person, his own physics? If Grundlagen's demands are genuine demands on
answerability, then no. What is at stake in Grundgesetze is very clearly answerability as such. What would be lost
with it can be no less than science full stop. What Frege demands is, as he sees it, essential for anything's being
either true or false. So itis a minimal condition for logic. In fact, he suggests, logic is no more than an elaboration of
what comes into play when the demand is met.

For something to be true is one thing; for everyone to think so is another. So, perhaps ceteris paribus, either thing
might occur without the other. More generally, where a stance undertakes to answer to things being thus and so,
its truth should be compatible with any views or perceptions by anyone as to whether things are that way. This
idea comes into play only after it has been fixed to what the stance in question is answerable. What different views
of things would not change is whether things, as they are, are that way. The views that cannot change things are,
crucially, views as to how things are. They might also be views about how to think about how things are. Or they
might simply consist in a particular (non-obligatory) way of thinking of how things are; a way of viewing things.
What such views cannot change is whether that which is so according to any answerable stance is so.

Frege's example, that the wind howled on a certain day, is particularly compelling in part because of its subject
matter. Suppose the judgment were that everyone now thinks the wind howled. That would be answerable to what
all present earthlings think (as to the wind's howling). That actual thinkers in fact have certain attitudes is as much
part of how things are as anything, so part of what there is to be answerable to. Trivially, where a stance is
answerable to such a feature of reality, whether it in fact answers to how things are depends in some way on the
attitudes certain thinkers in fact take. If it is correct, then, had those thinkers not had those attitudes, it would have
been incorrect. Thatis what it is like for such a stance to depend on how things are. What answerability demands
here, the idea is, is that whether such a stance is correct cannot depend on how, or what, or whether, one thinks
about the way things in fact are—one's views, or preferences, in taking, or evaluating, these stances towards so-
and-so's attitudes; as if thinkers with different ways of viewing things might equally correctly take either the stance
in question, or the opposing one. What must not be is that one may correctly take the stance if one thinks in one
way, but also correctly reject it if one thinks in another.

Suppose Sid takes andouilletes to be disgusting. Is that an answerable stance? That may well depend on its
ambitions. The stance may undertake no more than disgust at andouilletes. In that case, not. For otherwise either

Page 5 of 17



Psychologism

all those disgusted by them, or all those not, would be getting something wrong as to how things are. But in matters
of taste for andouilletes, if anywhere, non disputandem est. Suppose, though, that Sid's attitude is part and parcel
of a view that denies what | just said—a view on which there is something observer-independent to get right as to
whatis disgusting and what is not. So itis part of his stance that amateurs of andouilletes are getting something
wrong. Then his stance may be both answerable and false. Andouilletes are not disgusting in the way he means. A
stance may undertake to be answerable: to take it is to take oneself to be answerable, and in a certain way—to
mean to bind oneself to how things are. Whether a stance is answerable is sometimes decided by whether it
undertakes to be. How could a stance which undertakes to be answerable, for all that, fail to be? By failing some
requirement on answerability, of course. Section 4.4 will present an idea by which such failure is none too easily
suffered.

One can see both the core idea of Grundlagen and that of Grundgesetze as different attempts to work out the
intuition that answerability requires a distinction between—in fact, logical independence of—thinking something so,
and thereby being right. That distinction goes missing, the Grundlagen idea is, when what being right would be is
something private. In Grundgesetze it shows up in the stability of what is thought so under certain variations in
attitudes towards that being so: an answerable stance-to-be-taken, correct on any taking of it, is, ipso facto,
correcton all. That is the mark of the answerable. Grundgesetze's demand on answerability more directly, and
fully, touches the target of concern to Frege. His concern was that there should be something for logic to be about
—qgenuine thoughts that such-and-such is so; and, most particularly, that logic itself should be answerable, but not
to any fact about (particular) psychologies. Logic presents a special case of answerability. Here are some
preliminary remarks on how.

For Frege, a law of logic is, to begin with, true. So itis answerable: for each such law, to a specifiable aspect of
how things are. Second, Frege insists that there is no explaining why a law of logic is true (exceptin terms of other
laws of logic). He tells us,

The question why and with what right we acknowledge a law of logic to be true, logic can answer only by
reducing it to another law of logic. Where that is not possible, logic can give no answer. If we step away
from logic, we may say: we are compelled to make judgments by our own nature and by external
circumstances: and if we do so we cannot reject this law ... | shall neither dispute nor support this view; |
shall merely remark that what we have here is not a logical consequence. What s given is not a reason for
something's being true, but for our taking it to be true.13

A law of logic depends on, is hostage to, nothing. It does not hold by virtue of things being one way rather than
another. That is how there is no explaining it. Itis only a very special case of that to say thatitin no way depends
on facts of human psychology. It equally cannot depend on facts about meteorology. But in any event it will be a
form of psychologism (the second sort just mentioned) to make a logical truth depend for its truth on anyone's
attitudes. These two points mean that answerability does not always mean a liability to vary in correctness
according to how things are. Thus the via negativa of Grundgesetze: identifying it in terms of what must not
matter.

For a law of logic (or anything) to be hostage to nothing is for there to be no such thing as things being other than it
has them. If there is no such thing as, say, being F without being G—for example, being a conjunction but not
subject to conjunction elimination—that means that being G is just part of what being F is (whatitis to be F). A
model might be: there is no such thing as a married bachelor; being unmarried is part of what it is to be a bachelor.
Or: there is no such thing as a conjunction that might be true without both its conjuncts so being: nothing would so
count; thatis part of what it is for something to be a conjunction. (This supposes these claims true.)

So the truth of laws of logic is part of whatitis to be something or other. What? A superficial answer would be:
logical laws involve certain logical constants—conjunction, disjunction and so on; their truth is part of what it is for
something to be what those constants form—a conjunction, for example. There are problems with that view. What
makes something a logical constant, to begin with? If disjunction is one, how can we be so sure that there is really
no such thing as disjunction behaving differently than it would if the laws Frege takes for laws of logic are true? It
is, in any case, not Frege's view.

Frege tells us,
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The meaning of the word ‘true’ is unfolded in the laws of being true.14

Logical laws (the laws of truth) are thus part of what it is for something to be true; thatis, part of what it is to be
answerable. Itis clear how this is meant to work in the case of propositional logic. Where there is answerability, a
certain notion of correctness applies; one on which (on Frege's view) what is answerable has, outright, precisely
one of two values: correct, incorrect. One can define the usual trivial functions of these values (the usual truth
functions). One can then define compound thoughts (compound answerable stances), and the connectives that
form them, in terms of these functions. If we regard the laws of (propositional) logic as holding of (so, for Frege, as
being) such compounds, then that they hold is a trivial consequence of the nature of that particular sort of
correctness such that to be answerable is to admit of it.

This view of the matter sets up some small distance between laws of logic and the thoughts they concern. There is
a natural truth-functional correspondent of conjunction. That the laws of logic hold of conjunction defined as that
truth-functional connective is, perhaps, just part of what answerability is. So, perhaps, there is no such thing as
things being otherwise in that respect. Butis conjunction nothing other than whatis so defined? Must anything that
would ever count as conjunction be that? One might think: we have an intuitive idea of conjunction which may be
adequately captured in that way, at least for some purposes, but then again, could turn out (sometimes) not to be.
Such might depend on what the world is like. Perhaps, at least, itis not quite right that there is simply no such thing
as conjunction behaving other than in this truth-functional way—nothing that would ever so count. If not, and if, for
logic, conjunction is truth-functional by fiat, then logic treats conjunction at one remove. /ts conjunction is at best a
proxy for conjunction. Our conjunctive thoughts are subject to the relevant laws only where, and insofar as, they
are correctly viewed as so definable. Plausibly, Frege failed to note the distance here because it seemed inevitable
to him that conjunction was so definable. The point, though, begins to suggest a view of logic very different from
Frege's. We will return to that in the last section.

There is one more strand in Frege's view. For Frege, logical laws are the most general truths. If they are most
general, then they make no mention of such things as functions, or connectives, or thoughts, or anything else. So
there is nothing but their structure to make them true. If the law is no more than an unfolding of what being true is,
thus of answerability, then the relevant unfolding is in that structure. To be that law is to be so structured; to be so
structured is to be true just where that law is, which is to be true simpliciter. That what is so structured is true
where itis, so true full stop, is simply part of what being answerable, or being true, is. Where truth depends on
structure in the way the truth of a law of logic does, there is thus no such thing as things being otherwise with
respectto it.

If, by virtue of their generality, logical laws do not mention anything, how can they be about thoughts, or thought?
How can there be, in fact, anything to which they answer? Here is one response. Logical laws are true in virtue of
their structure. But a thought has a structure only insofar as it belongs to a system of thoughts. The elements of
which it is structured are nothing but reflections of particular samenesses in ranges of thoughts—what is in
common, for example, to the thoughts Fa, Fb, Fc, .... A thought's structure is thus a reflection of the structure of the
system to which it belongs. And so itis for a law of logic. Its structure reflects the most general structure of the
system to which it belongs; the most general, so the hardest, most non-negotiable, network of truth-preserving
paths within and through that structure. By its structure it identifies those paths. It is thus answerable to the
structure of that system. (If there is the distance between logical laws and actual thoughts that we began to notice
above, Frege is not entitled to this view. But thatis an issue for later.)

To what system does a law of logic belong? A thought belongs to the same system as a given thoughtifitis
logically related to it—if there might be an argument leading from the one to the other, or involving both, or a
thought compounded of both. For Frege, a law of logic is (must be) related to every thought: it bears on each
thought in unfolding in part what it is for that thought to be answerable. What it did not relate to logically simply
would not be a thought. So every thought belongs to the system it does. So there is but one system to which all
thoughts belong.

4.3 The Martian Principle

How can demands on answerability limit the role of special design in shaping it? Here is one line of thought.
Suppose that a special design—ours, say—is essential for being able to detect a certain thing to which to be

Page 7 of 17



Psychologism

answerable—things being, or not being, F, say. So without that design, no such thing to answer to could come in
view. Without it we would have detected nothing to be answerable to at that place where we in fact do. The Martian
can, in principle, see no such thing to which thought might answer. There are, then, two sorts of special design
(ours and the Martian's). With the one, one would detect a certain way things might or might not be—or so it would
seemto one so designed. With the other, one would detect no such thing. Is there, then, in fact such a thing to
which to be answerable? Each design offers a standard by which that question might be answered. By that
standard, there are just those ways for things to be which one so designed might recognize. By the standard of the
first design, there is such a thing to which to answer. By that of the second, there is not. By that standard, those of
the first design are condemned to suffer an illusion. They suppose themselves to be taking answerable stances
which, in fact, are answerable to nothing.

Which design, if either, yields the right answer to the question? Is there really, in the way things are, something to
be answerable to, which the first design then allows one to detect? Or is there not? We will get nowhere on this
question (the idea is) while relying on the one, or on the other, design. Itis already clear what answer such
reliance would yield. Each design gives us only a thoroughly parochial view of the matter. So if the question has an
answer, it will have to be what is the right answer by the standards of some third design. That will have to be a third
special design. For if the question were settled merely by the answerability conferred by The Mind—what any
thinker must be like—then it would be settled already by what we and the Martian share in common, as itis not. But
a third special design, if it yields a result at all, only makes our problem arise anew. It gets us no farther. It cannot
supply an answer to our question when we did not have one already. So there is no answer to that question. Put
otherwise, there is no answerable stance that could be such an answer. For nothing could make that stance
correct outright, aside from some parochial way of thinking of things. So itis not a fact that those with the first
design are thereby enabled to be answerable to something; that their apparent answerable stances are in fact that.

This line of thought suggests what | will call the Martian Principle: No thinker, or stance, could be answerable to
anything to which any other thinker in principle could not be. For any answerable stance, any thinker whatever
could, in principle, grasp what it was to be answerable to what that stance is, and could thus take a stance
answerable to that.15> How might one transgress this principle?

Consider, for example, Noam Chomsky's relation to the principle. Chomsky, he tells us, deals in the empirical.
Empirical psychology or linguistics is, by definition, concerned with the parochial. As Frege reminds us, experiment
is otiose if the question is what any thinker (or language user) must be. But psychology's involvement with the
parochial may seem non-threatening to one persuaded of the Martian principle. For it aims for explicit accounts of
parochial capacities and sensibilities. And one might think an explicit account would make the parochial eliminable:
in its explicitness, it would not require a parochial sensibility for grasping it; its issue would be just those
perceptions, or intuitions, which it originally took the relevant parochial sense to see (or feel). The eliminably
parochial—what one could, in principle, do without—is no threat to the Principle.

Chomsky certainly aims for explicitness. Butis it an explicitness that makes the parochial eliminable? His interestis
in a specifically human (thus parochial) language faculty. But there are various ways to be interested in it.
Chomsky's interest is, for one thing, in explicit grammars of specific languages (and in constraints on the form of
any such). Such a grammar would eliminate reliance on one sort of intuition, peculiar to speakers of its language:
intuitions about the syntactic shapes occurring in that language. It would do so in this way: by a finite set of
principles (graspable not just by those speakers) it would generate individuating descriptions of each such shape.
Those descriptions would be available to one not sharing the native speaker's intuitions as to how his sentences
are shaped. The speaker has a feel for when well-formed strings are syntactically different. Given an ability to
match such surface strings to the structures the grammar provides for them, one could rely on the grammar for
identifying, by those structures, just where there are such differences, and how each such difference relates
systematically to others. One need no longer consult the native speaker's feelings. For argument's sake, suppose
the Martian, too, is thus served. Chomsky is also (perhaps more) concerned with universal grammar: an account of
the general form of the syntactic shapes of any human language. We can think of a universal grammar as a
schema which became the grammar of a particular human language when values were assigned parameters in it.
Let us suppose the Martian equally well served by that theory.

The Martian might be that much better off. There remain at least two problems. First, individuating descriptions of
syntactic structures need not enlighten us as to the representational roles of those structures, insofar as they are
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dedicated to specific ones. So the Martian may well remain unenlightened on that score, thus unable to speak or
understand a human language. One might wonder whether a theory of those roles which met the psychologist's
normal standards of explicitness, thus relieving human beings (in principle) from reliance on a feel for what
happens when a given such role is played, would, necessarily, also enlighten the Martian.

The second problemis one on which Chomsky has been explicit. It is that of making out which shapes occur in
some language one encounters—what it is that given humans are up to syntactically. To eliminate the parochial in
this domain, one would need (at the least) a discovery procedure for grammars—some set of principles which, for
given non-syntactic (in fact, non-linguistic) facts about what the speakers were up to, would predict the syntactic
shapes of the sentences they produce. What a universal grammar would say about such procedures is just this:
‘Assign values to these parameters as, here, a normal human would.” To which a Martian could only reply, “Thanks,
pal.’

On this problem there is one point of agreement between Chomsky and Quine. Itis highly unlikely, at best, that any
Martianly accessible discovery procedure would predict the presence, in any language, of syntactic shapes of the
complexity and subtlety which, Chomsky has argued, humans are prepared to recognize in the grammars of
human languages. The moral Quine draws is that there are no such shapes in human languages. Or, more
cautiously, that there can be no fact of the matter as to whether any given such shape is the shape of some
sentence or not. That reflects Quine's adherence to the Principle. The moral Chomsky draws is that there are (most
likely) no discovery procedures for human grammars. That is to say, in this special case, our ways of telling what
our fellows are up to do not reduce to Martianly accessible principles. They rely ineliminably on the parochial. It
was in arguing precisely this that Chomsky effected his initial radical re-orientation of focus in linguistics. That
aligns Chomsky with such philosophers as John McDowell, and against such others as Quine, Michael Dummett and
Bernard Williams. It manifests his firm rejection (and resolute transgression) of the Martian Principle.

Where some area of purported answerability is unquestionably the real thing, adherence to the Principle might lead
one to the conclusion that The Mind—the common possession of all thinkers—is a richer and more elaborate affair
than one would have thought. Where the purported area can be made to seem open to doubt, the Principle might
be used to show that there is no genuine answerability there at all. There might be less of that than one would have
thought.

Empiricists, such as Hume, or Quine, are notorious for theses of the second sort. Hume, for example, entertains
such a thought about our stances as to one thing's having caused another. He does aim to describe that parochial
endowment which yields our perceptions as to what causes what. But he makes it difficult to think of this
endowment as a capacity to detect things in the world to which to answer. Quine takes such a view of stances as
to what words mean. In each case the conclusion might flow directly from the Principle. In fact, though, typically for
an empiricist, Hume and Quine each appeal to two different ideas. The firstis that all answerability must ultimately
be answerability to the observable; the second is that the argument fromiillusion is a tool for identifying what really
is observable. By that argument, itis not observable that P if anything that might count as such an observation
admits of ringers: a situation which, if one were in it, would be not detectably different from that of the supposed
observation, butin which not P. For if there are ringers, then the situation putatively of observation might be one in
which not P—which could not be so where one had observed that P. The upshotin the causal case is that no more
than events and their concatenations are observable. In Quine's case, itis that no more is (relevantly) observable
than behaviour in a highly attenuated sense: bodily movements and emissions (notably of noises). Neither
causation nor meaning is plausibly constructible from such materials.

The Principle so applied thus means that neither our attitudes towards causes, nor those towards what words
mean, have anything suitable to which they could be answerable; so are not answerable. If there were causes, or
things words mean, that is what these stances would answer to. Since they answer to nothing, there are neither
causes, nor things words mean.

These specifically empiricist ideas may be an unnecessary detour. Adopting a suggestion by Bernard Williams,
perhaps they both just follow from the Martian Principle.16 Here is a sketch of the idea for the argument from
illusion. That argument would be blocked just where, though there is a ringer for the observing situation with
respect to P—say, with respect to observing a pig standing before one—there is no doubt that one's situation is not
a ringer; nothing one need establish to establish that it is not. That is needed since if one did need to establish
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something, that would be in order to conclude that P (that there is, in fact, a pig before one), which is precisely
what one does not need to do where this is something one can just observe. But, plausibly, facts of the required
form—that such-and-such does, or does not need establishing—if there are such facts, would be visible only to a
thinker of a certain special design (ours, say). We (humans, readers of this essay, or whatever) have, perhaps, our
shared sense of what ought to be doubted. We cannot expect a Martian to share this. So, by the Martian Principle,
there are no such facts. So the argument from illusion is valid.

The Martian Principle is thus perhaps prior to, and more general than, traditional empiricism. Empiricism, though,
does highlight one feature of it. The empiricist idea is that where a stance purports to be answerable to the world in
some particular way, we can step back from the stance and turn our gaze to the world to see whether there is, in it,
anything to which to be answerable in that way. Our investigation will be philosophic, not scientific. Our tools are
the argument fromiillusion, not physical measuring devices. Crucially, though, we can examine the world while the
scrutinized stance itself remains sub judice, thus without deploying it. We look to the world as itis anyway,
independent of how it would be if such stances, or their negations, really answered to it. The world, so viewed,
must turn up something to which the stance might be answerable. Or, the idea is, there is no such thing. That, we
may now note, is also the modus operandi of the line of thought that led us to the Martian Principle. On that line of
thought, there is a special design which, if taken as conferring a cognitive capacity, permits detection of some
features of the world to which one might be answerable. But, the idea is, there is a question as to whether the
design can be taken in that way: as conferring a capacity rather than a mere illusion of one. That question, the line
goes, must be settled by what there really is to answer to, as visible without aid (or interference) of that special
design. Unsurprisingly, that idea, whether in its special empiricist form, or more generally, tends either to reduce
the scope of our answerability, or to inflate the powers of The Mind (or both).

The Martian Principle lies on one side of two opposing intuitions. One is that, for any answerable stance, that to
which it is answerable would be just the way it is no matter how anyone was designed to think about such things.
No thinker's design could change which stances answered and which did not, among the answerable stances
there are to take. (Everything would have been coloured just the way it is no matter how we were designed to
think.) The other intuition is: where we are answerable, that to which we are answerable must be identified by what
we are prepared, or equipped, to recognize. The phenomenon we thereby think about cannot be other than what
we are equipped to acknowledge it to be. (Roughly, being coloured green cannot diverge from what we would
understand by, or recognize as, being coloured green.) Correctintuitions cannot conflict. The next section
explores how these two may be reconciled.

4.4 Investigations

There is an idea with which one might oppose the Martian Principle. Wittgenstein expresses it in Investigations
§136:

What a proposition is is in one sense determined by the rules of sentence formation (of the German
language, for example), and in another sense by the use of the sign in the language game. And the use of
the words ‘true’ and ‘false’ may be among the constituent parts of this game; and if so it belongs to our
concept ‘proposition’ but does not ‘fit’ it. As we might also say, check belongs to our concept of the king in
chess (as so to speak a constituent part of it). To say that check did not fit our concept of the pawns,
would mean that a game in which pawns were checked, in which, say, the players who lost their pawns
lost, would be uninteresting or stupid or too complicated or something of the kind.17

Truth may belong to a stance: it may be part of the stance, not just that things are thus and so, but that it is
answerable (to whether they are). Truth and falsity may, in that way, belong to its ambitions. Suppose that, taking
these ambitions to be achieved—holding the words, or stances, answerable as they would thus be understood to
be—yields sufficiently orderly results: the stance belongs to a range of stances such that if one supposes them to
be answerable to something, itis then not too stupid or complicated to sort out those which then would be correct
from those which would then not be. As it may be, the stance is that the lake is blue; there is another that it is not
blue; if precisely one of these must be the correct one, itis not too stupid to suppose that, with information enough,
one could say which. And so, more or less in general, through some impressive enough range of related stances. If
this condition is met, the idea is, the stance is answerable; there is no further way for it to fail to be, so no further
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requirement to be met. In particular, satisfying the Martian Principle is no such requirement..

The core of the idea is that the only intelligible questions there are as to answerability are resolvable by what is
visible to those taking, or able to take, the relevant stances. Answerability, or lack of it, does not turn on what
would be visible of the world, or of the stance's relation to it, only, or even, to a thinker differently designed, or from
some viewpoint independent of what enables the taking of that stance itself. Grundgesetze proposed necessary
conditions on answerability; ones whose satisfaction it takes no such foreign form of thought to see. The present
idea is, roughly, that such conditions are also sufficient, all that answerability demands. (This is not to say that
answerability, or its absence, is always settled by what takers of the stance in fact do say as to what is too stupid,
what not. One can be wrong as to just how stupid a given way of treating stances really is.) To put things
imagistically, a special design may, in a special way, articulate the way things are into particular ways things are;
different special designs might do that differently; the articulations in things that one special design makes visible
need not be visible to a thinker embodying another.

Despite this reference to different special designs, the main use for this idea is in resisting challenges to our
answerability posed by philosophers of our own design, such as Hume and Quine. If the idea is right, then itis an
adequate response to such challenges to point to the manifest discipline and coherence of the stances within the
challenged area: its being not too stupid, or complicated to treat them as what they represent themselves as being
—answerable stances; its being clear enough just how they would thus be treated. If causal stances are
answerable, for example, it is clear enough when to say the man on the next stool spilled Sid's beer, when to say it
was rather Sid himself, and that where the barmaid pushed the man who bumped the beer, there are two things to
say as to who itis who spilled the beer. The idea justis that no more than that is needed to show that Hume was
wrong. Similarly, if, by our ordinary standards in such matters, ‘livid’ means pale, and not purple, with rage, then
there is no way for Quine to be right about meaning. Martians, of course, have a right to this idea as well. That
matters to us precisely so far as we can see enough about their taking stances to raise specific questions as to
whether such-and-such among these are answerable. That need not be very far.

This idea is not answerability by fiat. A stance can take itself to be answerable but fail to be. The world may be not
what it was supposed. We assign weight to cheeses, taking ourselves to be dealing in a stable feature of them. If
measurements of their weights turn out to vary wildly and unpredictably, it will perhaps turn out that there is no
stable feature of a cheese that its weight might be (given what weight was supposed to be); so nothing to which
these particular stances might be answerable, so no facts as to what cheeses weigh. That would be,
conspicuously, a mundane discovery; something the world might teach us in teaching us how it was—a physical,
and not a philosophical, discovery.

The idea does, though, exclude the Martian Principle. It allows special design to make thinkers so designed aware
of something there is in fact to which to be answerable—simply by making us so designed as to satisfy the above
requirements in some particular way. By design, we take, or may take, stances which hold themselves answerable
in some sufficiently determinate way; it is not too stupid, or etc., to regard them as doing what they thus purport to.
Within these bounds, special design may operate ad lib. Nothing invisible to us, nor anything on the order of the
Martian Principle, would show that expressions of such stances ‘really’ fall short of saying how things are.

Since Wittgenstein that idea has been most prominent in the work of John McDowell. He insists, for example, that
special design may locate for us a phenomenon of memory which may yield non-inferential knowledge of the past,
a phenomenon of kindness, facts about which are intrinsically motivating (in a certain way), or a phenomenon of
knowledge, including, sometimes, ways of standing towards, say, the pig's being in the sty, which are proof against
the argument fromillusion. That memory sometimes yields non-inferential knowledge of the pastis part of the
concept—not in the strong sense that the concept as such somehow makes that true, but simply in that, as things
stand, itis part of what memory is to be presumed to be. We take stances aimed at answerability to what fits that
conception. Is it too stupid to take those stances to be answerable in the way they aim to be—too disorderly to
suppose there to be such a phenomenon for them to be about? Patently not. So those stances are answerable to
what they purport to be: there is, in fact, that phenomenon of memory.

Where special design shapes answerability, what those so designed are answerable to is fixed by what they are
thus equipped to recognize as to how the relevant form of answerability would work. That captures the second of
our pair of opposing intuitions; and thus may seem to threaten the first—that where a stance is answerable, what it
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answers to if correctis what would be so no matter how, or what, or whether, anyone thought. But the threat is only
apparent. For insofar as the second idea captures what answerability is, it is part of the way a stance undertakes to
work in undertaking to be answerable. So if the stance does work as it aims to, then any role for what we are
prepared to recognize, for our responses, for agreement among us, or for any other feature of our (perhaps
special) design, is confined to fixing what it is to which we are thus answerable, and not, of any such thing,
whether thatis so. And now the Wittgensteinian idea applies. Is it too stupid to regard these stances as achieving
that aim? Is their behaviour too disorderly for that? If not, then they do achieve it.

An issue, so far suppressed, must now surface. Frege's idea about howling wind was: for each answerable stance,
there is the way things are according to it; whether things are that way cannot depend on what, or how, one thinks
as to their being so. But there are several notions of a way things are. Sid said that the wind is howling. To say that
is to say what way he said things were: such that the wind was howling. It is that, thatis, on one understanding of
the way spoken of. Now, is the wind howling? When would it be? When, for example, howling, and not merely
whistling? The answer might be: it depends on what you understand (mean) by howling wind. There is (suppose) a
way of thinking of wind howling on which the wind Sid spoke of qualifies as doing that; but also another way of
thinking on which it does not. Whether that is right depends on that wind. But suppose itis. Then a further question
arises. Should Sid be taken to have spoken of howling wind on the first understanding? On the second? Perhaps on
neither in particular? More generally, should the way that wind was be counted as the way Sid said it was in saying
it to be howling? Or should it not?

If special design makes wind howling something we can think about, then it cannot ever work to determine whether
wind is howling. That would undermine answerability in just the way Frege suggests. But, without doing that, it can
work to point us to answers to the above questions. By its lights, for example, taking Sid to have spoken on the first
understanding may be the only reasonable thing to do. Itis free to shape our answerability so long as all that it
shapes is what we are committed to in thinking, say, that wind is howling—how, for purposes of that commitment,
wind howling must be thought of. When, one might ask, should it count as shaping answerability rather than that to
which some stance stands in a mere pretence of answerability? Wittgenstein's answer is: it shapes answerability
(and nothing less) for what represents, or takes, itself as answerable, provided it is not too unreasonable, or
foolish, to hold otherwise. That is, count it as working towards answerability when it is not too stupid to.

For all that latitude, Wittgenstein's idea still collides with the Martian Principle. It was meant to. It is opposed
accordingly by Michael Dummett.18 Dummett's opposition helps exhibit what is at stake. It shows up in his
insistence on the possibility of what he calls a ‘theory of meaning’. Such a theory, for a given language, targets this
phenomenon: fluent speakers of the language can recognize, of indefinitely many novel cases, when it has been
used correctly; notably, when given words would have described correctly what they were used of. He insists on
two conditions of success for such a theory. First, it must consist of a set of stated principles which generate, from
specified inputs, everything competence would allow one to recognize of novel cases—all there is to be
recognized, given the language as itis. (The theory must specify what inputs it requires; these will presumably
consist in facts about the novel cases, other than facts about what words of the language mean.) Second, the
principles must be adequate to serve, in principle, as a cognitive prosthetic for the Martian: perhaps the Martian
cannot, unaided, get the hang of what we are on to in recognizing what we do as to what is describable as what;
but (considerations of time, attention, and so on, aside) he could operate the principles so as to derive all that we
can see intuitively.

Accepting Wittgenstein's idea, one would want to ask why we should think that our sense for what is describable as
what can be captured in such a theory. The phenomenon is that there is a range of facts we are prepared to
recognize. With Wittgenstein's idea in place, itis not required, for there to be such facts, that they follow from any
such set of principles—that there be, even in principle, a prosthetic for the Martian. To insist on that would be to
demand more for answerability than answerability itself demands. So to a philosopher like McDowell, Dummett's
insistence will look like no more than armchair psychology; thus psychologism of our second sort. Dummett in fact
supports his view with a very sweeping claim: any ability to recognize some range of facts is representable as
theoretical knowledge, that is, captured by some set of principles. He does not appeal to any special facts about
our linguistic competence. That heightens the impression of psychologism of this second sort.

Things look otherwise with the Martian Principle in place. Then, where a (supposed) capacity to recognize failed
Dummett's demands there would be no such capacity atall. In the case of meaning, we were meant to be able to
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recognize a certain range of facts—such-and-such was correctly described as mauve, say. But if a Martian cannot
grasp what it would be for such a fact to obtain, or when it would, then there are no such facts. Our stances were
meant to be answerable; but, failing what Dummett insists on, there would be nothing for them to answer to. The
fact was meant to be that you cannot call that mauve; thatitis not true to say so. But, by the Principle, without a
cognitive prosthetic for the Martian, there are no facts as to whatis, and is not, correctly called mauve. If the
principle moves Dummett, he understandably insists on what he does.

Is Dummett guilty of psychologism (not Frege's target, but that other form)? That depends on whether the Martian
Principle is correct. We have seen one intuitive case for it. How might a case be built against? The general form of
a case would look like this: the Principle's rationale rests on envisioning a certain alleged way of failing of
answerability; but when we try to do the indicated envisioning, we find that there is really nothing there to be
envisioned. Conversely, whatever we can envision we can accommodate without being pushed towards the
Principle. What the Principle tries to envision is some state of affairs—some way things ‘really are’—visible only
from (what turns out to be) an imaginary vantage point, one outside of, and neutral between, all special designs.
But there is no such vantage point; a fortiori, nothing visible from it. What we can envision are mundane ways of
being under an illusion of answerability—of failing at what we in fact aim at in aiming at that. The Principle rests on
the idea of an ultramundane way of suffering illusion; a way that would not frustrate anything we can recognize to
be our aims or interests. But, the idea is, there is no such way.

We sometimes, for one purpose or another, classify some things as mauve, others as taupe, others as heliotrope,
and so on. We take ourselves thus to be saying how some things are. The Principle tries to raise a certain spectre
of illusion: in a certain special way we may not be doing what we suppose ourselves to be doing in so classifying
things. Our stances here rest on certain expectations of the world; but some of these may, in fact, be disappointed.
We may be let down in unnoticed ways; moreover, in ways in principle beyond our ken. We certainly can be let
down by the world. There is such a thing as having one's expectations dashed. But, the thought s, to be let down
as to what we expect of the world is to be let down in a way representable by us as obtaining, from the parochial
perspectives available to us in the positions we, in fact, occupy. Perhaps if we looked harder at the things we are
classifying, we would notice that what looked mauve one moment looked taupe the next, change being so
disorderly here that there is really no pointin insisting, in the way we had, that the things in question really are
mauve, taupe, or etc.

Such intelligible, here discoverable, disappointment does nothing to move us towards the Martian Principle. There is
no need yet for the source of our disappointment to be visible to a Martian. Such disappointments happen. Butitis
enough for disappointment that we are capable of grasping them. The disappointment that yields the principle need
be no disappointment to us at all. It would be nothing we could recognize as such. Itis meant to be what ought to
disappoint us if we could but see the world from some unattainable vantage point—if we could but be the purely
neutral observer. But why call that disappointment? Just what expectations of ours are dashed here? Precisely
what did we suppose ourselves to be doing, in taking the supposedly answerable stances we do, that we in fact
are not doing? Just what are the relevant stances meant to be, which they are not? Plausibly, nothing they
undertook in undertaking to be answerable. If thatis so, then there is no reason to accept the Martian Principle.

This, though, must be read as a scheme for a case, and not the case itself. Such a case would need to be detailed
beyond our present limits. What matters here most is how the Martian Principle matters to issues of psychologism,
and just what makes it seductive.

4.5 Nouveaux Essais

The Martian Principle seems, all too often, to present us with a choice: either we are much less answerable than we
supposed; or we share much more in common with the Martian than one would have thought. To put this second
option in other terms: there is much more to what any thinker would have to be (to be a thinker at all) than seemed
at first; much more structure to The Mind, as opposed to merely minds of particular designs. Our current sense of
philosophy's task makes us rightly chary of the first option. So the principle militates towards more detailed and
elaborate specifications of what any thinker must be. (The problem is not just about moral facts, or facts about so-
called ‘secondary qualities’. As McDowell has noted, it extends to the correct expansion of such-and-such
arithmetical series—a purely arithmetical problem when, but only when, it has been fixed which series is in

Page 13 of 17



Psychologism

question. In fact, it arises for any descriptions of sublunary affairs.)

Dummett, moved by the Martian Principle, is led to a priori conclusions about how empirical psychology must turn
out. If one shares Wittgenstein's more relaxed view of answerability, one will, with McDowell, find this a particular
kind of psychologism—not Frege's target, but what we can now see as lying at an opposing pole: a priorism, or
scientism. One lands at that pole when, to avoid being Frege's target, one ascribes more to The Mind than it
rightfully possesses. From a Wittgensteinian perspective, one cannotinsist a priori that, say, our appreciation of
when something is properly called a chair—a specifically human sensibility—must be reducible to principles which
say when something is to be called a chair, and which could be applied to decide this without reliance on those
very human sensibilities. Dummett insists otherwise; a second form of psychologism just in case the Martian
Principle itself is.19

On Frege's view, logic concerns what any thinker must be. There are two elements in that idea. First, there is the
idea that the laws of logic apply to any thought whatever—whether Martian, or ours. Second, there is the idea that
the laws of logic capture something one must be prepared to recognize in order to be a thinker at all. Each of these
ideas bears various understandings. Might the second form of psychologism lie hidden in either?

The first idea may be innocuous. It can be a valuable insight that the sort of thing a statement of a law of logic
undertakes to say is differentin kind from, say, the sort of thing a definition in physics undertakes. The latter aims
to say what something—perhaps a certain physical quantity—is to be supposed to be (in given circumstances, for
given purposes). Itis consistent with its ambitions that subsequent events should show that, while those
suppositions are not right of anything, the quantity it aimed to define is definable in some other way. Definitions in
physics represent themselves as such as to be replaceable by others, should the facts so dictate. That feature
identifies, in part, what it is they do say. (The pointis Hilary Putham's.) By contrast, a statement of a law of logic
aims to say—represents itself as saying—what is hostage to nothing; so what is never to be retracted, what nothing
would ever count as making, or showing, false. Such a statement may succeed in whatitaims at. If so, it is
correctly treatable as answerable as it purports to be. So to treat it is to treat what it states as what depends on
nothing. That treatment is correct if the statement can be taken at face value. For it thus to be correctis just what it
is for a way things are to depend on nothing. What can be so treated need not be a world-independent matter.

As with definitions in physics, this feature of the ambitions of a statement of logic helps fix just what its content is.
To state what is hostage to nothing, it must state, so undertake to state, nothing that could be falsified by any way
patterns of entailmentin the world turn out to be. A logical law must thus not be about conjunction, for example,
insofar as conjunction is something open to proving to be truth-functional or not. So if the fact to which a statement
of logic answers is that conjunction elimination holds, that fact may come to litle more than what it is for that rule to
hold within a given calculus. In the one case, it simply is not that calculus without that rule. As for logic itself, itis
simply not the conjunction /ogic is concerned with unless that rule applies to it (for all of which, some, or all,
conjunctive thoughts we think might not involve that conjunction). Such restriction of the import of the law may
prove the price that must be paid for depending on nothing.

It can also be part of the content of a law that it is, whatever else it may be, something universally valid (something
holding, say, of all thought). Thatis a demand that might be satisfied vacuously. Suppose the law is, or means,
that a disjunction follows from either of its disjuncts. Then it might be true of any thought, whether Martian or
human, that wherever a disjunction occurs in such thought, itis so related to other thoughts, which are its
disjuncts. Thatis compatible with no disjunct ever occurring in Martian thought at all. Perhaps disjunction is not a
form in which Martian thought can be answerable. The idea here is not that Martians might think disjunctive
thoughts, but not ones for which the law holds. Precisely not: that would conflict with the universal scope of the
law. Rather: the law holds universally by virtue of this: what it would not hold for cannot count as instancing what it
applies to.

This, though, is not how Frege sees things. For him, logic limns features that any thought whatever must have;
features that follow from the mere idea of answerability. So whatever a principle about disjunction tells us, Martian
thought encompasses disjunction. That might consistin an insistence that Martian thought, whatever itis, and
whether Martians think disjunctive thoughts or not, can be formed into disjunctions: one can take any two Martian
thoughts and disjoin them, the result being something thinkable. (But by whom?) The principle then applies. This
commits Frege to a view of what disjunction really is. What for him follows from the mere idea of answerability is
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that the calculus of truth functions applies to anything that could possibly count as thought. The extra premise is
that disjunction could not but be a certain truth-functional connective.

There is now the second idea: one could not be a thinker at all without grasping the laws of logic, thatis, without
being prepared to recognize that to which a statement of them answers. So here are particular cases of
answerability which must not be beyond the grasp of the Martian, even if the Martian Principle is not true in general.
What the Martian must be prepared to recognize in the case of propositional logic would be that any thought
(available to him) can be putin truth-functional combination with any other, and that the results are thoughts with
the indicated truth-values. Notably, he can recognize, of any thought he can think, that such-and-such is a
negation of it. For Frege (by the move discussed) this just amounts to recognizing conjunctions, disjunctions, etc.,
and recognizing them as truth-evaluable in the way they in fact are. There will be parallel things to recognize in the
case of predicate logic, though it is more difficult to say just how they follow from the idea of answerability. All of
this would be just part of recognizing a thought as a thought—that is, as answerable.

Frege tells us that one cannot recognize anything to be any way without thereby, or therein, finding a certain
thought true.20 So one cannot judge at all without judging as to truth, thus without grasping what truth is. He also
tells us that truth, though indefinable, is unfolded in the laws of logic (that s, of truth). So one must grasp them to
know what truth is, so to judge, or think things, at all. We have just had an idea of what such grasp would come to.
It would align Frege with Leibniz, who, in the Nouveaux Essais, argues, contra Locke, that knowledge of logical
laws cannot be acquired, since one cannot begin on the project of learning anything—one cannot so much as
think—unless one already recognizes certain basic laws.21 Leibniz thought that we can do that because we have
certain innate ideas, which, he insists, is equivalent to innate knowledge of certain principles. (This is a particular
notion of part of the concept, shared by Kant and Frege.) Leibniz thus ascribes to us a specific logical competence
—part of our human design, without which we would not be thinkers at all.

The ideas are thus, first, that certain forms of thought must be available to any thinker. (Whatever thoughts he
thinks, these are combinable truth-functionally into thoughts.) And, second, any thinker must be able to recognize
the truth-functional structure of the range of thoughts he can think, and the truth-values and truth-functional
dependencies that this imposes on certain elements in that range. (There will be a parallel point for predicate
logic.) Is there in this, perhaps, a subtle form of the psychologism of which Dummett's ideas about meaning stand
accused?

| close with a speculation. In taking an answerable stance, one employs a conception of just how itis answerable.
The stance is, in part, thatitis answerable in a certain way. Part of any such particular conception is a conception
of what answerability itself would be. Again, such a conception must be at work whenever we consider whether a
stance has, or should count as having, answered. Frege spells out considerable specifics of what the operative
notion must involve. Logic—the laws of truth—is, for him, that spelling out. We do recognize our notions of being
true and being false in Frege's unfolding of them—though one might haggle over where, on our conception, those
laws apply. (One might well resist, for example, the idea that any answerable stance must be either true or false,
and any reading of the laws that forces that idea on us.)

But is there, in these respects, only one way of conceiving answerability? Is it really so that nothing could ever
count as answerability, butin a different form—that there is flatly no such thing as that? Since Frege, we have
come not to expect our concepts to work like that. Even in the case of vixens, itis not quite right to say that there
is simply no such thing as something counting as a vixen but not a female fox. (Perhaps ‘female’ turns out to be not
quite le mot juste for that one side of a familiar recognizable distinction.) Answerability is, perhaps, the most
central concept in our thinking, and thus an exception to the rule that concepts alone do not make things true. (For
there to be such a thing as being F, and for such-and-such propositions to be true is, exceptin particular
circumstances, not just two sides of a single coin.) One need not doubt answerability's centrality. One might doubt
that the normal plasticity of thought ossifies in the face of that centrality when it comes to thinking about
answerability. To the extent that it does not, Frege's picture of logic is a very subtle form of psychologism.
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According to internalist conceptions of language, languages are properties of the mind/brains of individuals and
supervene entirely on the internal states of these mind/brains. Hence, languages are primarily to be studied by the
mind and/or brain sciences — psychology, neuroscience, and the cognitive sciences more generally (including
linguistics and philosophy). This is not to deny that other sciences may contribute to our understanding too (e.g.
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it in many of his writings. Chomsky argues that one part of the human brain is specialized for language. This
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ACCORDING to internalist conceptions of language, languages are properties of the mind/brains of individuals and
supervene entirely on the internal states of these mind/brains. Hence, languages are primarily to be studied by the
mind and/or brain sciences—psychology, neuroscience, and the cognitive sciences more generally (including
linguistics and philosophy). This is not to deny that other sciences may contribute to our understanding too (e.g.
evolutionary biology). The internalist conception of language is most associated with Chomsky, who has argued for
it in many of his writings. See Chomsky (1986, 1990a,b, 1993, 1995, 2000). Chomsky calls this conception ‘I-
language’ (where ‘I’ stands for ‘internal’ and ‘individual’) and he contrasts it with a conception that he labels ‘E-
language’ (where ‘E’ stands for ‘external’). Chomsky thinks that only I-languages are proper objects for scientific
study. (For more on what Chomsky takes to be the prospects for and the require- ments on a science of language,
see entry by Stainton on ‘Meaning and Reference: Some Chomskian Themes'.)

Chomsky argues that one part of the human brain is specialized for language. This language system has an innate
specification. All normal humans, in virtue of their membership in the species Homo sapiens, are born with their
language systems configured in the same way. Call the initial state of the language system Sp. A universal grammar
(UG) is a theory of Sg. Language acquisition on this view is the development and maturation of the language
system in the brain. A language is simply the mature state of an individual's language system. Call this mature state
Sm. Of course, language development requires exposure to linguistic input. A child growing up in an English-
language environment will end up speaking English, a child in a Japanese-language environment will end up
speaking Japanese, and so on. (Talk of English-language speakers is simply a shorthand way of talking of a group
of speakers whose language systems are very similar. Languages are more properly thought of as idiolects. A
language is a “way to speak and understand” (Chomsky, 1993: 49)). What is theorized about in a grammar for
one's language is what one knows when one knows a language—i.e. one's linguistic competence. (For more on
this, see Smith's entry, ‘What | know when | know a Language’). Thatis, a grammar for one's language is a theory
of Sm, the mature state of one's language system.

Connectionists, such as Elman (1999); Seidenberg (1997); Seidenberg, MacDonald, and Saffran (2002), have been
critical of various aspects of Chomsky's views. They are not persuaded by Chomsky's “poverty of the stimulus”
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argument for the innateness of what is described by UG. Thus, they think that far more of language has to be
learned and far less is pre-programmed than Chomsky assumes. They also think that Chomsky's focus on linguistic
competence is misplaced. They think that language acquisition must be studied in the context of linguistic
performance (i.e. of language production and comprehension). This is because factors that influence performance
are also important in acquisition. For example, sensitivity to the functional or pragmatic roles of expressions is
important in acquisition. Moreover, the statistical properties of words that have been shown to affect performance,
such as frequencies of use, also play a role in acquisition (see Saffran et al., 1996).

However, it is important to note that these critics of Chomsky are as committed to an internalist conception of
language as is Chomsky. Languages are still properties of the mind/brains of individuals according to this
connectionist view. It is just that the mature state of a competent speaker of a language is achieved via a route
different from the one envisaged by Chomsky. Multiple constraints are at work, and some of the mechanisms
involved in language learning (e.g. those involved in learning to segment a stream of speech into words, or the
ones involved in perceiving phonemic contrasts) are the same mechanisms that are at work in learning and
performing other non-linguistic perceptual tasks. Nevertheless, these connectionists would not deny that the
changes being wrought are changes to an individual brain, and that the end result of this process will be a
competent adult speaker of a language in the internalist sense.

Connectionists think that Chomsky's emphasis on competence, as opposed to performance, is misplaced.
However, their conception of performance is as internalist as Chomsky's conception of competence. Linguistic
performance involves the interaction of multiple cognitive “systems”—perceptual systems, general learning
systems, motor systems, memory systems, etc. But all of these are internally individuated. Also, although these
connectionists emphasize the role of experience in language acquisition, this does not make them externalists.
Chomsky too sees a role for experience. All parties to this debate agree that users of a language are embedded in
a wider world, and that this wider world impinges on language users in some way. Internalists agree that had one's
experience been different one would have ended up with a different language—with a different Sy,. But two people
have similar languages if they share something internal, not if they have similar experiential histories. Perhaps it is
possible in some cases for different histories to lead to the same internal state Sy,. Then these people would share
a language, despite having different histories.

5.1 Internalism vs. Externalism

There are various views about the nature of language and meaning that can be labeled ‘externalist’, and Chomsky
has been critical of them all. Itis useful to see Chomsky's anti-externalism as directed towards two distinct targets,
which can be called language externalism and semantic externalism respectively. Language externalists deny
that languages are objects whose properties supervene on the internal states of an individual's mind/brain. E-
languages are not psychological objects, but exist independently of language users. Semantic externalists on the
other hand deny that the referential or intensional properties of the expressions in a language can be fixed
independently of the physical and/or social environments of the speakers of that language.

Itis possible to be a language externalist but a semantic internalist. For instance, one might hold that languages are
abstract objects, and so not psychological in nature, but also hold that linguistic expressions have their reference-
fixing properties independently of the physical and/or social contexts of language users. On this view, a single
expression-type would have the same reference-fixing powers across different physical/social contexts. Itis also
possible to accept at least a modified form of language internalism and yet to be a semantic externalist. On this
view, which is arguably the view held by Fodor (1987, 1990), languages are systems of mental representations in
the mind/brains of individuals. However, while the computational and conceptual role properties of these
representations supervene on the internal states of individuals, the referential or intensional properties of these
mental representations depend on the wider physical context of language users.

5.1.1 Chomsky's Critique of Language Externalism

Language externalists deny that languages are systems of internal mental representations. (The way in which
‘representation’ is here understood is broad enough to cover both the traditional symbol system view according to
which the things with representational properties are mental symbols and the connectionist view according to
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which objects and properties are represented in a distributed way by networks of interconnected nodes. Thus both
Chomsky's view and the connectionist view count as internalist conceptions of language.) According to one
version of language externalism, languages are systems of abstract rules, where the rules for a language generate
all the (possibly infinite) grammatical strings for that language. This is a view of language defended by Katz (1981).
Katz argues that such abstract objects can be studied independently of any psychological investigations of
language users. Of course, language users must be able to represent one (or more) of these abstract languages in
their mind/brains. However, the question as to which of these E-languages a speaker has actually mastered is a
completely separate question from the question as to the properties of these abstract objects.

This abstractionist conception of language treats natural languages as akin to the artificial, constructed languages
of formal logic. One internalist response will be that constructed languages bear very little resemblance to natural
languages. Logical notation strives to eliminate ambiguity, vagueness and other such properties that are
characteristic of natural languages. Formal languages are designed for special purposes and need not be
constrained by the conditions imposed on human languages by the architecture of the mind/brain. So, using formal
logic as a model for natural language is not helpful, as it gives us no purchase on questions about how language is
acquired, how itis represented in the brain, or on how our knowledge of language plays a role in language
production and comprehension. See Chomsky (2000: 12). The abstractionist might reply that the abstract rules that
he posits will reflect the way knowledge is represented and organized in the brain. Language in this sense is an
abstract structure that is an image of the causal structures in the mind/brain. However, such an approach
concedes the conceptual primacy of I-languages. As Chomsky (2000: 73) says: “Since the language in this sense
is completely determined by the I-language, though abstracted fromit, itis not entirely clear that this further step
[of abstraction] is motivated.”

Croft (2000: 2) raises a second problem. If languages are abstract systems of rules then languages are abstract
particulars. But then languages can't be objects of scientific theorizing, since science is concerned with types, or
at any rate with particulars only as instances of types. The abstractionist is likely to respond that it is possible to
make generalizations about languages on the basis of a study of abstract particulars. The study of language is like
the study of geometry or any other formal, mathematical science and has its own laws or rules. However, such
laws would not be empirical laws or generalizations and hence the study of natural languages would not be a part
of natural science. On the face of it this is problematic, since human languages share some of the characteristics
of other animal communication systems, and to take the study of human languages out of the arena of natural
science is to forgo the opportunity to see human languages as evolutionarily continuous with other animal
communication systems. Of course, formal sciences can be applied to the natural world, and so a formal science of
language could be applied to human and animal communication. But the critic of abstractionism is likely to feel that
this reverses the order of investigation. Human languages should in the first instance be thought of as
psychological constructs that can be studied by naturalistic means. Insights from other parts of natural science
(e.g. ethology, evolutionary biology) might then prove relevant to the study of human languages. When we start
with logic and mathematics as the model for human languages we are pointed in the wrong direction.

Another conception of language that denies its psychological nature is the conception that identifies languages
with the products of linguistic acts, namely with sets of written or spoken or signed expressions (words, phrases,
and sentences). Structuralists, hermeneuticists, deconstructionists and others who think that texts are the primary
objects of study presumably would advocate such a conception of language. Note that what is produced by a
linguistic actis an expression-token rather than an expression-type. As Smith (1999: 37-8) notes, if languages are
identified with sets of actual expression-tokens, then languages will not be coherent objects of scientific study,
because such sets will consist of both grammatical and ungrammatical strings. One might try to avoid this problem
by identifying languages with those possible expression-tokens that conform to certain rules of correct usage. The
trouble with this is that if these rules are thought of as abstract, then this view collapses into the abstractionist view
discussed in the previous paragraph. On the other hand, if these rules are thought of as mentally represented, then
this view is not after all a competitor to internalism.

One might suggest that languages be identified with the linguistic acts themselves, rather than the products of
these acts. On this conception, languages would be sets of utterances. This view faces problems similar to those
just mentioned. Actual utterances are dated particulars (events) and include both correct and incorrect uses of
language. If one tries to exclude utterances thatinvolve incorrect uses by appeal to rules for correct usage, then
once again the view collapses into either abstractionism or internalism, depending on the nature of the rules that
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are invoked. Besides, utterances, in virtue of being intentional actions of speakers, are internally related to the
mental states that produced these actions, and thus this view treats languages as psychological objects that
depend on language users.

Yet another externalist conception of language that is the target of Chomsky's attacks is the “commonsense” view
of language advocated by Dummett (1986, 1989). According to this view, languages are social practices that are
governed by social conventions. Dummett writes: “The natural choice for the fundamental notion of a language,
from the viewpoint that sees language as a practice, is a language in the ordinary sense in which English is a
language, or, perhaps, a dialect of such a language” (1986: 473). Dummett is concerned to argue against
Davidson (1986), whom he takes to be denying that there are languages in the ordinary sense. Davidson instead
takes idiolects as primary (as does Chomsky, although their reasons for making this choice are very different).
Dummett protests by saying: “Oppressive governments, such as those of Franco and Mussolini, attempt to
suppress minority languages; under such regimes teachers punish children for speaking those languages in the
playground ... Bretons, Catalans, Basques, and Kurds each declare that their language is the soul of their culture.
The option does not seem to be open to us to declare that such governments and such peoples are under the
illusion that there is anything they are suppressing or cherishing”(1986: 465). Dummett also argues that languages
in this sense are independent of any particular speakers of the language (1986: 473), and that such a conception
is needed to make sense of Putnam's principle of the division of linguistic labor (462), and more generally of the
idea that we can be mistaken about the meanings of the words in our language. Only if languages are independent
of individuals does it make sense to say that we have a partial, and partially erroneous, grasp of our own language
(468-9).

Chomsky does not deny that there is this commonsense conception of language, or thatitis invoked in various
sorts of social contexts. However, he is skeptical that this commonsense conception can play a role in the
language sciences. He writes: “The concept of language that Dummett takes to be essential involves complex and
obscure sociopolitical, historical, cultural, and normative-teleological elements. Such elements may be of some
interest for the sociology of identification within various social and political communities and the study of authority
structure, but they plainly lie far beyond any useful inquiry into the nature of language or the psychology of users
of language” (2000: 49). Chomsky thinks that this social conception of language will be unable to explain certain
facts about the structures of languages. For example, consider the ways in which we interpret the pronouns
‘herself’ and ‘her’ in the following sentences:

(a) Mary; expects e ; to pay for herselfi.

(b) | wonder whoi Maryxj; expects e j to pay for herselfi.
(c) Maryi expects e j to pay for herxjj.

(d) I wonder whoi Maryj expects e j to pay for herx;j.

In (a), ‘herself’ must be coreferential with ‘Mary’, whereas in (b) it cannot refer to Mary but must refer to someone
else. On the other hand, if we replace the reflexive pronoun by ‘her’, we get a different pattern of co-reference. In
(c), ‘her’” would have to refer to someone other than Mary, whereas in (d), ‘her’ can refer to either Mary or some
other contextually salient female. These facts about the binding properties of pronouns do not seemto be
explicable by appeal to any social norm, custom, or practice. Chomsky's answer as to what explains these facts is
that certain principles (the principles described in Binding Theory) are built into the initial state of our language
systems, and “when certain options left undetermined in the initial state are fixed by elementary experience”
(2000: 50), then we have no choice but to interpret examples (a)-(d) in the way we do.

Of course, linguists who hold a social conception of language could graft Chomsky's account of such patterns of
co-reference onto their social accounts of other aspects of language (e.g. onto accounts of the ways in which
power relations determine linguistic choices). So, in this sense Chomsky's account is not incompatible with social
accounts. But the pointis that there does not seemto be a purely social explanation for linguistic patterns such as
those illustrated in (a)-(d). Following such patterns in one's use of language is not like following the rules of the
road or other such social conventions. Learning a language is not like learning the rules of the road, and we
couldn't decide to change the way we speak in the same way that we could decide to start driving on the opposite
side of the road (as the Swedes did starting on early Sunday morning on September 3, 1967) or decide to start
using a metric system of weights and measures (as they did in South Africa starting on September 15, 1967).
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Chomsky also thinks that the study of language in Dummett's social sense would come dangerously close to the
“study of everything”, and so language in this sense “is not a useful topic of inquiry” (2000: 50). Furthermore,
there are certain facts about language acquisition that Dummett cannot explain. We say that a child of five is on its
way to acquiring a language, say English. But if all adult speakers were to die, and all the five-year-old children
were somehow to survive, then whatever these children are speaking would be a human language. Chomsky
writes: “Ordinary usage provides no useful way to describe any of this, since itinvolves too many disparate and
obscure concerns and interests, which is one reason why the concept that Dummett adopts is useless for actual
inquiry” (2000: 49). (For more on Chomsky's critique of the commonsense conception of language, see the entry
by Stainton on ‘Meaning and Reference: Some Chomskian Themes'.)

Finally, Chomsky thinks that Dummett's conception of language as a social practice leads to the idea that learning
a language is learning how to engage in such a practice, and thus that knowledge of language is a learned ability
to engage in such practices. Chomsky attributes a similar idea to Kenny (1984: 138), who argues that to know a
language is to have the ability to speak, read, talk to oneself, etc. Dummett and Kenny appear to think that knowing
a language is just like knowing how to ride a bike. Linguistic knowledge for these philosophers is knowledge-how
rather than propositional knowledge-that. Chomsky (2000: 50-2; 1990: 586-8) thinks this is an absurd view. For
one thing, he thinks that it is possible to lose the ability to speak English (e.g. because one is a sufferer of
Parkinson's disease) and then to recover that ability (e.g. because one is given a drug that enhances the levels of
the chemical L-Dopa in one's brain). He thinks that if Dummett and Kenny maintain that the Parkinson's patient's
ability to speak English was there all along (because the patient's knowledge of English was there all along), they
will simply have invented a special meaning for the word ‘ability” different from the commonsense one. Call ability in
this special sense ‘K-ability’. Chomsky thinks that K-abilities are introduced merely to avoid the problem that one
can lose and regain the ability (in the commonsense sense) to speak a language. Besides, even if knowledge of
language involves know-how, know-how cannot be completely analyzed in terms of abilities or dispositions. All
know-how involves an irreducible cognitive element (2000: 52). Chomsky writes: ‘knowing-how involves a crucial
cognitive element, some internal representation of a system of knowledge’ (Chomsky, 1990: 565). (For more on
Chomsky's notion of knowledge of language, see Smith's entry, ‘What | know when | know a Language).

5.1.2 Chomsky's Critique of Semantic Externalism

As noted above, semantic externalists deny that the referential or intentional properties of the expressions in a
language can be fixed independently of the physical and/or social environments of the speakers of that language.
Chomsky opposes both physical and social versions of semantic externalism. The former version of semantic
externalismis associated with work in psychosemantics by Dretske (1981, 1988) and Fodor (1987, 1990), but also
with arguments offered by Putnam (1975). According to this view, to determine the semantic properties of words,
we have to take account of the external, causal relations that hold between words and the world. Putnam's Twin-
Earth thought experiments are meant to dramatize this point.

Suppose that Fred and Twin-Fred are two individuals who are molecule for molecule duplicates of each other. Fred
lives on Earth, where the substance that fills the lakes and seas and falls as precipitation has the chemical
structure H,O. Twin-Fred lives on Twin-Earth, where the substance that fills the lakes and seas and falls as
precipitation has the chemical structure XYZ. Also, suppose that Fred and Twin-Fred are ignorant about the
chemical composition of the stuffs they call ‘water’ (either because they live in a time prior to the discovery of the
chemical composition of these substances, or because they are exceptionally naive and uneducated people).
Since Fred and his twin are molecule-for-molecule duplicates, their language systems are identical from the internal
perspective. However, Putham argues, in Fred's mouth ‘water’ refers to the substance on Earth whose chemical
composition is H,O, whereas in his twin's mouth the word refers to the substance on Twin-Earth whose chemical
composition is XYZ. So, it seems, the referential properties of our terms depend on our relations to external objects,
and do not supervene on our internal psychological states. The exact nature of this external, causal relation is a
matter of some dispute, and Dretske, Fodor and others have given different answers to this question.

Chomsky (2000: 148-55, 189-94) argues that we should not put too much weight on these Twin-Earth cases. For
one thing, such thought experiments appeal to our intuitions, but we can have no intuitions about such cases,
because they are framed using technical terms, such as ‘extension’ or ‘reference’. These terms mean exactly
what their inventors tell us they mean (2000: 148-9). Moreover, our intuitions here are malleable. If Fred and Twin-
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Fred were to switch places, unbeknown to themselves and to the others with whom they interact, nothing about the
behavior of either would change, and others would treat them as before, as though no switch had taken place. This
suggests that ‘water’ in their mouths means the same thing, something that can be characterized from the internal
perspective—perhaps something like the stuff that fills the lakes and seas and falls as precipitation. (Externalists
would dispute Chomsky's internalist characterization of such switching cases. They are happy to assert that after
such a switch Twin-Fred's uses of ‘water’ would refer to HO and Fred's to XYZ. Externalists disagree amongst
themselves as to whether at least some post-switch uses of such natural kind terms would retain their old, pre-
switch meanings. This would depend on such factors as the length of time the person has spent in the new
environment, as well as on the context in which the termis being used—e.g. whether it is being used to describe
something perceptually present or to reminisce about something from pre-switch days. See Ludlow (1995) and
Gibbons (1996) for differing views on this matter.)

If what is atissue is whether or not attributions of meaning to linguistic symbols sometimes appeal to factors
beyond the internal resources of the users of those symbols, then Chomsky concedes that sometimes they do.
Sometimes we make meaning attributions in a way that overrides the speaker's own internal perspective. Moreover,
we don't need exotic examples to show that this is so. Suppose someone is talking to you in 2006 about the battle
for Baghdad and the war against Saddam but as the conversation evolves you begin to suspect that your
interlocutor is a seriously disturbed ex-soldier who believes the previous Gulf War is still raging. Does one take an
external perspective and regard the person as making false claims about the war in Irag in 2006, or does one
adopt the speaker's own perspective and regard him as making true claims about a war that ended more than ten
years ago? In different circumstances one might make different decisions about this. Chomsky thinks that the way
in which meaning attributions vary with circumstances “is a legitimate topic of linguistic semantics and
ethnoscience”, but a scientific psychology of language “will proceed along its separate course” (2000: 154).

Chomsky is generally critical of the enterprise of philosophical semantics. He suggests that there is no semantics in
the philosopher's sense. Language has only a syntax and a pragmatics. The only notion of semantics that makes
sense is lexical semantics, and thatis a thoroughly internalist enterprise. It does not purport to be characterizing
word-world relations, but at most word-word relations. See Chomsky (1995: 26-7). Furthermore, an internalist might
argue thatitis incoherent to try to theorize about word-world relations. To ask about how words refer to items in
the world, we would need some way of characterizing objects in the world that is independent of our linguistic
means of referring to them. But such an independent characterization is impossible. Thus this word-world relation
cannot be scientifically studied. Only internal aspects of language are scientifically tractable. (For more on
Chomsky's critique of the idea that semantics studies word-world relations, see the entry by Stainton on ‘Meaning
and Reference: Some Chomskian Themes’.)

Chomsky is also critical of the social form of semantic externalism associated with the work of Putnam (1975) and
Burge (1979, 1989b). According to this view, the semantic properties of the words of language depend on features
of the social environment of the speaker. So, for example, when someone with a pain in his thigh complains to his
doctor that he has arthritis, because he does not realize that arthritis is a disease of the joints, his doctor will take
him to have expressed a false belief about arthritis, not a true belief about a disease that afflicts joints and other
bones equally. Thus it seems as though the semantic properties of an individual's words depend on facts about the
linguistic community to which he belongs. As Putham (1975: 227) says: “ ‘meanings’ just ain'tin the head!”

Related to this idea of the externalist individuation of meanings is Putham's thesis of “the division of linguistic
labor”. This thesis is that we do not always know (or fully know) the meanings of our own words, and in these
cases we defer to experts. Thus ‘elm’ and ‘beech’ mean two different things in my idiolect, even though the entries
in my mental lexicon for these two words contain the same information—something like deciduous tree. These
words have different meanings because | live in a linguistic community in which there are experts whose
knowledge of elms and beeches is sufficiently rich that they are able to tell elms and beeches apart, and to whom|
amdisposed to defer, when the need arises to be more precise than my own internal resources allow. (For more on
semantic externalism see the entry by farkas on ‘Semantic Internalism and Externalism’).

Burge (1989b), in arguing that there is a social aspect to language, makes a similar point. He distinguishes between
concepts and conceptions. Concepts are individuated widely, although conceptions are internalist. My concepts
elm and beech are distinct, even if the conceptions associated with my words ‘elm’ and beech' are identical. The
references of my words ‘elm’ and beech' are different and hence they must express different concepts. But
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nothing in my head fixes reference or individuates concepts. Others are often in a better position to determine
empirical features of the referents of my terms, and their activity thus plays a role in determining the reference of
my words and hence in individuating my concepts.

Chomsky is skeptical about the scientific worth of the social semantic externalist's idea that there is a division of
linguistic labor, and the claim that there are experts to whom we defer to determine the referents of our terms. He
also denies that the meanings of an individual's words are determined in any interesting sense by community
norms. Chomsky identifies three senses in which we can speak of a misuse of language. He calls these the
‘individual’, the ‘community’, and the ‘expert’ senses of misuse of language (2000: 70-3, 143). The first sort of
misuse is a case in which a speaker uses a word not in accordance with his own I-language. For example, due to a
slip of the tongue one might say ‘odd hack’ instead of ‘ad hoc’. Such a notion of misuse can be explained from the
internal perspective. In the example given, the vowel sounds in the two words are interchanged during the process
of articulation.

A second sort of misuse is when speakers use words in ways that violate some sort of community standard. For
example, many people say things like ‘Me and him are going to the movies’, but language purists like William Safire
object to these uses on the grounds that these are not correct uses of English. Chomsky thinks that such misuses
and their corrections “may be of interest for the study of the sociology of group identification, authority structure,
and the like, but they have litde bearing on the study of language ... to say that one variety of English is “right” and
another “wrong” makes as much sense as saying that Spanish is right and English is wrong” (2000: 71).

Finally, Chomsky agrees that one's lexical entries for ‘elm’ and ‘beech’ may be indistinguishable, and this may lead
to misuses, in the sense that one applies these terms in ways that do not accord with the uses of the experts to
whom one is disposed to defer. However, Chomsky denies that this establishes that meanings are individuated
widely, by reference to one's linguistic community. For one thing, the expert to whom one defers about elms and
beeches may be an Italian gardener who corrects one's usage through reference to technical Latin names that one
shares. In other words, the network of ‘experts’ that one relies upon might not line up in any straightforward way
with any linguistic community to which one can plausibly be said to belong. So, the fact that one has a disposition
to be guided by expert knowledge does not support the social theory of reference.

Burge (1989a) claims that an examination of work in cognitive psychology shows that even practicing scientists
assume that concepts/meanings are individuated widely. Patterson (1991) takes issue with this. She discusses the
models that are used by developmental psychologists working on children's acquisition of semantic knowledge.
She shows that these scientists are not committed to describing the concepts a child attaches to words in terms of
the concepts normally attached to those words in the child's linguistic community. The semantic content of the
child's representational states is thus not individuated with reference to linguistic environment in the way Burge
claims itis. Patterson's arguments support Chomsky's claim that scientific work in linguistics and cognitive science
more generally is conducted from an internalist perspective, as there is “no realistic alternative” (2000: 156; see
also 158-63).

5.2 The Connection between Internalism and Individualism

We have seen that internalism about language is the view according to which language supervenes on the internal
psychological and/or neurological states of an individual. Such a view is in opposition to externalist conceptions of
various sorts, such as abstractionist, product-oriented and commonsense conceptions of language. Chomsky's
internalism is connected to his acceptance of individualism. According to individualism, the individual and his
idiolect are the primary objects of scientific study. We can of course make generalizations across language users,
provided that the individual users live in a homogeneous environment. But the order of explanation is from the
individual level to the social level, rather than vice-versa. Thus social generalizations are explained by appeal to
facts about individuals.

For example, the pronunciation of English vowel sounds has changed a great deal since the time of Chaucer. In
particular there were dramatic shifts in pronunciation that occurred some time during the fifteenth century. This is
traditionally known as the Great Vowel Shift. Linguists explain this shift by appeal to facts about how vowel sounds
are articulated in the mouth. The long vowels became articulated with the tongue higher up in the mouth. So what
may look to be a sociological fact (namely how words are pronounced in some linguistic community) is explained
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by appeal to a physiological fact about individuals (namely how sounds are articulated in the mouth and the fact
that changes in the place of articulation of one sound will force a compensatory change in the place of articulation
of other sounds).

One could argue that there are certain social generalizations that cannot be accounted for in individualist terms.
For example, speakers choose to use polite forms of address when talking to those in authority. Here it seems we
cannot explain the speaker's linguistic choices without appeal to social factors, such as power relations, and the
social institutions that realize and sustain these power relations. An individualist would respond that the real
explanation lies at the level of the individual and his mental states, for the speaker would not behave in the way he
does unless he wanted to. The anti-individualist might reply that the individual's wants are themselves socially
constructed. The individualist in turn is likely to respond that the social forces at work here have nothing to do with
language or linguistic choices in particular. They are equally at work (if at all) in explaining people's choices of
dress, foods to eat, places to dine, movies to watch, and so on. Thus any such social explanations are orthogonal
to the concerns of linguists. This is not to say that these social explanations are uninteresting or misguided. Itis
simply to say that they are notaimed at a level of explanation that would account for linguistic choices in a way
that they wouldn't equally account for non-linguistic choices.

Chomsky does not deny that individuals live in social environments and that these social environments can have
an impact on language. For example, Chomsky does not deny that the way in which one speaks can be socially
stigmatized, because one's language differs from the language of those in power. Chomsky is sometimes taken to
be claiming that the social factors influencing language that are studied by sociolinguists are uninteresting or
unimportant. But Chomsky strenuously denies that this is his view (2000: 156). On the contrary, he thinks that these
topics may be among the most important that face humanity. However, he also thinks that these topics are unlikely
to yield to scientific study, and that insights here are more likely to come from the study of literature or from
branches of learning other than natural science. Chomsky argues that the forces that drive social life are too
diverse and obscure, and even if we could identify them, they are likely to prove irrelevant to the questions of
concern to the language sciences (namely to questions about how language is acquired, how it is represented in
the brain, and how it is used in production and comprehension). Chomsky also thinks that inasmuch as we do make
scientific progress in this field (e.qg. in theories of discourse processing) it will be because we've adopted an
internalist perspective.

Chomsky's own writings on all the topics discussed above are very clear and accessible. The essays collected in
Chomsky (2000) are especially recommended for further study. The commentaries on Chomsky's ideas by Smith
(1999) and by Stone and Davies (2002) are also excellent sources for further information on these topics. The
former contains useful characterizations of empirical findings (e.g. about language impairment) that support
Chomsky's position. The latter contains a challenge to Chomsky's naturalism and to his privileging of the methods
of science in the study of natural language.
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[-] Abstract and Keywords

An idiolectal conception of language is compatible with a substantive role for external things — objects, including
other people — in the characterization of idiolects. lllustrations of this role are not hard to come by. The point of
looking outward from the individual is pretty evident for the case of reference to perceptually encountered objects:
had the world been significantly different, a person with the same molecular history would have acquired, and
called by the same familiar names, different physical and other concepts. An idiolectal conception of language is
by no means committed, and has some reason to be opposed, to internalism, and to individualism in Burge's sense;
that is, to the view that the organization of the body, abstracting from external things, is constitutive of any
linguistically significant aspect of language.

Keywords: ididects, conception of language, internalism, individualism, linguistics, thought, meaning

WHEN my eldest son, some years ago, volunteered about some escapade or another, “It was so fun,” | was
astonished. | knew that people said, “It was a fun thing to do,” as though fun could be a nominal modifier. But “It
was so fun?” Sounds like, “It was so water.” Ridiculous. However, as | was to learn, the word fun has in my lifetime
adopted adjectival behavior (not yet recorded by Cambridge, or Merriam-Webster). The younger generation,
therefore, did not learn their grammar lesson properly. They got it wrong. But is it wrong? After all, that generation
merely extended the word fun fromits use as an abstract mass noun, like information, to an adjective, presumably
taking their cue from already prevalent nominal compounds such as fun thing, or fun fur. Anyway, who says fun is
only a Noun?

We are all used to novel words. But my son and his peers had not just extended the vocabularies they were
taught; rather, they had created something that, to my ears, perceptibly conflicted with what had been established.
Unlike simple extensions of vocabulary, then, theirs was a deviant addition. Other examples abound, such as
paranoid as a transitive adjective meaning greatly afraid of (“I'm paranoid of snakes”). The reader's experience
will surely provide still more. Besides additions, historical studies especially reveal many examples of deviant
subtractions, linguistic departures that actually shrink linguistic resources, such as the loss of infinitives in Greek.
Or consider the obligatoriness in contemporary English of subject-raising with become, replacing the expletive
subject it with the subject of the non-finite complement clause. The alternation with seem, as in (1) and (2), used to
be permitted with become, as in (3) and (4); but (4) is ungrammatical in contemporary English:

(1) It sometimes seems that the accounts are illegible.
(2) The accounts sometimes seemto be illegible.

(3) The accounts sometimes become illegible.

(4) It sometimes becomes that the accounts are illegible.

To complete the circle of possibilities, there are examples of what may be called deviant replacements, where one
form or construction alters its significance, to be replaced by another that acquires the significance that it used to
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have. The history of the tense systems of the Romance languages is a well-known example. In all of these cases of
historical change (or, in the case of adjectival fun, of historical change in the making) learners project something
other than the grammars to which they were exposed. My examples have involved semantics and syntax; but of
course they are rife in phonology as well.

Historical phenomena apart, an elementary survey of the stratification of language by social class, geographical
region, and other variables rapidly reveals cases where x's speech is, from y's point of view, deviantin one or
another respect; thatis, neither merely extending or contracting y's resources, but perceptibly at odds with y's
grammar. My son's “It was so fun,” or the common use of livid to mean flushed rather than pale, are cases in
point; likewise the vulgar use of fish to include lobsters. In all of these cases the same question arises: are the
deviant mistaken, or are they merely different? The question is often symmetrical, as deviation can be, but need
not be, a two-way street: if | don't use fun as an adjective | am merely conservative; butif | use livid to mean
exclusively pale, | may deviate from my neighbor, as she, who uses it only to mean flushed, deviates from me.

Thus far | have spoken of developed languages. But languages are learned, and learned over substantial time.
Hence the question arises how to think of what we apprehend in learners as merely partial grasp or understanding.
Even mature speakers lack a comprehensive understanding of many terms that they themselves may use, and
hear used: in my case of terms such as carburetor, tort, enzyme, and on and on. From this point of view,
grammatical construction, meaning, and pronunciation confront both the individual speaker and her potential critics
as objective matters, which they may or may not get right.

At the same time, criticism of the vulgar use of livid, fun, or fish seems out of place in a description of what goes on
in the user of language; that s, the nature of her internalized grammar. The deviant speaker's meaning can be as
definite as anyone else's; and where it is indefinite (as in, say, my hazy use of tort) | should be as resentful of
being upbraided by the legally knowledgeable as they would be for my know-it-all correction of their philosophical
sloppinesses.

We have, then, a genuine dialectic. Language, on the one hand, is a social phenomenon, showing changes over
time and space, and reflecting the interlocking social concerns and expertise of a variety of human endeavors, a
“division of linguistic labor,” in Hilary Putnam's memorable phrase. On the other hand, there is the grammar of the
individual speaker at a particular time, and in a particular setting, through which are expressed such thoughts as
we may possess and apprehend. How should one think of these factors in an account of language and thought?
This article is devoted to an investigation of that foundational issue. The issue is foundational along at least three
dimensions: (i) as it concerns the factual or evidential background that goes into the explanation of linguistic
phenomena; (ii) as it bears upon some normative aspects of language, including deviant speech in the sense
illustrated above; and (iii) as it influences our view of the relations between the thought a person expresses and
the linguistic forms she uses.

Let us say that a conception of language, as bearing on the questions just mentioned, is idiolectal to the extent
that social phenomena—deviant speech, partial understanding, historical change, and the like—are to be viewed
as deriving from the interactions of the several grammars of individuals, without any essentially social residue, and
say thatitis social to the extent that it relies upon social variables. Even with these rough and ready labels we may
clarify some issues.

First of all, a social conception of language does not deny the existence of idiolects; rather, idiolects would be
construed as idiolects of a common language, and would for example take this article as written in an idiolect of
English, reflecting its author's particular style and background. Diversity in speech, as in much else, has its place
within community. When my English friends say that something costs “fifty quid,” | understand them to mean it
costs fifty pounds. | wouldn't say “fifty quid,” and | wouldn't expect them to refer to an American ten dollar bill as a
“sawbuck.” But we are, in our different ways, speaking English.

Second, there are many aspects of social life for which a social conception of language is essential. If we think of
“languages” in the sense of languages recognized at the United Nations, or languages in which itis possible to
give expert testimony in court, take a written driving test in the state of California, or publish a daily newspaper,
then broad sociopolitical divisions among languages come to the fore. These, however, are not of any obvious
interest in the scientific project of describing the organization of human speech along the familiar dimensions of
semantics (and pragmatics), syntax (including morphology), and phonology (including at least parts of phonetics).
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Moreover, and crucially for our dialectic, they come on the social scene only after the fundamentals of human first
languages, the ordinary medium of communication, are in place. Thus, if we take native linguistic competence in
Noam Chomsky's sense as the target of linguistic explanation, then the sociopolitical dimension of language
appears to drop out of the picture.

Third, itis commonplace to say that languages are conventional; thatis, that a language belongs to a population
because of the intertwining, and mutually agreeing and reinforcing, mental states and dispositions of its members.1
Conventions are essentially among several individuals; hence the social conception may inherit plausibility from
the assumption of conventionality. Certainly, some relatively sophisticated aspects of language, many of them
pragmatic, are conventional, as conventional as the use of “Please” and “Thank you.” In further support of the
conventionalist view, we may observe that, just as the exchange of commodities for money requires agreement on
value given and value received, so the successful exchange of thoughts in communication requires intent to line
up with interpretation. The hearer must interpret the speaker as the speaker intends to be interpreted, and the
speaker must intend something that the interpreter is able to grasp as intended. From these points alone, however,
it does not yet follow that language is conventional in a strong sense; thatis, that more than on-the-spot agreement
is at stake in communication.2 And anyway, as | will suggest below, there is a distinct possibility that
communicative success of the ordinary sortis brought about by other means.

Social dimensions of language, then, are not to be dismissed just because there is individual variation; but neither
are they to be swallowed whole just because of the advanced human social organization that gives a point of sorts
to the political demarcation of languages, or because of appeals to convention.

| have opposed the social conception of language to the idiolectal, one whose units, at a natural extreme, are the
dialects of individuals at times, and perhaps relative to style of speech, and social occasion. Units intermediate
between the individual-at-a-time and the wider society are possible as well, and find their place in Linguistics in the
study of such phenomena as “code-switching,” or the intermingling of diverse forms, for instance from English and
Spanish in casual speech in some urban settings in America. My exposition, however, will chiefly concern the
extreme idiolectal view. That view, as well as the intermediate cases just envisaged, often draws force from
examples such as those | have given, of livid, fish, and the like. It pronounces, with justification in many cases:
nobody is “right,” and nobody is “wrong.” They have their language and we have ours; and that's all.

However, a point to be noted at the very beginning is that an idiolectal conception of language does not at all imply
the absence of external, including social, features in the individuation of the forms and meanings attaching to a
particular person's idiolect. So much, even if in the end itis but an empty reminder, is a matter of logic. Itis granted
that where a social conception sees idiolects as variations within a larger scheme, an idiolectal conception takes
the scheme itself to be built up through such regularities as present themselves in common background and
interaction among individual speakers. But the individual is not therefore to be considered as if in isolation. People
can depend upon one another for their words and their grammars. To take a simple analogy: the properties of a
pine forest, whether it grows or contracts, flourishes or withers, its density and fecundity, arise from the properties
of its individual trees and saplings; it by no means follows that what goes on with an individual tree is independent
of its neighbors.

A further disclaimer: to say that a conception of language is idiolectal is to say that generalizations over “the
language” are summary accounts that are made true or false through the states and transitions between states of
individuals. But that is not to say that the summary accounts are in any sense reducible to statements about
individuals, in practice or in principle. Reducibility in practice of, say, the advent of obligatory pronominal subjects
in French is out of the question, and would be so even if we possessed an exhaustive list of utterances in French
from Roman times to the present. But reducibility in principle is also questionable, as learners and those from whom
they learn are tied by relations of authority and love (among others) that are essentially social, and whose
influence is substantial.

An idiolectal conception of language is compatible with a substantive role for external things—objects, including
other people—in the characterization of idiolects. lllustrations of this role are not hard to come by. The point of
looking outward from the individual is pretty evident for the case of reference to perceptually encountered objects:
had the world been significantly different, a person with the same molecular history would have acquired, and
called by the same familiar names, different physical and other concepts (see Burge (1986) for careful
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elaborations). An idiolectal conception of language is by no means committed, and has some reason to be
opposed, to internalism, and to individualism in Burge's sense; that s, to the view that the organization of the
body, abstracting from external things, is constitutive of any linguistically significant aspect of language (for
discussion of various senses of internalism, see Bezuidenhout, this volume; and see both Bezuidenhout and
Farkas, this volume, for exposition and analysis of individualism and anti-individualism in the sense of Burge). It
remains to examine several areas where, as | shall argue, internalism fails.

First of all, consider my son's extension of fun to an adjective, presumably by some internalized formula, or lexical
entry, such as (5):

(5) fun: adj., true of an activity x iff for a person to engage in x is fun for that person.

I may have any number of reasons for “correcting” my son: perhaps he'll miss a question on an English
achievement test. But these reasons for my action have no tendency to show that he was somehow linguistically
wrong in extending fun as in (5), or that | am right in not doing so. Similar remarks go for the person whose livid
means flushed, and those who call lobsters fish.

On the other hand, there are active linguistic mistakes that are not so readily dismissed. Thus, to deploy an
example due to Burge (1982), many people believe, falsely, that two parties have made a contract only if their
agreement is supported in written form. In learning otherwise, they stand, and conceive themselves to stand,
corrected. The critical pointis that they change their views for cognitive reasons; thatis, because, in point of fact,
contractual obligation is created by open mutual understanding, to which written documents bear only an
evidentiary relation. Their semantic divergence, then, is not a mere difference between them and others, but a real
error, properly classified as such by those who are corrected.

All of us have been, and presumably still are, in the following linguistic bind. We have assigned a meaning to some
word or expression that gets it wrong, in major or minor ways. But we intend the meaning of those around us, from
whom we derived the expression in the first place. We are therefore incoherent, as there is no single meaning we
intend. Consider the plight of Adam, who is ready to say (2):

(2) Smith and Jones have an open oral agreement, but no contract.

If we evaluate Adam's contract according to his internal lexical entry, he speaks truly, or so we may suppose. But if
we evaluate that word according to the public meaning, which Adam also intends, he contradicts himself. How
then do we evaluate Adam's statement?

One answer would be: go for the personal lexical entry. But that answer overlooks the point that Adam doesn't
intend to deploy just his own personal understanding of the expression ‘contract’; and of course it omits that Adam,
once appraised by the lawyers, takes himself to have been corrected, and changes his views for good reason. Just
as lopsided would be: go for the public word. For that would omit that Adam in saying (2) gave voice to a definite
belief of his, namely that Smith and Jones's agreement had not been written down. Itis not that there is just one
thing that Adam said and intended to say in saying (2), and we have a dilemma about which itis. Adamis justin a
bind.

If the above is correct, then besides the cases where linguistic differences are merely differences, one side or
another of which may be “correct” for one or another extraneous purpose, there are cases where one's
internalized assignment of meaning goes astray; and in those cases the speaker's intentions actually conflict with
their internal assignments of meaning. The difference between the cases, itis to be stressed, is itself owing to
differences in the thoughts of individual speakers. If | don't care how icthyologists use the word fish, | shall not
change my ways just because of some pedant's alleged correction, and if | don't mind being etymologically
challenged I shall not refrain from saying that someone red with anger was “livid with rage.” But for those cases
that | care about for good reason, my intentions in speaking, and the form of my lexical entries, will reflect my
position as one user among many of an expression we have in common. | am not bowing to authority, but
recognizing, in language as elsewhere, substantial differences in knowledge.

In support of internalism, it is sometimes presupposed that the individual speaker is an infallible authority on what
her words mean. Of course, individual speakers are in an important sense authorities on the meanings of their
words. So the presupposition to be questioned is not that people, or those of appropriate maturity anyway, have
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first-person authority over their meanings, as they do over their beliefs, desires, and intentions, but rather that, if
language is idiolectally based, then a speaker's words must mean whatever she thinks they mean; thatis, thatitis
her conception of what they mean that endows them with such meaning as they have. On a non-internalist view,
however, the speaker's contribution is only part of the story. In language as elsewhere, one's conception of things
may deviate froma norm to which one is already committed (for further discussion of the normativity of meaning,
see Wilson, this volume).

In illustrating the non-internalist view | have been speaking of an extreme case, namely of an actual mistake in the
interpretation of an expression. More common is the case of merely partial understanding. Suppose the car won't
go properly. | take it to the mechanic, and am told there is “a leak in the gasket.” | can convey this information to
others even though | don't know what a gasketis. In so doing, | am no mere parrot, as | would be if in Iceland |
should repeat to an Icelander something said to me in Icelandic, without the least comprehension of what it was.
Rather, so the example suggests, | am using, and intending to use, a word with its meaning, even if | myself have
only a slender understanding of what that meaning is. And so it would be for me, and no doubt the reader, with
many other words. No amount of internal investigation of us will determine what we meant.

| have remarked that, as a matter of logic, internalism is not implied by an idiolectal conception of language, and
have subsequently argued by example that it fails in general anyway, on account of a variety of cases of errors
and incomplete understanding on the part of the mature speaker. These phenomena apart, there are serious
questions about the acquisition of a first language, whose answers, insofar as they can be discerned, are critical
for understanding the role of social phenomena in the speech of individuals. | shall put some of these questions
very abstractly, illustrating below with reference to a particular representative example.

Linguistic theory, as | am considering it here, aims to describe and to explain the genesis under normal conditions
of the internalized grammars of human beings, their linguistic competence in Chomsky's sense. The objects of
explanation are widely various, and all but a few of them arise in the context of ongoing theory. We would view
aspects of linguistic competence as social, in one good sense, to the degree that the notion of success, together
with motivational factors, intending to speak as others do, for instance, come into the picture; indeed, we have
appealed to these notions in advancing a non-internalist idiolectal conception of language, supported by examples
such as those given. However, it cannot be decided a prior what role, if any, these notions play in the growth of
language in normal human children, or in the basic structures and interpretations of expressions that come in the
fullness of time. For it is perfectly conceivable that assignments of structure and meaning, even as made in rational
response to external speech and perceptual situations, proceed blindly; thatis, without motivation, or any
recognizable striving for success. Success indeed is achieved (emphatically not “success in communication,” as
communication may succeed or fail for adventitious reasons, but rather success in grasping the levels of linguistic
structure and their interactions, which are revealed only through a theoretical construction on the basis of the
perceptual and linguistic evidence), but it would be the kind of “success” associated with, say, the maturation of
small motor control, rather than self-conscious learning. In much of the contemporary literature, the picture of
language is not that of the learner's passing through stages of partial learning, or of learning only part of the
language to be acquired, but rather as passing through a triggered sequence of individual competences, tending
toward a steady state, thereafter elaborated only little. To this extent an internalist idiolectal view of acquisition and
competence would be strengthened.3

To choose one case for the purposes of illustration, consider the English resultative construction, illustrated by (6)
and (7):

(6) John wiped the table clean.
(7) Mary called the waiter over.

It's evident that if (6) is true then the table comes to be clean as a result of John's wiping it; likewise that (7) means
that the waiter comes to be “over (to her)” as a result of Mary's calling him; hence the name of the construction.
Two notable points: (i) the resultative construction is very common in some languages (English, Chinese, Dutch),
absent or very nearly absent in others (ltalian, Japanese); (ii) itis lexically particular, in the sense that not every
construction that fits the kind of meaning attaching to (6) and (7) is acceptable. For point (i), we need to explain
how the speaker of English comes to know about the construction and its meaning, and why speakers of Italian,
say, don't have it, or bother to make it up. For (ii), as noted in various work, including especially Bowerman (1982),
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we need to explain the unacceptability of (8) and (9) (the latter actually volunteered by a child speaking English):

(8) John wiped the table dirty.
(9) | pulled [the papers] unstapled.

Obviously, a table can become dirty as a result of wiping it; and papers can come unstapled as a result of pulling
on them. But (8) and (9) are odd, to put it mildly.

The resultative construction is not universally attested, and therefore must be acquired. The child learning English,
or Chinese, hears instances of it, and must somehow recognize them as such. The instances must be generalized,
through some procedure. Once these matters are in place, this particular aspect of ordinary competence is set.
The intellectual process, guided by some prior conception of the nature of human language, may or may not, for all
that has been said, be guided also by social factors. But even if itis not so guided; thatis, even if it represents only
the flowering of a native capacity under appropriate conditions, it will support communication: for, all thatis
required is that the learner wind up in the right place; thatis, the same place more or less as everyone else. No
appeal to convention in any serious sense is wanted, or so it would appear.

Further questions, if anything more difficult than those just considered, arise in connection with linguistic
differences, and the child's volunteering e.g. of the unacceptable (9). From the fact that the child learning Iltalian
hears only sparse instances of the resultative, it by no means follows that the construction is generally excluded;
but such is the case. Likewise, the child learning English has to tailor the generalization of the resultative, so as to
exclude (8) and (9) among others. But how is this feat accomplished? In the Italian case, the system that would
generate the resultative construction has to be put out of commission. In the English case, it's a matter of tailoring
usage. Whether social features play a role in either remains open.

In this article | have reviewed several prominent considerations in favor of an idiolectal, but non-internalist,
conception of language, insofar as linguistic investigation is concerned with the nature and genesis of the
grammars of speakers, acquired under normal conditions, and the relations between the thoughts they express
and the meanings they conceive expressions to have. Thatis not to deny that essentially social conceptions are
wanted for other purposes. However, if | am right, appeals to language as convention, or to success in
communication, do not of themselves carry much force against the idiolectal conception. Conversely, that
conception does not support internalism as much as may at first appear. The complexity of the relations between
language and thought, exemplified by the phenomena of linguistic error and partial understanding, makes work for
the theory of meaning and the acquisition of meaning, in the individual and in interpersonal communication.
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This article starts out by delineating an interpretation of Kripke on Wittgenstein, an interpretation that seems to
stand the best chance of fitting at least the basic concerns and insights expressed in the Investigations. In doing
so, this article sketches a conception of meaning and truth conditions against which Wittgenstein's remarks are
plausibly directed, and it explains how Kripke's reconstruction of Wittgenstein can be read as incorporating a broad
attack on that conception. The interpretation with which the article opens offers what the article calls ‘the (merely)
dramatic reading of the Skeptical Argument.’
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AT §138 of the Philosophical Investigations, Wittgenstein raises an objection to the view that the meaning of a word
is determined by its use—a view which, with qualifications, he has seemed in earlier remarks to endorse. He says,
“But we understand the meaning of a word when we hear or say it; we grasp itin a flash, and what we grasp in this
way is surely something different from the ‘use’ which is extended in time!” Moreover, as he indicates in §139,
what we grasp in understanding seems to determine how the word, so understood, is to be applied. In raising this
concern, Wittgenstein seems to be thinking of Frege's views on sense and his own views at the time of the
Tractatus. These considerations lead him to investigate what it is that might come before our mind when we mean
or understand a word. He notes that, when | understand the word “cube,” what comes before my mind may be, for
instance, a mental picture of a cube. However, he argues that a picture or something like a picture can not
determine how the associated word is meant to be applied. Even if the picture has been evoked with the intention
that it serve as a sample of a cube, in the absence of a method or procedure for matching shaped objects to the
sample, the picture tells one nothing about how the word “cube” is correctly ascribed to potential instances.

Wittgenstein does allow that a method or procedure or a rule for applying a word (or for continuing a series) can
also, in a certain sense, come before a person's mind at a given moment, but this prompts him to explore what that
certain sense might amount to. In his subsequent remarks (§141-8187), Wittgenstein discusses various aspects of
what it is to grasp a general rule, to be guided by a rule, and to follow it successfully. However, the major recurring
theme in these and subsequent remarks (§188-§242) is the difficulty of seeing how a rule for applying a word in an
unbounded range of cases can be (i) something that is somehow present to a speaker's mind and (ii) something
that determines in advance how the word in question ought to be applied.

At the beginning of §201, these difficulties culminate in a notorious philosophical impasse. Wittgenstein says, “This
was our paradox: no course of action could be determined by a rule, because every course of action can be
made out to accord with the rule. The answer was: if everything can be made out to accord with the rule, then it
can also be made out to conflict with it. And so there would be neither accord nor conflict here.” In this remark, the
word “rule” refers to the expression of a rule—a form of words that is supposed to be governed by a substantive
rule for applying it correctly. The paradox says that, since any action can be interpreted as being either in accord
or in conflict with the rule, it makes no sense to suppose of any action thatitis in accord or conflict with the rule,
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i.e. either the expression of the rule or the substantive rule thatis meant to determine the instances of accord and
conflict.

In the very next sentence of §201, Wittgenstein says that the paradox is “based on a misunderstanding,” and he
hints at a way in which the paradox is to be avoided. Thus, in understanding ‘the rule following considerations,’
one wants an account of at least the following three matters. What exactly is the apparent paradox about rule
following that Wittgenstein mentions in §201? How, according to Wittgenstein, is the paradox to be resolved or
otherwise defused? And finally, what is the bearing of the paradox and its proper resolution on questions of what it
is to mean something by a word? These questions and Wittgenstein's discussion of them have intrigued many
important philosophers of language since Philosophical Investigations and Remarks on the Foundations of
Mathematics were published. Saul Kripke, Crispin Wright, and John McDowell, to name only a few, have written
extensively and influentially on the topic. Unfortunately, the secondary literary is vast, complex, and often
confusing. Any brief strategy of summary and explication is bound to be inadequate, ignoring a host of valuable
exegetical and philosophical contributions that the literature on the subject contains.

Nevertheless, here is the strategy that | will follow in this entry. Kripke's reading of Wittgenstein in his book,
Wittgenstein: On Rules and Private Language (WRPL) is probably the best known commentary on the rule
following considerations, and it has influenced a wide range of other commentators on Wittgenstein. In fact, many
of these authors partially define their own positions in reaction to disagreements they have with basic aspects of
Kripke's exposition. The situation is further complicated by the fact that there are deep divisions about how Kripke's
book itself is to be understood. | will start out by delineating an interpretation of Kripke on Wittgenstein, an
interpretation that seems to me to stand the best chance of fitting at least the basic concerns and insights
expressed in the Investigations. In doing so, | will sketch a conception of meaning and truth conditions against
which Wittgenstein's remarks are plausibly directed, and | will explain how Kripke's reconstruction of Wittgenstein
can be read as incorporating a broad attack on that conception. Itis well known that Kripke's account involves the
staging of a Skeptical Argument for a Skeptical Conclusion about meaning, and this is an argument that Kripke says
Wittgenstein accepts. The interpretation with which | will open offers what | will call “the (merely) dramatic reading
of the Skeptical Argument.” The reader should be warned from the outset, however, that this explication of Kripke is
controversial, and later in the entry | will sketch a common alternative approach to understanding Kripke's
Wittgensteinian argument. The Skeptical Conclusion, on this second exegetical approach, is decidedly more
radical, and | will dub it “the melodramatic reading of the Skeptical Argument.”

7.1 The Dramatic Reading of the Skeptical Argument

So, we begin with the conception of meaning whose credentials are to be investigated. At least for those basic
general terms that speakers have learned either by ostension or by direct inductive training, the following
conception is intuitively quite natural. (I) If a speaker means something by a general term ‘®’, then the speaker has
adopted a rule that specifies the standards of correctness for ‘®’ as she proposes to use it. The rule, we may
suppose, has for her the form: ‘@’ (as | shall use it) is to be ascribed to an object o justin case o satisfies those
conditions, where the conditions are given by some property or properties that the speaker has suitably in mind.
These conditions are comprised of properties that exist independently of language and are exemplified (when they
are), independently of our ability to ratify the relevant facts. (ll) Itis also natural to suppose that speakers come to
adopt such ‘semantic’ rules privately or individualistically. That is, the ‘defining’ conditions for ‘®’ must be given
by properties that are epistemically available to the speaker, properties that are somehow represented within her
experience or as a part of her wider mental life. Itis only on the basis of being able to grasp or pick out the
conditions in such a privileged way that the speaker is able to form the particular intention mentioned above. Of
course, an individual speaker is likely to expect that other speakers will have adopted the very same semantic rule
for their uses of ‘©’, and it may be the speaker's further intention, in using ‘®’, that she is to be using it with the
same set of standards of correctness that other speakers also employ. However, for any one speaker, the
standards for her use of ‘®’ will have been setin place by her private adoption of the semantic rule in question. (lll)
The speaker is guided in her application of ‘®’ by her internal intuitive apprehension of the standards of
correctness that have been settled for the term by her acceptance of the intended rule. She judges in a particular
instance that the pertinent test item has features in virtue of which it realizes the conditions that she has in mind for
‘®@’, and her grasp of those conditions form a part of the reasons for which she judges as she does. This is the core
of the conception under scrutiny, and () through (lll) describe an individualistic version of what Kripke calls
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‘classical realism,’ classical realism about truth (or satisfaction) conditions in this case.

Extending the core conception somewhat, two further theses should be added. (IV) As the speaker employs the
term in question, she will intend, in ascribing ‘®’ to an object o, to express the proposition that o satisfies the
‘defining’ conditions C. (V) Moreover, it is also natural to suppose that ‘®’, as the speaker uses it, has the meaning
that it does in virtue of the fact that she has adopted the semantic rule and the fact that her ensuing application of
‘®’ is governed by her sustained commitment to that rule. That is, the speaker's commitment to the rule determines
what has to be the case in order for ‘©’, as the speaker uses it, to apply correctly to an arbitrary itemo, and it is
because the speaker has this continuing commitment to the rule that ‘®’, as she uses it, means what it does. With
an eye to returning to §201, we may say that the speaker's adoption of a particular semantic rule for ‘O’ assigns a
truth-conditional interpretation to the speaker's use of ‘©’. It assigns conditions C as the interpretation of ‘®’ within
her idiolect. Theses (1) through (V) give us an individualistic version of classical realism about meaning. (V), in
particular, expresses a truth conditional theory of meaning conceived in individualistic terms.

Classical realism about meaning is closely akin to an unmodified form of ‘the contractual model of meaning’ that
Crispin Wright, in his early writings on rule following, took as the principal foil of Wittgenstein's critical remarks on
meaning and understanding. This is the view, in Wright's words, that “... grasping the meaning of an expression [is]
grasping a general pattern of use, conformity to which requires certain determinate uses in so far unconsidered
cases. The pattern is thus thought of as extending of itself to cases which we have yet to confront” (Wright 1981,
p. 34). Presumably the ‘general pattern of use’ mentioned in this passage reflects the truth or satisfaction
conditions for the expression, as these are construed by the classical realist. Wright agrees, as do many other
expositors of Wittgenstein, that the rule following considerations represent some sort of fundamental criticism of or
challenge to this conception of meaning as individualistic semantic rule following. Commentators differ about which
aspects of the conception (I through V) are under attack, and they differ about the nature of the criticisms that
Wittgenstein mounts against it. Some commentators believe that the target of the attack includes significantly more
than the individualistic version of classical realism, but they generally agree at least that this view is rejected—
whether it is rejected as false or as philosophically defective in some other crucial way.

At the heart of Kripke's discussion in WRPL is a characteristic structure of argument directed at classical realism
about truth conditions and meaning. The strategy is embodied in the so-called “Skeptical Argument,” and it can be
understood to proceed in the following manner. Consider any speaker S who is supposed to have done something
that constituted her having adopted a semantic rule for a term ‘®’. Kripke constructs an argument, based on
considerations derived from Wittgenstein, which is meant to show that there is not and could not be any fact of the
matter about what semantic rule, if any, S has thereby adopted. That s, let us begin by supposing that S has
adopted a specific semantic rule, a rule that purports to establish conditions C as the standards of correctness for
her use of ‘®@’. So, C purports to give the satisfaction conditions for S's use of ‘®’, and they are established as such
by S's acceptance of her rule. However, Kripke's Wittgenstein argues that it is possible to construct an unlimited
range of related but non-equivalent semantic rules, incorporating the potential truth conditions Cy, Cp, ... Cn ...
respectively, such that there are simply no facts at all about S and her use of ‘®¢’ that determines which, if any, of
these possible rules the speaker has actually adopted. In other words, there is no fact of the matter about whether
the (classical realist) truth conditions that S has putatively established for her use of ‘©¢’ are C or C; or C, and so
on. If the speaker's word is “blue,” for example, then the admissible alternatives, depending upon the course of the
speaker's earlier applications, might include ‘blue’, ‘navy blue’, ‘blue or green’, or ‘blue and three-dimensional’,
Goodman's ‘bleen’,2 etc. There will be nothing in the speaker's history—either in her external behavior or in her
overall psychological state—that makes it the case that for her ‘©0’ is governed by C and not by one or another of
the idiosyncratic alternatives. More specifically, the unbounded set of alternative satisfaction conditions can be
constructed in such a way, that for any new candidate o for ‘©®’ ascription, o will satisfy some of the conditions in
the constructed set, and it will fail to satisfy some others. Therefore, since, according to the Skeptical Argument, it
is factually indeterminate as to which, if any, of these conditions govern S's use of ‘@’ it will correspondingly be
indeterminate, in any new case, whether or not ‘®’, as S uses it, is true or false of an arbitrary itemo.

Kripke's skeptic does not doubt that the speaker takes herself to have a definite semantic intention that ‘®’ is to be
ascribed to something justin case it satisfies the conditions that she has in mind. But, which are the conditions that
she, in so intending, ‘has in mind?’ What are the facts about S that determine that her semantic intention is directed
at conditions C (as we are supposing) instead of C1 or C, etc? Or, perhaps her intention is directed at no
determinate conditions at all. In the Skeptical Argument, Kripke's Wittgenstein maintains that there simply is no
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defensible answer to this meta-semantic question. The various types of fact about S that might seem to establish
which properties she has in mind and at which her semantic intention for ‘®’ is directed do not succeed in
accomplishing that task. Some initially promising answers turn out to yield intuitively wrong results. They pick out a
set of conditions which plainly are not the intuitive satisfaction conditions of ‘®’. Other proposals fail to discriminate
between the ‘right’ satisfaction conditions and a number of surprising alternative conditions that intuitively are
‘wrong’. And other proposals fail in other crucial ways. If all of the prima facie viable proposals have been
investigated and rejected, then the global skeptical conclusion has been sustained: for any speaker S and general
term ‘®’, there are no facts that determine which semantic rule, if any, governs S's use of ‘®’. This is the (merely)
dramatic version of the Skeptical Argument.

Kripke works through this argument using an example in which a speaker is supposed to have meant addition by
the term “+"”. We begin by making the assumption that the speaker has learned to perform addition in some
notation, e.g. has mastered a computational procedure for adding any pair of numbers in Arabic notation. The
speaker, taking herself to have learned the relevant procedure, intends to fix the satisfaction conditions for
statements of the form ‘Il + m = n’ in terms of the procedure in question. Itis her intention that a particular instance
of this statement form is true justin case the application of this procedure to ‘I’ and ‘m’ yields ‘n’ as its result. But,
what are the facts about the speaker in virtue of which it is a computational procedure for addition that she has
mastered and in terms of which she means to establish the satisfaction conditions for her use of “+”? What are the
facts about her that rule out the apparent possibility that she has mastered some oddball algorithm that agrees with
the results of an algorithm for addition throughout a certain initial range of cases but diverges beyond that range
and that this is the algorithm upon which her semantic rule for “+” is based.

The first proposal that Kripke considers is the idea that the speaker mentally accepts some sentence or some other
symbolic representation that formulates the algorithm she purportedly has learned. There is surely a difference
between mastering an algorithm (a computational procedure) and knowing how to provide a statement of it. On the
present proposal, the speaker frames for herself a set of ‘instructions’ that specify the computational procedure
that she is supposed to carry out from case to case. However, such a proposal only sets in motion the regress of
interpretations emphasized repeatedly by Wittgenstein. The relevant instructions will themselves imbed certain
crucial general terms whose standards of correctness in S's idiolect have to have been settled in order for those
instructions to describe a determinate algorithm. So, now let ‘©*’ be such a term imbedded in the instructions that S
has offered to herself. We can ask again, “What are the facts about S and her use of ‘®*’ that establish satisfaction
conditions for this term?” After all, the original question was meant to be a general question about any term
whatsoever, and this proposal has merely shifted the focus from one targeted term ‘®’ to a related term ‘©o*’
contained in the would-be explication. Surely, it can't be that the answer for ‘©*’ is itself to be given in terms of still
another set of instructions that the speaker gives for its employment. Otherwise, the obvious endless regress will
ensue.

In an especially influential part of his discussion, Kripke goes on to examine the idea that itis facts about the way in
which S is disposed to calculate when confronted with a problem of the form ‘I + m = what?’ that determines the
arithmetic procedure upon which the intended satisfaction conditions for “+" are based. In its crudest form, the
dispositionalist account proposes that the procedure in question can simply be ‘read off’ from the series of
calculations that S would actually produce if she were posed, per impossible, an exhaustive series of basic
‘addition’ problems. But, the crude account fails immediately for at least two different reasons. First, the speaker's
computational dispositions are themselves finite. For certain enormously long ‘addition’ problems, the speaker may
have no dispositions to execute the needed calculations whatever. She might fall into paralyzing confusion, quit, or
die before she had proceeded very far atall. So in these cases there simply are no values that the speaker is
disposed to produce in the course of her computational activity. Second, the speaker may, in fact, be disposed to
make recurrent errors. Intuitively, the procedure she has actually mastered dictates for any given problem how the
required calculation would be carried out correctly. The procedure or the rules that are embodied in that
procedure are ‘normative’ in this sense. But the speaker may well be disposed to execute some of these
calculations incorrectly. If we were to read off the procedure she intended to be following directly from her flawed
attempts to carry it out, then the speaker could never make a computational mistake. Anything she was disposed to
do would, by definition, constitute an instance of the procedure she was trying to execute. The procedure she was
performing would turn out to be, not a procedure for adding, but a procedure that corresponded to whatever
aberrant arithmetic mapping tracked her actual calculations—the correct calculations and the incorrect ones alike.
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Kripke spends a fair amount of space examining refined versions of the dispositionalist account, versions in which
the intended calculation procedure is to be read off some idealization of the speaker's actual computational
dispositions. His conclusion is that these refinements will either fail for reasons similar to the problems that defeat
the original crude version or the idealized specifications of the speaker's disposition will become circular by
stipulating, in effect, that the computational dispositions are to be the ones that the speaker would have if the
algorithm she intended to be following, in using “+”, were an algorithm for addition (and not some other arithmetic
operation).

A third proposal that Kripke scrutinizes holds that the content of the speaker's semantic intention is fixed by the
qualitative character of some experience the speaker undergoes in association with having the relevant intention.
But, this proposal is defeated by the same considerations that are exemplified in Wittgenstein's example of a
speaker who entertains a picture of a cube when the meaning of the word “cube” has come before his mind. At
best, the putative experiences could provide samples or illustrations of how a computation for “+” should go, and,
in the absence of a general specification of how the samples and illustrations are themselves to be interpreted and
deployed, they do nothing on their own to determine for S how “+” is to be applied from instance to instance. This
is still another case in which Wittgenstein's regress of interpretations objection comes into play.

In a similar vein, Kripke discusses other possible responses to the skeptic and develops considerations, suggested
by themes in Wittgenstein, that are meant to show that none of these proposals can succeed either. Thus, the
pattern of case-by-case argument is the one that was sketched out earlier. If all of the possible answers have been
considered and defeated, then there is no fact of the matter as to whether itis S's mastery of addition or her
mastery of some related but non-standard arithmetic operation that fixes for her the satisfaction conditions of her
use of “+”. As Kripke himself emphasizes, the overall argument he presents is an indeterminacy argument. There
are no facts about the speaker S that determine what the satisfaction conditions for her use of ‘©’ might be. If the
conclusion of the argument is right, then, within the framework of classical realism about meaning, it follows from
() that there will be no factually determinate content to the rule or general semantic intention that is supposed to
be providing psychological ‘guidance’ to S in her various ascriptions of ‘©’. By (IV), there will also be no fact of the
matter about whether the speaker's ascriptions of ‘®’ to an arbitrary item o are true or not. Finally, by (V), there will
be no fact of the matter about what S means by ‘@’. It will be utterly indeterminate what meaning ‘@’ expresses
within S's idiolect. Several related skeptical conclusions will have been established, and the individualist version of
classical realism about meaning—meaning as private rule following—will be in shambles.

This framework yields a Kripkean reading of the paradox that Wittgenstein mentions in §201. It is clear in context
that Wittgenstein's initial use of “rule” in §201 refers to the expression of a rule, e.g. to the verbal order, “Add 2.”
Then, because it has come to seem as though there is no fact of the matter about which possible semantic rule—
which truth conditions—assigns a determinate ‘interpretation’ to the expression, there can be no fact of the matter
about which items are in accord or conflict with the predicate, ‘the result of adding 2 to x yields y.’

Wittgenstein goes on to say,

It can be seen that there is a misunderstanding here from the mere fact that in the course of our argument
we give one interpretation after another; as if each one contented us at least for a moment, until we
thought of yet another standing behind it. What this shews is that there is a way of grasping a rule which is
not an interpretation, but which is exhibited in what we call ‘obeying the rule’ and ‘going againstit’ in
actual cases. [Pl §201]

As noted before, the dramatic reading suggests that an ‘interpretation’ here can be construed as a classical realist
semantic rule which is intended to govern the form of words in question. We can think of one possible alternative
interpretation after another, any one of which might ‘content us for a moment,” but it is utterly indeterminate as to
which of these various incompatible interpretations actually serves to define accord and conflict for the pertinent
expression. This should show us that meaning something by an expression is not, in general, a matter of privately
assigning it a semantic rule, and understanding the meaning of the expression, as used by another, is not, in
general, a matter of knowing which semantic rule the other speaker has adopted for it. Atleastin a range of basic
cases, meaning or understanding the expression of a rule must be something that is exhibited in the behavior that
we count as obeying or going against that ‘rule.” Naturally, this elucidation of what Wittgenstein means here by
“interpreting an (expression of) a rule” is contentious, but it yields an apparently coherent account of what he
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says in §201.

The argument just outlined, being directed at an individualistic version of classical realism about meaning, seems to
me to correspond rather well with the philosophical themes and commentary that Wittgenstein elaborates in the
setting of the rule following remarks. Moreover, according to Kripke, a version of the Private Language Argument
will fall out as a more or less direct consequence of this Skeptical Conclusion. A private language is a language
that contains terms that apply to objects which only the given individual can experience and whose truth
conditions and meaning only that individual can establish, presumably by private ostensive definition. But, this
means that the truth conditions and the meaning of such a term, as used by the speaker, is established by the
speaker's individualistic adoption of a semantic rule directed at the properties of the objects that are accessible to
him alone. However, the possibility of the successful adoption of such a rule has already been foreclosed by the
prior argument to show that individualistic versions of classical realist truth conditions and meaning are incoherent.
If sensations are private objects and the basic terms that are ascribed to them have their meaning fixed by private
ostensive definition, then terms for sensations in an idiolect acquire their meaning in accordance with classical
realism individualistically construed. But, if individualistic classical realism has already been refuted, then the idea
of a private language is an illusion. Or, in any case, this is Kripke's intriguing suggestion.

As noted above, Crispin Wright agrees that Wittgenstein's remarks are directed at an individualistic version of
classical realism, but the argument that Wright derives from Wittgenstein is apparently quite different. Bob Hale has
provided a succinct re-formulation of Wright's argument:

The difficulty here is to see how it can be justified to describe the situation [of the speaker S] in terms of
recognizing what her supposed pattern [standard of correctness] requires her to say, in any particular
case, as opposed to her merely being disposed to apply ‘@’ (or not, as may be). The former description is
justified only if there is a distinction to be drawn between S's going on as the pattern demands on the one
hand, and on the other her merely seeming to do so. But S cannot make this distinction for herself, since it
is bound to seemto her that her sincere and considered application of ‘®’ conforms to the requirements of
the pattern: and by hypothesis, the distinction is not to be made out on the basis of others' assessment of
her performance. (Hale 1997, p. 382)

However, the extent of the difference between this argument and the one that Kripke develops depends partly
upon how a certain ambiguity in such a formulation is resolved. When itis claimed that ‘'S cannot make this
distinction for herself,’ this could mean either that S herself cannot epistemically discriminate between, on the one
hand, the cases in which she is actually using ‘®’, as she intends, in accordance with her previously adopted
standard of correctness and, on the other, the cases in which it merely seems to her that her present use is being
governed by those standards. On this interpretation of Wright's argument, there is a genuine distinction of fact as
to whether or not, in a given use of ‘®’, the speaker is following her pre-established standard of correctness. The
difficulty is supposed to be that the speaker is utterly unable to know, frominstance to instance, which of the two
possibilities has been realized. It is therefore impossible that she is genuinely guided by any determinate standard
of correctness at all. Her grasp of the standards cannot be among the reasons for her judgments involving ‘®’. On
an alternative reading, itis the very idea that there is a genuine distinction here that is taken to be mistaken. There
is no fact of the matter as to whether any of the speaker's particular applications of ‘®’ are governed by one
possible semantic rule rather than another out of an indefinitely large range of incompatible but admissible
alternatives. In other words, there is no fact of the matter as to which standard of correctness S has pre-
established for her subsequent employment of the term. If Wright has the second interpretation in mind, then his
original argument may need to be supplemented with some of the considerations that are brought forward in the
course of Kripke's Skeptical Argument. From this perspective, Wright's Wittgenstein and Kripke's hold substantially
similar positions both about the critical target of the rule following considerations and about the basic
argumentative line of attack that Wittgenstein develops.

It is true that Wright tends to frame his conception of the issue as an epistemological one: how does S know what
the rule requires of her in any particular case? And, he opposes this epistemological question to the more purely
constitutive question that he takes Kripke to be posing on Wittgenstein's behalf. However, Wright supposes that
Kripke is putting forward what | call below ‘a melodramatic version’ of the Skeptical Argument and not the merely
dramatic version before us. What is more he agrees that Wittgenstein rejects the idea that the epistemological
question is to be answered along the following lines. At each stage of possible application, there is an ‘autonomous
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requirement’ that the rule supplies for the case in question, and S has the capacity to muster an intuitive grasp of
what that specific autonomous requirement amounts to. Certainly, this line of thought has important affinities to the
rejection of classical realism about truth and meaning that Kripke discerns in Wittgenstein.

However, the discussion so far has focused only on individualistic versions of classical realism, and, in the
contemporary philosophical setting, it is natural to wonder whether social or community-based versions of
classical realism might be invulnerable to the skeptic's arguments. If itis only the individualism that is the source of
the skeptical problems, then the interest of Kripke's Wittgensteinian argument will be substantially mitigated. That s,
the following conjunction of views may well seem to be potentially viable. First, consider a term ‘®’, as itis used in
the linguistic practices of an interacting community of speakers. Isn't there a determinate fact about the satisfaction
conditions and the meaning of ‘®’, when it figures as an element in the community's shared language? Wasn'tit
precisely the individualism that is presupposed in the original skeptical argument that created the basis for the
skeptical challenge just outlined? Won't we find that there are facts about the community and its co-operative
practices that establish what ‘©®” means in the shared language—what classical realist satisfaction conditions it
has? Let us suppose, for a moment, that this is so. Then, second, we might propose that ‘®’, as used by an
individual member of the community, means what the community means by ‘©’ if the linguistic behavior of that
individual and his dispositions to relevant linguistic behavior stand in the right kind of alignment with the meaning-
constituting practices of the community as a whole. In other words, ‘®’, as the competent individual speaker uses
it, inherits its satisfaction conditions from the satisfaction conditions that have been established by communal
practice.

However, Kripke indicates that he believes that Wittgenstein rejects such a social version of classical realism as
well. In particular, he states that it is likely that objections can be developed to the first strand of the social version
that will be analogues to several of the objections to the individualistic version of classical realism about truth
conditions (see WRPL p. 111). More specifically, Kripke seems to think that the truth condition determining facts will
have to arise from facts about the community's collective dispositions in using ‘®’, and he holds that such appeals
to the collective dispositions of the community will face analogues of the problems that defeated similar appeals to
the dispositions of the individual. Of course, Kripke allows that Wittgenstein's account of meaning does insist on
recognizing the social dimension of linguistic use, but the social aspect so recognized will not provide for classical
realist satisfaction conditions for terms in the community's language. Hence, the meanings of terms in a given
language will not derive from classical realist truth or satisfaction conditions either. Whether Kripke is right about
Wittgenstein's outlook on this point or not, his discussion does not explore the exegetical or substantive issues that
are raised by the topic at any length. This is an area in which further clarification and elaboration are needed.
Nevertheless, it is plain that the Skeptical Conclusion in WRPL embraces skepticism about any version of classical
realism, individualistic or social.

Here again Crispin Wright is in agreement with Kripke. His version of Wittgenstein also rejects community based
versions of classical realism, although his arguments are different from Kripke's and are elaborated in much greater
detail. Throughout the various versions he has set out (1980, 1981), he attempts to extend and modify his original
argument against individualistic classical realism. These arguments against the social version turn on the idea that
there is for the linguistic community as a whole no genuine distinction to be drawn, on the one hand, between
overall agreement in ascribing a term which arises out of a genuine conformity to community standards of
correctness and, on the other, a mere de facto consensus which only seems to so arise, an agreement based on
nothing more than a fortunate similarity in linguistic dispositions.

7.2 The Skeptical Solution

Of course, if someone accepted the Skeptical Argument just outlined and also accepted the classical realist truth
conditional theory of meaning, then it would follow that there is no fact of the matter about what meaning a term
expresses, either for the individual speaker or in the language of a particular speech community. Now, in fact,
some of Kripke's formulations of the Skeptical Conclusion seem to affirm some such non-factualist thesis about
meaning. For example, Kripke characteristically states that the Skeptical Argument establishes that there is no fact
about the speaker that constitutes his meaning such and such by ‘®’. For instance, he says, “... | choose to be so
bold as to say: Wittgenstein holds, with the skeptic, that there is no fact as to whether [by “+”] 1 mean plus or
[some related arithmetic operation]”(WRPL, pp. 70-1). But, the dramatic reading of the Skeptical Argument purports
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to show, in the first instance, only that there can be no fact as to what classical realist satisfaction conditions a
given term might have. Even if this notable result is right, non-factualism about meaning will not follow unless the
classical realist truth conditional theory of meaning is presupposed. That is, one might maintain that the meanings
of terms in a speaker's idiolect or a community's language simply are not based upon classical realist satisfaction
conditions at all, and that classical realism about meaning ought to be rejected and replaced with some alternative
account. And yet, this is also an idea that Kripke thinks that Wittgenstein favors: Kripke's exposition of
Wittgenstein's response to the Skeptical Conclusion proceeds by this very strategy. The Skeptical Conclusion is
said to be embraced by Wittgenstein, but a Skeptical Solution is offered to contain its destructive impact on the
concept of ‘meaning’. A critical part of the ‘solution’ is to adumbrate a quite different notion of what it is for a term
(or sentence) to have meaning within a linguistic community. Kripke explains the matter in this way:

Nevertheless as Dummett says, “the Investigations contains implicitly a rejection of the classical (realist)
Frege-Tractatus view that the general form of explanation of meaning is a statement of the truth
conditions.” In the place of this view, Wittgenstein proposes an alternative rough general picture ...
Wittgenstein replaces the question, “What must be the case for the sentence to be true?” by two others:
first, “Under what conditions may this form of words be appropriately asserted (or denied)?”; second,
given an answer to the first question, “What is the role, and the utility, in our lives of our practice of
asserting (or denying) the form of words under these conditions”. (WRPL, p. 73)

So the idea that meaning is based on classical realist truth or satisfaction conditions is repudiated and replaced.
Indeed, itis the errors of classical realism that embody for Kripke's Wittgenstein the ‘misunderstanding’ that is
supposed to resolve the paradox referred to at the outset of §201. But, to repeat, itis hard to see how a Skeptical
Conclusion about the factual indeterminacy of meaning (non-factualism about meaning) can be thought to follow
from the Skeptical Argument and how it can be a conclusion that Kripke supposes that Wittgenstein accepts. Within
Kripke's reconstruction, itis important to distinguish the Skeptical Conclusion, which is endorsed by Wittgenstein,
from something he calls “the skeptical paradox,” which is not. The skeptical paradox is the ‘insane and intolerable’
conclusion which the Skeptical Solution is meant to block. According to the dramatic reading at least, the paradox
states that there is no fact at all about what anyone means by any term, and the Skeptical Conclusion says only
that there is no fact about the speaker or about the linguistic community which establishes one potential
satisfaction condition for ‘®’ rather than another as (the basis of) its meaning. But, Kripke's varying formulations do
not always make it easy to keep the content of these distinct theses straight. This reading of the Skeptical
Conclusion does not entail the skeptical paradox, and hence, it doesn't entail non-factualism about meaning.
Whether such a Skeptical Conclusion deserves to be regarded as a kind of skepticism at all is, naturally, a further
question.

The Skeptical Solution offers an account of what it is for terms to have meaning in a language which does not
explain their meaningfulness in terms of truth or satisfaction conditions at all. Rather, a term means what it does in
virtue of its language-games uses in the speech community. This is essentially the view that engendered the rule
following worries in the first place. According to Kripke's skeptical solution, the view that ‘meaning is use’ claims
that a term ‘®’ has the meaning that it does in language L in virtue of the assertability and deniability conditions for
‘@’ ascriptions that systematically prevail among the competent ‘®’ users in L. Or rather, the meaningfulness of ‘@’
depends jointly upon the practices of justified ‘©®’ assertion in L and the larger language-game role that ‘@’
assertions, so regulated, have for members of the speech community in question. In this way, the Skeptical Solution
makes no explanatory appeal to truth conditions in its account of meaning. Let us say that a theory of meaning that
rejects classical realist accounts of truth conditions and explains the meaningfulness of an expression in terms of
assertability conditions is ‘antirealist.” So, the Skeptical Solution is paradigmatically antirealist in this specific sense.
Still, antirealist accounts do not deny that ‘®’ ascriptions ‘have truth or satisfaction conditions,” at leastin some
deflationary sense of the phrase. If ‘®’ is meaningful in L, then a sentence in L that says that

‘@’ is true of o in Lifand only if o is ®

expresses a truth, and it will be accepted as a commitment concerning ‘©’ ascriptions by masters of ‘®’ within the
speech community for L. Such a sentence can be said to give the ‘satisfaction conditions’ for ‘@’ in L, but the
conditions in question are minimalist in nature, and they inherit whatever normative consequences they have from
the prior imperatives of the assertability and deniability conditions that govern ‘©’ within the community. In other
words, satisfaction conditions of this ilk are explained in terms of a more fundamental concept of meaningfulness
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(in use) and not, as in classical realism about meaning, the other way around.

However, these considerations only underscore the dilemma about how the Skeptical Conclusion ought to be
construed. Again, the consensus view is that itis a thesis embracing the non-factualist status of meaning, and
Kripke's text repeatedly, but not consistently can seemto support such an interpretation. Nevertheless, if the
skeptical paradox is blocked by the Skeptical Solution, as described above, then itis puzzling how meaning
ascriptions could fail to state or report facts in some sense. Indeed, it would seem that correct meaning ascriptions
about individual speakers should describe facts about their apparent mastery of the community's assertability
conditions for the term and their linguistic responsiveness to its role and utility in the relevant language games. Of
course, itis not to be expected that necessary and sufficient conditions for meaning ascriptions concerning ‘®’ are
to be given in terms of the assertability conditions and linguistic role of ‘®’, but, if the Skeptical Solution makes
sense at all, then these features of the term's use should surely figure as the subject matter of correct meaning
ascriptions. And, given that they have such a subject matter, these ascriptions should surely enjoy some sort of
factual standing. Thus, although Kripke's Wittgenstein is widely reputed to be some kind of non-factualist about
meaning, this is not an obvious upshot of the version of the dramatic reading of the Skeptical Argument. How this
discrepancy in the text of WRPL is to be explained remains an open question.

7.3 The Melodramatic Reading of the Skeptical Argument

Since most commentators on Kripke have taken the Skeptical Argument to aim directly at a non-factualist Skeptical
Conclusion, they have naturally supposed that the argument proceeds according to a significantly different
strategy from the one heretofore portrayed. This is the interpretation of Kripke's reconstruction of Wittgenstein that |
propose to call “the melodramatic reading.” The content of the Skeptical Conclusion on this reading (non-
factualism about meaning) is the same as the skeptical paradox in the dramatic reading. Here, for example, is
Crispin Wright's summary characterization of his version of Kripke's Skeptical Argument:

Roughly, the conclusion that there are no facts of a disputed species [i.e. about meaning] is to follow from
an argument to the effect that, even if we imagine our abilities idealized to the point where, if there were
any such facts to be known, we would certainly be in possession of them, we still would not be in a
position to justify any particular claim about their character. So we first, as it were plot the area in which
the facts in question would have to be found if they existed and then imagine a suitable idealization, with
respect to that area, of our knowledge acquiring powers; if it then transpires that any particular claim about
those facts [about meaning] still proves resistant to all justification, there is no alternative to concluding
that the ‘facts’ never existed in the first place. (Wright 2001, pp. 94-95)

There are two key components to this approach. First, there is a delineation of a totality of genuine facts in terms of
which the factual status of correct meaning ascriptions is potentially to be justified. Second, there is an account of
how such ‘justifications’” may be legitimately carried out. Naturally, there are a number of possible views about how
the totality of basic genuine facts might be characterized, but several authors believe that this totality consists of
all facts that are describable in non-semantic and non-intentional terms. These philosophers argue, as we will see
below, that both semantic and intentional ‘facts’ cannot, for present purposes at least, be treated as primitive and,
hence, that their factual status requires a suitable justification. Given a delineation of the factual base, correct
ascriptions of meaning, e.g. ‘®, as S uses it, means so and so’ can be understood to describe or express facts only
if it is possible to demonstrate that the facts that they purportedly describe are reducible to or supervene upon
suitable segments of the naturalistic base. Thus, when the skeptic challenges us to ‘justify’ the factual status of
meaning ascriptions, we are being challenged to demonstrate how the facts that true meaning ascriptions
purportedly describe are reducible to or supervene upon a suitable selection from the admissible range of basic
facts. The main line of the non-factualist Skeptical Argument then proceeds by surveying the potentially relevant
factual domains within the base and arguing, for each case, that the purported facts of meaning cannot plausibly
be shown to reduce to or supervene upon facts drawn from that domain. This version of the Skeptical Argument s,
as before, a case-by-case argument, and the types of fact that are considered under the individual cases are
roughly the ones that | outlined in presenting the dramatic version. And also as before, the range of cases
considered is supposed to exhaust the plausible justifying possibilities.

The central line of reasoning in this version of the Skeptical Argument cannot get started if meaning facts are
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deemed to be primitive, that is, genuinely factual but not determined by any more basic level of fact. However, this
alternative is rejected by Kripke as ‘desperate’ and ‘completely mysterious’ (WRPL p. 51). What he means by this
reaction is that, if meaning facts are, in this sense, primitive—if we respond to the skeptic in this way—then we
have explicitly precluded ourselves from being able to give any sort of philosophical explanation of some of
meaning's crucial features, for example, that speakers normally know directly and with a high degree of certainty
what they mean by the terms in their language, and that the meaning of a term carries with it an unbounded range
of normative consequences for the speaker's prospective linguistic behavior. If we say that meaning facts are
simply primitive and sui generis, then we return to the problem that motivated the rule following considerations in
the first place. We apparently have no way of explaining how facts about what a speaker means by a term can be
grasped by the speaker immediately and in a moment and how they determine how the term s to be applied over
an indefinite range of possible candidates. So meaning facts, if they exist, should be shown to have some type of
naturalistic grounding, a grounding that might make it possible to explain their principal epistemological and
normative properties. On the other hand, as the argument moves from one case to another, it is argued that
meaning facts cannot be derived from the basis delineated for that case. Wright (1984), McDowell (1984, 1992),
and Soames (1998b), among many others, take this or a variant of it to be the underlying strategy of the Kripke's
Skeptical Argument.3

Warren Goldfarb (1989), who accepts this as the proper reading of Kripke's Skeptical Argument, argues forcefully
that itis implausible that Wittgenstein in his later writings accepted any such tendentious conception of ‘the totality
of genuine facts.’ That conception derives from a contemporary form of naturalism with which Wittgenstein would
have been unlikely to have had much sympathy. Correlatively, Goldfarb finds it implausible that Wittgenstein had
the project of certifying the factuality of meaning by the ‘justifying’ tactics here envisaged. However, the issues are
delicate and complicated. Paul Boghossian (1989) and Scott Soames (1998a, 1998b) think that the scope of this
version of the skeptical challenge is considerably broader than a question about the factual status of linguistic
meaning. Focusing for the moment on sentences in an idiolect or a communal language, the skeptic does want to
know, in the first instance, what are the facts that constitute its being the case that a given sentence P expresses
one proposition rather than another from an open range of admissible alternatives. But, in the same way and on the
same grounds, the skeptic can and does ask, concerning a given state of believing, desiring, intending, and so on,
“What are the facts in virtue of which it is true of a specific concrete psychological state that it expresses one
certain propositional content rather than any one of a range of counterintuitive alternatives?” For Boghossian,
Soames, and others, this skeptical challenge is a natural and unavoidable generalization of the more limited
challenge that is directed at linguistic meaning. If this generalized form of the challenge is granted to be plausible,
then itis plausible as well that any suitably general answer to the challenge will have to be restricted to
justifications of factuality that appeal only to facts that can be described in purely non-intentional terms.

In pursuing the issues raised by this proposal, it is important to keep different questions in focus. On the one hand,
one can wonder whether the more encompassing challenge, taken on its own terms, is intelligible and legitimate.
Much contemporary philosophy of mind will allow that itis, as the proliferation of theories of mental content amply
attests. The case-by-case considerations that figure in the non-factualist version of the Skeptical Argument, where
they are sound, raise legitimate problems for various theories of linguistic and mental content. On the other hand,
since exegesis of Wittgenstein is in play, one can also wonder whether this is a challenge that Wittgenstein himself
would have countenanced, and that idea is extremely dubious. The proposed generalization of the challenge rests
on the idea that, for example, a person believes that P att justin case there is an inner state s of the person,
realized at t, thatis an instance of believing (rather than wanting or intending) and which has the proposition that P
as its content. The skeptical challenge is extended to s and its putative content ‘that P." This is an idea that seems
deeply at odds with much of what the later Wittgenstein says and suggests about the propositional attitudes, and it
seems an improbable foundation for his explicitly expressed concerns about meaning and following a rule. Finally,
one can ask whether Kripke believes that Wittgenstein adopted such a perspective. The textual evidence in WRPL
for a positive answer to this question is equivocal at best.

Given the conclusion of the non-factualist reading of the Skeptical Argument (even on its narrower reading), there
are no facts that true meaning ascriptions can describe. But, Kripke's Wittgenstein does not hold that meaning
ascriptions are themselves meaningless, and he grants, in addition, that there must be some substance to the
practice of treating many of themas ‘correct’. In particular, he certainly doesn't endorse the utterly self-defeating
Skeptical Paradox thesis that no one ever means anything by an expression. The chief role of the Skeptical
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Solution is now to explain, in the face of non-factualism, how these theses can be maintained. The proponent of the
non-factualist version of the Solution denies that meaning ascriptions even purport to describe facts and claims
instead that they have some other type of standard linguistic function. It is highlighted in the Skeptical Solution that
there are a range of circumstances in which members of the community will be taken to be justified in asserting and
denying meaning ascriptions, despite the non-descriptive function they are supposed to serve. Thus, meaning
ascriptions, like other expressions in the language, will have characteristic assertability conditions, and they will
have a characteristic role or utility in the relevant language games of linguistic instruction, encouragement, and
correction. So, in the terms of the Skeptical Solution, ascriptions of meaning will have a distinctive kind of meaning,
and itis allowed that there is a distinction between those that are defeasibly warranted in the speech community
and those that are not.

Nevertheless, many writers have charged that non-factualism about meaning is incoherent or otherwise self-
defeating. For example, since the truth-value of an arbitrary sentence is jointly determined by the facts about what
it means and the facts about its subject, Crispin Wright points out that non-factualism about meaning threatens to
give rise to a global non-factualism about the truth or falsity of any statement whatsoever. We will not pursue that
question here. However, Scott Soames (1998a) has raised a different objection to the basic strategy of the non-
factualist version of the Skeptical Argument. Suppose that we grant the success of each part of the case-by-case
argument. Thatis, we grant that it is impossible to demonstrate the truth of intuitively correct meaning ascriptions
from the totality of basic non-intentional facts considered for that case. In other words, we cannot derive the
relevant statements about meaning from the designated configuration of non-intentional facts even working within
the background of a set of true a priori principles concerning mind and language. Should such a conclusion
convince us that facts about meaning do not supervene upon the non-semantic, non-intentional base? After all, we
presumably start out with the strong conviction that (a) meaning ascriptions are somehow factual, and we may
very well believe that (b) every domain of genuine fact must supervene upon a naturalistic base.

At the same time, we are likely to be much less confident that, in any given case, we can identify a minimal but
adequate naturalistic base with significant accuracy, and, even more importantly, we may be deeply unsure that
we are in a position to construct a derivation that demonstrates that the wanted supervenience obtains. Itis an
open possibility that the semantic does supervene upon the non-intentional even though we are in no position to
demonstrate, from one case to another, how this might be so. Therefore, our inability to answer the skeptic in his
own terms may quite reasonably fail to trump our intuitive conviction in (a) and (b) above. In the same way, we
might conclude that we are unable to demonstrate from facts about our immediate sensory impressions that there
is @ mind-independent world to which we have perceptual access and about which most of our ordinary sensory
impressions are veridical. The philosophical failure to construct the desired derivation is hardly likely to shake our
conviction in an external world about which our senses provide us with generally reliable information. Hence, even
on the most favorable scenario, the skeptical challenge about facts of meaning may fail to convince in a manner
that is characteristic of similar projects of overly ambitious philosophical skepticism.

7.4 The Objectivity of Judgment and the Normativity of Meaning

John McDowell (1984, 1992) has given special emphasis to an issue that has remained implicit in the discussion so
far. Any account of meaning, mental content, truth conditions, and the explanatory connection between them must
be adequate to validate our intuitive conception of the objectivity of judgment. In a famous passage, he explains
that notion in the following way:

The idea atrisk is the idea of things being thus and such anyway, whether or not we choose to investigate
the matter in question, and whatever the outcome of any such investigation. That idea requires the
conception of how things could correctly be said to be anyway—whatever, if anything, we could in fact go
on to say about the matter; and this notion of correctness can only be the notion of how a pattern of
application that we grasp, when we come to understand the conceptin question, extends, independently
of the actual outcome of any investigation, to the relevant case. (McDowell, 1984, p. 46)

So, this is a constraint on the ‘objectivity of judgment’ that any satisfactory theory must satisfy. However, he
argues, all of the approaches presented so far fail to fulfill this objectivity constraintin a plausible manner. Take, for
example, classical realism about truth and satisfaction conditions. This is a prime instance of one sort of approach
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(McDowell dubs it “Scylla”) that McDowell unequivocally repudiates. Classical realismis designed to ensure that
the constraint on the objectivity of judgment is satisfied, but it does so by grounding objectivity on an inflated and
ultimately incoherent explanatory basis In its individualistic version, the user of a term ‘®’ is supposed to pick out a
pertinent property about which the speaker forms a suitable semantic intention. How does this epistemic operation
proceed? For a certain type of Platonist, the speaker has immediate intuitive access to the world of properties (qua
universals) and has the capacity to focus directly on and to form an intention about one property to the exclusion
of the others. Having supposedly formed the requisite intention, the speaker is thereafter guided, again in a direct
and immediate way, by the particular consequences that it engenders. McDowell regards this approach as
hopelessly mythological. For him, itis simply a version of the theoretical picture of rule following that Wittgenstein
ridicules as “the operation of a super-rigid yet ethereal machine.” (See the remarks on machines at Pl §193-4).

The alternative here is to allow that our grasp of properties is mediated by our experiences and by the operation of
appropriate mental activities. The often postulated activity of abstracting a specific property out of some range of
perceptual experiences is a familiar, albeit schematic, instance of a mediated approach. However, the activity of
abstraction (or whatever psychological process is proposed to do its work) can deliver a mediating mental product
which represents one property rather than another only if the activity and its product have been subjected by the
speaker to a specific and fitting interpretation. And now, if we ask what is it that determines which, if any,
interpretation of the abstraction process the speaker has had in mind, then we are launched on the familiar infinite
regress of interpretations that Wittgenstein regularly invokes. So, McDowell agrees with Kripke and Wright that
classical realism, at least in its individualistic version, can't get off the ground. Moreover, although McDowell goes
on to stress the crucial contribution of social practice to meaning, itis plain that he does not intend to be defending
a social or community wide version of classical realism about meaning or truth conditions.

At this stage of his argument, McDowell may be in greater agreement with Kripke than he supposes. McDowell
believes that WRPL is to be read as representing the melodramatic reading of the Skeptical Argument and so has
Wittgenstein embracing a radical non-factualism about meaning ascriptions. But, of course, if Kripke had in mind
only the merely dramatic reading of the Skeptical Argument, then Kripke and McDowell both read Wittgenstein as
opposing classical realism about meaning and truth conditions. That is, both philosophers have the ambition of
repudiating classical realism without collapsing into a paradoxical non-factualism. Thus, McDowell states,

When we say “ ‘Diamonds are hard’ is true if and only if diamonds are hard”, we are just as much involved
on the right hand side as the reflections on rule-following tell us we are. There is a standing temptation to
miss this obvious truth, and to suppose that the right-hand side somehow presents us with a possible fact
[my italics], pictured as an unconceptualized configuration of things in themselves. But we can find the
connection between meaning and truth illuminating without succumbing to this temptation. (McDowell, p.
74)

The temptation here is to imagine that the constraints imposed by our concepts have the sort of ‘Platonistic
autonomy’ that classical realism about truth and meaning characteristically affirms.

Of course, Kripke maintains that the rejection of classical realism requires the reconstructive surgery of a Skeptical
Solution, while McDowell thinks that no such philosophical reconstruction is called for here at all. McDowell
criticizes Kripke for failing to grasp the crucial role in Wittgenstein's dialectic of his rejection of what McDowell calls
‘the master thesis’'—the thesis that meaning and understanding is always a matter of ‘interpretation.” And yet, as
the earlier presentation of the merely dramatic version of the Skeptical Argument indicates, Kripke's Wittgenstein
can be read as rejecting a ‘master thesis’ that is expressible in those very words, and the rejection of that thesis is
crucial to the resolution of the central paradox in #201. Nevertheless, itis unlikely that Kripke and McDowell will
understand such a ‘master thesis’ in the same way. For Kripke, the master thesis, in the setting of his account of
Wittgenstein, will simply constitute a succinct expression of classical realism. For McDowell, it is the wider thesis
that words and sentences have the meanings that they do only because an individual speaker or the linguistic
community as a whole has somehow assigned their content to them. On his view, when the underlying basis of
Wittgenstein's rejection of such a master thesis has been fully grasped and assimilated, then we can see how it is
intelligible to deny classical realism without reneging on our intuitive commitment to the objectivity of judgment and
without elaborating some positive theory of truth and meaning. Naturally, an amplified conception of McDowell's
master this and of the considerations that, in his opinion, motivate rejecting it are crucial to his distinctive approach
to these issues. Some critics, e.g., Gary Ebbs in Rule-Following and Realism, have argued that, under critical
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pressure, McDowell's position either veers back toward the metaphysics and epistemology of a social version of
classical realism or winds up itself committed to at least a modest form of anti-realism. | don't have the space to
explore these delicate questions here.

If classical realismis a chief example of the Scylla that McDowell thinks that one has to avoid, then antirealist
accounts of meaning, such as Kripke's Skeptical Solution, represent the equally threatening Charybdis. McDowell
insists that antirealist accounts simply fail to satisfy his objectivity constraint. (On his reading of the later writings,
McDowell thinks that Wittgenstein has achieved the ‘perfectly satisfying’ intermediate account that avoids the
overinflated semantic realism of Scylla and the failure to ensure the objectivity of judgment characteristic of
Charybdis.) According to the Skeptical Solution, ascriptions of meaning to a term are warranted by the bare facts
about the actual ongoing linguistic practices of the speech community. These will include facts about the
circumstances under which members of the community endorse or reject the ascription of a termto its candidate
instances; facts about the way in which a termis taught, including the character of expressions of criticism and
agreement in teaching; and facts about the procedures that are in actual practice employed to ascertain the
warrant of particular ascriptions. Finally, the Skeptical Solution also posits that it is relevant to what a term means
for the community that the acceptance and rejection of various such ascriptions have characteristic
consequences within the relevant language-games and, therefore, have a certain role or utility within these
settings. Out of materials of these sorts, McDowell urges, it is impossible to construct a positive account of meaning
that has any hope of satisfying his objectivity constraint. He maintains that there is simply no way in which we can
explain, in the framework of antirealism, how it is that a speaker can be committed to a determinate normative
pattern of application that covers an unbounded range of actual and possible ascriptions of the term, settling their
correctness conditions across the range. This is the heart of McDowell's challenge to antirealist accounts of
meaning. The challenge seems especially formidable if one agrees with McDowell that a fully adequate antirealist
account should have application to linguistic meanings and to the contents of propositional attitudes. He concludes
from this adequacy condition that the Skeptical Solution must accept that facts about linguistic usage, taken at ‘the
basic level,” are purely non-intentional. However, even if the requirement that the ‘basic level’ facts must be non-
intentional is relaxed, it still can seem that the difficulty for the antirealist of satisfying the objectivity constraintis
daunting. In my opinion McDowell has raised an important challenge for antirealist accounts to answer, but he
gives the further impression that it is pretty obvious that the challenge can't be met.

| don't believe that this is so obvious. The issue can be illustrated in the following way. In the passage quoted
above, McDowell gives the impression that an antirealist account of meaning that partially but centrally explains
meaning in terms of assertability conditions is unable to introduce and sustain “a notion of correctness” for ‘@’
ascriptions such that the correctness, in this sense, of a particular ‘@’ ascription is independent of any actual
investigation of the question. But, on first impression at least, this claimis too strong. For example, let P be a
proposition that says that an object o is ® att. We stipulate that P is ‘counterfactually warranted att’ if a competent
investigator of ‘®’ ascriptions would be warranted in asserting P if he were to apply to o at t a standardly accepted
test procedure for ‘®’ ascriptions. As far as | can see, there is no reason why the Skeptical Solution cannot allow
that there will be a fact of the matter as to whether P has counterfactual warrant att even though no one has
actually investigated the relevant case at all. Having counterfactual warrant at a time is a property that marks its
instances as being, in a certain sense, ‘correct,” albeit in a restricted and conditional way. Admittedly, the property
of having counterfactual warrant falls far short of serving as a surrogate for an intuitive conception of ‘objective
truth.” For one thing, warranted assertability is a defeasible notion and so is the concept of ‘being counterfactually
warranted.” Thatis, a proposition can be counterfactually warranted at a time although the warrant that it has
counterfactually might turn out to be defeated by additional and more far reaching considerations concerning
either o or the epistemic standing of the test procedure itself. Nevertheless, the fact remains that it constitutes a
simple notion of ‘correctness’ for propositions that seems to be independent of all actual investigations of the
matter.

Now, itis likely that McDowell intends to be appealing to a significantly stronger conception of investigation
independence. If so, it becomes important to have the envisaged strengthening spelled out. Having counterfactual
warrant might fail to be investigation independent in the hypothetical stronger sense, but the antirealist framework
of the Skeptical Solution also has richer resources. It leaves conceptual space for concepts of propositional
‘correctness’ that are richer and more robust than the concept of ‘having counterfactual warrant.” After all, in the
Skeptical Solution, the meaning of a termis not grounded merely upon its de facto assertability conditions but also
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on its role or utility in the language games in which it figures. What is more, even simple language games will
include community practices of counting, measuring, matching to a sample, etc. It certainly seems possible that
these materials will yield various more robust concepts of ‘propositional correctness’. Let ‘R-correctness’ stand in
for an arbitrary one of these more robust notions. It is an open question whether the pattern described in the
previous paragraph won't repeat. That s, it will generally be an open question whether the fact that propositions—
say ‘O’ ascriptions—that are R-correct are investigation independent in the strengthened sense as well. The point
here is not to make a prediction about how these questions might play out. The point is that such a debate will not
be settled by anything less than an extended, detailed investigation of the pertinent concepts of ‘correctness’ and
‘investigation independence’ and how they turn out to be related. Hence, itis not obvious, as McDowell suggests,
that an antirealist account of meaning must clash with the intuitive investigation independence of certain antirealist
notions of ‘propositional correctness’.4

However, McDowell may mean to be arguing a somewhat different point. His view may be that an antirealist
account of meaning must conflict with at least some of our fundamental intuitions concerning objective truth. Thus,
the reference to investigation independence may be intended to highlight just this one significant facet of the richer
and more fundamental concept of ‘truth.’ This claim does seem likely to be true. It might even be, for instance, that
our intuitive concept of ‘objective truth’ incorporates a classical realist view of truth or satisfaction conditions. Still,
what are we to conclude if this or something similar turns out to be right? Surely, the antirealist believes that some
basic strands in the intuitive concept of ‘objective truth’ are defective. This is almost certainly the perspective of
any serious antirealism about meaning and truth. So, once again, the prospects that McDowell's discussion can
settle the case against antirealism are not very promising. The disagreements between McDowell and the antirealist
at this juncture seem to be roughly equivalent to the most fundamental divisions in philosophical opinion about the
nature of truth.

Kripke introduces the idea that meaning is normative in the following well-known passage:

What is the relation of this supposition [the supposition that | mean addition by “+"] to the question how |
will respond to the problem ‘68 + 57'? The dispositionalist gives a descriptive account of this relation: if ‘+’
meant addition, then | will answer ‘125'. But this is not the proper account of the relation, which is
normative, not descriptive. The pointis not that, if | meant addition by ‘+’, I will answer ‘125’, but if | intend
to accord with my past meaning of “+"”, | should answer ‘125'. (WRPL, p. 37)

A lot has been written about what this normativity of meaning could amount to, but, in its broadest features, the
notion is clear enough. If a person or linguistic community means something by a term, then they are thereby
committed to standards of correctness that govern their prospective application of the term. If some itemo is a
candidate for possible ‘©’ ascription, then depending upon the facts about what the relevant standards are and the
relevant facts about o0, a speaker who is committed to the standards should (or should not, as the case may be)
ascribe ‘@’ to 0. Having said this much about the general concept of ‘the normativity of meaning,” almost
everything else is potentially in dispute. What kind of thing is a standard of correctness? Indeed, what sort of
correctness is supposed to be in question here? And, in what sense are speakers committed to the standards in
question? Are these commitments that individual speakers adopt, by forming and acting upon certain semantic
intentions? Or, are these commitments imposed upon the speaker because of his participation in certain social
institutions of the community? Or, is it some combination of the two? Giving a positive theory of the normativity of
meaning that answers these questions has proved to be very difficult, and it is unlikely that there can be a positive
theory that is neutral between the different approaches to meaning, truth conditions, and rule following that have
been the subject of this entry.
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(1) Thanks to Brian Bowman, Michael Glanzberg, Barry C. Smith, Karen Wilson, and Mark Wilson for helpful advice
and to Brooke Roberts for help with the Suggested Further Readings.

(2) A term introduced by Nelson Goodman in “The New Riddle of Induction”, reprinted in Fact, Fiction, and
Forecast, 4th edition (Cambridge: Harvard University Press, 2005), p. 79 “bleen” applies to emeralds examined
before time t just in case they are blue and to other emeralds justin case they are green.

(3) Soames (1998a) suggests that Kripke's presentation contains important strands of both the dramatic and
melodramatic versions of the argument and that there may not be a consistent overall reading of WRPL. The
proposal strikes me as plausible.

(4) These and related questions are explored at great length in Crispin Wright's Truth and Objectivity.
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NATURALIST theories of meaning aim to account for representation within a naturalist framework. This programme
involves two ideas: representation and naturalism. Both of these call for some initial comment.

To begin with the former, representation is as familiar as it is puzzling. The English sentence ‘Santiago is east of
Sacramento’ represents the world as being a certain way. So does my belief that Santiago is east of Sacramento. In
these examples, one item—a sentence or a belief—lays claim to something else, a state of affairs, which may be
far removed in space and time. This is the phenomenon that naturalist theories of meaning aim to explain. How is it
possible for one thing to stand for something else in this way?

Sentences can represent, and so can mental states. By and large, naturalist theories of meaning take mental
representation to be basic, and linguistic representation to be derivative. Most such theories aim first to account for
the representational powers of mental states—paradigmatically beliefs—and then to account for the
representational powers of sentences in public languages by viewing the latter as in some sense ‘expressing’
mental states.!

Most naturalist theories of meaning also subscribe to some version of the ‘language of thought’ hypothesis. That is,
they assume that the vehicles of mental representation are inner items with sentence-like structure, at least to the
extent that they are constructed from recombinable word-like components (‘concepts’) which carry their
representational content from use to use.

Itis not clear how far these commitments—to the primacy of mental representation over public linguistic
representation, and to an inner language of thought—are essential to naturalist theories of meaning. One can
imagine versions of the theories to be discussed below that relax either or both of these assumptions. Still, most
existing naturalist theories do work within this framework, and it will be convenient to take it as given in what
follows.

What about the requirements of ‘naturalism’? At its most general, naturalism says that the methods and ontology of
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the natural sciences are sufficient for understanding reality. A naturalist theory of meaning would thus aim to bring
the phenomenon of representation within the scope of the natural sciences. However, naturalism in this general
sense is a very open-ended doctrine. There are many different branches of natural science—from physics and
paleontology to meteorology and zoology—each with its own methods and ontologies. Without some further
specification of what counts as a ‘natural science’, itis unclear that ‘naturalism’ imposes any genuine requirements
at all. In particular, itis unclear why our everyday pre-theoretical understanding of representation should not
already qualify as naturalistic, without the help of any further theoretical analysis.

Contemporary naturalism normally also endorses some version of physicalism. But it is not clear that even this
further commitment imposes any substantial methodological constraints on theories of representation.
Contemporary physicalism only requires that non-physical properties must ‘supervene’ on physical properties (in
the sense that any non-physical differences between things must derive from physical differences) not that they be
type-identical with physical properties (Fodor, 1974). Again, this leaves it unclear why our everyday pre-theoretical
understanding of representation should be in need of help from further ‘naturalistic’ theorizing. After all, our
everyday pre-theoretical understanding of representation already seems in perfectly good accord with the
requirement that representational facts should supervene on physical ones.

Still, even if ‘naturalism’ as such does not impose any strong reductive demands, it is not difficult to motivate
theories which aim to account for representation in terms of such basic scientific categories as causation, spatio-
temporal correlation, functional isomorphism, or biological function. Representational facts appear radically unlike
facts found in other branches of science. A pattern of marks on paper, or a state in some psychological system,
somehow reaches out and lays claim to some possibly distant state of affairs. How is the trick done? And how do
these representational relations interact with other features of the natural world? If some theory can answer these
questions by reducing representational relations to other familiar categories, then that would clearly constitute an
achievement, whether or not such a theory is mandated by the methodological requirements of ‘naturalism’.

From this perspective, the proof of the naturalistic approach to meaning will be in the eating. Naturalists will seek
some a posteriori reduction of representation to other scientifically familiar categories, and aim thereby to show
how representational relations play a role in the scientifically described world. If this project succeeds, then that will
be its own vindication. Of course, it remains open that no such reduction is possible. In that event, thinkers of
strongly naturalist inclinations may wish to argue that representational relations should be eliminated from our world
view, on the grounds that nothing in reality answers to our everyday conception of representation.2 Others,
however, will maintain that our everyday conception of representation is acceptable in its own right, even if no
reduction to other scientific categories is possible. Fortunately, we can leave this issue open here. Our main
business is with the prior question of whether any of the naturalistic theories so far proposed does constitute a
plausible scientific reduction of representation.

8.1 Inferential Role Semantics

One family of naturalist theories of meaning take the representational content of mental states to be constituted by
their inferential role. (Harman, 1982, 1987; Block, 1986. See also Cummins, 1991; Peacocke, 1992, for related
approaches see also Conceptual Role Semantics.)

Take the concept dog. This bears inferential relations to various other concepts, including animal, mammal, and
pet. Inferential role semantics takes the total set of such inferential relations to fix the content of dog. This can be
seen as involving two elements: first, the cognitive role (the connotation, the sense) of dog is identified with this set
of inferential relations; given this, the referential value (the extension, the denotation) of dog is equated with that
entity, if any, whose real-world relations to the referents of animal, pet and so on are isomorphic to the inferential
relations dog bears to these other concepts.

An initial problem for any theory of this kind is to avoid conceptual holism and consequent problems for the public
communicability of concepts (Fodor and Lepore, 1992). Different subjects are unlikely ever to embed a conceptin
exactly the same set of inferential relations—given my particular views about dogs, | will no doubt infer some
different things from applications of the concept dog than you will. If the cognitive identity of any concept depends
on the totality of inferential relations it enters into, then it would seem to follow that different individuals will rarely
share the same concept. But this seems inconsistent with the existence of public languages, and in particular with
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the fact that a word like ‘dog’ expresses the same concept in the mouths of different individuals.

The obvious response to this problem s to say that not all inferential liaisons contribute to the cognitive identity of
concepts. This would then allow different individuals to display idiosyncratic inferential dispositions without this
automatically rendering their concepts incommensurable. The trouble with this suggestion, however, is that there
seems no principled way of distinguishing those ‘analytic’ inferential liaisons that contribute to the identity of
concepts from the ‘synthetic’ ones that do not (Quine, 1951). Moreover, even if there were some way of making
this distinction, the original problemis likely to remain, for there is no obvious reason why individuals should
coincide even in those analytic inferential liaisons that do fix the cognitive identity of concepts.

Another major problem facing inferential role theories is the apparent circularity of the way they explain reference.
The idea is that the referent of dog is that entity which is appropriately related to the referents of animal, pet and
so on. But what determines the referents of the latter concepts? If their referents are explained in the same way, as
depending on the inferential relations that these concepts bear to yet other concepts, then there would seem
nothing to tie down the overall structure of inferentially related concepts to the real world. At best that structure
could be seen as representing any set of entities that bear relations that are isomorphic to the inferential relations
between the concepts. But then it seems that dog, animal, pet and so on will come out as representing many
different things—structures of atoms, stars, or whatever—as well as the kinds they actually represent. For surely
there are many structures of atoms, stars, and other things that are related in ways that are isomorphic to the
inferential relations between dog, animal, pet and so on.3

In the face of this problem, the natural move is to allow that some concepts have their reference fixed by
something other than their inferential role. But this move will then require some explanation of representation that
goes beyond purely inferential role semantics. It remains possible that inferential role semantics alone can explain
the content of some concepts, once the contents of others have been explained in some different way. However, |
shall not pursue this possibility here, since it leaves inferential role semantics with only a derivative partin
explaining reference, and moreover still facing the problem of conceptual holism.

8.2 Causal Theories

Another family of naturalist theories of meaning aims to explain the representational content of mental states in
terms of the conditions that cause those states, and which those states therefore indicate (Stampe, 1977; Dretske,
1981, 1988; Fodor 1990). At its simplest, such a theory might start by equating the content of any belief-like mental
state B with that condition C which is causally responsible for all tokens of B.

This simple theory is clearly too crude, however, since it lacks the resources to explain misrepresentation.
Misrepresentation by a belief-like state occurs when the state is tokened, but its truth condition does not obtain.
However, if the state's truth condition is simply the range of circumstances that cause the state to be tokened, then
it is unclear how the state can be tokened and yet its truth condition not obtain.

To make the problem clear, take a state that intuitively represents the presence of a snake. Such a state will often
be caused, not by real snakes, but also by glimpses of slithery animals, toy snakes, and so on. The problem for the
simple causal theory is that it has no obvious way of excluding these misleading extra causes from this state's truth
condition. So the causal theory seems to end up implying, absurdly, that all tokenings of this belief-like state are
true.

Fred Dretske (1981) develops a version of indicator semantics that is designed to account for misrepresentation.
He argues that the truth condition of a belief-like state B should be identified specifically with the causes of tokens
of B that occur during ‘the learning period’, that is, during the period when the disposition to produce tokens of B is
reinforced by experience. This then leaves room for tokens of B produced outside the learning period to
misrepresent, since they might or might not be due to the same causes that operated during the learning period.

While Dretske's theory does leave room for misrepresentation, it faces other difficulties. For one thing, it
presupposes a sharp distinction between the learning period (when misrepresentation is impossible) and
subsequent tokenings of B (which can misrepresent), even though there seems no principled basis in
psychological learning theory for such a demarcation. Another problemis that there seems no good reason why
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the causes that do operate during the learning period should automatically be included in B's truth condition: for
example, a child might learn to represent snakes by observing toy snakes or pictures of snakes, yet toy snakes
and pictures of snakes are not part of the truth condition of snake.4

Jerry Fodor (1990) defends a different version of indicator semantics. His basic idea is to discriminate fundamental
from derivative causes of B, and to equate truth conditions with the fundamental causes. By way of example, note
that the belief there's a cow can be caused by cows, but also by horses at some distance. However, the
relationship between horses and this belief is only derivative, argues Fodor, in that horses wouldn't cause this
belief if cows didn't, whereas cows would still cause this belief even if horses didn't. According to Fodor's
asymmetric dependence theory, B represents C justin case (i) C causes Bs and (ii) for any other D that causes Bs,
D wouldn't cause Bs if C didn't cause Bs, while C would still cause B even if D didn't. On this account, then, the
belief that there's a cow represents cows but not horses, because of the asymmetric way this beliefs depends on
the cows and horses respectively.

The basic worry about this theory is that it seems in danger of implicitly supposing what it is supposed to explain.
Who says that cows would still cause the mental state that actually has the content there's a cow, even if horses
didn't? After all, it is pretty inevitable that people are always going to mistake a few horses for cows. So if some
state were never caused by horses, then surely it would follow that it couldn't mean there's a cow. However, if this
is right, then Fodor's counterfactuals will fail to discriminate cows from horses as the referent of there's a cow,
since neither horses nor cows would cause this state if the other didn't. In the light of this objection, it looks as if
Fodor must implicitly be holding fixed the actual content of the mental state when he insists that cows would still
cause this state, even if horses didn't. But this would be illegitimate, in a context where the counterfactuals are
supposed to provide a metaphysical reduction of representational content.

8.3 Success Semantics

All causal indicator theories share one important feature. They focus on the conditions that give rise to belief-like
representations, aiming to equate truth-conditional content with some distinguished subset of these ‘input’
conditions. A different family of theories does things the other way around. Instead of starting with the conditions
that give rise to representations, they focus on the consequences of representations. Such ‘output-orientated’
theories include success semantics and teleosemantics. | shall discuss success semantics in this section and
teleosemantics in the following sections.

According to success-semantics, the truth condition of any belief is that circum- stance which will ensure the
satisfaction of whichever desire combines with the belief to prompt action. (Ramsey, 1927; Appiah, 1986; Whyte,
1990; Dokic and Engel, 2002.)

More intuitively, what makes it the case that you believe p is that you behave in a way that will satisfy your desires
if p. For example, you believe that there is beer in the fridge if you go to the fridge when you want a beer.

Success semantics has no difficulty accommodating misrepresentation. Because it analyses truth conditions in
terms of results, rather than causes, it carries no implication that beliefs will generally tend to be true. The content
of a belief is fixed by the behaviour it generates, not by the causes that give rise to it. As long as it makes me go to
the fridge, my state will have the content that there is beer there, even if this state is characteristically caused
when there is no beer in the fridge. Success semantics thus creates ample room for beliefs to be false, even
typically false.

One obvious problem facing success semantics is that many beliefs will only combine with desires to generate
behaviour if they are conjoined with yet further beliefs. (Consider, for example, the belief that the sun has nine
planets.) To deal with this, success semantics needs a more complicated formulation: the truth condition of any
belief is that circumstance which will ensure the satisfaction of whichever desire it combines with to prompt action,
on the assumption that any other beliefs involved in generating that action are true.

However, as it stands this is obviously inadequate as a reductive account of truth-conditional content, since the
last clause assumes the notion of truth. The most promising way for success semantics to overcome this difficulty
is to regard the connection between truth conditions and desire satisfaction as being imposed simultaneously on all
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the beliefs in a thinker's repertoire. We get the truth condition for all these beliefs by solving a set of simultaneous
equations, so to speak. The ‘equations’ are the assumptions that the truth condition of each belief guarantees
desire satisfaction, if all other relevant beliefs are true. The ‘solution’ is then a collective assignment of truth
conditions that satisfies all those equations.

There is another obvious objection to success semantics. In explaining truth conditions, it assumes the notion of
desire satisfaction. But desire satisfaction is itself a representational notion, and so cannot be taken for granted by
a reductive theory of representation.

The natural response to this difficulty is to find some independent account of desire satisfaction (Whyte, 1991.)
One possibility is to equate satisfaction conditions for desires with those circumstances that typically extinguish
the desire—my desire is a desire for beer because itis beer that makes that desire go away. An alternative is to
equate satisfaction conditions with those results that are reinforcing—that is, which make it more likely that the
behaviour prompted by the desire will be repeated next time the desire is activated.

However, itis not clear that either of these suggestions is fully satisfactory. The equation of satisfaction conditions
with extinguishing circumstances has difficulties with desires that are fuelled by their own satisfaction (salted
peanuts) or quenched by their non-satisfaction (sour grapes). Again, the explanation of satisfaction in terms of
reinforcement seems to rule out the possibility of desire content where there is no reinforcement learning, even
though this would seem a real possibility, both for primitive creatures with limited behavioural flexibility and for
humans in respect of their more abstract desires.

8.4 Teleosemantics>

One way of understanding teleosemantics is as a combination of success semantics with a teleological account of
desire satisfaction. (Cf. Papineau, 1993, ch. 3.) So conceived, teleosemantics embraces the connection between
truth conditions and desire satisfaction articulated by success semantics, and then deals with the problem of
explaining desire satisfaction by equating satisfaction conditions with the biological functions of desires. (The
notion of biological ‘function’ invoked here is in turn explained in aetiological-selectional terms: the biological
functions of desires are those results in virtue of which the desires have been favoured by past processes of
natural selection.)

This approach to teleosemantics is ‘top-down’, in that it takes a realistic attitude to human belief-desire psychology,
and then seeks a naturalistic account of representation for the human beliefs and desires it is thus committed to.
Ruth Millikan has developed a more generalized ‘bottom-up’ version of teleosemantics, aimed in the first instance
at representation in organisms far simpler than human beings (1984, 1993). Millikan starts by distinguishing
mechanisms that produce mental representations from those that consume them. The producing mechanisms are
paradigmatically the sensory processes that give rise to cognitive representations. The consumer mechanisms are
those that use these representations to direct behaviour in pursuit of some biological end. Millikan then considers
the biological functions of mental representations. Biological functions are in the first instance always a matter of
effects. So the function of a mental representation must lie in the way it contributes to the biological end of the
mechanism that consumes it. More specifically, its function will be to enable the consumer mechanism to achieve
its end by gearing behaviour to circumstances. Given this, argues Millikan, we can think of the representation's
truth condition as the circumstance that enables it to fulfil this function—that s, as the circumstance in which the
behaviour it prompts is designed to produce the consumer mechanism's end.

Millikan's version of teleosemantics coincides with the version that builds on success semantics if we equate the
consumer mechanism for a belief with the decision-making process that uses that belief to select behaviour that
will satisfy currently active desires. Given this, the association of a success condition with a belief can be viewed
as one example of the way Millikan's analysis fixes the content of any belief-like representation. At the same time,
Millikan's version of teleosemantics is far more general than the success-semantics alternative, in thatit can also
deal with representation in creatures who lack the cognitive complexity of full belief-desire psychology.

Millikan's bottom-up strategy has the obvious advantage of more general applicability, and moreover avoids the
danger that everyday belief-psychology may offer a misleading picture of actual human cognitive structure. On the
other hand, a full account of mental representation will need to cover human cognition too, and the top-down
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approach via success semantics offers one possible account of this. In the end, perhaps the two approaches are
best thought of as complementary rather than competing.

In what follows | shall ignore the differences between these versions of teleosemantics and concentrate on issues
that arise for both. The next subsection will focus on the output-orientation of teleosemantics, while the final
subsection will be concerned with teleosemantics' commitment to selectional functions.

8.4.1 Teleosemantics and Outputs

One strength of teleosemantics is that it inherits the ability of success semantics to deal with misrepresentation.
Since teleosemantics is also output-based, it coincides with success semantics in imposing no requirements on
how representations are caused, nor on the reliability of the mechanisms which produce them. A representation
can have the content that p, in the sense that resulting behaviour will be successful if p, even if its producing
mechanisms are highly prone to give rise to the representation when not-p.

Moreover, now that we are thinking of representation from a specifically biological perspective, this divergence
between truth-conditional content and typical causes is no longer merely an abstract possibility. Consider a small
mammal which can form a representation which will lead it to behave in a way appropriate to an eagle being
overhead. According to teleosemantics, this representation will have the content ‘eagle overhead’, since its
purpose is to prompt behaviour which will be advantageous specifically in that circumstance. However, given the
relative biological costs of false positives and negatives in this context, we can expect that the mechanisms which
produce this representation will err generously on the side of caution, and frequently trigger the representation in
circumstances where no eagle is in fact overhead.

Not everybody regards this input-independence as an obvious virtue in teleosemantics. If the small mammal's
representation is triggered by any moving shadow, say, would it not be better to interpret its content as ‘moving
shadow’ rather than ‘eagle overhead’?

This reaction is bolstered by the following well-known thought-experiment due to Paul Pietroski (1992). The kimu are
simple creatures, with very limited sensory abilities, whose only enemies are the snorf, who hunt them every day at
dawn. A mutation endows one of the kimu with a disposition to sense and approach red things. This disposition is a
biological advantage to its possessors, since it leads them to climb a nearby hill every dawn, the better to observe
the red sunrise, and means that they thereby avoid the marauding snorf, who do not climb hills. As a result, the
disposition spreads through the kimu population.

Now, consider the state a kimu gets into when it is stimulated by something red. It seems natural to credit this state
with the content red. But an output-based teleosemantics argues differently. Nothing good happens to the kimu just
because they approach something red. Most of their red-approaching behaviour is just a waste of time. It is only
when this behaviour takes them away from the dangerous snorf that it yields any biological advantage. So an
output-based teleosemantics will deem the state in question to represent snorf-free, or predator-free, or some
such. This strikes many as strongly counter-intuitive. After all, by hypothesis the kimu's senses are tracking the
presence or absence or redness, not the presence or absence of snorfs.

Still, advocates of teleosemantics can respond that these intuitions depend on reading more into Pietroski's
scenario than is justified by his description. Pietroski says that the kimu evolve some state that is triggered by
redness and which has the advantage of keeping them away from the snorf. Given this specification, it is natural to
think of the kimu as having some general-purpose visual system which gathers items of visual information which
informs an open-ended range of behavioural projects directed at different possible ends (such as avoiding blood,
or finding post-boxes, or indeed wanting to see red things). However, this extra structure in fact takes us
significantly beyond what Pietroski's description actually requires, and itis open to teleosemanticists to argue that
their theory is quite able to explain why an organism with all this extra structure would be representing redness
rather than snorf-freeness: if the organism's visual states inform a range of different behaviours directed at
different ends, then the content of any such state needs to be fixed as some condition that assists in the
achievement of all those ends, and this may well come out as redness. On the other hand, if we do stick to a
minimal understanding of the snorf, as having only a special-purpose visual sensitivity that brings no advantage
except snorf-avoidance, then it's not so clear that there is anything wrong with the output-based reading of their
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states as representing snorf-freeness: after all, if these states never do anything except trigger simple avoidance
behaviour, it seems natural enough to read them as representing the danger they are designed to avoid.

It might seem unclear why teleosemantics is forced to focus exclusively on output conditions and ignore input
conditions in explaining content. What would be wrong with a hybrid input-output theory which starts with the
relationship between input conditions (red surfaces) and representations (the kimu state), and then says that such
a correlation constitutes representation if it has the function of guiding behaviour in pursuit of biological ends?
Something like this approach has been explored by a number of writers (Neander, 1995; Dretske, 1988; Millikan,
2004). However, it is not clear that this leads to a substantial alternative to a purely output-based teleosemantics.
Remember that many different input circumstances will be correlated to a greater or lesser degree with any given
representation-type—including all those causes that systematically give rise to misrepresentations. So, even if we
start with input conditions, we still face the task of explaining what picks out the representation's genuine content
from all the other potentially informational input-representation correlations. And then we will be back where we
started, if the only answer is that content corresponds to that correlation which is a matter of biological design. For
the biological function of representation is to guide behaviour in pursuit of biological ends, and so an appeal to
biological design can do no other than pick out as content that circumstance required for the organism's behaviour
to yield biological success (which for the kimu will once more be snorf-freeness rather than redness).6

8.4.2 Teleosemantics and Selection

According to teleosemantics, representational content depends on biological design, and biological design requires
a history of natural selection. This prompts an obvious query. What about creatures who have no such history?
Will they not be able to represent?

This worry is normally pressed with the help of the ‘swampman’ thought experiment (Davidson, 1987). Suppose
that lighting strikes a steamy marsh deep in the tropical jungle, and that by miraculous coincidence a perfect
molecule-for-molecule replica of a human being assembles itself out of the organic materials available in the
swamp. By hypothesis, this ‘swampman’ will lack any history of natural selection, and so, according to
teleosemantics, will not be possessed of any representational powers. Yet intuitively it seems that swampman will
be perfectly capable of at least some forms of mental representation. After all, it will be physically just like a normal
human, so will be equally capable of visually registering its surroundings and making appropriate behavioural
responses. So it looks as if teleosemantics has gone wrong somewhere, if it denies that swampman has any
representational capacities.

The standard teleosemantic response to this difficulty is to bite the bullet and maintain that swampmen will indeed
be incapable of representation. Maybe everyday intuition says that swampmen can represent. But a good
theoretical account should be allowed to overturn a few everyday intuitions. Just as our modern concept of fish
excludes whales, despite any naive intuitions to the contrary, so should a developed concept of representation be
allowed to exclude swampmen. According to this line of thought, then, we should replace our naive concept of
representation by the theoretically more powerful selection-based notion, even at the cost of overturning intuitions
about swampmen. (Cf. Millikan, 1996; Neander, 1996; Papineau, 1996.)

However, there is room for an alternative and more irenic defence of teleosemantics against swampman worries.
The alternative strategy is to leave the concept of representation as itis, and focus instead on the status of
teleosemantics as an a posteriori reduction of representational facts—that is, as a scientific theory that reveals the
selectional nature of representation, just as chemistry reveals the nature of water to be H,0. From this perspective,
it is no argument against teleosemantics that representationally competent swampmen are consistent with our
everyday concept of representation; you may as well oppose modern chemistry on the grounds that XYZ-
composed water is consistent with our everyday concept of water. The fact that swampmen with representations
can be imagined does nothing to undermine the central teleosemantic claim that in the actual world
representational facts consist of selectional facts. Of course, if there were plenty of actual swampmen, then things
would be different, for they would then provide concrete evidence that teleosemantics is false. But as long as
swampmen remain merely imaginary, they are no more relevant to teleosemantics than imaginary molecular make-
ups are relevant to chemistry (Papineau, 2001).

Let me conclude this discussion of teleosemantics by addressing one further worry about the appeal to selection.
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Teleosemantics takes all representation to depend on histories of natural selection. The most familiar kind of such
natural selection is the intergenerational selection of genes. However, it is surely unlikely that all representation
can be explained in terms of such genetic selection. After all, most human beliefs and desires are products of
ontogeny rather than phylogeny. No genes have been selected specifically to foster those specific beliefs or
desires.

Fortunately for the teleosemantic project, the ascription of a selectional function to some trait does not always
require that specific genes have been selected because they give rise to those traits. There are ways in which
biological items can have aetiological-selectional functions even though they have no specific genetic basis. In
particular, there are two theoretical possibilities that often go unnoticed in this context. The first, emphasized by
Millikan, appeals to a many-layered account of functions. The second appeals to non-genetic selection. Together
these greatly expand the range of items that possess aetiological-selectional functions.

Multi-layered functions first. Millikan notes that one kind of function is a relational function, which is a function to do
something only when bearing a certain relation to something else. The chameleon's skin-colour mechanism has the
relational function of making the chameleon's skin-colour match that of its environment, whatever that colour may
be. Given a specific colour to adapt to, this mechanism then generates traits with derived functions. When the
chameleon is sitting on a brown plant, its skin colour has the derived function of matching it to the brown
environment. Note that this brown skin may have never been produced before, but even so will have a derived
function, in virtue of the fact that the skin-colour mechanism has been selected to produce whatever colour will
match the background.

This analysis in terms of multi-layered functions can be applied to novel representations within a compositional
syntactical system. Consider the famous dance of the bees, which acts as a signal to other bees, ‘telling’ them
where to go to find nectar. A particular dance will be adapted to the current location of the nectar, and so will have
a derived function. Again, the dance that indicates this specific direction may never have occurred before. Rather,
it owes its functionality to the function of a system that has yielded a reproductive advantage in the past.
Analogously, we can expect that many features of human cognition can be viewed as having biological functions,
not because they themselves have been selected for, but because they are products of a system that has been so
selected.

The other possibility to which teleosemanticists can appeal is non-genetic selection. There are two possibilities
worth mentioning in this context. One is selection-based learning. This doesn'tinvolve the differential reproduction
of organisms over generations, but the differential reproduction of cognitive or behavioural items themselves
during the development of a given individual. Such ontogenetic selection takes place, for example, when
behaviour is moulded by experience during learning. In such cases we can think of the items selected as having
the function of producing those effects in virtue of which they were favoured by the learning mechanism.

A second kind of non-genetic selection is non-genetic intergenerational selection. Many traits are passed from
parents to children by channels other than the sexual transmission of genetic material: these traits will include the
possession of parasites, the products of imprinting mechanisms, and the many cognitive and behavioural traits
acquired from parents via social learning. A number of biological theorists are currently interested in the way in
which such non-genetically inherited traits can be naturally selected through the normal Darwinian process of
differential reproduction of organisms (Jablonka and Lamb, 1999; Mameli, 2004). Non-genetically inherited traits
that become prevalentin this way will have functions, namely, the effects which favoured their possessors. It
seems highly possible, though this is an area that has yet to be properly explored, that functions of this kind could
do much to explain the contents of sophisticated mental representations. After all, it seems a natural enough
thought that certain non-genetically inherited ways of thinking are an advantage to their possessors because they
make them sensitive to certain features of the environment. On the other hand, it remains an open question how
many features of human thought are in fact due to differential reproduction of offspring resulting from such
advantages.

It should be said that there is as yet little detailed work showing how teleosemantics might analyse sophisticated
human modes of cognition by appealing to functions other than those deriving directly from the selection of genes.
True, Millikan (1984) has indicated how her notion of an adapted proper function can be used to account for the
representational contents of elements in complex representational systems. And Dretske (1988) has focused on
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selection in learning as one means by which to explain how cognitive states can be teleosemantically targeted on
specific contents. Still, much remains to be done in applying teleosemantics to specifically human modes of
cognition.

Perhaps this is inevitable. Detailed analyses of representational powers in terms of aetiological functions must rest
on an adequate empirical knowledge of the cognitive mechanisms involved. There is no question of identifying the
functions of cognitive items if we don't know what kinds of mechanisms process these items and how those
mechanisms develop in individuals. From this perspective, the teleosemantic projectis not so much a theory of
content for sophisticated human representation, but a methodology which promises to explain content piecemeal,
in the wake of empirical discoveries about human cognitive architecture.
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Notes:

(1) The view that mental representation is more basic than public language allows that creatures without any public
language might nevertheless have mental representations. But at the same time it leaves open the possibility that
many human mental representations may be developmentally or even constitutively dependent on surrounding
linguistic practices.

(2) This eliminativist position is defended in Churchland, 1989. An alternative to outright eliminativism about
representation is offered by ‘minimalist’ or ‘disquotationalist’ views which hold that the truth predicate does not
refer to any substantial property, but is rather a device for endorsing claims without asserting them (cf. Horwich,
1990).

(3) Cummins (1992) is prepared to embrace such a referentially promiscuous notion of representation, at least for
the purposes of cognitive science.

(4) Dretske (1988) adds a teleological component to his causal theory of representation, but difficulties relating to
the learning period remain.

(5) I would like to thank Graham MacDonald for helping to develop these comments on teleosemantics.

(6) Teleosemantics is often charged with an inability to ascribe determinate contents to cognitive states using only
considerations of biological design (cf. Fodor, 1990). An initial response to this charge is that only those input-
representation correlations that are used in pursuit of biological ends qualify as representational. The adequacy of
this response depends in large part on how far the relevant notion of biological end can be rendered unequivocal.
(Neander, 1995; Papineau, 1988, 2003.)
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This article says something about previous work related to truth and meaning, goes on to discuss Davidson (1967)
and related papers of his, and then discusses some issues arising. It begins with the work of Gottlob Frege. Much
work in the twentieth century developed Frege's ideas. A great deal of that work continued with the assumption that
semantics is fundamentally concerned with the assignments of entities (objects, sets, functions, and truth-values)
to expressions. So, for example, those who tried to develop a formal account of sense did so by treating senses as
functions of various kinds; the sense of a predicate, for example, was often seen as a function from possible
worlds to extensions.
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THIS chapter is not the first work to go by the name “Truth and Meaning”. It is preceded by a homonymously titled
paper published by Donald Davidson in 1967, a seminal paper on the topic of truth-theoretic semantics for natural
languages. It seems appropriate that “Truth and Meaning” (Davidson, 1967) should loom large in this article. | will
say something about previous work in the area, go on to discuss Davidson (1967) and related papers of his and
then discuss some issues arising. | begin with the work of Gottlob Frege.

9.1 Semantics 1879-1965

9.1.1 Gottlob Frege

Truth has nearly always been seen as the core notion in the study of meaning and representation. Gottlob Frege
produced the most influential work in the area (Frege, 1987).1,2 Frege's chief interest was in the construction of the
Begriffsschrift, an artificial formal language for use in mathematics and science.3 The key feature of the
Begriffsschrift was its logical perfection. Entailment relations among sentences of the Begriffsschrift had to be
capable of being made completely explicit. It was a language in which one could construct logical proofs. And logic
is all about truth, as Frege himself made clear: “The word ‘true’ indicates the aim of logic as does ‘beautiful’ that of
aesthetics or ‘good’ that of ethics” (Frege, 1956, p. 289).

Fregean semantics is based upon the specification of relations between expressions and entities. At the level of
extension, singular terms refer to objects; predicates, connectives and quantifiers refer to functions of various
types; and sentences refer to truth-values. Frege insists that in the Begriffsschrift every significant expression must
have a referent. Expressions that do not, as it were, really have a referent, such as “the greatest prime number”,
had to be assigned a referent arbitrarily.4 And Frege thought of senses as entities as well: for an expression to be
meaningful was for it to relate to a special kind of meaning-entity, a sense.

It is not entirely clear what Frege thought about the prospects of providing formal semantics for natural languages.
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He certainly thought that natural languages were imperfect representational systems, considered from a logical
point of view. Natural languages have expressions with no real referent. And natural languages have further
problems not shared by the Begriffsschrift. It was important for Frege that logically well-behaved predicates be
completely defined: each one must be either true or false of each object. Predicates of natural languages often fail
to meet this requirement. Vague predicates, like “is bald” are neither true nor false of borderline instances.> And
Frege thought that some predicates are “incompletely defined” in the sense they only apply to objects of certain
categories; so, for example, the number three is neither in nor out of the extension of “woman”.6

However, Frege certainly presents the appearance of someone who thinks that natural languages do have some
kind of formal semantics, particularly in his later work. In Frege (1952) and (1956) he sketches semantic accounts
of various natural-language constructions, including different types of opaque contexts, subordinate clauses,
counterfactuals and indexicals. A somewhat neglected but fascinating paper (Frege, 1977) is revealing both in
respect of his motivation for thinking of natural languages as subject to formal treatment and in respect of his ideas
about the methodology for carrying it out. The article merits some detailed discussion. It begins thus (p. 56):

Itis astonishing what language can do. With a few syllables it can express an incalculable number of
thoughts, so that even a thought grasped by a terrestrial being for the very first time can be putinto a form
of words which will be understood by someone to whom the thought is entirely new. This would be
impossible, were we not able to distinguish parts in the thought corresponding to the parts of a sentence,
so that the structure of the sentence serves as an image of the structure of the thought. ... If, then, we look
upon thoughts as composed of simple parts, and take these in turn, to correspond to the simple parts of
sentences, we can understand how a few parts of sentences can go to make up a great multitude of
sentences, to which, in turn, there correspond a great multitude of thoughts.”

He then goes on to discuss the nature of specific compound thoughts, introducing and talking about various truth-
functional compounds. He also devotes some time to the issue of how these compound thoughts are expressed in
language, and many of his examples are drawn from natural language. Among the compound thoughts he
discusses are “hypothetical compounds”. A hypothetical compound is true if and only if either the antecedent is
false or the consequentis true. A hypothetical compound thought is thus a material implication, which we now
sometimes write “—". Frege says that a hypothetical compound can be expressed by sentences of the form “If B,
then A”. He immediately anticipates the objection that “this does not square with linguistic usage” and goes on to
offer a complex response, which develops in a fascinating manner (p. 69):

It must once again be emphasised that science has to be allowed its own terminology, that it cannot always
bow to ordinary language. Just here | see the greatest difficulty for philosophy: the instrument it finds
available for its work, namely ordinary language, is little suited to the purpose, for its formation was
governed by requirements wholly different from those of philosophy. So also logic is first of all obliged to
fashion a usable instrument from those already to hand. And for this purpose it initially finds but little in the
way of usable instruments available.

The instrument we need for philosophy is a logically perfect language. This language would contain suitable means
for expressing complex thoughts, including, for example, hypothetical compounds. Logic looks to ordinary
language for its instruments and initially finds but little of use. Notice that he says “initially”. He does not say that
“after a thorough search” of ordinary language, we find but little of use. He then immediately proceeds with the
search via a defence of his interpretation of “If B, then A”. He discusses the example “If | own a cock which has
laid eggs today, then Cologne Cathedral will collapse tomorrow morning” (p. 70), which he says is true (presumably
because the antecedent is false). He anticipates the objection that it is not true, because there is no connection
between antecedent and consequent. He says his accountis not designed to “square with ordinary linguistic
usage, which is generally too vague and ambiguous for the purposes of logic” and immediately goes on:

Questions of all kinds arise at this point, e.g. the relation of cause and effect, the intention of a speaker
who utters a sentence of the form “If B, then A”, the grounds on which he holds its content to be true. The
speaker may perhaps give hints in regard to such questions arising among his hearers. These hints are
amongst the adjuncts which often surround the thoughtin ordinary language. My task here is to remove
the adjuncts and thereby to pick out, as the logical kernel, a compound of two thoughts which | have called
a hypothetical compound thought.
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Here is how | understand that. If someone utters “If B, then A”, then, when we consider what is going on with
respect to ordinary usage, we have to take into account various things. For example we need to consider what
thoughts the speaker wants to get across to his audience. Does he, for instance, mean to convey thatthere is a
relation of cause and effect between A and B? The speaker might give hints in respect of these issues. Frege might
have in mind such things as that the speaker may take advantage of the conversational context in order to convey
the desired message. So the context might, for example, make it clear that the speaker does think that there is
causal relation between A and B and wants his audience to know that he thinks this. But that thought, the one about
a causal connection, is an adjunct to ‘the’ thought. | take ‘the’ thought to be the thought literally expressed by the
words uttered.8 That thought is the logical kernel of what is conveyed in the use of ordinary language. The logical
kernel of the ordinary language use of “If B, then A” is thus the hypothetical compound.

So the view is something like the following. Ordinary language is unsuitable for logic because its formation suited it
for other things. For example, itis a flexible and efficient instrument for conveying thoughts in conversational
contexts. It can rely on such contexts in a way that logic cannot. So initially when we look to ordinary language, we
don'tfind instruments useful for logic. But, when we look harder, we do find them. We notice, first, that natural
language is productive: that we can use old words in new combinations to convey thoughts, even previously
unexpressed or unthought thoughts. We infer that natural language must have a compositional semantics, that the
meaning of complex expressions must be determined by the meanings of the component expressions and the way
they are put together. So we must look for the compositional structure of language, which is not obvious at casual
inspection. The way to find it is to strip away the adjuncts accompanying linguistic usage and reveal how
combinations of words strictly and literally express thoughts. For example, sentences of the form “If B, then A"
appear not to allow for compositional semantics, since they seem not to be truth-functional: the semantic value of a
sentence of the form “If B, then A” appears not to depend on the semantic values of its component parts and their
mode of combination. But after careful investigation, we find that actually it is truth-functional after all.®

It seems then, that Frege thought that natural languages, logically imperfect as they are, are formal at least in parts
—and presumably very significant parts, since itis the formal parts of language that allow us to express an
incalculable number of thoughts.

Much work in the twentieth century developed Frege's ideas. A great deal of that work continued with the
assumption that semantics is fundamentally concerned with the assignments of entities (objects, sets, functions
and truth-values) to expressions. So, for example, those who tried to develop a formal account of sense did so by
treating senses as functions of various kinds; the sense of a predicate, for example, was often seen as a function
from possible worlds to extensions (e.g. Carnap, 1947).

9.1.2 Alfred Tarski

A notable exception was Alfred Tarski, who described himself as “being a mathematician (as well as a logician, and
perhaps a philosopher of a sort)” (Tarski, 1944, p. 369). Tarski's semantics came in the form of truth definitions (or
“T-theories”). A truth definition for a particular language, L, is the definition of a predicate, say “is T”, thatis true of
all and only the true sentences of L.10 Tarski was concerned to develop truth definitions that are “materially
adequate” and “formally correct”. The former requirement means that “is T” must apply to all and only the true
sentences of the language, the latter means that the definition must be consistent. Tarski's famous “Convention T”
is a sufficient condition for material adequacy (Tarski, 1956 p. 188). To a reasonable approximation, Convention T
says that a truth definition will be materially adequate if it entails all instances of the famous (T) schema:

(T) “s" is true iff p

where “s” would be replaced by an object-language sentence and “p” by a translation of that sentence in the
meta-language.

As Davidson observes (1984, p. xiv), Tarski deploys the notion of meaning, in the guise of translation, in his
analysis of truth. The requirement that p translates s is part of what ensures the material adequacy of the truth
definition. The way it works is as follows. Suppose thats is true. Since p is a translation of s, it must have the same
truth-value as s, and so it must be true too. (Assume that there are no indexicals in s.) Since (T) is true, [“s” is T]
and p must have the same truth-value. So [“s” is T] is also true. So T applies to s. Conversely, if s is false, then p is
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false. If p is false [“s” is T] is false and so T does not apply to s. So T applies to all and only the true sentences of L.

Tarski (Tarski 1932) provided materially adequate and formally correct truth definitions for specific artificially
constructed, formal languages. In so doing, Tarski produced the first proper formal semantic theory for a whole
language.

Tarski defined truth in terms of satisfaction. Satisfaction is a relation that holds between expressions and objects or
sequences of objects. Roughly speaking, itis the converse of the relation of being true of. For example, an object
satisfies the predicate “is white” iff the predicate “is white” is true of the object.1l Tarskian semantics provides an
alternative to the Fregean model whereby every expression has to relate to some entity. Instead of saying that “is
white” extends over the set of white things, or that it refers to a function that maps all and only white objects onto
The True or whatever, we say (Tarski, 1956, p. 190):

(W) For every a, we have a satisfies the sentential function “x is white” if and only if a is white

Compare Davidson's discussion of the expression “the father of” (1984, p. 18). Davidson considers the proposal
that the expression refers to a function that maps people onto their fathers. He points out that the postulated object
of reference is not doing any explanatory work. What we need to know is how the expression “the father of”
contributes to the semantics of complex expressions in which it features.12 This can be stated as follows: a
complex term consisting of “the father of” prefixed to a term, t, refers to the father of the person to whom t refers.
“It is obvious,” Davidson remarks “that no entity corresponding to ‘the father of’ is, or needs to be, mentioned in
stating this theory.”13

To give the flavour of a T-theory, | provide a small, semi-formalized sample theory, T*, for a baby language
fragment, L* below.14

L* Syntax
Singular terms
a

b
Predicates
G

H

Functor

F
Connective
&

Using ‘t, ‘s’ and (with subscripts where necessary) as typed variables ranging over object-language expressions
of the categories term and sentence, respectively, and ‘' for concatenation, we can express rules for forming
complex expressions as follows:15

(t(t="a" ort="b" or ()t = “F""tr))

(s) (A)((s =“G"~tors =“H""™t) or (Is1)((Tsz)(s =s17""“&" "s32))

(al) (x)(x satisfies “a” iff x = Donald Davidson)
(a2) (x)(x satisfies “b" iff x = Alfred Tarski)
(a3) (x)(x satisfies “G” iff x is a mathematician)
(ad) (x)(x satisfies “H" iff x is a philosopher)

Composition axioms

(a5) (L) (R)(NO(x)(if g = f~t then (x satisfies t3 iff (Jy)(y satisfies t, and x is the father of y)))
(a6) (s)(p)(b)(if s = p~tthen (s is true iff (Ix)(x satisfies t and x satisfies p)))
(a7) (s1)(s2)(s3)(if s1 = s c”™s3, then (s1 is true iff s is true and s3 is true))
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Notice that the L has infinitely many sentences, since the syntactic rules for complex singular terms and sentences
are recursive. So we can have “fa”, “ffa”, “Ha&Gb”, “Ha&Gb&Ha"” and so on. This infinite collection of sentences
may be very boring. But for all that, T* interprets them all. Here is an edited down derivation of a T-theorem, for
“HFa"”.

(i) “Hfa” is true iff (3x)(x satisfies “fa” and x satisfies “H") (a6)

(ii) “Hfa"” is true iff (Ix)(x satisfies “fa” and x is a philosopher) (a4)

(iii) “Hfa" is true iff (Ix)(Jy)(y satisfies “a” and x is the father of y and x is a philosopher) (a5)

(iv) “Hfa” is true iff (3x)(Ay)(y = Donald Davidson and x is the father of y and x is a philosopher) (al)
(v) “Hfa” is true iff the father of Donald Davidson is a philosopher (iv)

There is one important matter in respect of which T might be held to go against Tarski's grain. For it may be that
the truth definition Tarski provides for LC should be considered as model-theoretic, in which case it would differ
significantly from T*. The question warrants a digression.

Model theory is a branch of logic that defines notions of validity, consistency etc., in terms of interpretations
relative to models. A sentence has a model if there is a possible assignment of objects, relations etc. to its non-
logical vocabulary under which it comes out true. With this notion one can define, for example, logical
consequence: “A sentence X follows logically from the sentences of the class K if and only if every model of the
class Kis also a model of the sentence X” (Tarski, 1956, p. 417). Tarski argued that model theory provides the best
formal account of the intuitive notion of logical consequence. He was also the first theorist to give a rigorous formal
treatment of a model theory and explore its general properties.

Now Tarski's definition of truth for LC is completed on p. 195 of Tarski (1956) and neither it nor any of the preceding
discussion makes any mention of truth or interpretation relative to a model. Rather, with the exception of variables,
every expression of the language has a fixed interpretation and every sentence is true or false, period, not true or
false relative to model. However Tarski quickly goes on to introduce the notion of truth relative to a model
(“domain”): “In the investigations ... in the methodology of the deductive sciences ... another concept of relative
character plays a much greater part than the absolute concept of truth and includes it as a special case. This is
the concept of correct or true sentence in an individual domain a” (Tarski's emphasis). He then goes on explicitly
to develop a model theory for LC in which both truth and satisfaction are relativized to models.

According to one interpretation, Tarski would have regarded the preceding definition of absolute truth as really
elliptical for a definition of model-relative truth. For, in LC the only non-logical terms are class-theoretic. Evidently,
models in which these terms don't have their normal interpretations are of no interest. Therefore a definition of
absolute truth and a definition of truth relative to a canonical set of models in which the terms have their normal
interpretations, come to the same thing. So there would have been no need for Tarski to make explicit the extra
parameter in his descriptions of satisfaction and truth.

| tend to the view, however, that that interpretation gets Tarski backwards. Tarski's primary notion of truth was that
of absolute truth. Thatis why he added this footnote to the initial discussion of relative truth (Tarski, 1956, p. 199) :

The discussion of these relativised notions is not essential for the understanding of the main theme of this
work and may be omitted by those readers who are not interested in special studies in the domain of the
methodology of the deductive sciences.

Moreover, in his one philosophical paper on truth, Tarski (1944), he discussed his conception of truth at length
without saying anything to the effect that really he thinks of it as a relation between sentences and models, with the
real world, the world where snow is white, being just one model among others. In fact, he mentions models just
once, towards the end of the paper, in saying that his semantic methods are useful in the construction of the
important meta-mathematical notion of a model. So it appears that he regarded the business of providing a
definition of absolute truth for a language as distinct from the business of giving an account of the logic of that
language. Only the second enterprise requires the notion of truth in a model.16

Tarski provided examples for natural language, like (W) above and his famous (S), below, merely as an informal aid
to understanding the formal semantics.

(S) “Snow is white” is true iff snow is white.
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But he had grave doubts that materially adequate, formally correct truth definitions could be given for natural
languages. In the course of discussing liar sentences (‘This sentence is false’ and the like), in natural languages he
says the following (Martinich 54):

Our everyday language is certainly not one with an exactly specified structure. We do not know precisely
which expressions are sentences, and we know even to a smaller degree which sentences are to be taken
as assertible. Thus the problem of consistency has no exact meaning with respect to this language.

9.1.3 Segue

Prior to the late 1960s, many theorists shared Tarski's scepticism about the prospects of fruitfully applying the
apparatus of formal semantics to natural languages.1? This is not surprising since natural languages—paradoxes or
no—Ilook distinctly casual. Typically, a formal semantic theory specifies semantic properties of atomic expressions
of a language, and it contains the means to show how the semantic properties of complex expressions derive from
those of their component parts and syntactic structure. Formal semantic theories only apply to languages that
have the right kind of syntactic structure: itis best if each complex expression has a unique logical form of a type
that allows the theory to get a grip, permitting it to compute the semantic properties of the complex from those of
the components and that logical form. The phonological and orthographic perceptible forms of natural language
are not logical forms and do not correspond to them one-one. The orthographic form (0) provides a familiar
illustration:

(0) Everyone loves someone

The visible form of (0) can associate with either of two logical forms, one for each of the two possible
interpretations. Further, (0) doesn't appear to have the right kind of structure for semantics: semantics likes
constituent structure, and we can't see whether e.g. “Everyone loves” is a constituent of (0). And further still,
semantics typically needs expressions to be categorized, as they are in L*, and the components of (0) don't wear
their categories on their sleeves.

9.1.4W. V. Quine

Davidson's tutor, W. V. Quine was famously sceptical about the prospects of any kind of serious semantics for
natural languages. His thesis of the ‘indeterminacy of translation’ was that there is no fact of the matter about when
two expressions have the same meaning (e.g. Quine, 1960, 1970b).18 One of the conclusions he drew from this
was that there are no such things as meanings, or Fregean senses. Many of his arguments for the indeterminacy of
translation involve reflections on the radical interpreter, this being an imaginary field linguist confronted with a
previously unknown language, ‘Jungle’, who takes on the task of translating it into his own, using only evidence
fromJungle speakers' behaviour. According to Quine, semantic facts about Jungle are exhausted by facts that
would be available to the radical interpreter.

A facet of Quine's methodology that | expect was important for Davidson was the shift of focus of the theory of
sense away from the endeavour to say what kinds of things senses are and towards the idea of trying to interpret
an object-language sentence by looking for a synonymous sentence of the home language. Applying the
methodology led Quine to the conclusion that there are no such things as senses anyway, so any endeavour to
say what kind of objects they are would obviously be doomed to failure. Since there are no synonymous
sentences, the endeavour to do semantics by finding synonyms also cannot succeed as stated. But what remains
a possibility is that one might find a range of candidate translations that are as good as each other, better than any
other candidates, and good enough for their purpose, the purpose of getting along with native speakers. Quine saw
such an enterprise as a practical one. For him, since there are no facts of the matter about what a sentence
means, there are no facts for a semantic theory to describe and semantic theory cannot be science. Davidson
accepted the premise that there would be no unique best translation, but rather a range of equally good ones. And
he accepted that there would be no hidden facts of the matter in virtue of which one of a range of equally
acceptable translations would be right and the others wrong. But he drew no further sceptical conclusions. Rather
his view was: let a thousand flowers bloom. All of the best translations would be right.
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Although many theorists of the early and middle years of the twentieth century were sceptical about the prospects
of formal semantics for natural languages, there were a few exceptions. Davidson (1984, p. 29) cites Yehoshua
Bar-Hillel and Evert Beth, both in Schilpp (1963), as examples. | should add that Carnap himself, in his reply to Bar-
Hillel (ibid., p. 941), expresses sympathy with Bar-Hillel's appeal for the use of formal methods in the study of
natural language. He says that it would be a good idea to use a formal meta-language for the study of natural
language and he offers and briefly develops the analogy of studying clouds by comparing them to precise
geometrical shapes (ibid., p. 942). | am not sure how to interpret him, exactly, but as far as | can see he does not
think of natural languages as approximations to formal languages, nor would he agree with the ‘logical kernel’ view
that Frege expressed in “Compound Thoughts” (see also Carnap's replies to Beth and Strawson in that volume).19

In another landmark development in the 1950s and 1960s, Noam Chomsky developed arguments that natural
languages had at least formal syntax, that sentences have imperceptible tree-like constituent structures
determining their grammatical properties (Chomsky, 1957, 1964), and thereby founded scientific linguistics.

In the mid to late 1960s and early 1970s, a small number of philosophers took the view that, in spite of
appearances, natural languages really are formal and that they are proper subjects of formal semantic theories.20
Worthy of particular note for their influence in this regard are Richard Montague and Donald Davidson (papers
collected in Davidson (1984) and Thomason ed. (1974)).21 Both Montague and Davidson offered concrete
proposals about the nature of natural language semantics, drawing on earlier work in the formal tradition. Montague
developed his formal programme in some depth and detail, developing a model-theoretic semantics whereby
expressions are related to entities relative to models. But he said very little about how to explain the gap between
the casual, sometimes sloppy appearance of natural language and its underlying formality. In other words, he did
not say in virtue of what a particular formal description was true of a piece of language, nor how one could tell
whether it was. Davidson, by contrast, offered lengthy systematic answers to both of those questions.

9.2 Donald Davidson

9.2.1 How can a Natural Language be a Formal Language?

If natural languages are really formal, then we need to find their logical forms. Davidson's account of logical form
goes something like this. We rework Quine's tale of the radical interpreter as follows. The radical interpreter's job is
to construct a theory of meaning for an object language, L. The interpreter's job is done if he comes up with a
theory that systematically yields correct interpretations of what an L-speaker says. An interpretation is correctif it
would fit in with a correct overall interpretation of the L-speaker's speech and other behaviour. An overall
interpretation is correct if and only if it obeys the principle of charity: it maximizes the speaker's rationality by
making as much as possible of what he says come out reasonable and true. There will be no unique best theory,
by these lights, but a number of equally good ones. But that is not a problem, since we should regard all of them as
true, saying the same thing in different ways. Davidson offers the (‘rough’) analogy of Fahrenheit and Centigrade:
the actual assignments of numbers to temperatures by the two scales are different, but the pattern of assignments
is the same (Davidson, 1984, p. 225). Similarly, theories of meaning capture “the semantic location” of each
sentence in “the pattern of sentences that comprise the language” (1984, p. 225). By “the semantic location” of a
sentence in the pattern of sentences, Davidson means its logical location: the entailment relations it bears to the
other sentences (Davidson, p.c.).

So, for Davidson, the logical forms of a natural language, L, are an abstraction from L speakers' behaviours. A
sentence's logical formis a form that would allow a theory of meaning to apply to it. This means that a theory of
logical form has two constraints to meet. One is that it must assign forms that allow the theory of meaning to
provide an interpretation of each L sentence. And the second is that it must assign forms that account for logical
relations among L sentences. Davidson also thought, at least at certain times, that logical forms would be
Chomskyan deep structures (Davidson, 1984, p. xv). Under that assumption, there would be a third source of
constraint on the theory of form: it would need to account for expressions' grammatical properties as well.22

9.2.2 Truth Theories and the Philosophical Program

What sort of theory would serve the interpreter's purpose? Davidson defines a theory of meaning for L as a theory
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which, if it were explicitly known, would allow the knower, in principle, to interpret all the sentences of L. Davidson
saw that a T-theory has some of the properties that a theory of meaning ought to have. A T-theory is a finite formal
theory with axioms specifying semantic properties of atomic expressions from which follow theorems specifying
semantic properties of complex expressions. Moreover, T-theorems pair object-language sentences with meta-
language sentences that could be used to specify their meanings.

However, T-theories appear to lack one crucial property that a theory of meaning ought to have. They do not
actually say what any object-language expression means. To make the point vivid consider (1) (a) and (b):

(1)
a. “Les elephants ont des oreilles” is true iff elephants have ears
b. “Les elephants ont des oreilles” is true iff pigs have curly tails

Let us call a theory that provides a correct characterization of “true” a “truth theory” and one that also meets
Tarski's translation constraint, a “T-theory”. We can suppose that (1) (a) and (b) are theorems of different truth
theories, the first of which, is interpretive, hence T-theoretic, and the second of which is not. We can suppose
further that both theories are true and provide correct characterizations of “true”. If the only information about the
object-language to which you had access was the information in the truth theories, then you would not be able to
tell that (1a) is interpretive and (1b) is not. Thus even if a T-theory has the property of interpretivity it does not itself
say that it has that property.

A T-theory is not a theory of meaning. Moreover the information provided by a T-theory falls far short of what the
interpreter requires. For what he would need to know to distinguish the interpretive from uninterpretive truth

theories are such things as that: “Les elephants ont des oreilles” means that elephants have ears. But that is just
the sort of information that a theory of meaning is supposed to provide. Let us call this “the information problem”.

In spite of the information problem, Davidson claimed, a T-theory can in some interesting sense ‘do duty for’ a
theory of meaning. His idea was to redescribe what it takes for a truth theory to be interpretive in a way that
doesn't implicate linguistic semantic notions. In this way, he could get a philosophical account of meaning,
something that might very roughly be expressed along the lines of: s means that p iff a truth theory with property X
entails that s is true iff p.

The X that Davidson settled on in the mid seventies, had, | believe two conditions. The truth theory had to be
lawlike and maximally simple. The lawlikeness requirement was intended to rule out cases like (1b). Itis a litte
difficult to see what kind of law Davidson has in mind. But it does seem right that (1a) is less accidentally true than
(1b). For example, (1a) supports counterfactuals and (1b) does not: “les elephants ont des oreilles” would be true
even if pigs lacked curly tails, but would be false if elephants lacked ears.

The simplicity requirement was meant to rule out cases like (2):
(2) “La neige est blanche” is true iff snow is white and [either snow is black or snow is not black]
So Davidson's claim might be informally expressed as (D):

(D) A sentence s of a language L means that p iff a theorem of a maximally simple, lawlike truth theory for L
says thats is true iff p.

So what the interpreter would need to know is that his truth theory is lawlike and maximally simple.23

It seems to me that the simplicity requirementis in fact redundant for reasons to do with the notion of the
interpretivity of a truth theory. Let me explain. A proper exposition of a T-theory involves a specification of a logic,
or a set of ‘production rules’ (Larson and Segal, 1995, p. 35) with which to conduct the derivations. Now, if the
theory comes with a standard logic, such as first-order predicate calculus with identity, then it will be
overproductive. That s, it will be able to prove lots of uninterpretive T-theorems such as (2). So we must either
construct T-theories that do not yield uninterpretive theorems or find some means of picking out only the
interpretive theorems.

Taking the former approach, one might develop a theory that uses only very limited logical apparatus. Itis possible
in that manner to rule out the derivation of many uninterpretive theorems. But itis very difficult or impossible to rule
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them all out by this means because, typically, one has to prove uninterpretive theorems on the way to proving
interpretive ones: observe the first three lines of the little partial derivation above. Taking the latter approach
involves specifying specific procedures for the derivation of theorems, often called “canonical derivations”, which
are guaranteed to produce only interpretive theorems. A mixed approach is also possible, whereby one would
specify a limited logical apparatus—just enough to prove the desired theorems and no more—and specify a
canonical proof procedure as well.24

Which approach one prefers will depend on one's conception of the aims of semantic theory. For example, if you
think the theory ought to account for logical relations among L sentences, then you will need more than the few
rules that are required to prove T-theorems. If you don't, but think rather that the main aim of the theory is to get
the right theorems, then you might prefer to stick to the limited logic. (For discussion see Larson and Segal (1995),
pp. 34-7 and Fara (1997).)

In any event, the point here is that the locus of a T-theory's interpretivity is only the canonically derived T-
theorems. And those will not include examples like (2), the proof of which uses procedures that are not required for
proving the desired sort of theorems and therefore would not be used in a canonical proof.

So, where Davidson might have claimed (D), | would propose that he might equally have claimed (D'):

(D') A sentence s of a language L means that p iff a canonical theorem of a lawlike truth theory for L says
that s is true iff p.

9.3 Cognitivism Versus Instrumentalism

Davidson adopts an instrumentalist stance towards reference and other semantic notions. Reference and
satisfaction are the interpreter's tools and nothing more. And the interpreter's job is to discover charitable
interpretations and nothing more. Here is a characteristic quote: “The crucial point on which I am with Quine might
be put: all the evidence for or against a theory of truth (interpretation, translation) comes in the form of facts about
what events or situations in the world cause or would cause speakers to assent to or dissent from each sentence
in the speakers repertoire” (Davidson, 1984, 230). Later, in Fara (1997) Davidson clarified the stricture on
evidence. He said that he allowed that other sorts of evidence might be helpful in the discovery of semantic facts.
But other kinds of evidence could never be used to adjudicate between truth theories that are equally good at
providing charitable interpretations. He said that evidence in the form of facts about what events or situations in the
world cause or would cause speakers to assent to or dissent from sentences in the speaker's repertoire is
sufficient for deciding the correctness of a theory of meaning. Language, he said, is a social phenomenon and
evidence about what someone's words mean must be socially available. The alternative is that each would just be
speaking their own language and there would be no assurance that anyone else could understand it. He said that,
on his view, what people mean is determined by the public circumstances in which they speak.25>

To me, it seems wrong to claim that evidence of a certain, circumscribed sort is always sufficient to adjudicate
between rival theories of a given range of phenomena. Such claims would be out of place if we were considering
theories of planetary motion or optics or any other natural phenomenon. Semantic phenomena are perfectly real
natural phenomena as well. Given this, we cannot know what kinds of evidence will help us discover them by telling
us which of two or more rival theories is right. As Chomsky has pointed out (in various places, including Chomsky,
2000), making a priori stipulations about the range of evidence available to theories of language amounts to an
unmotivated methodological dualism. The study of language and mind generally should meet the same standards
as scientific study of other phenomena.26

Psycholinguistics, the branch of cognitive psychology founded by Chomsky, is consistent with a different and, in
my view, more attractive picture than Davidson's. In this picture, what | mean by an expression is determined by
certain cognitive states of mine that are associated with it. These states are not determined by my speech
dispositions. Rather they are part of the mechanism that explains these dispositions. | will sketch out this alternative
and then argue that it does not suffer from any problems about how one person can know what another means.27

In the Chomskyan picture, language is not really a social phenomenon. The rules of language are in people's
heads, or, more precisely, represented in the minds of individual speakers. We may not be conscious of these
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representations. But they are there anyway. The representations enter into the explanation of various syntactic,
semantic and phonological data all of which concern human cognition and action: how speech sounds are
perceived and produced, judgements people make about what sentences do and don't mean, whether certain
strings of words seem deviantand so on.

For example, consider (3):

(3)
a. The tourists wanted to lick them
b. The zookeeper asked the tour leader which lion the tourists wanted to lick them

In (3a) “them” cannot refer back to the tourists, but must have its interpretation fixed by something else in the
context. The same string of words as (3a) occurs in (3b). But in that case “them” can be interpreted as referring
back to tourists (although it doesn't have to be). A possible explanation for this goes roughly as follows (from
Chomsky, 1986, pp. 164-84). Suppose that the logical forms of the sentences are as partially depicted in (4):

(4)
a. [The tourists]; wanted to lick themy
b. The zookeeper asked the tour leader which lion [the tourists]x wanted PRO to lick them

PRO is a hidden element, presentin the logical form but not pronounced or written, that works rather like a pronoun
meaning one. The subscripts are also hidden but real elements of the logical form and they determine the relations
of co-reference: co-indexed terms must co-refer. There are rules that govern the possibilities of co-indexing and
these do not allow the co-indexing of expressions that have too little linguistic material of a specifiable sort
between them. In (a) there is too little between “the tourists” and “them” for co-indexing to be permitted. But in (b),
the presence of PRO permits the possibility of co-indexing and hence co-reference.28

Suppose, for the sake of argument, that that explanation is along the right lines. If we did not know the relevant
rules, then we would have no reason not to interpret “them” in (a) as referring back to the tourists. If we want to
explain our judgements in terms of linguistic rules, then we have to suppose that the rules are guiding those
judgements. And the easiest way to make sense of thatis to suppose that we know them, if not consciously, then
unconsciously, or that they are represented in what Chomsky calls our “language faculty”, that s, the cognitive
systems that underlie our linguistic capacity.

With that picture in place, we can offer a different account of semantic theory from Davidson's. Logical forms are
not abstracted from speech behaviour but rather are the structures that our language faculties represent complex
expressions as possessing. Semantic rules are a subset of the rules represented by our language faculties. And if
we suppose that the rules we represent constitute a compositional semantic theory, then we can explain our
remarkable capacity to understand new sentences. We can explain how “with a few syllables” [we] “can express
an incalculable number of thoughts, so that even a thought grasped by a terrestrial being for the very first time can
be putinto a form of words which will be understood by someone to whom the thought is entirely new” (compare
the first quote from Frege, 1923, above).

With the development of Chomskyan linguistics and the rise of cognitivism in the latter part of the twentieth century,
a number of theorists adopted Davidson's insight that a T-theory (or some elaboration of one) was the right sort of
theory for semantics, but deployed the insight within a more cognitivist perspective.2? The next section sketches
the specific approach adopted by Larson and Segal (1995).

9.3.1 Semantics from a Cognitivist Perspective

If we want to explain semantic competence in terms of knowledge of a T-theory, the information problem
resurfaces. Since a T-theory does not say what any expression means, knowing a mere T-theory would not appear
to suffice for semantic competence.

From the cognitivist perspective, the information problem can be solved by exploiting Chomsky's distinction
between competence and performance, the distinction between having a body of knowledge (competence) and
having the means to deploy the knowledge in relation to specific tasks (performance).
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To illustrate the distinction between competence and performance, Chomsky (Chomsky, 1986) invited us consider
a case of temporary aphasia. In such cases, a subject temporarily loses some or all of their capacity to speak and
understand. The capacities then return. Since the subject does not have to relearn the language, itis very natural
to suppose that they retained their linguistic knowledge, but merely could not access it. If we suppose that during
the aphasic period they lacked the knowledge, it would be very difficult to explain how they suddenly regained it.

As a second illustration, please consider (5) and (6):

(5) The philosopher the linguist the psychologist agreed with argued with abstained.
(6) The cat hunted in the attic sneezed.

When initially confronted with such examples, most speakers judge them to be garbled or meaningless. However,
they are perfectly grammatical and meaningful. To understand (5), note that the philosopher abstained—it was the
philosopher with whom the linguist argued—and that the psychologist agreed with the linguist. (6) is easy to
understand in the right sort of context, such as: “One cat was hunted in the cellar, the other was hunted in the
attic. The cat hunted in the attic sneezed.” The idea is that normal English speakers unconsciously know syntactic
and semantic rules that generate legitimate structures and meanings for (5) and (6), but are unable to apply this
knowledge to these particular cases.30

What bridge the gap between competence and performance are performance systems: cognitive systems that
have access to the internally represented syntactic and semantic theories and apply the information to particular
linguistic tasks such as speech and understanding. These systems get tangled up when confronted with examples
like (5) and (6). And itis these systems that are impaired in temporary aphasias.

Not a great deal is known about performance systems. It is fairly clear that they mustinclude at least a parser—
something that accesses the axioms of the syntactic and semantic theories and applies them to build up
representations of the structure and meaning of complex expressions.

There are presumably other performance systems too. For example, there may be one that identifies the referents
of indexicals, and combines such information with information about the semantics of sentence types to derive the
truth conditions of utterances of context-sensitive sentences. There may also be one or more performance
systems concerned with pragmatics, involved in inferring speaker meaning from literal meaning and context.

Larson and Segal (1995, pp. 37-42) apply the distinction to the information problem roughly as follows. They
suggest that performance systems have access to an internally represented T-theory and use this theory to
produce representations of meanings of words and sentences. They do this because they use the T-theory
precisely on the assumption that it is interpretive. To putit crudely, they use the p on the right-hand side of a T-
theorem to interpret the s on the left.

The proposal might appear to be some sort of confidence trick. After all, there is a considerable difference between
the information provided by a T-theory and the information that a given T-theory is interpretive. By what right do
these performance systems merely get to assume that their local T-theory is interpretive, given that establishing
the interpretivity of a candidate T-theory is such a big task?

But the question is: interpretive of which language? The contents of a subject's internalized T-theory simply
determine how they will understand language. For example, when they encounter a linguistic sign, a written or
spoken sentence, for instance, then the performance systems will automatically provide an interpretation for it,
based on the contents of their T-theory. If a canonical theorem of the T-theory has it that “les elephants ont des
oreilles” is true iff elephants have ears, then the subject will automatically take “les elephants ont des oreilles” to
mean that elephants have ears.

One speaker will understand another, then (ceteris paribus), if the contents of their internalized theories are the
same in respect of the words and sentences that they use in their communications. That we often can understand
one another is not a mystery. Rather, itis to be expected, given the overall design of human linguistic systems. If
adult semantic competence consists in knowledge of a T-theory, then acquiring semantic competence is acquiring
a good T-theory, one that will allow you to understand others in your environment. Hence it is the business of
language-acquisition mechanisms to ensure that what gets encoded in the language faculty is a T-theory thatis
interpretive for ambient bits of language. So, for example, when a French child learns “rouge”, she learns that
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“rouge” applies to any object x iff x is red. She doesn't learn that “rouge” applies to x iff x is the colour of
raspberries, nor that “rouge” applies to x iff [x is red & [either snow is black or snow is not black]].

So thatis how a mere T-theory can do duty for a theory of meaning: the T-theory is unconsciously known by a
speaker, linguistic performance systems within the speaker have access to the theory and use it to interpret
linguistic forms.

On Larson and Segal's account, we get (1) and (m2) in place of Davidson's (p):

(ml1) A sentence S means that p for individual I iff it is a canonical theorem of I's internalized T-theory thatS
is true iff p.

(m2) What an expression E means for | is given by the canonical clause for E in I's internalized T-theory.31

In this picture, the fundamental notion of meaning is idiolectic and in no metaphysically essential way social or
publicly accessible. Davidson (and others whom | have encountered) worry that this makes communication a
mystery. Davidson's own view, as explained above, is that what a person means by their words must in principle
be determined by publicly observable facts. The worry is that if it were not, then other speakers could never really
know what she meant.

But the worry is misplaced. Consider first the actual epistemic situation of real speakers. If someone utters
something in a language you understand, then you will automatically hear it as having a certain meaning. The
same applies to written words. Try not to understand “all philosophers are idiots” as saying that all philosophers
are idiots.32 You understand the sentence as you do because performance systems that have access to your
internalized semantic theory automatically provide you with interpretations of linguistic signs that you encounter.
Whether the interpretation they provide is correct depends on whether the speaker's idiolect coincides with the
hearer's (or reader's). In normal cases, the hearer will have no reason for doubts and will accept the automatically-
provided interpretation of the words. In special cases she may not: she may have reason to believe that the
speaker is speaking a different language and that the similarity of signs is merely coincidental.

Now let us suppose that there is an element of doubt: the speaker appears to have said, for example, that all
philosophers are idiots. But maybe he is speaking a different language from the hearer's. Thatis a genuine
epistemic issue. But it makes no interesting difference to the epistemological situation of whether meanings are
constituted by publicly observable facts about behaviour or by internal representations of rules. Note first that the
typical hearer has notin fact observed the relevant observable facts—the linguistic behavioural history of the
speaker—any more than they have observed the hearer's internal representations. So in either case the speaker
must, if they want to find out what the speaker meant, do some research.

In Davidson's picture, they would need to explore behavioural dispositions. One might expect that the hearer could
do this reasonably successfully and, up to reasonable inductive confidence, come to know the relevant
dispositional facts. So for example, he might check that the speaker applies “philosopher” to certain specific
philosophers, assents to “these days philosophers often work at universities” and so on. But the hearer could
never get 100 per cent conclusive evidence about the relevant dispositions, because the disposition has infinitely
logically possible manifestations which might in principle undermine the hypothesis that best fits the finite data.
Gruelike examples come to mind.

In Larson and Segal's picture the research project would be to find out the content of the relevant internalized
rules. The ordinary hearer presumably would not endeavour to discover the rules represented in the speaker's
language faculty. However they might reasonably be expected to do something similar: to investigate whether the
idea that the speaker associates with “philosopher” is the idea of a philosopher, where an idea is taken to be part
of what causes behaviour. If itis, and if the speaker has the relevant further beliefs, then he will be disposed to
apply “philosopher” to certain specific philosophers, to assent to “these days philosophers often work at
universities” and so on. In this case, the process is one of confirming a theory about unobservables using
observable evidence. And the hearer could come to know that the hypothesis was correct. Of course that sort of
knowledge falls short of absolute certainty. But that is the same in the Davidsonian scenario.

The same applies if the hearer becomes a cognitive semantic theorist and endeavours to test the hypothesis that
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the speaker has a representation in his language faculty which states that (x) (satisfies “philosopher” iff x is a
philosopher). If that is the case, then the speaker will be disposed, if his performance mechanisms are functioning
properly and if he has the relevant further beliefs, to apply “philosopher” to certain specific philosophers, to assent
to “these days philosophers often work at universities” and so on. This is again a process of theory confirmation of
a sortthat can yield knowledge, in the ordinary, undemanding sense of “knowledge”.

9.4 Context and the Limits of Formality

Before concluding, | want briefly to consider one objection to formal truth-theoretic approaches to natural language
semantics. According to Tarski, recall, a language is formal if the sense of every expression is unambiguously
determined by its form. | noted that one reason that natural languages don't appear to be formal is due to
ambiguity. The standard move for a formal semanticist is to deal with structural ambiguity, such as that exhibited by
(0) above, by claiming that (0) is just the surface form of two different sentences with two different logical forms.
Analogously what appear to be ambiguous words like “book” are held to be surface forms of distinct words:
“booky”, a verb meaning to make a reservation; “bookz”, a noun referring to a form of written work.

But for a wide range of cases, such moves do not appear particularly plausible. Here is a nice example, borrowed
from Charles Travis (p.c.). A watermelon is green on the outside and red on the inside. Now consider two
utterances of (7) in two different contexts:

(7) Thatis a red one

In both contexts, the same melon, m, is being picked out by the demonstrative. In the first context, a greengrocer is
helping a customer find one of those melons that is red inside. The utterance is true. In the second context, an
artistis looking for a melon with a green outside and his colour-blind and ignorant friend, mistaken about m's
exterior colouring, utters (7). In that case, the utterance is false. The utterances have different truth conditions
even though they are utterances of what appears to be a single expression. Moreover the whole notion of
satisfaction now becomes problematic. Does m satisfy “red” or not?

One could try to deploy the normal methods. As just mentioned, one ploy would be to claim that “red” is
ambiguous, in one sense meaning red on the outside and in another, red on the inside. But few would believe that.
And the problem generalizes beyond that solution. Blue ink in a bottle can look black. One can imagine contexts in
which “black” is truly applied to the ink and others in which it is not. It's not just a matter of insides and outsides.

Another standard ploy that one might try in this case would be to appeal to the distinction between semantics and
pragmatics, as Frege did in his defence of the truth-functional account of “If B, then A”. One could claim that,
strictly and literally speaking, (7) is true even as uttered in the artist's studio. What (7) means is something like:
That one is red in some way or other. And that s true, since mis red on the inside. When the artist's friend utters
(7), however, he conveys an adjunct thought to the effect that mis red in a contextually relevant way, which would
be: red on the outside. We think the utterance is false because we focus on the adjunct thought, rather than the
thought strictly and literally expressed.

This proposal leads to some counterintuitive consequences, since it makes it very easy for something to be red.
Suppose, for example, that there is a species of brown mushroom with two similar-looking subspecies. One
subspecies has characteristic tiny red dots on the underside of its cap and the other has corresponding yellow
ones. As a result, people classify them as “red” and “yellow”. Suppose that the artist is assembling a scene for a
still life that he wants to paint. | offer to go home and fetch a mushroom that | think will fit in nicely. Itis one of the
brown ones with tiny red dots. The artist asks me what colour itis and | say “Itis red.” On the suggested account,
my utterance is strictly and literally true. But that does not really seem right. When | bring the mushroom, the artist
might well exclaim: “It is brown, not red.” Suppose | then show him the red dots and say “Look, itis red.” The
pragmatic proposal would predict that the artist might well respond with something like: “Oh, | see. Itis red, strictly
speaking. Itis just not red in the way you had led me to expect.” But that is not the sort of response one would
anticipate.

Maybe, in spite of such consequences, the pragmatic proposal could be defended. But | am tentatively inclined to
doubt that and to accept Travis's account of the examples. In that case, we must recognize that our language
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faculties allow us to be the final arbiters of how linguistic expressions ought to apply to the world. Whether a
mushroom or a watermelon is properly called “red” does not depend only on the meaning of the term “red” and
the colour of the object. Itis up to the participants in the conversation (just the speaker, in my view) to determine
what manner of being red is to decide the matter.

None of that precludes expressions from making stable semantic contributions across different contexts. Obviously
“red” means red both in the greengrocer's shop and the artist's studio. Semantic theory, therefore, has to be
modified to take account of the interaction of context and context-independent semantic properties of words in
determining conditions of satisfaction and truth.33 | don't think, however, that this requires any major departure
from standard truth-theoretic methods. It just means predicates work rather like indexicals, with extensions varying
across contexts.34,35

Bibliography

References

Bolzano, B., (1972). Theory of Science, ed.|trans. R. George, University of California Press: Berkeley and L.A.
Originally published 1837.

——(1935). Der Briefwechsel B. Bolzano's mit F.Exner, ed. E. Winter. Prague: Royal Bohemian Society of
Sciences. Letter dated 18.12.1834.

Chomsky, N., (1957). Syntactic Structures, Mouton and Co, The Hague.

——(1986). Knowledge of Language: Its Nature, Origin and Use, Praeger: New York.

——(1995). “Language and Nature”, Mind 104: 1-61.

——(2000). New Horizons in the Study of Language and Mind, Cambridge University Press: Cambridge.
Carnap, R., (1947). Meaning and Necessity: A Study in Semantics and Modal Logic, Chicago.

Coffa, J. A., (1991). The Semantic Tradition from Kant to Carnap, Cambridge University Press: Cambridge.
Davidson, D., (1965). “Theories of Meaning and Learnable Languages”, reprinted in Davidson 1984.
——(1967). “Truth and Meaning”, reprinted in Davidson 1984.

——(1973). “In Defence of Convention T”, reprinted in Davidson 1984.

——(1984). Inquiries into Truth and Interpretation, Clarendon Press: Oxford.

Frege, G., (1879). Begriffsschrift Halle. Translated as Conceptual Notation and Related Articles (trans. T.W.
Bynum) Oxford.

——(1952). “On Sense and Meaning” (trans. M. Black) in Translations from the Philosophical Writings of Gottlob
Frege, eds. Geach, P., and M. Black, Rowman and Littlefield: New Jersey. Originally published 1879.

——(1956). “The Thought: A Logical Enquiry”, Mind 65: 289-311. Originally published 1918.

——(1977). “Compound Thoughts”, in Frege, G., Logical Investigations, trans. P. Geach and R. H. Stoohoff,
Blackwell. Originally published 1923.

——(1980). “Philosophical and Mathematical Correspondence”, ed. Gabriel, G., et al., abridged for the English
version by McGuinness (trans. Kaal, H.), Blackwell: Oxford.

Fara, R., (1997). “The Segal Discussion”, a video interview with Donald Davidson, Philosophy International
Publications.

Page 14 of 18



Truth and Meaning

Grice, H. P., (1975). “Logic and Conversation”, in Cole, P. and Morgan J. (eds.) Syntax and Semantics, Academic
Press: New York, 41-58.

——(1989). Studies in the Ways of Words, Harvard University Press: Cambridge MA.
Harman, G., (1972). “Logical Form”, Foundations of Language, 9: 38-65.

——(1974). “Meaning and Semantics”, in M. Munitz and P. Unger eds., Semantics and Philosophy, New York
University Press: New York, 1-16.

Higginbotham, J., (1985). “On Semantics”, Linguistic Inquiry, 16: 547-93.

——(1986). “Linguistic Theory and Davidson's Program in Semantics”, in E. LePore, ed. Truth and Interpretation:
Perspectives on the Philosophy of Donald Davidson, Blackwell: Oxford, 29-48.

——(1988). “Contexts, Models and Meanings: A Note on the Data of Semantics”, in R. Kempson, ed. Mental
Representations: The Interface between Language and Reality, Cambridge University Press: Cambridge 29-48.

——(1989). “Knowledge of Reference”, in A. George ed., Reflections on Chomsky, Basil Blackwell: Oxford, 153-
174.

Katz, J. and Fodor, J., (1963). “The Structure of a Semantic Theory”, Language 39: 170:210.
Katz, ). and Postal, P., (1964). An integrated theory of linguistic descriptions, Cambridge: MIT Press.

Larson, R. and Segal, G., (1995). Knowledge of Meaning: An Introduction to Semantic Theory, MIT Press:
Cambridge MA.

Lepore, E., (1983). “What Model-Theoretic Semantics Cannot Do” Synthese 54: 167-187.
Lewis, D., (1970). “General Semantics”, Synthese 22: 18-67.
Martinich, A. P. (ed) 1985 The Philosophy of Language Oxford University Press: Oxford and New York.

Neale, S., (1994). “Logical Formand LF”, in Otero, C. (ed.), Noam Chomsky: Critical Assessments, (London:
Routledge), 788-838.

Pietroski, P., “The Character of Natural Language Semantics”, in Barber A., ed., The Epistemology of Language,
(Oxford University Press: Oxford) (2003) 217-256.

Quine, W. V., (1960). Word and Object, MIT Press: Cambridge, MA.

Quine, W. V., (1970a). Philosophy of Logic, Prentice-Hall: Englewood.

Quine, W. V., (1970b). “On the Reasons for the Indeterminacy of Translation”, Journal of Philosophy 67: 178-83.
Schilpp, P., (1963). The Philosophy of Rudolph Carnap, Open Court, La Salle: lllinois.

Segal, G., (1994). “Priorities in the Philosophy of Thought”, Proceedings of the Aristotelian Society, supp. vol. 48:
107-30.

Segal, G., (1999). “How a Truth Theory can do Duty as a Theory of Meaning”, in Zeglen, ed. 1999.

——(2000). “Four Arguments for the Indeterminacy of Translation”, Knowledge, Language and Logic: Questions
for Quine, eds. A. Orenstein and P. Kotatko, Kluwer Academic Publications, 131-41.

—— “Intentionality”, in The Oxford Handbook of Contemporary Analytic Philosophy, edited by Frank Jackson and
Michael Smith (Oxford: Oxford University Press 2005) 283-309.

Szabo, Z., (2001). “Adjectives in Context.” In |. Kenesei and R. M. Harnish eds., Perspectives on Semantics,
Pragmatics, and Discourse. Amsterdam: John Benjamins, pp. 119-46.

Page 15 of 18



Truth and Meaning

Tarski, A., (1931). “The Concept of Truth in Formalized Languages”, reprinted in Tarski, 1956.
——(1956). Logic, Semantics, Mathematics, translated by J. H. Woodger, Oxford University Press: London.
——(1944). “The Semantic Conception of Truth”, Philosophy and Phenomenological Research 4: 341-75.

Textor, M., (1997). “Bolzano's Sententialism”, in Grazer Philosophische Studien, 53 181-202 (Special Volume:
Bolzano and Analytic Philosophy).

Thomason, R., (ed) (1974). Formal Philosophy: Collected Papers of Richard Montague, Yale University Press: New
Haven.

Travis, C., (1997). “Pragmatics” in Hale, B. and C. Wright eds., A Companion to the Philosophy of Language,
Blackwell: Oxford and New York.

Russell, B., (1905). “On Denoting”, Mind, 14: 479-93.

——(1959). My Philosophical Development, George Allen and Unwin: London.
Weir, A., this volume “Quine on Indeterminacy”.

Williamson, T., (1994). Vagueness. Routledge: London and New York.

Zeglen, U.,, ed. (1999). Donald Davidson: Truth, Meaning and Knowledge, Routledge: London and New York.

Notes:

(1) Bibliographic dates in the text are those of English translations. See bibliography for original publication dates.

(2) The first semantic theorist appears to have been the Czech priest, Bernard Bolzano (1781-1848) who
anticipated many ideas of both Frege and Tarski. Like Frege, he was keen to distinguish ‘subjective’ (i.e. mental)
representations from ‘objective’ representations (Fregean senses) and both of those from objects represented
(Fregean referents) (Bolzano, 1972). And, like Tarski, he does semantics by providing truth conditions: “[a
proposition in itself is true] when every object that falls under the subject concept of the proposition has a property
that falls under its predicate concept” (Bolzano, 1935) See Coffa (1991, ch. 2) for discussion. For discussion of
differences between Bolzano and the other two, see Textor (1997). (Thanks to Peter Simons for most of this
footnote.)

(3) By a “formal language”, | mean, roughly speaking, a language with a computable syntax and one in which “the
sense of every expression is unambiguously determined by its form” (Tarski, 1956, p. 166). | do not mean an
uninterpreted one.

(4) There are good reasons to think that this aspect of Frege's views is deeply problematic. See Segal (2005) for
discussion.

(5) Or so it seems to many of us. For an alternative view, see Williamson (1994).
(6) Letter to Paeno 29.9.1896. in Frege (1980).

(7) In the same passage he says that talk of thoughts having parts is “figurative”. | do not think this significantly
affects the point, which could be putin terms of a thought's semantic properties rather than its parts.

(8) One criterion he uses for distinguishing adjunct thoughts from sense is that the former can vary from context to
context while the latter cannot.

(9) Just this view was given a detailed defence in H. P. Grice's seminal “Logic and Conversation” (Grice, 1975). The
similarity with Frege's “Compound Thoughts” is striking. The latter was first published in translation in 1963, in Mind.
Grice's collected papers (Grice, 1989) contains not one mention of Frege.

(10) Contemporary theorists are used to using “is T” to instantiate the predicate and | will continue the tradition,
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though Tarski used either “is true” or “is a member of the class Tr".
(11) See Quine (1970a) for a clear and simple introduction to Tarskian semantics.
(12) Quine makes much the same pointin Quine (1960, p. 239).

(13) Note that saying that “the father of” refers to a function from people to their fathers wouldn't suffice as an
explanation of the semantics of the expression either. For we would need also to say how the referent of “the
father of” interacts with the referent of t to determine a referent for “the father of” ~t.

(14) T* is a bit anachronistic in that it is more post-Davidsonian in style than purely Tarskian.
(15) Thanks to Colin Howson for this formulation and help with Tarski exegesis.

(16) For discussion of the distinction between absolute and model-theoretic semantics see Davidson (1973);
Lepore (1983); and Higginbotham (1988).

(17) At a casual glance Bertrand Russell appears to be doing semantics for natural languages in Russell (1905)
when he offers his theory of descriptions. But a close look at his formulations supports the view that he is only
talking about the content of the proposition that we affirm when we assert a sentence of the form “The F is G”. He
does not explain how it is that semantic properties of the words in the sentence interact with the sentence's
syntactic structure so that it expresses that proposition. Russell himself later claimed (Russell, 1959), that he had
had no interest in natural language in 1905.

(18) See Weir (this volume) for a discussion of Quine's arguments for indeterminacy of translation. For further
exegesis and critique see Segal (2000).

(19) Katz and Fodor (1963) and Katz and Postal (1964) also took a formal approach to semantics, constructing
formal representations of expressions of natural languages. They did not, however, adopt a truth-theoretic
perspective.

(20) Chomsky has never shown much enthusiasm for the latter idea, and certainly doesn't think that the typical
apparatus of the Fregean tradition provides the means for a correct account of linguistic meaning. See, e.g.
Chomsky (1995).

(21) David Lewis was of similar mind, see in particular Lewis (1970).

(22) Notice thatitis a priori entirely possible that the three enterprises could come apart. A theory of interpretation
might assign one set of forms, while a theory of logic assigned a second one and a theory of syntax a third. For
discussion see Larson and Segal (1995), pp. 67-76, and Neale (1994). Davidson and Segal discuss the issue of
whether a theory of meaning should account for logical relations in Fara (1997).

(23) In fact, itis not obvious that knowing a truth theory and knowing that it meets the two constraints would
provide enough information for the interpreter, even if D is true. He would also have to know that (D) is true.
However, (D) itself is the important claim. The view | am outlining here is the one Davidson appeared to hold in
papers collected in Davidson (1984). Davidson explicitly mentions lawlikeness in (1984), pp. xiv, 26, and 174. He
does not, as far as | know, explicitly mention simplicity in Davidson (1984), but | think he had it in mind as part of
the empirical nature of the theory. He does acknowledge the simplicity constraintin his “Reply to Segal” in Zeglen
(1999) where he also explains how his views have shifted in respect of the question of how a truth theory can do
duty as a theory of meaning. At that point, he claimed that the interpreter would not have to know either a T-theory
nor that a known theory was T-theoretic.

(24) Both the pure canonical derivation and the mixed approach work for T-theories of fragments of natural
language that have so far been developed. But large portions of natural language remain as yet beyond the scope
of T-theory and | am not aware of any proof that those methods would work if T-theories of the relevant
constructions are developed. | think it is likely that they would, since there is no special reason to suppose that the
new theories will differ significantly in their logical character from those already at large. But you never know with
this sort of thing.
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(25) The line of thought Davidson voices here also derives from Quine.
(26) For discussion, see Segal (1999) and Davidson's reply in the same volume.
(27) The exposition below is partly drawn from unpublished joint work with Richard Larson.

(28) Note that “co-reference” means co-reference as determined by the syntax. Suppose | mistake a shopkeeper
for a customer and say “the shopkeeper ought to help him”. Then “him” can refer to the shopkeeper. But the
reference is determined by contextual factors, not co-indexing.

(29) The idea that semantic competence might be explained in terms of unconscious knowledge of a T-theory
occurs in Harman (1972) and Harman (1974). The proposal has been pursued in detail by James Higginbothamin a
number of articles, e.g. Higginbotham (1985), (1986), (1989). The most detailed treatment is Larson and Segal
(1995).

(30) For defence of this claim see Segal (1994).
(31) (m1) and (M2) are meant to be empirical rather than a priori claims.

(32)  am not suggesting the quoted sentence is true. My tactic works better if the sentence that you are trying not
to understand is startling.

(33) For similar thoughts, see Pietroski (2003).
(34) For one implementation of this idea, see Szabo (2001). See also Travis (1997) for discussion.

(35) Many thanks for very helpful discussion to Emma Borg, Donald Davidson, Alexander George, Richard Heck,
Keith Hossack, Shalom Lappin, Ernie Lepore, Guy Longworth, Mark Sainsbury, Peter Simons, Jason Stanley, Mark
Textor and Charles Travis. Donald Davidson died while | was writing this article. He was an inspiration and a friend
and | will miss him.

Gabriel Segal
Gabriel Segal is Professor of Philosophy at King's College London.




Meaning Holism

Oxford Handbooks Online

Meaning Holism

Peter Pagin

The Oxford Handbook of Philosophy of Language
Edited by Ernest Lepore and Barry C. Smith

Print Publication Date: Sep 2008 Subject: Philosophy, Philosophy of Language
Online Publication Date: Sep DOI: 10.1093/oxfordhb/9780199552238.003.0010
2009

[-] Abstract and Keywords

The term ‘meaning holism’ (together with variants like ‘semantic holism’ and ‘linguistic holism’) has been used for a
number of more or less closely interrelated ideas. According to one common view, meaning holism (MH) is the
thesis that what a linguistic expression means depends on its relations to many or all other expressions within the
same totality. Sometimes these relations are called ‘conceptual’ or ‘inferential’. A related idea is that what an
expression means depends, mutually, on the meaning of the other expressions in the totality, or alternatively on
some semantic property of this totality itself. The totality in question may be the language to which the expressions
belong, or a theory formulation in that language.

Keywords: meaning hdism, semantic holism, linguistic hoism, linguistic expression, semantic property, theory formulation

10.1 Background

THE term ‘meaning holism’ (together with variants like ‘semantic holism’ and ‘linguistic holism’) has been used for a
number of more or less closely interrelated ideas. According to one common view, meaning holism (MH) is the
thesis that what a linguistic expression means depends on its relations to many or all other expressions within the
same totality. Sometimes these relations are called ‘conceptual’ or ‘inferential’. A related idea is that what an
expression means depends, mutually, on the meaning of the other expressions in the totality, or alternatively on
some semantic property of this totality itself. The totality in question may be the language to which the expressions
belong, or a theory formulation in that language. In this sense MH is contrasted for example with so-called atomistic
theories, according to which each simple expression can have a meaning independently of all other expressions,
or molecular theories according to which there are meaning dependencies but restricted to smaller parts and often
unidirectional.

Meaning holistic ideas were introduced into analytic philosophy in the early 1950s, in works by Carl Gustav Hempel
(1950) and Willard Van Quine (1951), both concerned with the meaning of theoretical sentences in the formulation
of a scientific theory. Hempel articulated an idea of interdependence among expressions:

In order to understand “the meaning” of a hypothesis within an empiricist language, we have to know not
merely what observation sentences it entails alone or in conjunction with subsidiary hypotheses, but also
what other, non-observational, empirical sentences are entailed by it, and for what other hypotheses the
given one would be confirmatory or disconfirmatory. In other words, the cognitive meaning of a statement
in an empirical language is reflected in the totality of its logical relationships to all other statements in that
language, and not to the observation sentences alone. (Hempel, 1950: 181)

Hempel's idea was a way of accounting for the fact that in general, a theoretical sentence does not alone, but only
together with other theoretical sentences, imply observation sentences. This, sometimes called confirmation
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holism, or epistemological holism, was even more emphasized by Quine. In setting out his views on sentence
meaning, he employed the more austere notion of empirical content. Roughly, the empirical content of a sentence
is the set of possible experiences that confirmit. Quine then characterized ‘total science’ metaphorically as a field
of force with observation sentences at the periphery, confronting experience, and theoretical sentences in the
interior:

If this view is right, it is misleading to speak of the empirical content of an individual statement—especially if
itis a statement at all remote from the experiential periphery of the field. (Quine, 1951: 43)

The unit of empirical significance is the whole of science. (Quine, 1951: 42)

This has often been taken as implying that it is the whole theory formulation that has meaning in the first place, and
that theoretical sentences and sub-sentential expressions, have meaning (but not empirical content) in a derivative
way. So understood, itis one example of the idea that the meaning of individual expressions depends on the
totality to which they belong.

Hempel's view, though clearly anticipating later holistic ideas, did not have a great influence, but Quine's did. In
particular, it has been correctly pointed out that if you combine confirmation holism with a form of verificationism,
or some similar epistemic conception of sentence meaning, then a form of meaning holism results, provided the
meaning of a sentence is understood as something like its total contribution to the empirical content of the theory.
Because of confirmation holism, the contribution of a theoretical sentence depends on the contributions of other
sentences, and therefore the meaning of the sentence depends on the meaning of other sentences. This source of
meaning holism has received much attention.

Other important meaning holistic ideas were proposed in Wilfrid Sellars's work on language games (1963). On
Sellars's view, the meaning of an expression is determined by the set of rules governing the kinds of ‘moves’ that
can be made with it in the game. There are three kinds of move: language entry moves, which lead from
observation to the acceptance of a sentence, intra-language moves, which are inferential transitions from
sentences to a sentence, and language exit moves, which lead from accepted sentences to action. Since, on
Sellars's view, sameness of meaning consists in sameness of role in a language game, an intuitively holistic
conception results.

Sellars's work inspired what has come to be called conceptual role or inferential role semantics, suggested for
instance in works by Harman (1974), Field (1977), Block (1986) and Brandom (1994). In a narrower sense,
inferential role semantics is concerned with the meaning of sentences only, and identifies it with its role in a set of
correct or accepted inferences or inference patterns, whereas conceptual role semantics is concerned also with
sub-sentential expressions, and with the roles not only in inferences proper, but also roles in relation to perception
and action. In Harman and Block the theories are concerned with mental language, thatis, a system of mental
representations having its own syntax-like structure. Again, the holistic element consists in the idea that the
conceptual role of a mental representation relates it directly or indirectly to all or at least many other mental
representations in the same system, and since meaning is or is determined by conceptual role, representations are
mutually dependent for meaning.

Yet other holistic ideas were suggested in Donald Davidson's theory of radical interpretation (1967, 1973).
According to Davidson, a correct semantic theory for the language of a particular speaker is a theory that results
from methodologically correctinterpretation of the utterances of that speaker. Such interpretation is holistic in the
sense that only whole theories can be tested by the interpretation method. Although the semantic theory will
ascribe meaning to individual sentences of the language, the possible empirical evidence for any particular
ascription is too weak to fully support it. The accumulated evidence can justify the whole theory, but parts of the
evidence cannot fully justify parts of the theory. This connects with the idea of interdependence when the
structure of the language and the theory is taken into account (see Section 10.2) given that, as on Davidson's
view, meaning is determined by methodologically correct interpretation. Related ideas were formulated by Dennett
(1971) and Lewis (1974).

Holism of this kind is sometimes connected with a kind of belief holism, according to which a subject cannot have
a particular belief without having many related beliefs. For instance, Davidson puts it like this:
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There are good reasons for not insisting on any particular list of beliefs that are needed if a creature is to
wonder whether a gun is loaded. Nevertheless, it is necessary that there be endless interlocked beliefs.
The system of such beliefs identifies a thought by locating it in a logical and epistemic space. (Davidson,
1975: 157)

Belief holism has seemed plausible (see Section 10.4), but the role of meaning or content has not always been
clear (see next section).

MH has also had its critics. Davidson's holism in particular was criticized by Michael Dummett (1976, 1991), who
concentrated on the issue of language learning. Other attacks on holism include Fodor, 1987 and above all Fodor
and Lepore, 1992, who stressed questions of communication and psychological generalizations. Fodor and
Lepore's attack on holism gave rise to an intense discussion of the topic during the 1990s. Unfortunately, the
definitions of MH in these discussions have varied quite a bit, and to some extent the discussions have suffered
from it. Before looking at the arguments, the question of definition therefore needs some attention.

10.2 Defining Meaning Holism

10.2.1 Indirect Definitions

In the case of belief holism, the stress is on the conditions for a person to have a belief with such and such a
content. This is clearly a different question from that concerning how belief states depend on each other for having
their content fixed. If there is a dependence, so that one belief state cannot have a particular content unless itis
somehow connected to other belief states with appropriately related contents, then belief holistic claims follow. But
the converse doesn't hold. There can be other reasons for belief holism than MH. For instance, itis reasonable to
claimthat to have a belief that a gun is loaded the believer must minimally be able to distinguish guns from other
things. This may then be combined with two further claims: first, that the only way of having that ability is having a
grasp of functional features of guns (as distinct from perceptual features), and second, that grasp of functional
features requires further beliefs. The need for having further beliefs is then epistemic rather than semantic: other
beliefs are needed for some particular cognitive capacity. If the dependence of some beliefs on others isn't
semantic in nature, we don't have an example of MH.

An analogous point can be made regarding the ascriptions of beliefs to speakers or of meaning to their words. Itis
reasonable to hold, with Davidson, that interpretation of a speaker is a holistic enterprise, precisely because the
evidence at each point by itself is so weak. But unless itis also held that an expression has some particular
meaning just because this is what it can correctly be interpreted as meaning, MH doesn't follow. You might hold that
it is merely a matter of empirical fact that a certain method of interpretation is reliable for finding out what human
speakers mean by their words. That these words have those meanings may however depend on quite different
factors, and there need be no holism involved. You will then affirm interpretation holism for epistemological reasons
and reject MH itself.

Similarly, Dummett's definition of meaning holism suffers from a failure of distinguishing purely semantic issues.
According to Dummett, meaning holismis the view that you have to know an entire language in order to know the
meaning of any single expression in that language (1991:221). (A similar formulation can be found in Wittgenstein's
Philosophical Investigations, #199, but the exegetical issues are too difficult to be discussed here). Exactly what
knowing an entire language amounts to in this context is not so clear (e.g. knowing the meanings of all the simple
parts and all syntactic operations), but either way there can be several reasons why knowledge of an entire
language is necessary for knowing the meaning of any single expression. It can be because of semantic
dependencies between expressions, but it can also be because of cognitive peculiarities of the human mind,
having to do with its capacity of grasping concepts (cf. Tennant, 1987), and in that case the view does not have
much to do with MH.

In general, if a definition of MH is given, not in terms of what meaning expressions have or how their meaning is
determined, but indirectly, in terms of conditions on having meaning at all, or on being related in a certain way to
things having meaning, then there is a possibility that those conditions are met for non-semantic reasons.

In fact, this holds of the official definition of meaning holism given in Fodor and Lepore (FL) 1992. According to FL
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(1992: 1-2), a property is atomic just if it is possible for exactly one thing to have it. A property is anatomic just if it
is necessary that if one thing has it, then at least two things have it. A property is holistic in the sense of FL justif it
is necessary that if one thing has it, then /ots of things have it. In this terminology, meaning holismis the view that
the generic property of having meaning, or intentional content, is holistic. Let's call this FL-holism. FL-holism is
indeed a consequence of other definitions in terms of meaning determination, but in itself does not distinguish
between semantic and non-semantic reasons why lots of things must be implicated. As FL seem to have
acknowledged (Fodor and Lepore, 1993: 318), it may be that for any systemto be mental, that system must have
a lot of states that can be characterized as mental. Then add the views that mental states are individuated by their
intentional content, and that nothing can have meaning or content unless there is a system with mental states. FL-
holism results, because of metaphysical or nomological facts about the mental, not for semantic reasons.

10.2.2 Definitions in Terms of Inferential Role

Although it is common to characterize holism as the view that the meaning of an expression is its role in the
language, this is not in itself a holistic view in any interesting sense. The role of ‘and’ in English may be said to be
exactly that of expressing the truth function of conjunction, which is not holistically characterized at all. Similarly,
the role of the name ‘Ernest Hemingway’ may be to contribute to truth conditions of sentences exactly by referring
to Ernest Hemingway. In general, describing the meaning of an expression in terms of its semantic contributions to
more complex expressions is often part of holistic views, but as long as the role in question can be specified
without reference to the meaning of any other expression, it is not itself holistic.

Another issue is whether MH shall be characterized in terms that are independent of any particular meaning theory,
or whether some particular theory or kind of theory may be presupposed. For instance, according to the definition
given by Louise Antony (1993: 140), meaning holism is the view that ‘conceptual connections constitute content’.
This definition apparently presupposes some form of conceptual role semantics, since the general idea of semantic
interdependence between expressions does not imply that if two expressions are interdependent for meaning,
there is also a conceptual connection (in any ordinary sense of this phrase) between them. Given Antony's
definition, MH is false if conceptual role semantics is false.

This situation is even clearer in Michael Devitt's definition. Devitt (1996: 10) assumes a conceptual/inferential role
semantics for sentences, and defines meaning holism as the view that all the inferential relations a sentence
participates in together constitute its meaning. Devitt himself is opposed to holism in this sense, and prefers
‘localism’, the view that only a distinguished subset of this total inferential set constitute the meaning of the
sentence. Devitt openly assumes an inferential role semantics for both definitions. But even with this assumption in
place, itis worth while to consider the relation between Devitt's definition and the idea of interdependence, not
least since holismin this sense plays a central role in the arguments of Fodor and Lepore and in subsequent
discussion.

Assume the view that there is an interdependence for meaning between any two expressions in a language. That
is, for any two expressions, whatever meaning is given to the one constrains what meaning can be given to the
other. Call this total pair holism. Assume further, that if two sentences stand in a relevant inferential relation, they
are interdependent for meaning in this sense, and also that interdependence is a transitive relation (if s and s” are
interdependent, and also s and s”, then so are s and s”). Now it is clear that total pair holism does not imply Devitt
holism, for it may well be enough that for each sentence only a small subset of its total inferential set is relevant for
meaning interdependence, and that yet because of the transitivity of interdependence, total pair holism results. In
fact, itis enough that each sentence is relevantly related to just two other sentences (number the sentences
consecutively, and let each odd-numbered sentence s, be relevantly inferable from exactly sh—1 and sp+1; then
because of the transitivity, all sentences are semantically interdependent).

Neither does Devitt holism imply total pair holism, for it is in principle possible that the language is partitioned into
isolated ‘inferential’ sets of sentences, such that no two sentences of different inferential sets are inferentially
related. Then total pair holismis false, even though Devitt holism may be true.

Thus, Devitt holism and total pair holism are logically independent. Itis plausible that as a matter of general
tendency (assuming inferential role semantics), the more other sentences a particular sentence is relevantly
inferentially related to, the closer the language will be to instantiate total pair holism. Moreover, if the language in
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question contains logical vocabulary, itis not partitioned into isolated inferential sets, for any two sentences will be
inferentially related to, among other things, their conjunction. Still, these two ideas of holism are clearly different.

10.2.3 Holism as a Principle of Meaning Determination

Even when we turn to the idea of interdependence itself, there are a number of issues to be clarified. First, some
formulations of holism, like Antony's, suggest that what gets determined, or constituted, are the meanings or
contents themselves. But itis unclear whether anyone really thinks so, and itis an implausible view anyway.
Meanings, if they are entities at all, are abstract, and itis not plausible that whenever some abstract entities are
essentially related to each other, they are also ‘constituted’ by that relation. For instance, it does not make much
sense to say that the number 5, or the concept of that number, is constituted by the fact5 + 27 = 32, or that the
proposition that p is constituted by the fact thatitis equivalent with the proposition that (p&qg)+p, even though these
relations may well be called ‘conceptual’. That which is constituting must in some way or other be prior to that
which it constitutes, and when it comes to abstract objects, the only ideas of priority that seem plausibly applicable
are those of part-whole relations or inductive definitions. For instance, we might say that the number 5 is
constituted by being the successor of the number 4, or that the proposition that p&q is constituted by being the
conjunction of p and g. But such constitution is obviously not holistic.

What can plausibly be said to be determined or constituted according to MH is rather the expression-meaning
relation. Thatis, what meaning an expression has may be determined or constituted in a holistic way. But itis then
highly misleading, or outright false, to say that what meaning a sentence has is determined by its inferential
relations to other sentences. Only a sentence that has a meaning can be at all inferentially related to other
sentences. It simply cannot be (even though suggested by many formulations in the literature) that inferential
relations between sentences precede the meaningfulness of their relata.

Rather, the proper basis for presenting MH along the idea of interdependence, is to say that expressions in a
language (public or mental) have certain non-semantic properties and stand in certain non-semantic relations to
each other, such that the semantic properties of the sentences depend on, get determined or constituted by, or
supervene on, these non-semantic properties and relations. Call this the determination base. In Davidson's case
the determination base consists of sentences being held true by the speaker (or in later works, preferred true), or
in general held true under certain circumstances, together with the syntactic relations of constituent structure. In
the case of Brian Loar (1981) itis a matter of causal relations between physical (neural) states.

Properly stated, inferential role semantics is a theory of how the meanings of sentences get determined by what
inferences the speaker, or thinker, accepts. The relation that holds between two sentences just in case a particular
speaker accepts the inference from the truth of the first to the truth of the second, is itself non-semantic. Itis a fact
about speaker psychology, not about inferential properties of the sentences. Given such non-semantic facts, itis
up to the theory to say how the inferential properties themselves, and further semantic properties, get determined.
One such principle of determination is precisely that if an inference is accepted as valid, then itis to be valid. That
is, the sentences involved must be assigned meaning to the effect that the accepted inferences come out as valid.
Call this the Validating Principle. This principle seems often tacitly taken for granted in the literature in cases where
the difference between being valid and being accepted as valid isn't noted. It is noted, and emphasized—for
example in Boghossian 1993, 1994.

In Davidson's framework the principle is in a sense approximated. The method of interpretation is summed up under
the title ‘the principle of charity’. In its simplest version this is the principle of maximizing truth among the
sentences held true by the speaker. Thatis, assign meaning so that as much as possible of what the speaker says
comes out as true. This is a best approximation principle. Since all speakers in fact have a number of false beliefs,
it is not in general possible (given that interpretation is constrained by the need of respecting the constituent
structure of sentences) to find an interpretation that makes true all the sentences held true. According to the
principle of charity, an interpretation that gives the best approximation is correct.

The Validating Principle induces a kind of generalized implicit definition. Normally, in an implicit definition you have
a number of sentences containing mostly words that are already interpreted, but also one or more that are not. By
stipulating that the sentences shall be true, the previously uninterpreted words must get some meaning (if there is
one) such that the sentences in fact come out true. This was the case with Hilbert's implicit definition of the terms
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‘point’, ‘line’ and ‘plane’ by means of his axioms of geometry (Hilbert, 1899). This is also the best way of
understanding Hempel's suggestion. Theoretical sentences of a scientific theory contain previously understood
expressions, and also theoretical terms specific to the theory itself. These terms, such as ‘quark’ and ‘boson’ in
particle physics, can be seen as implicitly defined by means of the theory formulation. Some of its sentences are to
be true, and some are held to follow from others. This totality of accepted truths and inferences together implicitly
define the terms specific to the theory. Since the terms are connected, both by co-occurring in the same
sentences and by occurring in inferentially related sentences, the meaning assigned to one term must match the
meanings assigned to others, so that the desired truths and validities result. That is, we have interdependence.

Usually, meaning determination principles are thought of synchronically: for instance, the meaning of a speaker's
sentences at a time t is taken to depend on his attitudes at time t, not on his revisions of those attitudes at later
times. However, dispositions to make revisions can be taken into account. For instance, the strength with which a
speaker holds a particular sentence true (his unwillingness to give it up), may be relevant to meaning
determination.

This applies to the connection between MH and Quine's claim in Two Dogmas of unrestricted revisability, i.e. that
any statement held true can be given up in the face of recalcitrant experience (Quine 1951:43). The connection is
not simple, but it is important to note that MH, as a meaning determination principle, can accommodate both
restricted and unrestricted revisability. On a restricted revisability alternative, a particular proposition p cannot be
assigned to any sentence s as held true by speaker S, if S is disposed to give up his attitude to s under particular
circumstances. Typically, you would prefer this alternative if you believe in an unrevisability version of the
analytic/synthetic distinction and think that some propositions, for example the proposition that bachelors are
unmarried, can only be expressed by an analytic sentence.

10.2.4 The Primacy of the Whole

The semantic idea, exemplifying more general holistic ideas, that there is some whole with semantic significance
that has priority of the semantics of parts—individual linguistic expressions—is not always easy to make sense of.
There does not, for instance, seem to be any relevant semantic property of a language by which a language can
be the ‘whole’ in question.

The idea, often attributed to Quine (cf. Okasha, 2000), that the meaning of theoretical sentences consist in their
contribution to the empirical content of the theory does, on closer inspection, reduce to a kind of inferential role
semantics: some sentences are taken as together entailing certain observation conditionals (that is, conditionals
with observation sentences as antecedent and consequent) or observation categoricals (universalized
observation conditionals), whereas the various observation sentences are just accepted or rejected. Therefore,
this idea does notreally give rise to a different kind of meaning holism. The primacy of the whole boils down to the
primacy and relative independence of observation sentences (cf. Quine, 1986b).

An alternative is the nihilist view, which does seem to have been Quine's (Quine, 1986a), that sentences without
empirical content, including many theoretical sentences, don't have any meaning at all. On this alternative, too,
meaning is assigned to individual observation sentences, not just to the totality.

10.2.5 The Network Metaphor

As in the Davidson quotation above, and for example also in Block 1998, MH is sometimes characterized by saying
that the meaning of a sentence, or a belief state, is given by its place in a ‘network’, ‘web’, ‘pattern’, ‘space’, or
‘system’ of sentences or beliefs. The network metaphor is not cashed in, however, but only used as an illustration.
The illustration is somewhat misleading, since it suggests that—like the nodes in a network are pairwise connected
with lines—the relevant interconnections between expressions consistin a large number of binary relations, and
also that a metric of distance between the nodes can be defined on that basis, so that we have a well-defined
notion of a location in the network (directly connected expressions are supposed to be ‘closer’ than indirectly
connected ones). By contrast, the relations actually considered in theories of meaning determination are more
complex.

10.2.6 The Combinatorics of Interdependence
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The general idea of interdependence of meaning determination is only that the assignment of meaning to one or
more expressions constrains the assignment of meaning to others. This again means that some combinations of
expression-meaning pairs are ruled out. For example, with respect to a miniature language of three singular terms
and three one-place predicates, for which there are three possible objects of reference to the terms and three
possible concepts expressible by the predicates, the set M of possible combinations of meaning assignments has
exactly 36 = 729 members, since each of the six expressions of the language has three possible meanings. If we
say that expression t 1 cannot have meaning m 3 while expression F 2 has meaning m 6, then this excludes all
meaning distributions that include pair, of assignments, which is exactly 34 = 81 distributions (three possible
meanings to each of the remaining four expressions). All proper subsets of M define restrictions that rule certain
combinations out. For instance, the restriction that all expressions must have different meanings leaves only (3!)2
= 36 admissible distributions (combining 3 - 2 - 1 possible distributions over the terms freely with as many possible
distributions over the predicates).

By means of such combinatorial ideas we can give a measure of interdependence. Let's say that a total
distribution gives a meaning to each of the expressions of the language (for sake of simplicity, ignore lexical
ambiguity). For an expression e the assignment number N(e) is the total number of meanings given to e by the
different admissible total distributions. For instance, in the example N(e) = 3 for all simple e if all possible total
distributions are admissible, but also after imposing the different meanings restriction: in either case there are
three possible meanings a particular simple expression can have. Let N(L) be the number of admissible total
distributions to the language L, and N(E) the number of admissible distributions to syntactically simple expressions.
If we simplify matters by assuming that the language has a compositional semantics, and fix the semantic
significance of syntactic operations, then the meanings of complex expressions will be uniquely determined by the
meanings given to simple expressions and their mode of composition. Then N(L) = N(E), for if there are, say, 36
admissible distributions over simple expressions, there cannot be 37 admissible total distributions. For if so, there
are two distributions giving the same meanings to simple expressions but differing over the meaning of some
complex expression, thus violating the assumption of compositionality (given that the significance of syntax is
fixed).

Now we want to give a measure of interdependence by computing the degree to which possible distributions are
excluded. Since it cannot be assumed that N(e) is the same for all expressions e, we shall have to give an
interdependence measure for each e, and then define the total measure as an average. First, then, we specify the
maximum number of admissible total distributions. We get the maximum number if meaning assignments to
individual expressions can be freely combined. Where k is the number of simple expressions of L we have

Max(L) = N(e)) - N(e2) - ... N(eg)

which in the example is 3. Then we define DI (L, e), the degree of interdependence of L with respectto e, as

Max(Ly — N(L)
Max(L) — N(e)

follows: DI(L, ) =

When meaning assignments can be combined freely we have no interdependence at all, which amounts to setting
N(L) = Max(L). In this case DI(L, e) = 0 for any expression e. When interdependence is maximal, any assignment
of meaning to one expression uniquely determines the assignment of meaning to any other expression. Then N(L)
= N(e), for any simple expression e: there cannot be two total distributions d 1 and d ; that assign the same
meaning m to some expression e, for then there is at least one expression e’ that gets different meanings by d
and d ;. In that case, assighing m to e does not uniquely determine the meaning of €', contrary to assumption. In
case of maximal interdependence, when N(L) = N(e), we have DI(L, e) = 1 (note that DI(L, e) is undefined in case
N(e’) =1 forall & # e, since then Max(L) — N(e) = 0; this is intuitively right, since if there isn't more than one
possible meaning for any single expression, there is no measurable degree of interdependence either). Values
between 0 and 1 correspond to intermediate degrees of interdependence, the higher the more interdependent. In

the example, with the different meanings restriction in force, giving 36 admissible total assignments, we have
729 — 36

DI(L. ¢) = ——— == (),995for each e.
729 -3

Finally, we define DI(L), the degree of interdependence of L, as the average of the expression-relative values:

DIL) =DI(L,g). 1 =i=< k(where the bar denotes average value). We have the highest degree of
interdependence for L, DI(L) =1, in case DI(L, e) = 1 for all e. Again, values between 0 and 1 correspond to
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intermediate degrees of interdependence, the higher the more holistic. Total pair holism is not of highest degree,
since it only says that the assignment of meaning to an expression constrains the assignment to any other. This is
best understood as a lowering of N-values, as follows: let N(e" | e) be a conditional value, the (highest) number of
admissible assignments to € given an admissible assignment to e. We can now interpret total pair holism as the
view thatforalle, e in L, if N(e") > 1, then N(e" | e) < N(e").

We can now define MH in terms of degree of interdependence. Following some suggestions in the literature, we
should define MH as the view that DI(L) = 1 (for any L). However, it might be more reasonable to require only a
value close to 1. One can also go for a definition in terms of conditional assignment numbers. Finally, one can
disregard numbers altogether and focus on the mechanisms that bring interdependence about.

10.2.7 Meanings and the Mechanisms of Determination

The main idea in the literature of a determination mechanism has the following form: first, assign a basic property to
some sentences, like being accepted as true (or accepted as true under certain circumstances), or to some
inferences, like accepted as valid (or as valid under certain circumstances). Second, require a certain semantic
dependence of complex expressions on their proper parts, like that the semantics be compositional. Third, assume
some syntactic analysis of the sentences. Optionally, one can also fix the semantic significance of syntactic
operations, or just let that be determined together with the meanings of the expressions.

The meaning determining factors are then a combination of non-semantic facts and structural constraints. Now
assume that available semantic values are ordinary objects as values for singular terms, ordinary familiar concepts
as values for predicates, familiar concepts of concepts as values for quantifiers, and so on. Thatis, assume
standard meanings.

Assume further that the general determination principle is the Validating Principle. (Thatis, we assume that the
Validating Principle is a true principle of meaning determination, not that it is accepted by the speaker.) Because of
the Validating Principle, the meanings assigned to constituents of a sentence thatis held true must fit together so
that—given the way the world is—the sentence comes out true. Because of this, the constituent parts cannot be
assigned meaning independently of each other. And this is repeated for sentence after sentence, inference after
inference, thatis to come out true or valid. (This is like solving a system of mathematical equations, where
numerical values are to be assigned to free variables so that the equations come out true.) Then the following
might happen:

(a) We have underdetermination: more than one total meaning assignment fulfils the requirements.
(b) We have unsatisfiable overdetermination: no total meaning assignment fulfils the requirement.

There are now basically two options available. The first option is to keep standard meanings and adjust the
evidence. For instance, with respect to underdetermination we can require more non-semantic facts, sharpen the
structural constraints, or simply accept the underdetermination. With respect to unsatisfiable overdetermination we
can take Davidson's option and discount some sentences or inferences accepted by the person as mere mistakes.
The hope is that such a process eventually yields a unique total meaning assignment, which is the best
approximation. Clearly, with finding a best approximation for assigning familiar meanings there will be several sets
of non-semantic facts that determine the same total meaning assignment as outcome. Thatis, we have a many-
one correlation between determination bases and total meaning assignments.

The second option is to take the non-semantic facts to determine a unique meaning assignment anyway. That will
then have the consequence that the meanings assigned to expressions are other than the familiar ones. That s,
we reject standard meanings in favour of some non-standard semantics with differently individuated, perhaps more
fine-grained meanings. (In terms of the system of equations analogy, this corresponds to the need of introducing
numbers of a new kind, like complex numbers in relation to the reals, in order that the equations come out true.)
What meanings will this give us? Thatis unclear. Perhaps meanings defined in terms of sense data, or perhaps
meanings defined in terms of neural network activation patterns, as in Paul Churchland's (1991, 1993, 1998) state
space semantics. According to Ned Block (1986, 1993, 1995), inferential role semantics is a semantics for narrow
mental content. Narrow content is a non-representational kind of content, determined completely by speaker-
internal factors, the main purpose of which is to serve for psychological explanations. However, if the relevant kind
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of meaning is non-representational, then the concepts of truth and falsity don't apply, and then something else than
the Validating Principle is needed to effect the determination.

If we abstract from the Validating Principle and simply consider a total meaning assignment as a (non-constant)
function of a base of accepted sentences or inferences, then itis clear that a subject cannot change his mind
arbitrarily much without inducing meaning changes. The total meaning assignment cannot stay fixed through al/
changes in acceptance attitudes. But beyond this consequence, not much follows concerning the relation between
meaning and acceptance (meaning and belief). For instance, it does not follow from the general idea that if some
particular expression e is to have some particular meaning m, then some particular inference i must be accepted,
so that acceptance of i is constitutive of e meaning m. The function from bases to meaning assignments might
simply be more complicated.

Further, itis often assumed in the literature that if you have a holistic inferential role semantics for mental content
(i.e. Devitt holism), then any change of belief (any change of acceptance of sentences or inferences) will change
the contents of all the beliefs of the subject. This is the Instability or Total Change Thesis. The Total Change
Thesis is extremely strong. Itis stronger than the assumption of a one-one correlation between determination
bases and total assignments, for the obtaining of a one-one correlation allows different total assignments to
overlap. The Total Change Thesis does imply a maximal degree of semantic interdependence. For if assigning a
meaning to one expression e does not determine the meaning of another expression €, but allows e’ to be
assigned both m; and my, then e can retain its meaning while e" changes fromm; to mp, and precisely this was
ruled out.

Itis unclear what determination mechanism would make the Total Change Thesis true. Probably it is assumed that a
change of meaning of one word somehow infects its environment by inducing a change of meaning in all words co-
occurring with it in sentences in the determination base. As the infected words spread the change via contactin
other sentences, total change eventually results. But the mechanism of this induction is unspecified. Itis indeed
true that the Validating Principle can effect total semantic change in exceptional cases, but the Total Change
Thesis requires this to happen every time.

One can try simply to identify the determination base with Fregean sense, since the determination base does
something that Fregean sense does too, viz. determine reference. One can characterize the determination base
role of an expression by constructing it from the expression's occurrences in accepted inferences, so that any
change somewhere in the determination base does induce changes in the roles of other expressions in
accordance with the infection scenario (for suggestions, see Berg, 1993 and Pagin, 1997). Then a high degree of
sense-interdependence between different expressions automatically results, because of the identity. However,
selecting an expression's role in the determination base as its meaning is a rather extreme form of non-standard
semantics. It is not a content or meaning in any intuitive sense of those terms. The truth of MH or the Total Change
Thesis cannot simply be stipulated by decreeing that one or other holistic property be called ‘meaning’ or ‘sense’.

Accepting the identity gives one a reason for the claim that because of holism, the meaning of an expression
cannot be specified except by specifying the meaning of every expression in the language (see e.g. Davidson,
1967: 22). This claim does not follow from the premise that meaning determination is holistic in any of the senses
given here. It must be distinguished from the claim that the conditions for a particular expression to have a
particular meaning cannot be specified without specifying the corresponding meaning conditions for other
(possibly all other) expressions. This claim, by contrast, does follow.

It seems that belief in the Total Change Thesis tacitly relies on the assumptions that (a) there is a one-one
correlation between determination bases and total meaning assignments, and (b) meanings are so finely
individuated that maximum interdependence can be upheld. But neither (a) nor (b) is true in all versions of MH.

10.3 Arguments against Meaning Holism

Two main arguments have been levelled against MH, Dummett's language learning argument, and Fodor and
Lepore's instability or total change arguments. In addition, Fodor and Lepore have a related argument that MH is
incompatible with semantic compositionality.
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10.3.1 The Language Learning Argument

Dummett (1976: 42-45, 1991: 221) has argued that if meaning holism s true, then a language cannot be learnt
incrementally, thatis, by learning small parts of the language at a time. This is so, according to Dummett, since one
cannot know the meaning of any expression without knowing the entire language. But, the argument concludes, if
we cannot learn it incrementally, itis a mystery how we can learn it at all.

The thesis that we cannot learn a language incrementally does follow from Dummett's definition of holism (see
Section 10.2), but not, or at least not straightforwardly, from more standard definitions. The difference between
them may be used for countering the argument. Although Dummett's learnability thesis is correct with respect to
some definitions of holism and some definitions of knowledge, it is incorrect with respect to others.

With respect to a version of MH that supports the Total Change Thesis, itis correct that one must know the entire
language for understanding any expression in it, at least if learning a new expression automatically changes the
determination base. With respect to a definition of knowledge by which you cannot know what an expression
means unless you know all the facts that determine its meaning and how that is done, Dummett's thesis is again
correct even for weaker versions of MH.

But if a reliabilist conception of knowledge may be employed, and weaker versions of MH are acceptable, then
Dummett's claimis incorrect. If associating the right meaning with an expression as the result of a reliable learning
process is enough for knowledge, then itis possible for speakers to know what an individual expression means
even from knowledge of a small fragment of the language containing it. This holds provided that, first, we have a
version of MH that allows standard meanings, and second, we have a meaning determination principle that is
normally conservative, thatis, by which the meaning assigned to an expression usually remains the same as the
language is extended with new expressions (cf. Pagin, 1997). This indeed does hold for Davidson's principle of
charity, since speakers do not normally perform large scale beliefs revisions as part of learning new words.

A different response to Dummett is proposed in Bilgrami, 1986 and in Dresner, 2002 but prefigured already in
Davidson, 1965. All hold that learning can be gradual in the sense that a subject can have partial knowledge of the
meaning of an expression and gradually increase it. Dresner suggests an algebraic framework for representing
partial knowledge of meaning, and a way of making the notion of partial knowledge precise, and also refers to
empirical studies. The general idea is that a speaker can know some but not all of the restrictions on admissible
interpretations of lexical items.

A variant of the language learning argument concerns the possibility of communication (Dummett, 1973: 599). The
assumptions are that communication succeeds only if the hearer knows what the speaker says, and that in order to
know this the hearer must know the speaker's language. On these assumptions we have the same difficulties, and
the same possible countersuggestions, with communication as we have with original language learning. Cf.
Tennant, 1987, Shieh, 1997.

10.3.2 The Total Change Arguments

In Fodor, 1987: 55-60 and in Fodor and Lepore, 1992: 11-22 (see also Putnam, 1986) three arguments against MH
are extracted from the Total Change Thesis. First, two persons cannot disagree on anything, and they cannot
agree on anything unless they agree on everything. This makes communication impossible except between
persons that agree on every belief anyway, and therefore don't need it. Second, one person cannot change his
mind about anything, for changing one's mind also changes the content of the belief. Third, because of these facts,
we cannot make true intentional generalizations, and hence no good intentional explanations.

Itis widely agreed both that these consequences do follow from the Total Change Thesis (given that the
determination base consists of accepted sentences and inferences), and that they are unacceptable. However,
several authors, including McLaughlin (1993), Pagin (1997), and Jackman (1999), have pointed out that the Total
Change Thesis does not follow from MH (even though true of some versions). In particular there may be a many-
one correlation between determination bases and total meaning assignments, allowing for the desired meaning
stability across determination base variations.

Another point discussed, especially between FL (1992, 1999) and Churchland (1993, 1998), is whether it can be
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enough, for example for successful communication, that the meanings assigned to an expression by speaker and
hearer are similar, even if notidentical. If it is enough, we could live with the truth of the Total Change Thesis.
However, the discussion has been somewhat distorted by the conflation of two different issues. On the one hand
we have the question whether communicative success is compatible with meaning difference, in some respect and
to some extent, between speaker and hearer. On the other hand we have the question whether intersubjective
identity or similarity is definable in the first place, given that the determinants of meaning are (like neural activation
patterns) wholly internal to the speakers. The first question is the point of departure, but the discussion has come
to concern the second. Several commentators, like Tiffany (1999), have regarded FL as victorious on the second
point, but the original question remains.

10.3.3 The Compositionality Argument

In FL, 1991: 332-7, Fodor and Lepore argue that an inferential role theory must be combined with acceptance of
the analytic/synthetic distinction, and since this distinction cannot be upheld (in a principled way), inferential role
semantics should be given up. The justification for the combination claim involves the principle of compositionality.

On FL's understanding, if the inference from ‘x is a brown cow’ to ‘x is dangerous’ is part of the meaning of ‘x is a
brown cow’, and meaning is compositional, then it must follow from the meanings of the components of ‘x is a
brown cow’ and the mode of composition, that the inference to ‘x is dangerous’ is part of its meaning. But intuitively
it doesn't, since acceptance of the inference depends only on the speaker's beliefs, not the meanings of the
components. In order to avoid this conclusion, FL argue, inferential role semantics must be restricted to identifying
meaning with role in analytic inferences, like from ‘x is a brown cow’ to ‘x is an animal’. Hence acceptance of the
analytic/synthetic distinction.

There are two reasons why this might seem unpersuasive. The first concerns the relevance of the
analytic/synthetic distinction. Assume that what FL mean, by saying that meaning is inferential role, at bottom is
that the Validating Principle applies to accepted inferences. Any inference accepted as valid must come out as
valid after meaning assignment. But here, coming out as valid does not mean coming out as logically valid, or as
conceptually valid. The Validating Principle requires only that accepted inferences lead from true premises to true
conclusions, given the facts of the world, not that they come out true or valid independently of facts. Hence itis
not required that accepted, meaning constitutive inferences are analytically valid. That the inference is only
contingently correctis nota problem.

The second reason concerns contingent validity. The real problem with FL's ‘brown cow’ example is rather that the
inference isn't even contingently valid. Given the Validating Principle, this would force an assignment of non-
standard meaning to ‘brown cow’, and, given compositionality, also to ‘brown’ and ‘cow’. They could not mean
brown and cow, respectively, for a speaker accepting the inference. This problem with the Validating Principle was
noted above, and it can be circumvented by replacing it with some weaker principle that can accommodate
mistaken beliefs, in particular a principle that allows a many-one relation between determination bases and total
meaning assignments.

10.4 Arguments for Meaning Holism

There have not been many arguments for MH, and those presented have usually relied on controversial
assumptions. One kind consist of arguments for the truth of certain meaning theories, which are then assumed to
be holistic. For instance, in Bilgrami 1998 it is argued that we need appeal to inferential role for solving Fregean co-
reference problems, and since inferential role semantics is holistic, MH is true.

Another kind consists of arguments that need to be combined with a meaning theory of a certain kind to yield MH.
For instance, itis common to regard the combination of Quine's confirmation holism with verificationism as an
argument for MH. However, this argument is not endorsed by Quine himself (cf. Quine, 1986a). Moreover, few post-
positivist philosophers have been verificationists, and those that have been, like Dummett, Prawitz and Cozzo,
have tended to be anti-holists, favouring the view that only what counts as a direct or canonical verification is
meaning determining, not every possible verification. MH will follow only if everything accepted as a verification
takes part in meaning determination.
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A similar situation holds as regards appeal to belief holism. There is a strong intuitive support for belief holism, as
has been brought out by Stephen Stich:

Shortly before her death, Mrs. T had lost all memory about what assassination is. She had even forgotten
what death itself is. She could, however, regularly respond to the question, “What happened to McKinley?”
by saying, “McKinley was assassinated.” Did she, at that time, believe that McKinley was assassinated?
For just about everyone to whom | have posed this question, the overwhelmingly clear intuitive answer is
no. One simply cannot believe that McKinley was assassinated if one has no idea what an assassination is,
nor any grasp of the difference between life and death. (Stich, 1983: 56)

Although these intuitions are widely shared, we get an argument for MH only if there is further support for the view
that belief holism results for reasons of semantic interdependence between belief states, rather than for
epistemological or other reasons.

A related appeal to change over time is made in Block (1995), building on Putnam 1983. Block argues to the effect
that changes in belief induce changes in narrow mental content. This is advertised as an argument for holism, even
though the argument only considers the change of content of one particular term (‘grug’). The underlying idea
seems to be that since small changes of belief suffice for changes in narrow content, changes in belief will induce
many changes in narrow content. A very similar argument, concerning cognitive content, is given in Segal, 2003.

Two related arguments have been presented, but not endorsed, by Fodor and Lepore. The first (FL, 1991: 340) is
an argument for the conclusion that inferential role semantics is holistic, and the second (1992: 23-4) for belief
holism, or FL-holism with respect to belief. The 1991 version runs as follows.

(1) The meaning of an expression is at least partially constituted by the expression's inferential relations.

(2) There is no principled distinction between those of its inferential relations that constitute the meaning of an
expression and those that don't.

(3) Hence, the meaning of an expression is constituted by all of its inferential relations, hence by all of its role
in a language.

This argument and its later variant have received much attention, and a large part of the discussion has been
concerned with the second premise. FL think of the second premise as expressing a claim about the
analytic/synthetic distinction, and the 1992 version has the rejection of a principled analytic/synthetic distinction
explicitly as its second premise. Several authors (e.g. Boghossian, 1993; Rey, 1993) have tried to defend the
analytic/synthetic or constitutive/non-constitutive distinctions. FL themselves accept the second premise and have
consequently argued against the first.

Three problems with this argument deserve mention. First, as several commentators have pointed out (concerning
this or the later version; see especially Perry, 1994), the structure of the argument is unclear. Some kind of slippery
slope or sorites argument is suggested, but exactly how it is to come out as valid remains unspecified (this
connects with the third problem). Second, the conclusion is what is here called Devitt holism, and there is a big
step from there to interdependence versions of MH, and especially to the Total Change Thesis that FL employ for
their reductio of MH. Third, it is not clear whether anyone endorses the argument (hence unclear whether anyone
is committed to clarifying the structure). In addition, as was pointed out above, the analytic/synthetic distinction is
irrelevant if meaning is assigned in accordance with the Validating Principle.

Finally, an argument due to Glier (2001) trades on the difficulties with the Validating Principle. As mentioned above,
it has the consequence that, if speakers make mistakes, strange non-standard meanings result. In Fodor's own
information-theoretic setting this is known as the disjunction problem: occasionally mistaking a cow for a horse
results in ‘horse’ meaning horse or cow (Fodor, 1992, chapters 3 and 4), and in a normative setting itis an aspect
of the rule-following problem. In order to avoid non-standard meanings the Validating Principle must be replaced by
some principle that filters out mistakes.

In both the normative and the information-theoretic settings, it has proved difficult to find principles that work.
Gluer's argument for holism then has the following form: there is a filtering principle that works in a holistic context,
viz. the best approximation principle, and since no working non-holistic filtering principle exists, MH is true.
Basically, therefore, the argument is that MH provides the only way of securing standard meanings.
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[-] Abstract and Keywords

W.V. Quine's thesis of the indeterminacy of translation is the theory which launched a thousand doctorates. During
the 1970s it sometimes seemed to be as firmly entrenched a dogma among North American philosophers as the
existence of God was among medieval theologians. So what is the indeterminacy thesis? Itis very tempting, of
course, to apply a little reflexivity and deny that there is any determinate thesis of indeterminacy of translation; to
charge Quine with championing a doctrine which has no clear meaning, or which is hopelessly ambiguous. Such a
charge is, itis argued in this article, false. His meaning is fairly clear and there is widespread agreement on what
the thesis amounts to. The second section of the article looks at Quine's ‘argument from below’ for indeterminacy,
then the ‘argument from above’, with concluding remarks in the last section.

Keywords: W.V. Quine, indeterminacy, epistemological thesis, skeptical doubts, indeterminacy of translation, verbal behaviour

W.V. quine's thesis of the indeterminacy of translation is the theory which launched a thousand doctorates. During
the 1970s it sometimes seemed to be as firmly entrenched a dogma among North American philosophers as the
existence of God was among medieval theologians. Although now subject to much more by way of critical
appraisal, Quine's work is still, rightly, at the forefront of contemporary philosophy of language. Moreover though
propounded and defended by the doyen of analytical philosophy, as hard-nosed a logician as one can find,
Quine's questioning of the determinacy of meaning is of interest to a much wider audience than logicians. Indeed
the idea of indeterminacy of meaning has more than a whiff of smoke-filled cafés on the banks of the Seine about it,
though Quine's arguments for indeterminacy belong firmly to the tradition of logical empiricism.

Doubts such as Quine's about the scientific credentials of the concept of meaning,! were common among the
logical empiricists (or positivists) of the Vienna Circle, including Quine's mentor Rudolf Carnap. But after Carnap had
absorbed Tarski's work on truth, he moved into a resolutely semantic phase. The classic positivist position—logic
and mathematics admit of no empirical confirmation but are nonetheless respectable (‘non-metaphysical’) because
true by virtue of meaning—could then be held in good faith, now that meaning had been passed as scientifically
respectable. Moreover philosophy as conceptual analysis, as the tracing of the meaning connections among
expressions and thereby among the concepts they express, only makes sense if there are fairly determinate and
fine-grained relations of sameness and difference of meaning, at least if one thinks that concepts are essentially
linguistic. Hence Quine's claim that meaning is radically indeterminate threatens to deconstruct logical empiricism
and to demolish analytical philosophy, construed as a philosophy of conceptual analysis, from within.

So what is the indeterminacy thesis? Itis very tempting, of course, to apply a little reflexivity and deny that there is
any determinate thesis of indeterminacy of translation; to charge Quine with championing a doctrine which has no
clear meaning, or which is hopelessly ambiguous. Such a charge is, | will argue in Section 11.1, false. His meaning
is fairly clear and there is widespread agreement on what the thesis amounts to. In the second section | will look at
Quine's ‘argument from below’ for indeterminacy, in Section 11.3 at the ‘argument from above’, with concluding
remarks in Section 11.4.
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11.1

The locus classicus for the exposition of Quine's thesis of indeterminacy of translation is chapter 2 of Word and
Object (Quine, 1960). Quine starts with an ‘uncritical’ presentation of the doctrine:

two men could be just alike in all their dispositions to verbal behaviour under all possible sensory
stimulations, and yet the meanings or ideas expressed in their identically triggered and identically sounded
utterances could diverge radically, for the two men, in a wide range of cases. (Quine, 1960, p. 26)

(Women were language-less, in the early 1960s.) However he rejects this version as meaningless:

a distinction of meaning unreflected in the totality of dispositions to verbal behaviour is a distinction without
a difference. (Ibid.)

This makes it look as if some form of behaviourismis a background presupposition of Quine's argument and he
does say:

We are concerned here with language as the complex of present dispositions to verbal behaviour. (1960,
p. 27; see also 1987, p. 5)

Quine certainly eschews ‘mentalisn’, if we define this as a rejection of the supervenience of semantics on
behaviour. For ‘no distinction of meaning without a difference in behaviour’, justis, in slogan format, the
supervenience of semantics on behaviour. One motive here is a publicity requirement on language use. Language
is a social art, Quine emphasizes. We acquire it by observing through ordinary sensory means the verbal
behaviour of our peers as they attempt to communicate with us and each other. Quine moves, therefore, to a less
mentalistic formulation of the indeterminacy thesis:

the infinite totality of sentences of any given speaker's language can be so permuted, or mapped onto
itself, that (a) the totality of the speaker's dispositions to verbal behavior remains invariant, and yet (b) the
mapping is no mere correlation of sentences with equivalent sentences, in any plausible sense of
equivalence however loose. (/bid.)

What could the plausible sense of equivalence be? A third formulation is introduced to help clarify:

The same point can be put less abstractly and more realistically by switching to translation. ... [M]Januals
for translating one language into another can be set up in divergent ways, all compatible with the totality of
dispositions, yet incompatible with one another. (/bid.)

The discussion then focuses on the thought experiment of radical trans/ation, of the predicament of a linguist
faced with a community speaking a language which has no discernible affinities with any known to linguists (a bit
like Aberdonians, but even more so). Quine introduces his famous example of ‘Gavagai’:

A rabbit scurries by, the native says ‘Gavagai’, and the linguist notes down the sentence ‘Rabbit'... as
tentative translation (1960, p. 29)

This might make it look as if the indeterminacy thesis is concerned solely with transl/ation between languages,
perhaps only with translation of alien, putatively incommensurable, cultures; or thatitis an epistemological thesis,
expressing sceptical doubts as to whether we can ever know what others mean, at least if they speak a radically
different language.

This would be a grave mistake. Quine's second formulation, in terms of permutations of one's own language, is the
most fundamental one. His thesis is not an epistemological one but a metaphysical one and it concerns an
indeterminacy in the meaning of the expressions of one's own language—

On deeper reflection, radical translation begins at home. (Quine 1969a, p. 46; see also 1960, p. 78)

Indeterminacy of translation is merely a corollary of the main thesis, albeit one which is pedagogically useful. The
radical translation thought experiment helps one to bracket mentalistic assumptions and focus on the purely
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behavioural data which are available to linguist and language learner alike.

In what sense, then, do the permutations map sentences to non-equivalent sentences while leaving behavioural
dispositions untouched? If Quine is indeed assuming some form of behaviourism, this is puzzling. Say that two
sentences of a speaker's language are behaviourally equivalent iff the totality of the speaker's verbal dispositions
towards the one is the same as that towards the other (spelling this outin detail has complications which we will
pass over). Then Quine in the above quotation seems to be saying that there are behaviourally equivalent
sentences which are nonetheless non-equivalent in some plausible sense. What sense can this be?

Could it be that they differ objectively in meaning, though they are behaviourally equivalent? As we have seen, a
mentalist could say this, could take the thesis to be a rejection of the supervenience of meaning on verbal
behaviour. But Quine cannot say this since for him any distinction in meaning must be reflected in a distinction in
dispositions to verbal behaviour. On the other hand, to say only that they are syntactically distinct sentences is
merely to affirm the existence of synonyms which Quine, by the time of Word and Object (Quine, 1960) sees is
fairly platitudinous.2 Similarly dismissed by Quine as platitudinous are the theses that translation is often rough,
there being no precise synonym, and that many sentences are vague (see again 1960, pp. 41, 73-4).

Quine's indeterminacy thesis is far more radical than this. One more radical claim which might be taken to interpret
the thesis is the assertion that two behaviourally equivalent sentences can be non-equivalent in the sense of
intuitively non-synonymous. That s, they can be objectively alike in meaning yet we think they differ; our beliefs
about synonymy are fallible (1960, pp. 36, 63). This seems plausible for a behaviourist, though it goes against what
one might call an extreme Cartesian view of the mind. On the latter view, the mind, including the meanings our mind
gives to words, is transparent to us so that we have infallible, privileged access to all our mental states and can
thus tell whether two words express, on our lips, the same idea or not.3

However the more of our intuitions Quine holds to be erroneous, the more radical (and less plausible) his position
becomes. In fact the following version of indeterminacy:

countless native sentences admitting no independent check... may be expected to receive radically unlike
and incompatible renderings under the two systems. (1960, p. 72)

illustrates just how radical Quine's doctrine is. It embodies the thesis Quine most often has in mind when arguing for
indeterminacy of meaning:—two sentences can be behaviourally equivalent yet distinct in truth-value—the one is
true if and only if the other is false. A variant of this thesis applied to names and predicates is the thesis of
ontological relativity or inscrutability of reference:* two names can be behaviourally equivalent and yet stand for
different objects, two predicates can be behaviourally equivalent yet true of different things.

But how can this possibly be? If sentence p is behaviourally equivalent to sentence q then surely, for Quine, p
means the same as g. Yet if they are incompatible in the above sense, we have P iff not Q, where P and Q are the
sentences named by p and q respectively. But the following rule R is surely constitutive® of the notions of meaning
p means the same as g

and truth:
pis true iff g is true.

From the premise that two sentences mean the same we can conclude that the one is true iff the other is (relative

to a background context which removes any ambiguity and fixes reference for any context-relative terms). Quine

agrees with Tarski that ‘p is true iff P’ and ‘q is true iff Q" are constitutive of the concept of truth. Putting all these

things together (using the symmetry of ‘iff’) we derive, from the premises that p means the same as g and that P iff

not Q:

Q iff g is true[Tarskil; iff p is true(R); iff P[Tarskil; iff not Q

And the transitivity of ‘iff’ (A iff B and B iff C entails A iff C) gives us Q iff not Q which leads, in standard logic,
straight to contradiction. More directly, from rule R we conclude that the one sentence is true iff the other is
whereas Quine maintains that the one is true iff the other is false; and these two claims are surely contradictory.

Similarly ‘the referent of (t) = t' is another disquotational Tarskian truth about reference—here substitutions for
parameter “(t)” canonically name substitutions for parameter “t”. The analogue R’ of R (if two names mean the
same, their referents are identical) plus the assumption that t means the same as u yields (with ‘Ref({t}))’ standing

Page 3 of 13



Indeterminacy of Translation

for ‘the referent of (t)'):f — Ref((t))[Tarski]; = Ref((u))[R']; = u[Tarski]so that t = u even though, according
to Quine we can have t # u. For example, if ‘Poppy’ names your pet rabbit then Quine holds, as we shall see, that
the singular term ‘Poppy's left ear’ is identical, in point of objective meaning, with ‘Poppy’ hence, by the above
argument, Poppy = Poppy's left ear, even though we know they are distinct, one being a proper part of the other. A
similar argument can be given for the indeterminacy of the extension of predicates: ‘gavagai’ can be interpreted
as true of all and only rabbits or as true of all and only the undetached observable parts of rabbits, and so on.

Is Quine's position simply contradictory then? There is an explicit answer for reference, in the doctrine of
ontological relativity, though one he seems to shy away from in the case of truth. For reference, Quine takes the
above argument to be a reductio ad absurdum of some of the underlying assumptions, in particular, of the
assumption that meaning and reference are absolute. Rather, insofar as sentences without empirical content can
be said to have meaning at all, itis only relative to some one among many possible interpretations of the language
into some background language (the meta-language in which we talk of the object language in question; it may be
a completely different one or an extension of the object language):

unless pretty firmly conditioned to sensory stimulation, a sentence S is meaningless except relative to its
own theory; meaningless inter-theoretically. (1960, p. 24)

reference is nonsense, except relative to a coordinate system.... What makes sense is to say not what the
objects of theories are, absolutely speaking, but how one theory of objects is interpretable or
reinterpretable in another. (1969a, pp. 48, 50)

What Quine's view seems to comes down to, then, is this. If p and g have no empirical content, they do not have
meanings but have one or other interpretation imposed or projected onto them, although the two sentences never
get the same interpretation in one in the same projection, if the equivalence P iff not Q holds. Similarly a term such
as ‘Gavagai’ may have a determinate layer of meaning, to do with rabbit features being present—'It's rabbitish’, as
it were—but it does not segment occasions into rabbits, rather than undetached rabbit parts, and so forth. Such a
segmentation is our projection onto a world which, in itself, does not come packaged into separate objects.

Relativity alone, however, will not save Quine from contradiction. The argument above will go through with the
various notions relativized to an interpretation I: ‘means, the same as’, ‘is true;” and so on. The Tarskian schema
then becomes  p is true, iff P¥*, where P* is any sentence such that p means, the same as p*.6 Further, rule R then

b R¥ Jrmeansy the same as q
ecomes :

pis truey iff g is true;.
In order to block the inference to:
Q iff p is true([Tarskil; iff q is true|(R*); iff P[Tarskil; iff not Q

(granted that p and g are alike in all objective aspects of meaning) we need, as in the previous paragraph, to deny
that if sentences have the same meaning then there is some interpretation / in which they mean, the same.

The claim that p means the same as g, then, Quine has to read as something like:

There is a sentence r such that there is an interpretation / in which p is interpreted by r and also an
interpretation /* such that g is interpreted by rin /*; but it need not be the case that/ = I*.

If, therefore, we step back from our object language attime t and talk aboutitatt + 1 in whatis in effecta
metalanguage, we can say that there is an interpretation / of ‘rabbit’ and ‘undetached rabbit part’ (as used att) in
which the former is true of all and only the rabbits, the latter of all and only the undetached rabbit parts. But since
‘rabbit’ and ‘undetached rabbit part’ mean the same, there is another interpretation * in which ‘rabbit’ is given the
interpretation ‘undetached rabbit part’ has in | so that ‘rabbit’ is true of all and only undetached parts of rabbits
(and we can let ‘undetached rabbit part’ have the set of rabbits as its extension in I*). There is, though, no
interpretation /** in which ‘rabbit’ is true of all and only the rabbits and all and only the undetached proper parts of
rabbits, thatis indeed absurd.

The upshot of Quine's indeterminacy thesis is the relativity of reference and, if he is consistent, of truth. Hence
Quine must be placed firmly in the camp of the antirealists. True, Quine is prepared to assent to current scientific
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theory and hence to affirmits truth, since he accepts - p is true iff P; he has a deflationary, disquotational view of
truth (Quine, 1960, pp. 24-5). But he is wrong in thinking this makes him a realist, in anything like the traditional
sense. An instrumentalist who accepts current scientific theory (as instrumentalists generally did) and is prepared
to accept the legitimacy of at least a disquotational conception of truth (as most were, post Tarski) would not
disagree in the least with Quine on truth. The realist, however, believes that our theoretical conjectures are
determinately and absolutely true or determinately and absolutely false, whether or not we have any means of
finding out which. But for Quine, once we reach the theoretical realms where meaning, he claims, is indeterminate,
truth and reference are relative, not absolute.

Just as a diagram can be read as a gavagai looked at one way, a duck another, though the objective figure is the
same, so a theory can be true interpreted one way, false interpreted another though the objective facts (thatis, for
an empiricist such as Quine, the empirical facts) and the meaning of the theory remain the same. Hence there is
no sense to the claimthatitis one or the other independently of us: as regards the theoretical component of a
theory whose empirical consequences are true, itis we, by our way of reading that theoretical component, who
make it true; or false,.

The objective world is, for Quine, an ensemble of occasions possessing, as wholes, objective, observable features
and some sort of structured articulation of a general, highly abstract, nature. But the segmentation of such
occasions into distinct objects so as to instantiate in a particular way the abstract structure, objects which we
suppose possess non-observable, underlying microscopic natures—all this is a human construction answering to
no corresponding objective reality; itis a colourization of an intrinsically monochrome scene, as it were, and one
which could equally well be effected in a number of different ways (though perhaps not by us). Such a view
embodies a relativistic antirealism (one might even read Kantian overtones into it) which Quine himself shrinks from,
at least as regards the notion of truth. (Quine, 1960, pp. 24-5; 1975, pp. 327-8.)

11.2

Indeterminacy, then, is a bold thesis with far-reaching metaphysical consequences. Does Quine give us good
reason for thinking it true? He has two main arguments for indeterminacy of meaning, which he terms the argument
from below and the argument from above, respectively (1970, p. 183). Both hinge on the assumption that the only
meaning a sentence can have, on its own, is empirical meaning which he characterizes in terms of his concept of
stimulus meaning. A sentence's stimulus meaning is a pair consisting of the affirmative stimulus meaning together
with the negative stimulus meaning. The former is the set of stimulations which would prompt assent to the
sentence on being queried on it, the latter the set of stimulations which would prompt dissent. In Word and Object,
Quine treated stimulations as physical events or ‘patterns’ just outside the sensory organs (1960, p. 31).
Translation then should match sentences with approximately identical stimulus meanings: the natives would assent
to ‘Gavagai’ on being prompted with pretty much the same stimulations as we would assent to ‘Rabbit’, likewise for
dissent.

Quine's empirical meanings, then, are not distal objects:

It is important to think of what prompts the native's assent to “Gavagai?” as stimulations and not rabbits.
Stimulation can remain the same though the rabbit be supplanted by a counterfeit. (1960, p. 31)

and similarly a rabbit may fail to stimulate assent because of poor lighting etc. Later on, he despairs of
intersubjective stimulations; placing them just outside the sensory organs will not work because of differences in
orientation and anatomy among different subjects (Quine, 1974, pp. 23-4). He therefore re-defines stimulations as
patterns of firings of sensory receptors (1992, pp. 2, 40) and accepts, because of the lack of homology of sensory
nerve networks (Quine, 1974, p. 24, fn. 2), that there can be no intersubjective stimulations. This is a major change
in his position: translation of observation sentences is no longer based on objective sameness and difference of
stimulus meanings but has become a much more hermeneutic business, a matter of empathetic placing of oneself
in the subject's shoes and figuring out what translation makes best sense from that perspective (Quine, 1992, p.
42).

Could Quine not have held firm to a naturalistic account of observational meaning? He acknowledges, in response
to Davidson's suggestion of a more distal meaning in external physical objects:

Page 5 of 13



Indeterminacy of Translation

| could place the stimulus out where Davidson does without finessing any reification on the subject's part.
But | am put off by the vagueness of shared situations. (1992, p. 42)

However all the basic terms of Quine's semantic theory, for example terms such as ‘assent’, are vague and
vagueness on its own is no bar to externalizing Quine's stimulus meanings while still avoiding reification on the
subject's part. | will try to externalize Quine's notion of stimulus meaning using the concept of the co-presence of
two objects. Firstly, consider any region of the universe which is exactly congruent to me, now, in some posture or
other | could adopt (whether | am actually filling that region or not). An actual occasion (for me) can be defined as
the mereological complement of such a region, that is, every bit of the universe which is not part of the region
congruent with me—the region's ‘cosmic complement’ (Quine, 1995, p. 71). Occasions for human speakers, then,
actual or possible,” are cosmic doughnuts with humanoid holes at their core.

Suppose my current overall neural state, minus its receptor cell fringes, grounds a determinate disposition to
respond to sentence S with assent (dissent) given the pattern of receptor firing which would be induced by my
insertion, as it were, into a particular occasion O. For Quine this means the receptor cell pattern 8 which would
result from such an insertion belongs to the affirmative (negative) stimulus meaning of S. But by the same token my
total neural state will likewise ground the disposition to assent (dissent) if | aminserted in occasion O. We can take
the meanings, then, to be composed of the external occasions, not the internal neural firings.? These ‘occasion
meanings’ take account of orientation and are just about as idiosyncratic as Quinean stimulus meanings. No
occasion in the occasion meaning of any of my sentences can belong to the meaning of any of yours, unless you
have the misfortune to be shaped, down to the last wrinkle, like me. Moreover there is still no reification, no
segmentation of the occasions into component objects.

We can, however, make sense, with some charitable reading, of the idea of a proper part p of an occasion O being
observable. Imagine p excised from O and replaced with something else without altering the rest of O, thereby
yielding a variant occasion O*. (Here again there is vagueness: we need to discount sufficiently insignificant
changes in [O minus p] as not really involving a change in the rest of O and perhaps look only to fairly natural
ways of replacing one part with another.) If there is a sentence S such that my response to S is different for O
compared to that for O* then p is observable.

We can extend observationality to a notion of weak observationality, relative to an occasion O. Where the
occasions are mine, consider occasions O* in which we punch out (conceptually) a me-shaped hole in reality not
too far from the me-shaped hole which defines O. If p is observable at O* then it is weakly observable at O (so
observationality is a special case of weak observationality). Thus if | am standing in front of my house, the frontis
observable to me, but there is a position round the back, no further (or not much further) from the centre of mass of
the house than my current position is and from which the back is observable. Hence the back is weakly
observable.10 But no houses a few streets away, obscured by intervening houses, are even weakly observable.
Clearly the notion is vague, dependent on the vague notion of the viewer standpoint for weak observationality
being ‘not too far away’ from that for the occasion.

Occasions are time slices of the entire physical universe, minus their (potential) observer core. Ordinary ‘external’
physical bodies overlap some series of occasions (again we can leave the length of occasions, the ‘specious
present’, vague). A necessary condition for two bodies being ‘co-present’ as | will call it, is that they overlap the
same occasions. Thus most, if not all, ordinary everyday ‘external’ bodies here on earth are not co-present with,
for example, the chair | am sitting on—their beginnings or endings do not coincide with its creation or destruction.
But some non-salient stretches of spacetime are; perhaps some on far-off planets would be relatively salient to us if
we were aware of them. However we can rule them out by requiring, in addition, that stages of a and of B must also
be weakly observable in exactly the same occasions, if a and B are to be co-present. If we have two bodies which
either do not overlap the same occasions or are such that there is an occasion O on which the stage of a (say)
which is part of O is weakly observable at O but the corresponding stage of B is not then they are not co-present;
let us say in such cases that they are ‘stimulus-distinct’.

| return then, to the argument from below, the argument for relativity of reference and ontology. Define an
admissible permutation of an interpretation / to be a permutation of the domain of individuals of I which maps
individuals to co-presentindividuals. For example, a permutation p might be the identity mapping except that it
swaps over Poppy the rabbit with Poppy's left ear. From any such interpretation / we can create a new permuted
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interpretation / p. If a is the referent of singular termt in | then p(a) is its referentin / p, if x: @x is the extension of
predicate F in / then {x: dypy & x = p(y) is its extension in/ .11 Itis easy to show that/ and / , are materially
equivalent, thatis, S'is true in / iff true in / p, for all sentences S.12 Material equivalence is clearly (but see footnote
13) a necessary condition on any two interpretations of a language being equally good. A second constraint one
could add, I will call it ‘stimulus equivalence’, is that no singular termis assigned stimulus-distinct individuals on
the two interpretations and no predicate has stimulus-distinct extensions in the sense that there is a member of one
extension which has no stimulus equivalent correlate in the other.

Quine, in Word and Object (1960, §12) argues that there is a multiplicity of equally good interpretations of the
singular terms and predicates of our language, no pair of which can be combined into a single coherent
interpretation. There is nothing in our verbal behaviour which could differentiate between an interpretation of
‘gavagai’ as segmenting occasions into [rabbits, against a background], on the one hand, versus [a grouping of
undetached rabbit parts, against a background] on the other. But what does Quine mean by equally good
interpretations? | read his original argument, the one developed in Word and Object §12, as invoking something
along the lines of stimulus-equivalence, as developed in my ‘externalized’ reconstruction above. Butin his later
writings there is a tendency for him to follow Davidson (1979, p. 229) and Putnam (1981, pp. 32-5, 217-18) and
drop anything like stimulus equivalence, retaining only material equivalence as generated by arbitrary
permutations.13

If material equivalence is the only constraint on rating interpretations as equally good then indeed reference is
wholly indeterminate, since any old permutation will produce a materially equivalent one and so ‘Hilary Putham’ is
as correctly interpreted as referring to the Andromeda Galaxy as to Hilary Putnam. That this conclusion has been
accepted is testament to the engaging tendency of philosophers in the grip of theories to transform a reductio ad
absurdum of a cherished assumption into a proof of that very absurdity. For the assumption that material
equivalence is the sole criterion for equivalence of interpretations is vastly less plausible than the thesis that the
Andromeda Galaxy is nothing like as good a candidate for the referent of ‘Hilary Putnam’ as Hilary Putnam himself.
More generally, how can two stimulus-distinct objects a and B be equally good candidates for referent of a termt
given that there is at least one sentence S (which we can assume contains t) with occasion O in its occasion
meaning and in which parts of a (say), are observable parts of O (and so a contributes to our assent to—or dissent
from—S) whereas no part of B is an observable part of O and hence makes no contribution? The reason Poppy the
rabbit is a better candidate for membership of the extension of ‘rabbit’ than Lucy the catis that there are occasions
when | say ‘the rabbit is going to chew that wire’, occasions on which Poppy is present otherwise | would not say
that, yet (fortunately for the rabbit) occasions on which the catis not.

It will not do to respond that the terms featuring in any additional constraints could themselves be re-interpreted in
different ways: ‘stimulus-equivalence’ could be re-interpreted so that the Andromeda Galaxy and Hilary Putnam are
stimulus-equivalent.24 Certainly if one assumes from the outset that no term has determinate reference one will be
hard put to show that many terms have determinate reference. But we are engaged here in a sub-species of
naturalized epistemology in which we are trying to explain a special type of knowledge: of meaning. Our task is to
assume determinate reference and extension relations, e.g. between ‘Hilary Putnam’ and Hilary Putnam (and
nothing else), ‘stimulation” and stimulations and so forth and then go on to show how speakers could grasp a
language with such reference relations. This is not, prima facie, an impossible feat so long as one does not deny
the theorist the right to assume determinate reference relations at the outset. Butitis certainly no trivial feat as
Quine's original arguments, for a more moderate form of indeterminacy of reference, show.

Gareth Evans (Evans, 1975) mounted an interesting counter-argument against Quine. Evans notes that Quine tends
to consider only the simplest one-word contexts in which names and general terms might occur. In more complex
contexts such as ‘brown gavagai’, we might have hard behavioural evidence that ‘gavagai’ segments occasions
up in one particular fashion (assuming that the native's ‘brown’ is stimulus synonymous with our ‘brown’). For
instance, if natives dissent from ‘brown gavagai’ in the presence of a largely white rabbit with a brown ear but
assent in the presence of a mostly brown rabbit, we can conclude ‘gavagai’ is not true of any and every
undetached rabbit part.

Evans seems to me to be onto a genuinely explanatory account of the nature of at least some forms of predication.
Nonetheless any admissible permutation function p which maps objects only onto co-present objects will get round
Evans' point. For the extension of ‘gavagai’ in an interpretation H , which is a variant of the homophonic
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interpretation H 15 will be the set of all p-images of rabbits, so including perhaps some rabbit ears; the extension of
‘brown’ will be all p-images of brown things. Suppose p, for example, is the permutation above which permutes our
mostly white rabbit Poppy with its brown left ear, swapping the two round leaving all else untouched. So Poppy's ear
satisfies ‘gavagai’ according to H p but not ‘brown’ hence H ; is entirely consonant with the speakers dissent from
‘brown gavagai’ in the presence of that rabbit. True the extension of ‘brown’ under Hp is more heterogeneous, by
our lights, than under the homophonic H, consisting of all but one of the brown things plus a white thing with a
brown part and this is counter-intuitive; but nothing like as counter-intuitive as under the PutnanmyDavidson reading
of indeterminacy, in which ‘brown’ could be true of black holes.

Quine's arguments for indeterminacy from below, then, particularly in their earlier form, suggest strongly that one is
forced to give up either the supervenience of semantics on the behavioural, perhaps indeed on the physical, or
else give up determinacy of reference. Quine chooses the latter course.

11.3

Quine's argument from above is an argument for the indeterminacy of meaning of theoretical sentences, an
argument which he often based on the underdetermination of theory by evidence (see, in particular, Quine, 1970
and 1975). This occurs when we have two theories T and T* which are empirically equivalent—thatis if T entails an
empirical sentence E so does T* and vice-versa—yet incompatible (so that there is a theoretical, non-empirical
sentence A such that T entails A but T* entails ~ A).16

Trivial examples of underdetermination arise when we take a given theory and swap round two theoretical terms—
e.g. swap ‘electron’ with ‘molecule’ in the axioms of the theory so we now end up saying that molecules are
smaller than electrons, have negative charge etc. Quine focuses on more complex examples in which we know of
no simple permutation of predicates which would turn T into a ‘merely terminologically’ different T*. Suggested
examples of such theories include two versions of Newton's gravitational theory, one interpreting gravitation in
terms of fields of force which exist at every pointin space, the other in terms of action at a distance. These are
clearly incompatible, yet observationally there would be no difference between the two. Another example is a
theory T which says time is linear but cyclical with infinitely many exact repetitions of each epoch, while T* says
there is only one epoch but the topology of time is circular (see Newton-Smith, 1978, pp. 78-9; see also pp. 84-5).
Or T posits a ‘multiverse’ comprising a vast plurality of mini-universes each expanding from a Big Bang but
according to different parameters, only one set of which determines the mini-universe we are in and can observe.
And so on.17

How does underdetermination lead to indeterminacy? Quine's argument is that since T and T* have the same
empirical content, in addition to the trivial identity mapping translating P by itself for all members of T and T*, there
will also be translations of T into T* and T* into T which preserve empirical content (do not map a sentence into
one with distinct empirical content) and so are equally good, yet map sentences (such as the conjunction of the
axioms of T) onto incompatible sentences (such as the conjunction of the axioms of T*).

Some objected to Quine that there was no more here than the usual scientific uncertainty:—in linguistics as in
physics the theory outruns the evidence. Quine replied (e.g. at 1970, p. 180; 1987, pp. 9-10) that the thesis is a
stronger metaphysical one. Fix all the physical facts—choose either T or T* as the correct theory; there is still no
unique correct interpretation and hence no determinate fact of the matter. A counter-reply to this is that perhaps
the physical facts are not all the facts or, if this is so by definition of ‘physics’, perhaps future physics will differ
from current physics in such a way as to render indeterminacy implausible. Quine would accept this possibility,
seeing his philosophical views as part of science, not prior to and more fundamental than it, and so fallible like the
rest of science.

There is a puzzle about Quine arguing to indeterminacy from underdetermination, however, since
underdetermination is surely a highly realist thesis:—it says there can be two theories which are empirically
indistinguishable. But if they can also be equally explanatory, how could we ever know which, if any, is correct?
From the sceptical standpoint of the realist (of a certain type), the answer is we cannot know; but from an empiricist
viewpoint, surely such theories would be indistinguishable and hence not two theories but one. Quine's later work
reveals an increasing acceptance of this argument and the related idea that there is no significant
underdetermination of theory by evidence. He sways between ecumenical views on truth—any two empirically
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equivalent theories can be rendered compatible by terminological readjustments and incorporated into a wider
whole—and a sectarian view according to which we should plump for one such and reject the other as
meaningless.18 The latter seems his more favoured view but, reflecting on the situation, he acknowledges we can
flip from sectarian adherence to one theory to similarly ardent adherence to the other (1992, pp. 99-100; real
sectarians do not behave like this!); so his reflective position seems hard to distinguish from the ecumenical one.19

If realismis wrong and there is no genuine underdetermination, what of the argument from above? It still goes
through because the background assumptions used to derive indeterminacy from underdetermination—holism and
verificationism—are sufficient to yield indeterminacy on their own.29 Verificationism is the empiricist view that the
only literal meaning is empirical meaning, empirical content. Holism, for the purposes of this argument, is the view
that no theoretical sentence has empirical meaning or, more moderately, that most theoretical sentences do not,
though some (the conjunction of the axioms and boundary conditions of an empirical theory, for instance) do. This
more moderate holism is Quine's later view and is extremely plausible. Together they yield the characteristic
Quinean views that synonymy is an empty relation amongst most theoretical sentences, since they have no
meanings of their own to relate, and that there are permutations of the theoretical language which send some
sentences to empirically equivalent but incompatible, intuitively non-synonymous, ones.

For example, let N be the conjunction of Newton's three laws of motion plus his inverse square gravity law. N has
no empirical content, it entails no empirical hypotheses independently of further auxiliary hypotheses and
boundary conditions. Neither does its negation "N: without further hypotheses we have no predictions as to which
objects are violating the laws. So both have the same (null) meaning according to Quine! We did not need to
appeal to underdetermination here.

Indeterminacy from above, and the resultant rejection of realism, follow from the highly plausible holist thesis, if
verificationism is true. But verificationism is obviously incompatible with realism and fairly easily dismissed by the
realist. Empirical content is not all there is to meaning even on fairly behaviouristic premises. Where O is an
observational sentence then (O & O) and (O ¥ O) are both logically equivalent hence identical in empirical content.
But they have different syntactic structures, one being constructed using &, the other v (inclusive disjunction).
Moreover Quine himself, in his verdict matrix theory of the connectives, provides a behaviouristic account of how
such connectives have meaning and how they differ in meaning (1960, §13). If, then, we require for the synonymy
of two sentences not only sameness of empirical content but also that operators with the same meaning occur at
the same nodes in the structure of the sentences then we can fairly easily show how empirically equivalent
sentences have different meanings. Quine's argument from above, then, is not incontrovertible, though itis much
more difficult to show how empirically equivalent sentences could differ in truth-conditions (as (O & O) and (O v O)
do not) as well as in meaning.21

11.4

Quine's moderate holism explains his tolerant attitude, despite his behaviouristic outlook, to the failure of
behaviourist reductions of key notions such as assent, dissent and, in his philosophy of perception, perceptual
similarity. As in any other science, theoretical concepts cannot be defined in more empirical (for instance,
behavioural) terms—such as moderate holism. Nor can we always expect illuminating definitions in terms of other
theoretical notions.

But if that is so, why not accept the notions of analyticity or synonymy, even though they are not non-trivially
definable nor fully behaviourally reducible, and with them a whole host of other notions, such as concept,
proposition, belief, all individuated in a fine-grained way? Quine might appeal to the supervenience of the
psychological on the physical and claim to have shown that supervenience fails for all these notions; for example,
synonymy relations are not fixed even when all physical facts are fixed. But he showed this only granted the very
identification of meaning with empirical content which is being challenged as resting on reductionist premises.
Quine's ultimate answer here seems to be that he can see no point to the introduction of these notions (see Quine,
1986, p. 207).

Certainly, those traditional notions of analyticity and synonymy can play no role in the establishing of Quine's
highly empiricist, antirealist metaphysics, since they can be used to undermine it. This means that his radical
empiricism, which he thinks of as breaking free from older metaphysics by being continuous with modern science
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and making no prior philosophical presuppositions, in fact itself presupposes, rather than establishes, the
correctness of the old empiricist, verificationist metaphysics. Nonetheless both the argument from above and from
below yield important illumination even for those who do not accept that meaning is indeterminate. For they show
that if synonymy is as fine -grained as we are pre-theoretically inclined to think itis, we must modify or abandon
some central tenets of a naturalistic empiricism which many find highly attractive.
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Notes:

(1) Or, if expressing things this way veers too close to self-refutation, of the scientific credentials of expressions
such as ‘synonymy’ and ‘meaning’ as we usually use them.

(2) In “Two Dogmas of Empiricism’ (Quine, 1951) Quine notoriously expressed a strong scepticism about the notion
of synonymy. But in Word and Object he introduces a notion of ‘stimulus synonymy’ which, he says, is quite close
to our intuitive notion of synonymy in the case of highly observational sentences. Two syntactically distinct
sentences can, for Quine, be stimulus synonymous for a given individual (and for a linguistic community, if thus
synonymous for each speaker in the community).

(3) Plausible though the anti-Cartesian view is, itis rejected by Wittgenstein (1922, 4.243) and, following Frege,
Dummett (1981, p. 95).

(4) For Quine, these two terms are pretty much synonymous, at least for himin 1992 (1992, pp. 51-2).
(5) Or if not constitutive, at least one we would be most loath to give up.

(6) The trivial homophonic interpretation H in which each sentence translates itself will always be admissible hence
so too will the disquotational schema - p is truey iff P; in this transparent case, we can drop the subscript on ‘true’.

(7) Quine, of course, debars possibilia, such as possible events, from his ontology. ‘Certainly it is hopeless
nonsense to talk thus of unrealized particulars and try to assemble them into classes. Unrealized entities have to
be construed as universals’ (1960, p. 34). Unfortunately Quine also refuses to admit universals or attributes into his
ontology. Here we have a straight inconsistency in his position.

(8) But what can such a ‘pattern’ be other than an attribute of the nervous system, despite Quine's rejection of
such entities? Similar problems of consistency arise when trying to make sense of ‘dispositions’ while remaining
faithful to Quine's official nominalistic rejection of properties.

(9) There will be a difference for those Quinean observation sentences which are keyed to internal states (such as
pain states) but for which | have no determinate disposition keying them to external states. These will no longer
count as observational; but thatis as it should be.

(10) ‘Weak observationality’ is a fairly basic approximation to more sophisticated notions which utilize concepts
such as expectation in conditionals such as the one in: [| perceive the whole house, on looking at the front, only if,
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were | to go round the back and discover the front was a mere fagade, as in a movie set, | would be greatly
surprised].

(11) Itis routine to extend this to relational terms, to second-order languages and to intensional languages.

(12) Note that this will be true even if the variant interpretation does not change the interpretation of what Quine
calls the ‘apparatus of individuation’, terms for identity, definite and indefinite articles, numerals and attributions of
number—the number of Fs is n—and so on. Some of Quine's earlier arguments appealed to compensating re-
interpretations of such terms, see 1960, p. 53, 1969a, pp. 32-3. See 1964, p. 215 for ‘reduction’ construed as
material equivalence given by an effective mapping.

(13) See for example, Quine, 1995, pp. 71-3; Quine, 2000, pp. 419, 420. General permutations—'proxy
functions’—emerged in Quine, 1964. As we shall see Quine goes even further, in his ‘argument from above’, and
effectively abandons material equivalence itself, but only for theoretical terms.

(14) Davidson (1979, p. 237) and Putnam (1978, p. 126and 1981, p. 36) respond along those lines against which
see Kirk (1986, pp. 118-27).

(15) i.e. H (‘W.V. Quine’) = W.V. Quine, H (‘tree’) = the set of all trees, and so on.

(16) More complexly one might add the requirement that T is empirically equivalentto T* only if, for all observation
sentences E, the probability (or degree of confirmation or some such) of T given E equals that of T* given E; but|
will stick with the simpler, purely deductive, definition which is to be found in Quine, 1970, p. 179 (expressed,
equivalently, in terms of compatibility rather than entailment).

(17) In the last two cases, although we cannot make any crucial experiments distinguishing the two hypothesis, it
may be that different sets of observations sentences, construed as abstract objects which need be grasped by no
observer, are true in each case. This problem can be avoided if we image a multiverse in which all mini-universes
bar our own last only a few nano-seconds or have tiny spatial dimensions. There might be theoretical reasons for
positing such a multiverse, for example resolving the ‘fine-tuning’ problem of why the ‘brute’ parameters of the
universe seem so exactly fitted for the development of stable complex molecules and so life. Here the empirical
equivalence of the two theories is less clear on the more nuanced notions of equivalence which appeal to
confirmation or the like.

(18) See Quine, 1992, §42. One reason against accepting a combined theory in which one renders the two formally
incompatible but empirically equivalent theories consistent by terminological readjustment is that the resultant
theory will be ‘bloated’. Quine favours theories which are more elegant and have less ‘fat'—this is what rules out
adding ‘The Absolute is Lazy’ to an empirically acceptable theory—so long as they entail the right observational
consequences in a simple, acceptable fashion.

(19) A very useful charting of Quine's oscillations on this matter is to be found in Gibson, 1988, ch. 5.

(20) See Quine, 1969b, pp. 80-1, though the argument is already pre-figured in Section V of ‘Two Dogmas’, Quine
1951. The point is made by Fgllesdal (1973), pp. 290-1 and endorsed, as | read him, by Quine, 1986a pp. 155-6,
though for a different reading and more on holism, see Peter Pagin, ‘Meaning Holism’, this volume.

(21) The idea here is close to Carnap's notion of ‘intentional isomorphism’. Quine, 1960, §42, criticizes the use of
such an idea, see especially the paragraph pp. 205-6, but the criticismis arguably question-begging in that it
assumes that the indeterminacy thesis is true.
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There is a sense in which itis trivial to say that one accepts intention- (or convention-)based semantics. For if what
is meant by this claim s simply that there is an important respect in which words and sentences have meaning
(either at all or the particular meanings that they have in any given natural language) due to the fact that they are
used, in the way they are, by intentional agents (i.e. speakers), then it seems no one should disagree. For imagine
a possible world where there are physical things which share the shape and form of words of English or Japanese,
or the acoustic properties of sentences of Finnish or Arapaho, yet where there are no intentional agents (or where
any remaining intentional agents don't use language). In such a world, it seems clear that these physical objects,
which are only superficially language-like, will lack all meaning.
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THERE iS @ sense in which itis trivial to say that one accepts intention-(or convention-) based semantics.! For if what
is meant by this claimis simply that there is an important respect in which words and sentences have meaning
(either at all or the particular meanings that they have in any given natural language) due to the fact that they are
used, in the way they are, by intentional agents (i.e. speakers), then it seems no one should disagree. For imagine
a possible world where there are physical things which share the shape and form of words of English or Japanese,
or the acoustic properties of sentences of Finnish or Arapaho, yet where there are no intentional agents (or where
any remaining intentional agents don't use language). In such a world, it seems clear that these physical objects,
which are only superficially language-like, will lack all meaning. Furthermore, it seems that questions of particular
meaning are also settled by the conventions of intentional language users: it's nothing more than convention which
makes the concatenation of letters ‘a’~‘p’~‘p’~‘I'~ ‘e’ mean apple, rather than banana, in English.2 So, understood
as the minimal claim that intentional agents, with a practice of using certain physical objects (written words,
sounds, hand gestures, etc.) to communicate certain thoughts, are a prerequisite for linguistic meaning, the idea
that semantics is based on both intention and convention seems indisputable. | will label a theory which recognizes
this preconditional role for speaker intentions an A-style intention-based semantics and we will explore one such
accountin Section 12.1.3

This relatively trivial form of appeal to speaker intentions in determining semantic content can, however, be
distinguished from a more pervasive form of appeal. On this picture, intentional agents are not only a prerequisite
for linguistic meaning, they also play a fundamental role in determining the semantic content of an expression in a
current communicative exchange. In this way, the route to grasp of meaning must go via a consideration of a
current speaker's state of mind. | will label any theory which assigns this more substantive role to speaker
intentions a B-style intention-based semantics and we will look at one form such a theory might take in Section
12.2. Then, in Section 12.3, | want to highlight three points of difference between A-style and B-style theories and
suggest, in Section 12.4, that it is the characteristics of A-style intention-based semantics which appear better
suited to providing a semantic theory for natural language.
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12.1 A-Style Intention-Based Semantics (A-Style IBS)

The intention-based semantics (IBS) story really starts with the work of Paul Grice. In a number of seminal papers,
Grice put forward an account which aimed to show that all semantic notions attaching to a public language could
be reduced to psychological notions.# Grice's idea was to show how claims about sentence meaning could be
explicated in terms of speaker-meaning, and then show how speaker-meaning could be understood purely in terms
of (non-semantic) speaker intentions. These moves, if successful, would reveal linguistic meaning as posing no
further problems than the more fundamental notion of mental content.>

Furthermore, if the reductive IBS programme were twined with a reductive, naturalistic account of intentionality,
then we would have an account which successfully showed us how to find a place for linguistic meaning in the
ordinary, physical, scheme of things. It would show us how the meanings of our words and phrases can be
explained, ultimately, by appeal to physical facts alone.

A key notion in Grice's account s, then, that of utterer's meaning—the idea that by uttering some linguistic item x,
a speaker, U, meant that p. This notion of utterer's meaning is explained via the speaker's intentions: an agent
means something by a given actonly if she intends that act to produce some effectin an audience, at least partly
by means of the audience's recognition of that intention. It is for this reason that we might think of the intentions in
question as reflexive or self-referential: they are intentions which are satisfied when they themselves are
recognized.® This gives us the form of analysis for utterer's, or speaker's, meaning, which forms the heart of
Gricean IBS:

(UM) U utterer-means that p by x iff for some audience A, U intends that:

(i) by uttering x, U induce the belief that (U believes that) pin A
(ii) A should recognize (i)
(iii) A's recognition of (i) should be the reason for A's forming the belief that (U believes that) p.?

One point we should clarify with respect to the Gricean programme is the status of at least some of these deliveries
of utterer's meaning as genuinely semantic, for one of the primary distinctions contemporary philosophy of
language has borrowed from Grice is the distinction between sentence meaning and utterer's meaning, and the
view that while the former is the proper subject of semantics, the latter is the proper subject of pragmatics. So we
could be misled into thinking that UM only offers an analysis of pragmatic, not semantic, content.

Grice himself did not use the terminology ‘semantics’ and ‘pragmatics’, preferring instead to distinguish between
‘what is said’ and ‘what is implicated’.8 ‘What is said’, in Grice's favoured sense, is intended to pick out the ‘central
meaning’ of a sentence, s, something which we might think qualifies as the semantic content of that sentence.®
Implicatures, on the other hand, are pragmatically conveyed propositions which may diverge from the literal
meaning of the sentence uttered in significant ways. Grice distinguishes between conventional and non-
conventional implicatures, but the general notion is easiest to see with reference to a specific kind of non-
conventional implicature, namely conversational implicatures.

Conversational implicatures occur when a speaker wilfully flouts what Grice takes to be a quite general principle of
good communication: “make your conversational contribution such as is required, at the stage at which it occurs,
by the accepted purpose or direction of the talk exchange in which you are engaged” .10 For Grice, this general
principle subsumes such maxims as ‘be as informative as required’, ‘don't utter what you believe to be false’ and
‘be relevant’. So if an otherwise competent speaker utters a sentence, the conventional meaning of which flouts
one of these maxims in the current context of utterance, her audience will be licensed in inferring that the speaker
does not mean to convey what the sentence itself says. Instead she should be taken as conveying some
alternative, implicated proposition. For instance, imagine that | am looking at a list of marks for essays by students
fromYear 1, a year which contains the notoriously lax Smith. Seeing no mark next to Smith's name, | might utter
“Well, someone didn't hand in an essay again.” Now, the quite general literal proposition my sentence expresses
seems, in this context, to flout Grice's maxim of quantity, which states roughly that a speaker should aim to convey
as much relevant information as possible.1! For there is a much more informative proposition | could have
produced in this context, namely that Smith didn't hand in an essay again. Yet so long as my audience are aware
of this fact they will be able to infer that, although | literally express only a quite general proposition, | actually
intend to conversationally implicate the more informative proposition directly concerning Smith.
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There is obviously much to be said about implicatures, but the important point to notice from our current
perspective is simply that the existence of implicatures entails that there will be a notion of utterer's-meaning which
will not be relevant to the core IBS project. This will be the case whenever a speaker intends to convey an
implicature, for here, though the speaker intends to produce a belief in her audience via some utterance, the belief
she intends to produce diverges from the conventional content of the sentence uttered.12

However, the claim of Gricean IBS is that we can also isolate a notion of UM which does deal with genuinely
semantic content, namely those instances of the schema which deal with what is said by a sentence, or its
‘timeless meaning’.13

Itis at this point in the Gricean system, then, that many proponents of IBS make the connection to some notion of
convention.14

UM will deliver what we might think of as the genuinely semantic content of a sentence where there is a convention
among a community of speakers to use an expression of type x in the way specified by the given instance of UM.
Conventional speaker intentions are constitutive of meaning: what matters for an expression coming to have a
given meaning in a given community is that the expression be used by one speaker to convey a certain meaning
and that this use be picked up by the community, so that there comes to be a convention of using this word in this
way. Notice, however, that this is an answer to a constitutive question concerning the kind of thing linguistic
meaning is. It does not as yet entail anything about the route current interlocutors need take to recover the
semantic content of any expression. Specifically, it seems that there is no requirement that hearers have access
to, or reason about, the mental states of a current speaker.15

If this is correct, then the role accorded to speaker intentions in the Gricean projectis a preconditional one. Itis an
A-style IBS and thus allows that an audience may grasp the semantic content of a sentence even if they know
nothing of the current speaker's aims or intentions.1® However, it seems that we could also envisage an alternative
kind of intention-based account—one which accords a much more thorough-going role to speaker intentions. To
see this let us turn now to a different kind of approach, drawn from Sperber and Wilson's relevance theory.17

12.2 B-Style Intention-Based Semantics (B-Style IBS)

According to relevance theory, there is an integral role for current speaker intentions to play in determining the
truth-conditional content of an utterance.18 For both Grice and Sperber and Wilson (henceforth ‘S&W’) a linguistic
production is simply a (good) piece of evidence about what the speaker means and to grasp this meaning the
addressee must engage in some inferential reasoning. However, for S&W, what the addressee reasons about is not
(directly) the intentions of the speaker but rath- er the machinations of relevance, which in turn serve to make
speaker intentions evident:

[Elvery act of ostension communicates a presumption of its own optimal relevance—Ostensive behaviour
provides evidence of one's thoughts. It succeeds in doing so because it implies a guarantee of relevance.
It implies such a guarantee because humans automatically turn their attention to what seems most relevant
to them. [Our] main thesis ... is that an act of ostension carries a guarantee of relevance, and that this ...
principle of relevance makes manifest the intention behind the ostension.19

Relevance here is a technical term (though clearly related to the natural language homonym), whereby an
interpretation is relevant just in case the cognitive cost of processing the event which demands the attention of the
agent is outweighed by the cognitive benefits of that processing (where benefits include deriving or strengthening
new assumptions, and confirming or rejecting previous assumptions).29 ‘Optimal relevance’ states that the first
interpretation which crosses the relevance threshold is the right one; that is, that the first relevant interpretation the
addressee arrives atis the one the speaker intended to communicate.

So, the key to assessments of meaning seems to be the actions of an inferential mechanism aimed at articulating
speaker intentions connected to a particular communicative act.21 However, despite the apparently central role for
speaker intentions on this kind of picture, there are questions to be raised about classifying this account as a form
of IBS. For a start, one might wonder exactly how integral the appeal to speaker intentions really is within relevance
theory. For S&W emphasize the role of the relevance mechanisms in a processing account, i.e. they couch the
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theory in terms of the (potentially sub-personal) cognitive mechanisms underlying linguistic comprehension. Yet if
the assumption is that as a brute psychological fact both addressee and hearer have the same, relevance
directed, psychological mechanisms, it's not clear that the addressee ever need move to the more reflective step
of judging the relevant interpretation as revelatory of the speaker's intentions (the thought is roughly that, on this
account, recognition of intention becomes something of an epiphenomenon in the process of utterance
interpretation).22 If this construal were correct then, despite its Gricean heritage, relevance theory would end up
more removed from IBS than it initially appeared. However, we should be clear that S&W also stress the importance
of the mutual manifestness of intentions in making an act a genuinely communicative act: itis this factor which
distinguishes genuine communication from all other forms of sub-personal co-ordination (like, say, the automatic
accommodation agents make to avoid bumping into each other on the street). So, despite the autonomy of the
psychological, relevance-directed mechanisms from speaker intentions, it still seems to be the case that
recognition of speaker intentions is necessary for an act to count as genuinely communicative for S&W.

However, a more fundamental reason for resisting the classification of relevance theory as a form of IBS is that
S&W explicitly state that semantics for them deals with non-propositional/non-truth-evaluable items which are
arrived at without appeal to speaker intentions. They write:

What are the meanings of sentences? Sentence meanings are sets of semantic representations, as many
semantic representations as there are ways in which the sentence is ambiguous. Semantic representations
are incomplete logical forms, i.e. at best fragmentary representations of thoughts ... One entertains
thoughts; one does not entertain semantic representations of sentences. Semantic representations of
sentences are mental objects that never surface to consciousness. If they did, they would be entirely
uninteresting (except, of course, to semanticists). Semantic representations become mentally represented
as a result of an automatic and unconscious process of linguistic decoding. They can be used as
assumption schemas to identify first the propositional form and then the explicatures of an utterance. Itis
these explicatures alone that have contextual effects, and are therefore worthy of conscious attention.23

The picture of linguistic comprehension which emerges in S&W's project is then as follows. Imagine that A and B

are discussing the problems in retaining valuable colleagues, A points at C and says “She's leaving”. To

understand this communicative exchange an addressee needs to engage in three stages of processing:
Semantic decoding = incomplete logical form

Pragmatic inference (1) = proposition expressed/explicature (e.g. C is leaving

. . Semantic decoding yields
the unversity)

Pragmatic inference (2) = implicature (e.g. A isn’t happy about this)

something incomplete here because we need to look to the context of utterance to discover what C is leaving.
Only once we've found this out do we get a truth-condition for the sentence A produced. Clearly, then, by their own
lights, relevance theory is not a form of IBS, since semantics for S&W deals with propositional schemas, or
incomplete logical forms, which are arrived at simply through decoding and not through any sensitivity to speaker
intentions. However, on a perhaps more standard reading of ‘semantics’, where it deals with complete propositions,
or truth-conditions, it looks as if relevance theory is a form of IBS, since complete propositions are (in general)
arrived at only after some pragmatic inference, aimed at articulating speaker intentions, has taken place (i.e. they
emerge only at the level of pragmatic inference (1), which delivers the explicature of the utterance).24

So, if we take ‘semantics’ (as is common in philosophy, especially among formal semanticists) to concern complete
propositions or truth-conditional content, it does seem plausible to label both Grice's programme and the
relevance-based account sketched in this section as forms of IBS, for on both accounts semantic content depends
on the intentional states of speakers. However, according to the (A-style) position of §1, the crucial intentions
concern conventional use and are thus independent of the intentional states of a current speaker. While,
according to the (B-style) position of this section, the crucial intentions include those belonging to the current
speaker. So, now we can ask which kind of account is better equipped to provide a semantic theory for a language
—that is to say, what is the role of speaker intentions in an appealing intention-based semantics?

12.3 Three Points of Difference

We have two different kinds of approach, both of which accord a central role to speaker intentions. According to

Page 4 of 13



Intention-Based Semantics

the reading of Grice offered in Section 12.1, speaker intentions play a preconditional role in determining linguistic
meaning, though this does not necessarily entail anything about the route by which a current interlocutor recovers
literal meaning. According to the relevance-based account outlined in Section 12.2, on the other hand, itis access
to current speaker intentions which provides the route to grasp of semantic (i.e. truth-evaluable) contentin any
current linguistic exchange. To help us decide which version of IBS is more feasible, | want now to highlight three
points of difference between the two accounts. Then, in the next section, I'll argue that it is the characteristics of A-
style IBS which prove more attractive.

(i) Are sentences or utterances the primary bearers of semantic content?

As we have already seen, our two opposing accounts take different stances in respect of this question. For Grice,
although the notion of speaker meaning is crucial, semantic content attaches not at the level of utterances but at
the level of sentences, for itis only at this more abstract level that the idea of conventional speaker meanings can
emerge. If we concentrate just on a single utterance, though we might be able to specify utterer's meaning we
cannot establish sentence-meaning. For S&W, however, it is usually the utterance which forms the first point at
which truth-conditional (semantic) content can be recovered. Itis speech acts, or ostensive acts in general, which
connect most directly with intentional states, and which thus provide the point at which something truth-evaluable
may be recovered. So our two accounts focus on different items as the primary locus of literal linguistic meaning:
for A-style accounts itis some fairly abstract notion of a sentence-type, while for B-style theories itis the much
more concrete and context-bound notion of an utterance which is paramount.

(if) What kind of cognitive processes are involved in recovering semantic content?

Again, it seems that our two varieties of IBS will differ in the answers they give to this question. According to an A-
style account, it seems possible that the processes by which meaning is recovered may run along exhaustively (or
at least predominantly) mechanistic or syntactic trails. An interlocutor can grasp the semantic content of a
sentence via a grasp of its syntactic parts and knowledge of the conventional use of those parts. This sort of
procedure looks like it might be given a fairly mechanistic explanation, akin to simple decoding. Whereas, given the
more pervasive appeal to speaker intentions in a B-style approach, no such mechanistic route to meaning will be
available. For the B-style theory, grasping semantic content will be an essentially reason-based or inferential
activity.25

Coming to grasp propositional or truth-evaluable content will be a process of reasoning about the state of an
interlocutor's mind, based on past and present evidence of their nature and interests, together with other (mutually
known) background beliefs.

This yields another, related, difference: the kinds of inferential processes licensed by B-theories on route to
semantic content will not be simple, deductive inferences, but rather all-things-considered, abductive inferential
moves.26 What the addressee has to reason her way to is the most fitting or relevant interpretation of some
utterance given features of the context of utterance, background beliefs about conventional behaviour and social
mores, and about the specific aims and objectives of the speaker and of this conversational exchange. Thus the
reasoning will be a form of inference to the best explanation, an ‘all-things-considered process’ which could, in
principle appeal to any aspect of the agent's knowledge. Clearly, though, one crucial aspect of the inferential
procedure will be the addressee's ability to ascertain the intentional states of the communicative agent. Thus, to
use currently popular terminology, to grasp the semantic content of a sentence like ‘The apple is red’, the B-style
IBS theorist suggests one needs more than simple decoding processes, one also needs an ability to mind-read. For
instance, in this case, one needs to appeal to current speaker intentions to determine in which respect the apple is
claimed to be red (e.qg. its skin or its flesh).

This seems very different to the approach of the A-theorist, who (at least prima facie) claims that assessments of
literal meaning need invoke no capacity for mind-reading. For the A-theorist, to grasp the meaning of a sentence
what matters is that the agent undertake the correct computation or translation procedure, and this will be a
predominantly mechanistic procedure—something which can be undertaken without appeal to rich features of the
context of utterance (such as speaker intentions) and without appeal to non-deductive inference procedures (i.e.
abductive or all-things-considered reasoning).27

Of course, things are complex here, for itis not simply the case that the B-style IBS theorist must claim all aspects
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of understanding of meaning are inferential, while the A-style IBS theorist must claim all aspects of linguistic
understanding are mechanistic. Instead the truth lies somewhere in between: the B-theorist may claim that some
(initial) aspect of linguistic comprehension is simply decoding. Thus, as we've seen, she may claim that phonetic or
orthographic or syntactic processing, up to the point of logical form representation, is a simple act of decoding—
mapping input received via the senses to internal representations purely on the basis of the form of this input.
However, what the B-theorist will then claim is that the result of this decoding process radically underdetermines
analyses of propositional content and that to arrive at this richer level of interpretation there must be an
ineliminable appeal to current speaker intentions (thus it is only by working out that the speaker of ‘the apple is red’
intends to convey, say, that the apple is red on its skin that one grasps the semantic contentin play). A-theorists,
on the other hand, come at things from the other direction: though there may be an element of rich, inferential
processing required prior to grasp of what a speaker says by a given utterance, this inferential processing occurs
post-semantically and is not relevant for judgements of literal linguistic meaning. For themiitis the brute,
mechanistic process that reveals literal linguistic meaning, with rich inferential processing appealing to speaker
intentions occurring only as a possible adjunct to a more fundamental process of linguistic interpretation. So,
though both accounts allow a role for both decoding and inference, the difference in emphasis is clear.

(iii) Is linguistic meaning a species of general ostensive behaviour?

This difference between decoding and inference surfaces again in the kind of phenomenon each approach takes
understanding of language to be. B-style IBS accounts see linguistic meaning as in important respects non-unique;
linguistic acts form a subset of a much wider ranging phenomenon, namely ostensive behaviour per se. Thus there
will be no difference in kind between pointing at a cake while licking one's lips and asking the baker for a slice.28
Both actions require the addressee to employ her theory of mind to attribute those intentional states to the agent
which best explain the action. Though the types of intentions recognized in, or the amount of evidence supplied
by, each case may be slightly different (perhaps being more specialized in the case of utterance interpretation)
linguistic communication is not a radically different kind of ostensive act.29

For A-style IBS accounts this assimilation of language to communicative behaviour in general is, if not mistaken,
then at least misleading. Though words and mimes may both serve to get one's message across (and thus atone,
very broad, level of brushstroke may be classified together), to treat the former as a mere subset of the latter runs
the risk of underestimating the considerable differences between the two forms of communication. With the
emphasis they place on the exhaustive nature of mechanistic processes, the formal theorist claims that linguistic
meaning is fundamentally special. No matter how easy itis to interpret the dog whining by the door as ‘saying’ it
wants to go out, or the pre-linguistic child pointing to the ice-cream as communicating that she wants to eatit,
neither of these communicative actions belongs to the same kind as uttering ‘I want to go outside’ or saying ‘I
would like thatice-cream.” Though utterances and actions may equally serve to get one's message across,
according to the formal theorist, they are exploiting very different processes of comprehension when they do s0.30

There are, then, substantial differences between our two varieties of IBS. B-style IBS accounts take the intentional
states of a current speaker to be crucial in establishing semantic content, thus they take utterances to be the
primary bearers of semantic content, with sentence-level meaning (should it be required) abstracted from here.
Grasp of semantic content will be a richly inferential, all-things-considered process, and they treat linguistic acts as
not essentially differentin kind to other types of communicative act, like mimes or gestures. On each of these
points A-style IBS accounts can diverge.

12.4 A-Style vs. B-Style Intention-Based Semantics

It seems to me that, though intention-based approaches may ultimately have a crucial role to play in studies of
language use, the mistake made by B-style accounts is to think that a theory of literal truth-conditional or
propositional content can or should be simply subsumed within a theory of communication. To see this, | want to
explore (in reverse order) what | think is wrong with the three characteristics of B-style IBS accounts enumerated in
the last section, and, conversely, what might be right about A-style accounts.

(i) Is linguistic meaning a species of general ostensive behaviour?
It's all very well to claim that linguistic acts belong to a much wider group of communicative acts in general (acts
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which include gestures, mimes, picture drawing, facial expressions, etc.) for at some degree of generalization all
such acts clearly do share a common profile. However, we must ask whether grouping these acts together, simply
on the basis of similarity at a very general level of description, really results in the most perspicuous
categorization. One reason for thinking that this is not the case is that such a categorization serves to disguise
what seem to be some fundamental differences between communicative acts in general and linguistic acts in
particular. Linguistic acts, uniquely in this area, have a crystallized component to their meaning, an element which
they carry with them across all contexts and which may be accessed by a competent language user even if she
has no access at all to the speaker's original intentions. Thus, if | come across the sentence ‘Snow is white’ it
seems | can recover the proposition this sentence expresses (or consider the conditions under which an utterance
of this sentence would be true) even if all | know about the sentence's producer is that they spoke English (and
thus | have no access to the beliefs and desires which prompted production of the sentence). Yet these genuinely
code-like qualities seem very different to the properties of other communicative acts, which depend on contextin a
far more constitutive way. A raise of the eyebrows may indicate surprise or consternation or nothing, and which it
is, and what the agent is surprised or upset about, are factors which can only be settled by finding something out
about the context of production. The meaning of a non-linguistic ostensive act seems ineliminably tied to its
context in a way that the meaning of a linguistic actis not. Furthermore, it seems that the kinds of processes
involved in the comprehension of the two cases are radically different, which brings us to the next point.

(i) What kind of cognitive processes are involved in recovering semantic content?

B-style IBS accounts claim that semantic contentis arrived at via inferential processes generating hypotheses
about speaker intentions. However, while this may seem a reasonable claim concerning what a speaker succeeds
in communicating via her linguistic production, it seems to ignore the degree of autonomy which literal meaning
possesses. What is literally meant seems to be independent of what the speaker intends her utterance to mean.
Furthermore, it seems that the rich, inferential route to semantic content predicted by the B-style theory is at odds
with an independently plausible picture of the kind of cognitive architecture which underlies linguistic
comprehension. Specifically, it seems that an A-style account can allow, while a B-style theory cannot allow, that
our semantic abilities are underpinned by a specific module for language.31

At its broadest, modularity of mind claims simply that the mind is composed of a number of discrete or
encapsulated modules, each dedicated to some aspect of human intelligence, and each operating with its own
deductive rules and representations. In Fodor's original account of modularity there were thought to be six primary
modules (with each potentially containing yet smaller sub-modules), namely the ‘input systems’, consisting of the
five senses plus language. Modules subserve a non-modular ‘central processing unit’, or general intelligence,
which engages in the kind of open-ended, abductive processing (utilizing the outputs of the mechanistic,
computational modules) which is paradigmatically human. Fodorian modules are characterized by a number of
properties, including being domain specific (each is dedicated to its own, specialized task), informationally
encapsulated (modules are ‘opaque’, they don't have access to information not contained within that module), they
are fast and their processing is mandatory. Finally, they are associated with hardwired neural systems and exhibit
specific patterns of acquisition and loss.

Now there is, it seems, some evidence that grasp of literal, semantic content for sentences is the kind of ability
which deserves a modular explanation; thatis to say, literal linguistic comprehension displays the characteristics
of a module. For instance, linguistic comprehension is ‘switched on’ only by a very specialized kind of input, grasp
of meaning is incredibly fast and it does indeed seem to be mandatory.32 Furthermore, semantic understanding
does seem to be associated with specific patterns of acquisition and loss. For instance, certain cognitive
pathologies seem to show that an agent may retain semantic abilities even though they have lost a wide range of
other cognitive skills (apparently including those associated with mind-reading). Thus certain patients with
schizophrenia lose the ability to pick up on commonly conveyed meanings, instead displaying what we might class
as a kind of ‘over-literalism’; 33 similarly, patients with Asperger's syndrome apparently show normal abilities in
understanding literal sentence meaning but often fail to grasp the richer propositions speakers intend to
communicate by their utterances (Asperger himself described his patients as ‘talking like little professors’).
Although | cannot properly rehearse all the empirical evidence here, such cases may lend support to the idea that
linguistic comprehension in general, and semantic comprehension in particular, can be lost or preserved in
isolation from other cognitive abilities, specifically including the ability to assess the mental states of others.

Page 7 of 13



Intention-Based Semantics

Yet claims of modularity for semantic comprehension seem to be in tension with the kind of picture given to us by B-
style IBS. For advocates of such approaches, if they accept modularity at all, are required to see any module for
linguistic understanding as a dedicated sub-module within a wider ‘theory of mind module’, responsible for
intentional interpretation in general (since semantic interpretation is just a type of intentional interpretation).34 Yet it
seems that nothing like this could be a Fodorian module, since, as noted above, the kinds of cognitive processes
involved in such intentional interpretation simply do not fit with the limited, computational processes of Fodor's
modules. Indeed, the ‘theory of mind module’ shares several characteristics with the kind of thing Fodor has in
mind for the (global) general intelligence: both will work on abductive, inference-to-the-best-explanation principles
and both will require access to an indefinite range of information, including past and present perceptual
information, knowledge of social behaviour and conventions, and assessments of intentional states. Finally, any
account which places linguistic comprehension within a wider module dealing with communicative acts in general
may face problems in explaining those cases where semantic abilities appear to remain in tact while other
communicative abilities are lost. We can't hope to fully explore the modularity approach to the mind here, but we
do reach at least a conditional claim: if we think that the hallmarks of modules include non-abductive processing
and informational encapsulation, and we think that linguistic comprehension, up to and including semantic
understanding, should be susceptible to a modular explanation, then we must reject B-style IBS accounts.35

(ii) Are sentences or utterances the primary bearers of semantic content?

Itis certainly true that what interlocutors are concerned with, in the most part, are utterances. When we are
interested in what we are being told, or how a linguistic actimpinges on our cognitive life, what we want to deal with
are utterances. However, the A-style theorist can cede all of this to her opponent while claiming that sentence
meaning (as opposed to speaker meaning) remains a separate level of content (which perhaps is not even
calculated in every communicative exchange, but which could be calculated in any case). This sentence level
content will then have a distinct role to play, for instance it will give us a level of content which is not cancellable,
thatis, from which a speaker can rescind only at the cost of contradiction. This is in stark contrast to any
pragmatically enriched or altered interpretation of an uttered sentence, which can be denied by a speaker without
literal contradiction (though a charge of obfuscation may well be made). Furthermore, the sentence level content
will be important for other purposes, like grasping the meaning of a written sentence abstracted from its context, or
providing an analysis which reveals which arguments are formally valid and which go through only on the strength
of background assumptions. So, we seem to have reasons to resist the B-theorists claim that utterances, not
sentences, are the primary bearers of semantic content.

12.5 Conclusion

I have argued that, with respect to the three points of difference sketched in §3, itis the characteristics of the A-
style approach which seem better suited to semantic theorizing. If this is correct, then, if we want to develop an
intention-based semantics for natural language, it seems that we should follow the weaker, A-style approach (here
attributed to Grice) rather than assign any more substantive role to speaker intentions. Yet, if this is the case, a
question might now emerge concerning the relation of IBS to other varieties of semantic theory; specifically, itis no
longer clear to what degree IBS constitutes a genuine alternative to what we might think of as formal semantics
(e.g. a truth-conditional approach, such as that instigated by Davidson). According to formal semantic theories the
route to semantic content runs exclusively along syntactic trails. Thatis to say, all propositional or truth-conditional
semantic content can be traced back to the syntactic level and it is delivered by formal operations over the
syntactic representations of sentences.36 Just as with an A-style IBS approach, the formal theorist will maintain that
(formally described) sentences, rather than utterances, are the primary bearers of semantic content. She will also
hold that the route to meaning runs (either exclusively or at least predominantly) via formal decoding processes
and maintain that grasp of semantic contentis a computational process (possibly underpinned by a discrete
language faculty), rather than a richly inferential, abductive process. Following on from this, the formal theorist will
maintain that linguistic meaning is a very different creature to ostensive or gestural meaning. So, with respect to
characteristics like (i - iii) above, both A-style IBS and traditional formal approaches are entirely in agreement.
Furthermore, it seems that a formal theorist could easily incorporate the kind of preconditional role for speaker
intentions recognized by A-style IBS accounts. On a formal approach, just as on an A-style IBS account, it may be
allowed that what makes a given physical item meaningful, and indeed what determines the precise meaning that it
has, is its connection to the conventional, intentional practices of a community of speakers. One question we might
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need to go on to address, then, is: exactly what is the relationship between A-style IBS and formal semantic
theories?

Finally, we might ask where this leaves B-style theories? If it is right to think that B-style IBS accounts are not
plausible, does this mean that there is no role to be played by current speaker intentions in settling questions of
meaning? The answer to this question, however, is clearly ‘no’. For though | have argued for the retention of a level
of propositional content divorced from current speaker intentions, and claimed this literal, sentence-level meaning
is the proper subject of semantics, | certainly have not shown that appeals to current speaker intentions are
unnecessary in an analysis of linguistic communicative acts. Indeed, far from it, hypothesizing about speaker
intentions seems to be crucial to understanding our rich, informative, communicative behaviour. If this is right, it
seems that though we might reject B-style intention-based semantics in favour of either an A-style or a formal
approach, we may nevertheless recognize that B-style intention-based theories of communication may prove
essential to a proper understanding of our linguistic behaviour as a whole: mind-reading may be the key to
communication, even if it is not the key to linguistic meaning.3”
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Notes:

(1) Intention-based semantics (IBS), as practised by, say, Grice, is a different project from convention-based
semantics as practised by, say, Lewis. However, the two projects are often thought to be intimately connected,
with convention providing a key componentin IBS accounts of sentence, as opposed to speaker, meaning (see
Schiffer, 1972, and next section).

(2) This platitudinous sense of a dependence on convention is stressed at the outset by Lewis, 1969: 1-2.

(3) lintroduce the labels ‘A-style’ and ‘B-style’ in order to abstract from exegetical questions concerning which
theorists hold which position. Such exegetical issues will be touched on, but certainly not settled, below.

(4) Grice, 1989: Essay 5, 91. This claim that the Gricean project is reductive in nature has been questioned by
some, cf. Avramides, 1989: ch.1.

(5) We might note that Fodor, 1989: 423 also endorses IBS: “[W]e don't know how IBS could be true. But IBS is the
metaphysics we require to explain how there could be intentional laws; and it's the metaphysics that the
computational theory of the mind presupposes. So we know IBS must be true. So we know that IBS is true.”

(6) See Bach, 1987. One issue here concerns the existence of apparently successful speakers who are unable to
entertain the kind of higher-order intentions UM requires, e.g. autistic speakers who seem capable of producing
meaningful linguistic utterances despite apparent theory of mind deficits, see Laurence, 1996; Glier and Pagin,
2003. Although | can't explore this point here, it seems that whether or not autistic speakers do constitute genuine
counterexamples to the Gricean project will depend on the precise role played by speaker intentions. If we treat
Grice's account as an A-style theory then it might be that such speakers could exploit a pre-existing system of
conventional meaning, even while being unable to form the intentions required by UM.

(7) UM receives a range of subtly different formulations, both within Grice's work and across other IBS accounts; for
instance, the addition of the parenthetical ‘U believes that' in clauses (i) and (iii) occurs in Grice's 1989: Essay 6,
123, version of the definition. However, for our purposes, | think these subtle variations can be ignored.

(8) Grice, 1989: Essay 6, 118.

(9) Grice, 1989: Essay 5, 87-8 suggests that his privileged notion of ‘what is said’ is tied to the syntactic
constituents of a sentence. Thus we should not conflate the Gricean notion with a perhaps more intuitive notion of
‘what a speaker says by uttering a sentence’ (which connects to judgements of indirect speech reports); see Saul,
2002.

(10) Grice, 1989: Essay 2, 26.
(11) /bid., 28 - 33.
(12) Ibid.: Essay 14, 221.

(13) /Ibid.: Essay 6, 121.
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(14) E.g. see Schiffer, 1972: chs 5and 6.
(15) I'm grateful to Kent Bach and Jim Higginbotham for stressing this point.

(16) That this is the Gricean view is suggested by Neale, 1992: 500-2, who writes: “[One might think] that Grice's
project gets something ‘backwards’: surely any attempt to model how we work out what someone means on a
given occasion will progress from word meaning plus syntax to sentence meaning, and from sentence meaning
plus context to what is said, and from what is said plus context to what is meant. And doesn't this clash with Grice's
view that sentence meaning is analysable in terms of utterer's meaning? | do not think this can be correct ... Itis no
part of Grice's theory that in general a hearer must work out what U meant by uttering a sentence X in order to
work out the meaning of X. Such a view is so clearly false that it is difficult to see how anyone might be induced to
subscribe to it or attribute it to another philosopher ... Grice himself is explicit on this point: ‘Of course, | would not
want to deny that when the vehicle of meaning is a sentence (or the utterance of a sentence), the speaker's
intentions are to be recognized, in the normal case, by virtue of a knowledge of the conventional use of the
sentence (indeed, my account of nonconventional implicature depends on this idea’ (SITWW, pp. 100 - 1).
Importantly, an analysis of sentence meaning does not conflict with this idea.”

(17) As we will see in the next section, it unlikely that such an intention-based semantics would in fact be endorsed
by Sperber and Wilson, thus a straightforward ascription of the position to them would be misplaced.

(18) See S&W, 1986; Carston, 2002.
(19) S&W, 1986: 50.

(20) Ibid.: 47 - 50.

(21) S&W, 1986: 23.

(22) Kempson, 1986: 90 notes the potential irrelevancy of grasp of speaker intentions on a relevance theoretic
account. This pointis, | think, related to, though distinct from, the worry voiced by Bach, 1987 and 1999: 79, where
he objects to accounts like S&W's on the grounds that they neglect the self-referential or reflexive nature of
Gricean communicative intentions.

(23) S&W, 1986: 193. ‘Explicature’ is S&W's technical term for the literal meaning of an utterance, a level of
complete (propositional or truth-conditional) content recovered via certain contextual enrichments of the
incomplete logical form of the sentence uttered.

(24) Kempson, 1986: 102 writes: “The semantic component of a grammar neither completely specifies the
propositions to be paired with any given sentence, nor is restricted to specifying such propositions. The semantic
component of a grammar indeed does not provide a semantic theory for a language at all in the philosophical
sense.”

(25) Certain distinctions are suppressed here for reasons of space. For instance, Recanati, 2002 has argued that,
while it is right to think of linguistic comprehension as inferential in a broad sense (i.e. as involving reason-based

manipulations of conceptual representations, but manipulations which occur potentially subpersonally and with a

high degree of automaticity), itis a mistake to see it as inferential in a narrow sense, as he suggests S&W do (i.e.
as a consciously inferential process).

(26) See Josephson and Josephson, 1994 for a detailed discussion of abductive reasoning.

(27) There is an important question to be addressed here concerning the recovery of truth-evaluable content for
context-dependent expressions, such as demonstratives and indexicals. Determining semantic content for such
expressions appears to require relativization to a context and, it may be argued, the features of the context which
are relevant (e.g. the referential intentions of the speaker) require mind-reading to recover. However, for reasons
of space, | will leave the discussion of what | would term ‘overt context-sensitivity’ to one side for now; see Borg,
2004a; 2004b, ch.3.

(28) Grice, 1989: Essay, 14; Schiffer, 1972: 7-13.
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(29) As Carston, 1999: 104 notes: “[T]he use of a linguistic system, or some other code, for ostensive purposes
provides the relevance-constrained inferential mechanisms with information of a much more fine-grained and
determinate sort than is available otherwise.”

(30) This pointis also made by Laurence, 1996: 298-9.
(31) See Fodor, 1983; Borg 2004b, ch.2.
(32) As Fodor, 1983: 55.

(33) See Langdon, R, Davies, M, and Coltheart, M. 2002. ‘Understanding minds and communicated meanings in
schizophrenics’, Mind and Language, 17: 68 — 104. As they write: “[I]t has been known for many years that
patients with frontal lesions exhibit pervasive pragmatics deficits including (a) difficulty with formulating hints ... (b)
impaired ability to provide adequate information (e.g. when explaining a board game to a novice ... ) (c) failure to
take account of a listener's interest when conversing ... and (d) literal misinterpretations of sarcastic utterances ...
More recently it has been found that patients with frontal lesions also demonstrate general mind-reading deficits on
story and cartoon versions of traditional theory-of-mind tasks and on a less traditional perspective-taking test of
general mind-reading ability. Finally there is evidence from within the psychiatric literature that individuals who
become poor pragmatic communicators later in life due to some form of late on-set neuropathology also turn out to
be poor mind-readers. The primary example here ... is schizophrenia” (76). However, it seems that none of these
forms of cognitive impairment adversely affect sufferers handling of literal sentence meaning.

(34) See Sperber and Wilson, 2002.

(35) The recognition of a tension between B-style IBS and Fodorian modularity does not necessarily conflict with
our earlier recognition (n.5) that Fodor himself endorses IBS, for he ultimately holds that semantic content properly
attaches only at the level of thought, rejecting the idea of a semantics for natural languages. See Fodor, 1989:
418-19; Fodor, 1998, ch. 6.

(36) For instance, the kinds of processes involved may be canonical derivations of truth conditions, see Larson
and Segal, 1995.

(37) Thus S&W, 1986: 21 write: “[The Gricean definition of utterer's meaning] can be developed in two ways. Grice
himself used it as the point of departure for a theory of ‘meaning’, trying to go from the analysis of ‘speaker's
meaning’ towards such traditional semantic concerns as the analysis of ‘sentence meaning’ and ‘word meaning’ ...
[W]e doubt that very much can be achieved in this direction. However, Grice's analysis can also be used as a
point of departure for an inferential model of communication, and this is how we propose to take it.” Certainly, this
quote undermines any categorization of relevance theory as a form of intention-based semantics as opposed to
an intention-based theory of communication. However, we should also note that, despite their avowed interestin
communication rather than semantics, relevance theorists do tend to draw some quite radical conclusions about
philosophical semantics, claiming that the project of determining truth-conditional content on the basis of formal
features of sentences alone is doomed to failure. Yet clearly this is a claim about sentence-meaning (the traditional
subject of semantics) and not merely about communicated or speaker meaning.

Emma Borg

Emma Borg, University of Reading
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Two philosophers may accept the face-value theory and therefore agree that the things we believe are
propositions — abstract, mind- and language-independent entities that have truth conditions, and have their truth
conditions both essentially and absolutely — but disagree about the further nature of those propositions. This
article presents a brief critical survey of some of the options. There are problems with the Russellian face-value
theory of belief reports. These problems were first clearly stated in Frege's ‘On Sense and Reference,’ published in
1892, where he renounced the Russellian face-value theory he formerly held and supplanted it with a theory
examined in this chapter.
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7o a first approximation, propositional content is whatever that-clauses contribute to what is ascribed in utterances
of sentences such as

Ralph believes that Tony Curtis is alive.

Ralph said that Tony Curtis is alive.

Ralph hopes that Tony Curtis is alive.

Ralph desires that Tony Curtis is alive.

‘Tony Curtis is alive’ means that Tony Curtis is alive.

An account of propositional content is of foundational importance in the theory of linguistic and mental
representation, but, as we are about to see, there are widely divergent opinions about what that account should
be.

13.1 The Face-Value Theory of Belief Reports

It is not possible to theorize in any significant way about what that-clauses contribute to sentences such as those
displayed independently of a consideration of the truth conditions of those sentences and of the contributions their
other constituent expressions make to the determination of those truth conditions. For this reason, | shall begin by
considering a theory of belief reports which | shall call the face-value theory. | call it that because it is a theory
which appears well motivated when belief reports are taken at face value, and because the intuitive considerations
which prima facie support the theory arguably give it the default status of a theory that must be defeated if it is not
to be accepted, as is evidenced by the fact that those who have proposed alternative theories have motivated
those alternatives by appeal to what they perceived to be problems with the face-value theory. Also, as we are
about to appreciate, the face-value theory affords the primary way of motivating what may well be the currently
dominant view—namely, that propositional contents are entities of a kind philosophers call propositions.
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The face-value theory is about belief reports of the form
(1) A believes that S,

and it makes two claims: first, that reports of this form are true justin case the referent of the ‘A’ term stands in the
belief relation to the thing to which the ‘that S’ term—the that-clause—refers, and second, that these that-clauses
refer to propositions.

The first claim, which implies that (1) consists of a two-place transitive verb flanked by slots for two argument
singular terms, is made plausible by its being the most straightforward way of accounting for the apparent validity
of inferences like these:?

Harold believes that there is life on Venus, and so does Fiona.

So, there is something that they both believe—to wit, that there is life on Venus.
Harold believes everything that Fiona says.

Fiona says that there is life on Venus.

So, Harold believes that there is life on Venus.

Harold believes that there is life on Venus.

That there is life on Venus is Fiona's theory.

So, Harold believes Fiona's theory.

Harold believes that there is life on Venus.

That there is life on Venus is implausible.

So, Harold believes something implausible—to wit, that there is life on Venus.

These inferences appear to be formally valid, and the most straightforward way of accounting for that formal
validity is to represent them, respectively, as having the following logical forms:2

Fab & Fcb

~Ax(Fax & Fex)

Vx(Fax - Gbx)

Fab

~.Gbc

Fab

b=d

~Fad

Fab

Gb

- 3Ax(Gx & Fax)
These are the forms the inferences enjoy if, but only if, (1) is composed of a two-place transitive verb flanked by
slots for two singular argument terms.

The face-value theory's second claim, that that-clauses refer to propositions, gets its prima facie supportin the
following way. Consider

(2) Ramona believes that eating carrots improves eyesight.

If, as the face-value theory has it, the displayed occurrence of ‘that eating carrots improves eyesight' is a singular
term, then, obviously, its referentis that eating carrots improves eyesight, and, it would seem, we can straightway
say the following things about this thing, that eating carrots improves eyesight, which is the referent of the that-
clause singular term:

e That eating carrots improves eyesight is abstract: it has no spatial location, nor anything else that can make
it a physical object.

e |tis mind- and language-independent in two senses. First, its existence is independent of the existence of
thinkers or speakers. That eating carrots improves eyesight was not brought into existence by anything
anyone said or thought. Second, that eating carrots improves eyesight can be expressed by a sentence of
just about any natural language but itself belongs to no language.
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e It has a truth condition: that eating carrots improves eyesight is true iff eating carrots improves eyesight.

e |t has its truth condition essentially: itis a necessary truth that that eating carrots improves eyesight is true
iff eating carrots improves eyesight. The contrast here is with sentences. The sentence ‘Eating carrots improves
eyesight' is also true iff eating carrots improves eyesight, but thatis a contingent truth that would have been
otherwise had English speakers used ‘carrots’ the way they now use ‘bicycles’.

e It has its truth condition absolutely, i. e., without relativization to anything. The contrast is again with
sentences. The sentence ‘Eating carrots improves eyesight' has its truth condition only in English or among us.
There might be another language or population of speakers in which it means that camels snore; but that eating
carrots improves eyesight has its truth condition everywhere and everywhen.
From all this we may conclude, by an obvious generalization, that things believed are what philosophers nowadays
call propositions: abstract, mind- and language-independent entities that have truth conditions, and have their
truth conditions both essentially and absolutely.

Such is the prima facie motivation for the face-value theory. We cannot properly assess it before we are told what
account of propositions is to complement it, and on this there are competing views. We also cannot properly
assess the face-value theory until we have taken account of the objections to it, and then taken account of the
alternative theories that have been proposed in the light of those objections. But first we should look at the various
ways in which the face-value theory might be completed.

13.2 Propositions and the Face-Value Theory

Two philosophers may accept the face-value theory and therefore agree that the things we believe are
propositions—abstract, mind- and language-independent entities that have truth conditions, and have their truth
conditions both essentially and absolutely—but disagree about the further nature of those propositions. Here is a
brief critical survey of some of the options.

13.2.1 Russellian Propositions and the Face-Value Theory

This conjunction—call it the Russellian face-value theory—is the theory that the face-value theory of belief reports
is true and that the propositions to which that-clauses in belief reports refer are so-called Russellian propositions.
The theory is suggested by J. S. Mill's theory of proper names;3 it was explicitly held by Bertrand Russell around the
time his landmark article “On Denoting” was published in 1905 (which is why the propositions in question are called
Russellian); and it, or something close to it, was evidently also held by Gottlob Frege when he published his
Begriffsschrift in 1879. Russellian propositions are structured entities whose basic components are the objects,
properties, and relations our beliefs and assertions might be about. The simplest Russellian propositions are
“singular propositions” like the proposition that Tony Curtis is alive, and itis common to represent such
propositions as ordered pairs of the form ( x, ® ), where such a proposition is true iff x has the property @, false
otherwise.# Thus, the Russellian proposition that Tony Curtis is alive may be represented by the ordered pair (TC,
the property of being alive), which, necessarily, is true iff Tony Curtis has the property of being alive, where Tony
Curtis has the property of being alive iff Tony Curtis is alive. When the face-value theory is supplemented with the
claim that the things we believe are Russellian propositions, then the resulting theory represents the logical form of

(3) Ralph believes that Tony Curtis is alive
as
(4) B2 (Ralph, (TC, the property of being alive)),

which is just a convenient way of revealing that ‘believes’ in (3) expresses the two-place belief relation, ‘Ralph’
refers to Ralph, ‘that Tony Curtis is alive’ refers to (TC, the property of being alive), and that, therefore, (3) is true
justin case Ralph bears that belief relation to (TC, the property of being alive).

There are problems with the Russellian face-value theory of belief reports. These problems were first clearly stated
in Frege's “On Sense and Reference,” published in 1892, where he renounced the Russellian face-value theory he
formerly held and supplanted it with a theory we will get to presently. Frege positions us to raise two objections to
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the Russellian face-value theorist's claim that (4) reveals (3)'s logical form.

(i) Suppose it transpires, for whatever reason, that the intended referent of ‘Tony Curtis’ never existed; there was
no one actor who bore that name in any two films (the actor with that name in “Some Like It Hot” was a different
actor who very closely resembled, in looks and Bronx accent, the actor of that name who starred in “The Boston
Strangler,” and so on). We would not thereby hold that (3) cannot possibly be true; we would think that even if
Tony Curtis never existed, Ralph might nevertheless believe that Tony Curtis was alive. We might say

(5) Ralph believes that Tony Curtis is alive, but in fact there never was such an actor—the corrupt studio that
produced the films that were supposed to star an actor named ‘Tony Curtis’ had a pool of look-alike actors
whom they used interchangeably.

But apparently this is not something the Russellian face-value theorist can allow. According to her theory—at least
as | have represented (4) as its account of (3)'s logical form°—if the proper name ‘Tony Curtis’ in (3) and (5) did
not refer to a bearer of that name, then the occurrence of the that-clause in both (3) and (5) would fail to refer, and
utterances like (3) and (5) could no more be true than could your utterance of ‘Tony Curtis is alive’ if the
occurrence of ‘Tony Curtis’ in that sentence failed to refer to anyone. Call this the problem of empty names.6

(ii) Suppose that Ralph uses the name ‘Tony Curtis’ to refer to the film actor, that he uses the name ‘Bernie
Schwartz’ to refer to a person he knew as a child in the Bronx but with whom he lost touch in adolescence, and
that, entirely unbeknown to Ralph, one and the same person is the referent of both names in. Now, should Ralph
insist

(6) | believe that Tony Curtis is alive, but | don't believe that Bernie Schwarz is alive [that little nogoodnik,
Ralph thinks to himself, probably died of a drug overdose],

we would without hesitation believe what he said—uviz., that he believes that Tony Curtis is alive but does not
believe that Bernie Schwartz is alive; we certainly would not regard him as making a contradictory statement. But,
apparently, none of this can be true if the Russellian face-value theory is true. If, as | suggested, the theory implies
that (4) gives the logical form of (3), then it cannot be true that Ralph does not realize that Bernie Schwartz is Tony
Curtis, since he does realize that Tony Curtis is Tony Curtis, and the proposition that Bernie Schwartz is Tony Curtis
is the very same proposition as the proposition that Tony Curtis is Tony Curtis. And, in the same way, the theory
would apparently have it, Ralph's utterance of (6) cannot be true, since the statement he made in uttering it is the
very same statement he would have made had he uttered the explicit contradiction

(7) | believe that Tony Curtis is alive, but | don't believe that Tony Curtis is alive.

There are three ways a Russellian face-value theorist might respond to the Fregean counterexamples without
giving up her view that that-clauses refer to Russellian propositions, although, as we shall see, one of those ways
does give up the face-value theory.

Bertrand Russell accepted the Fregean examples as counter-examples to the Russellian face-value theory as
presented above, but he made a move that allowed him to continue to accept the Russellian face-value theory (i.e.
the face-value theory together with the claim that that-clauses in belief reports refer to Russellian propositions). In
my initial presentation of the Russellian face-value theory, | assumed that proper names like ‘“Tony Curtis’ were
genuine referring expressions, or singular terms, and | implicitly built that assumption into my initial
characterization of the theory. If that-clauses refer to Russellian propositions and names are genuine singular
terms, then names contribute nothing but their referents to the propositions referred to by the that-clauses in which
those names occur and it follows, given the identity of Tony Curtis and Bernie Schwartz, that the proposition that
Tony Curtis is alive = the proposition that Bernie Schwartz is alive. This makes clear that the truth of Ralph's
utterance

(6) | believe that Tony Curtis is alive, but | don't believe that Bernie Schwarz is alive

is not inconsistent with the Russellian face-value theory per se, but only with that theory plus the claim that names
are singular terms. Russell's strategy for dealing with the Fregean examples was to give up the claim that ordinary
proper names were singular terms. In his groundbreaking paper “On Denoting,” Russell had already argued that

definite descriptions—expressions of the form ‘the F'—are not singular terms but function so as to make sentences
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of the form ‘The F is G’ express general propositions of the form there is something that is uniquely F and also G.
Russell now avoided the Fregean counter-examples by claiming that ordinary proper names functioned as
disguised definite descriptions.

So suppose that in the ongoing examples we take ‘Tony Curtis’ and ‘Bernie Schwartz’ to mean the same,
respectively, as ‘the famous actor named “Tony Curtis” ' and ‘the kid | knew years ago in the Bronx named “Bernie
Schwartz” ’. Then Russell could respond to the two Fregean objections as follows. He could respond to the first
objection by saying that

(3) Ralph believes that Tony Curtis is alive
means the same as
(8) Ralph believes that the famous actor named ‘Tony Curtis’ is alive,

and that itis no objection to the Russellian face-value theory that (8) may be true even if there was no famous
actor named ‘Tony Curtis’. And he could respond to the second objection by saying that (6) means the same as

(9) | believe that the famous actor named ‘Tony Curtis’ is alive, but | don't believe that the kid | knew years
ago in the Bronx named ‘Bernie Schwartz’ is alive

and that it is no objection to the Russellian face-value theory that (9) may be true.”

Most philosophers believe that Saul Kripke demolished Russell's description theory of names in his enormously
influential book Naming and Necessity. Kripke raised three objections.

(a) A consequence of Russell's theory is that the reference of a name n as used by a speaker S is always
determined by some definite description S associates with n. Kripke offered the following counterexample to
this consequence. The name ‘Kurt Gédel’ may be a name of Kurt Gédel in Ralph's idiolect even though the
only definite description Ralph associates with the name is ‘the person who proved the incompleteness of
arithmetic’. Now suppose that it transpires that the man who was Albert Einstein's friend and whom everyone
called ‘Kurt Gédel’ had stolen the proof from a certain Schmidt and published it under his own name. Then the
just-mentioned consequence of Russell's theory implies that the referent of ‘Kurt Gédel’, as Ralph uses that
name, must be Schmidt, the person who in fact proved the incompleteness of arithmetic. Yet, Kripke claims,
we have a clear intuition that the name ‘Kurt Godel’ in Ralph's idiolect would still refer to Kurt Godel, even
though Kurt Godel does not satisfy the only description Ralph associates with the name.

(b) A second consequence of Russell's description theory of names is that n cannot be a name of anything
for a speaker S if S does not associate any definite description with n that is supposed by S to apply to the
bearer of n. Kripke offered counterexamples to that consequence, too. He pointed out, for example, thata
person might use the name ‘Richard Feynman’ as a name of the famous physicist Richard Feynman even
though all she knows about Feynman is that he was a famous theoretical physicist who taught at Cal Tech,
and thus associates no definite description at all with the name that is capable of fixing the name's reference.
(c) A third consequence of Russell's theory (or at least a consequence of it given Russell's own view of the
truth conditions of sentences of the form ‘The F is G’) is that if n means the same as ‘the F’ for S, then the
proposition expressed by ‘n is G’ will be true in an arbitrary possible world w just in case in w something is
both uniquely F and also G, regardless of whether the F in w is the thing n names in the actual world. For
example, suppose that for Jones ‘Kurt Gédel’ means the same as ‘the person who proved the incompleteness
of arithmetic’, then the proposition that Kurt Gédel died in Princeton would be true in a possible world in which
Gddel died somewhere other than Princeton but in which Brithey Spears was the person who proved the
incompleteness of arithmetic and she died in Princeton. Kripke argued persuasively—some would say he
proved—that this gets the truth conditions of the propositions expressed by sentences containing names
wrong: the proposition that Kurt Gédel died in Princeton is true in any possible world w only if the person who
is actually Kurt Gddel died in Princeton in w, regardless of whether or not he proved the incompleteness of
arithmetic in w. According to Kripke, proper names are what he called rigid designators: they designate the
thing they actually designate in every possible world in which they designate anything. What this means is
that if a name n refers to x in the actual world, then for any possible world w, the proposition expressed by a
sentence S containing n, S(n), is true iff in w x satisfies the condition expressed by S(). For example, since
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‘Kurt Godel’ rigidly designates a certain man, the proposition expressed by ‘Kurt Gédel was a hockey player’
is true in an arbitrary world just in case in that world the man whose name in the actual world was ‘Kurt Godel’
is a hockey player in that world, no matter whether in that world some other person proved the
incompleteness of arithmetic. But if Russell's description theory of names were correct, names would not be
rigid designators, since Russell's account has the referent of a name in a possible world w be whatever
satisfies the definite description that actually fixes the name's reference, and in the typical case that
description can be satisfied by different things in different possible worlds. For example, as already noted, if
the proposition expressed by ‘Kurt Gédel died in Princeton’ were the proposition that the person who proved
the incompleteness of arithmetic died in Princeton, then in a possible world in which Britney Spears was the
person who proved the incompleteness of arithmetic, ‘Kurt Gédel’, as we use it in the actual world, would refer
in that world to Britney Spears, and the proposition expressed by ‘Kurt Gédel died in Princeton’ would be true
in that world only if in that world Britney Spears died in Princeton.

None of these objections is conclusive as stated. The first two counterexamples ignore the role that might be
played by meta-linguistic descriptions like ‘The person called “Kurt Godel” by those from whom | acquired that
name’, and there are versions of the description theory of names according to which names are rigid designators. |
do not, however, believe that any of these responses to Kripke can in the end make any sort of description theory
of names plausible. In any case, it is not possible to discuss these responses in this article.8

The second way of responding to the Fregean examples without giving up the Russellian face-value theory is a
response advanced by such contemporary theorists as David Kaplan, Nathan Salmon, Scott Soames, and David
Braun.? These theorists offer a two-pronged argument to show that the Fregean examples are not
counterexamples. The first prong argues that the case for the Russellian face-value theory is made compelling by
Saul Kripke's work on proper names and natural kind terms, Hilary Putham's work on natural kind terms, and David
Kaplan's work on demonstratives.10 The second prong argues that the force of the Fregean examples can be
explained away. Both prongs have problems. The first prong relies mostly on two claims that are taken to be
established: that the description theory of names is false and that names typically function as rigid designators.11
These two claims do indeed seem to be true, but they fall very short of establishing the Russellian face-value
theory; they are easily accommodated by any of the other theories we are about to consider. The second prong is
equally problematic. The theorists in question disagree among themselves as to how best to explain away our
Fregean intuitions, and there is | believe a systematic objection to all their attempts based on a difficulty they
encounter in attempting to explain how one can rationally believe and disbelieve one and the same proposition.
According to the Russellian face-value theorist who recognizes that proper names are singular terms, itis true
(pretending the Superman story to be fact) that Lois Lane rationally believes both that Superman flies and that
Superman does not fly. This is so because she rationally believes both that Superman flies and that Clark Kent does
not fly, and, since Clark Kent = Superman, it follows for this theorist that the proposition that Superman flies = the
proposition that Clark Kent flies. The theorist explains Lois's rationality in believing and disbelieving that Superman
flies by appeal, in effect, to the Fregean notion of modes of presentation: Lois believes Superman to fly when she
thinks of him under a mode of presentation which identifies him as a superhero who goes aboutin a caped
spandex outfit and she believes Superman not to fly when she thinks of him under a mode of presentation which
identifies him as a nerdy bespectacled newspaper reporter, and this is possible because she does not realize that
the two modes of presentation are modes of presentation of the same person.

The problem is that this explanation does not generalize to cover the theory's commitment to its being the case
that you, who are in the know about Superman/Clark Kent, rationally believe both that Lois realizes that Superman
is Superman and that Lois does not realize that Superman is Superman. You rationally believe this because you
rationally believe both that Lois realizes that Superman is Superman and that Lois does not realize that Clark Kent is
Superman, and, for the theorist in question, the proposition that Superman is Superman = the proposition that Clark
Kent is Superman. But we cannot explain your rationally believing and disbelieving the same proposition by appeal
to the fact that you have two modes of presentation of Superman/Clark Kent which you fail to realize are modes of
presentation of the same person. You, being completely in the know, do not have two such modes of presentation.
Anyway, this is what | take to be the core of one compelling objection to the Russellian face-value theory on the
assumption that names are singular terms.12

The third way a Russellian face-value theorist might respond to the Fregean counterexamples without giving up her
view that that-clauses refer to Russellian propositions entails accepting that the counterexamples are
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counterexamples and giving up the face-value theory. | allude to what | have elsewhere called the hidden-
indexical theory of belief reports.13 This is probably the only sane option for a theorist who wants an account of
the semantics of

(1) A believes that S

according to which substitution instances of ‘that S’ refer to Russellian propositions and Fregean intuitions about
the truth-values of belief reports are respected, so that, for example, nothing prevents

(6) | believe that Tony Curtis is alive, but | don't believe that Bernie Schwarz is alive

from being true, notwithstanding that the proposition that Tony Curtis is alive = the proposition that Bernie Schwarz
is alive. The hidden-indexical theory holds, first, that that-clauses in sentences of form (1) refer to Russellian
propositions, and, second, that a literal utterance of (1) states that

(10) For some mode of presentation m of the proposition that S, A believes that S under m and m is of type
W*

where W* is some contextually determined type of mode of presentation to which implicit reference is made in the
utterance of (1). For example, in uttering ‘Lois believes that Superman flies’, one might mean that Lois believes
(Superman, the property of being a thing that flies) under a mode of presentation which identifies Superman as a
superhero. | call this theory the hidden-indexical theory because the reference to the contextually determined type
of mode of presentation is not carried by any expression in (1), and | call it the hidden-indexical theory because
the implicit reference to a type of mode of presentation is context dependent, potentially varying from one context
of utterance to another.

While the hidden-indexical theory may be the best way for the proponent of Russellian propositions to go, it has
problems. Here are four of them.

First, the theory has the same problem of empty names that confronts the Russellian face-value theory. Intuitively,

(5) Ralph believes that Tony Curtis is alive, butin fact there never was such an actor—the corrupt studio that
produced the films that were supposed to star an actor named ‘Tony Curtis’ had a pool of look-alike actors
whom they used interchangeably

may be true, but it cannot be true if the hidden-indexical theory is correct, since (given that names are referring
expressions) if Tony Curtis did not exist, then the that-clause in (5) would fail to refer to any proposition, and thus
(5) would express no complete proposition.

Second, the theory is committed to an implausible error theory: it must hold that ordinary speakers are in error
about what they are stating when they make belief reports. The sentence ‘It's raining’ does have a hidden-
indexical semantics, and, as one would expect, a speaker uttering ‘It's raining’ knows that she is stating that itis
raining at such-and-such place, where the place is determined by her referential intentions. No one who utters ‘It's
raining’ would suppose that he simply means that it is raining. Yet one uttering, say, ‘l believe that 12 + 12 =4’ is in
no way aware of stating that for some m, he believes that 12 + 12 = 4 under m and m is of type W*. Yet that is
what the speaker would mean if the hidden-indexical theory were correct. One would think that if in uttering a
sentence a speaker were implicitly referring to a thing and saying something about it, she would be aware of that.

Third, the theory makes it difficult to account for the validity of inferences such as

Harold believes everything that Fiona says.
Fiona says that there is life on Venus.
So, Harold believes that there is life on Venus.

Should we read the first premise as saying (11) or (12)?

(11) For any p and any m, if Fiona says p under m, then Harold believes p under m.
(12) For any p, if Fiona says p under some m, then Harold believes p under some m’.
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I shall leave it to the reader to see that either reading makes for big problems in accounting for the validity of the
displayed inference.l4

Finally, the theory has a problem in accounting for the logical form of sentences of form
(1) A believes that S.

Should the hidden-indexical theory agree with the face-value theory that ‘believes’ in (1) expresses a two-place
relation that holds between a believer and a proposition, or should it disagree with the face-value theory and
maintain that ‘believes’ in (1) expresses a three-place relation that holds among a believer, a proposition, and a
mode of presentation under which the believer believes the proposition? Either way there is a problem. If itis
claimed that ‘believes’ expresses the three-place relation, then ‘Y’, construed as a name of a mode of presentation
in

(13) Ralph believes that Fido is a dog under g,

would occur as an argument of the three-place belief relation. But it does not; it occurs as part of the adverbial
phrase ‘under ', and thereby behaves semantically exactly like ‘under the mistletoe’ in

(14) Carmelina kissed Ralph under the mistletoe,

and no one supposes that kissing is a three-place relation holding among kissers, kissees, and things under which
kissers kiss kissees.15 If, on the other hand, the hidden-indexical theory claims that ‘believes’ is, as it appears to
be, a genuinely two-place relational predicate, and that therefore ‘u’ merely occurs as part of the adverbial phrase
‘under ', then it becomes very difficult to explain why a literal utterance of

(15) Ralph believes that Fido is a dog
must mean that
(16) For some m, Ralph believes (Fido, doghood ) under m and m is of type W*

where W* is some contextually determined type of mode of presentation. If ‘believes’ in (15) merely expresses the
two-place belief relation, then the compositional determination of (15)'s meaning should allow one simply to state,

without further adverbial embellishment about modes of presentation, that Ralph believes the proposition that Fido
is a dog.

13.2.2 Fregean Propositions and the Face-Value Theory

Frege's response to the objections he produced to the Russellian face-value theory led him to the view that the
propositions we believe and assert are structured propositions whose basic components are not the objects and
properties our beliefs and assertions may be about but are rather what he called modes of presentation of those
objects and properties. For Frege, the proposition that Tony Curtis is an actor may be represented as the order pair
(M, ma), where m i is a mode of presentation of Tony Curtis and m 4 is a mode of presentation of the property
of being an actor, and where { m«, m a ) is true in an arbitrary possible world w just in case in w there is a thing x
and property ® such that m « is a mode of presentation of x, m a is a mode of presentation of ®, and x instantiates
®.16 This allows Frege to say that the name ‘Bernie Schwartz’ is associated with a different mode of presentation m
bc of Tony Curtis, so that the proposition that Bernie Schwartz is an actor may be represented as the distinct
proposition { m pc, m a). In this way—and this was for Frege the main raison d'étre of Fregean propositions—
nothing prevents

(6) | believe that Tony Curtis is alive, but | don't believe that Bernie Schwarz is alive

from being true. So that is how Frege avoids the problem that reports like (6) raise for the Russellian face-value
theorist. And he can avoid the problem of empty names presented by the fact that a belief report may be true even
though its that-clause contains a name which has no bearer by claiming that the mode of presentation to which the
occurrence of the name refers need not be a mode of presentation of anything, that is, that there need not be
anything of which that mode of presentation is a mode of presentation.
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There are problems with the Fregean face-value theory—the theory which claims both that the face-value theory is
correct and that the propositions we believe are Fregean propositions. One problem is that the Fregean theory is
incomplete absent an account of what modes of presentation are supposed to be.l7 Although Frege was appealing
to our pre-theoretic notion of a thing's appearing to us, or of our thinking of a thing, in a certain way, that pre-
theoretic notion is not able to do all that Frege needs it to do. Frege needs modes of presentation for every kind of
thing we might think about—numbers, properties, abstract entities like nations and languages, etc.—and he needs
things that can account for how a person may believe that Tony Curtis is an actor while disbelieving that Bernie
Schwartz is an actor, notwithstanding that Tony Curtis is Bernie Schwartz; he needs things that can be available as
referents of singular terms in that-clauses even when they present nothing (as they must if Fregeans are to avoid a
problem of empty names); and he needs things that will not preclude names from being rigid designators of their
bearers. There is disagreement among Fregeans about what modes of presentation are, and there is not to date an
unproblematic account of what exactly Fregean propositions are supposed to be.

A second problem is that the Fregean face-value theory is very implausible, even if Fregean propositions are the
objects of belief. For consider this belief report:

(17) Most British citizens believe that Osama Bin Laden is alive and hiding in the mountains of Afghanistan.

We have no trouble understanding (17), and we have no trouble in supposing it might be true; butitis very unlikely
that itis true if the that-clause in (17) refers to a Fregean proposition, for whatever modes of presentation are taken
to be, itis extremely unlikely that there are modes of presentation of Bin Laden, Afghanistan, the hiding relation,
being alive, etc. such that most British citizens think of those things under precisely those modes of presentation.
Yet if the Fregean face-value theory were true, then there would have to be such modes of presentation in order
for (17) to be true. In fact, it should be obvious on reflection that, contrary to what the Fregean face-value theory
entails, we can understand true belief reports without having to know exactly how the believer thinks of the objects
and properties her belief is about.

The foregoing objection to the Fregean face-value theory is evidently decisive, but a proponent of Fregean
propositions might hang onto them by rejecting that part of the face-value theory which claims that that-clauses in
belief reports always refer to that-clauses. The idea would be that the meaning of a belief report permits but does
not require that-clauses to refer to Fregean propositions. In uttering

(18) Ralph believes that Fido is a dog

it may be that there are modes of presentation m r and m p of Fido and doghood, respectively, such that the
speaker is referring to the Fregean proposition { m g, m p ) by her utterance of ‘that Fido is a dog’, but, the idea
continues, itis more likely that what would be asserted in an utterance of (18) would either be that

(19) There are modes of presentation m and m” such that m is a mode of presentation of Fido, m" is a mode of
presentation of doghood, and Ralph believes { m, m" ),

or, more plausibly, that

(20) There are modes of presentation m and m’” such that m is a mode of presentation of type W of Fido, m’ is
a mode of presentation of type V' of doghood, and Ralph believes ( m, m’ ),

where W and W’ are contextually determined types of modes of presentation.18

The attempt to hang onto Fregean propositions by revising the face-value theory is unpromising. Among its
problems are these two. First, none of the inferences used to motivate the face-value theory p. 268 above) is valid
when, as in (19) and (20), the that-clauses are quantified into and thus not occurring as singular terms (I leave the
demonstration of this to the reader). Second, if the Fregean proposal atissue were correct, it should apply to

(21) Ralph said that Fido is a dog,
as well as to

(18) Ralph believes that Fido is a dog;
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butitis very implausible that what is asserted in an utterance of (21) can be that

(22) There are modes of presentation m and m’” such that m is a mode of presentation of Fido, m’ is a mode of
presentation of doghood, and Ralph said { m, m" ).

This is implausible because itis extremely unlikely that Ralph, in his utterance of ‘Fido is a dog’, will have said any
such Fregean proposition. If he did mean some such proposition, then there would be a specification of what he
said that is other than ‘that Fido is a dog’ and that refers to a Fregean proposition. But it is clear that there need be
no such alternative specification of what he said.1?

13.2.3 Propositions as Sets of Possible Worlds and the Face-Value Theory

Russellian and Fregean propositions are structured entities whose basic components are not themselves
propositions, Russellians and Fregeans differing on what they take those basic components to be. There are also
conceptions of propositions according to which the propositions we believe are unstructured. According to one
such view, whose chief proponent is Robert Stalnaker,20 propositions are sets of possible worlds. For example, on
this view the proposition that snow is white is the set of possible words in which snow is white. The view allows for
subtleties about how contextual factors may operate in communication to delimit the possible worlds to be
considered in individuating a particular proposition. But the view has problems, the main one being that it is forced
to say that there is just one necessarily true proposition, since any necessarily true proposition, being true in every
possible world, must be identified with the set of all possible worlds. This is a problem because a person may
believe the necessarily true proposition that dogs are dogs without also believing the necessarily true proposition
that any planar map can be colored using at most four colors in such a way that no two adjacent areas are of the
same color. Stalnaker has been resourceful in his efforts to ameliorate this highly counter-intuitive result,21 but one
may question whether he has been resourceful enough.

13.2.4 Pleonastic Propositions and the Face-Value Theory

This is the theory | advance in The Things We Mean, so | shall be very brief. Pleonastic entities are entities whose
existence is entailed by what | call something-from-nothing transformations. These are conceptually valid
inferences that take one from a statement in which no reference is made to a thing of a certain kind to a statement
in which there is a reference to a thing of that kind. The property of being a dog, for example, is a pleonastic entity.
From the statement

Lassie is a dog,
whose only singular termiis ‘hose only singular termiis ‘Lassie’, we can validly infer its pleonastic equivalent
Lassie has the property of being a dog,

which contains the new singular term ‘the property of being a dog’, whose referent is the property of being a dog. |
call the entities these transformations introduce pleonastic entities because something-from-nothing
transformations often take one from a statement to a pleonastic equivalent of it. Propositions, the things to which
that-clauses refer, are also pleonastic entities. They have their something-from-nothing transformations, such as
the one that takes us from

Lassie is a dog,
whose only singular term continues to be Lassie, to another of its pleonastic equivalents,
That Lassie is a dog is true

(more colloquially, ‘Itis true that Lassie is a dog’), which contains the singular term ‘that Lassie is a dog’, whose
referent is the proposition that Lassie is a dog. Owing to the pleonastic nature of the propositions we believe and
assert, the relation between a that-clause in a propositional-attitude report and the pleonastic proposition to which
it refers is importantly different from the usual relation between singular terms and their referents: the contextual
factors which determine the reference of a that-clause also individuate it in a way that allows the pleonastic
proposition to which the that-clause refers to be both fine-grained and unstructured. Pleonastic propositions are
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individuated in part by what it takes to believe them, so that, say, the that-clauses in utterances of ‘Ralph believes
that Tony Curtis is alive’ and ‘Ralph does not believe that Bernie Schwartz is alive’ may refer to propositions with
the same possible-worlds conditions (both propositions will be true in an arbitrary possible world justin case Tony
Curtis, i.e. Bernie Schwartz, is alive in that world) but differ because, e.g., in order to believe the proposition to
which the utterance of ‘that Tony Curtis is alive’ refers, one must think of Tony Curtis as a movie actor. Itis not for
me to assess whether the face-value theory of belief reports is viable when combined with the further claim that the
referents of that-clauses are pleonastic propositions.

13.3 Objections to the Face-Value Theory

While several alternatives to the face-value theory have been proposed (see Section 13.4), there are surprisingly
few published objections to it per se (although there are plenty of objections to packages of the face-value theory
and this, that, or the other conception of propositions). At any rate, | am aware of only two objections to the theory
that do not presuppose its being conjoined with some particular conception of propositions.

Any objection to either the existence of propositions or to their deployment in the theory of linguistic and mental
representation is eo ipso an objection to the face-value theory, at least on the assumption that there are true
reports.22 Donald Davidson objected to the deployment:

Paradoxically, the one thing meanings [= abstract entities such as propositions] do not seemto do is oil
the wheels of a theory of meaning—at least as long as we require of such a theory that it non-trivially give
the meaning of every sentence in the language. My objection to meanings is not that they are abstract or
that their identity conditions are obscure, but that they have no demonstrated use.23

But Davidson was assuming that there could be no compositional theory of propositions, and it has become well
known since Davidson's article was originally published in 1967 that there are various ways of getting such
propositions. Whether or not a proposition-deploying theory of meaning needs compositionally constructed
propositions is, however, another question.24

Other prominent philosophers object to the existence of propositions. Some of these philosophers—such as Nelson
Goodman, Paul Benacerraf, and Hartry Field?25> —object to all abstract objects, but they have no quarrel with
propositions other than that they are abstract objects. Goodman seems simply to find abstract objects too
mysterious to play any serious explanatory role, and, like many others, he can see no reason to believe in
anything that cannot play an explanatory role. Benacerraf and Field worry about the possibility of knowledge and
reliable beliefs about abstract objects, which ought to be possible if abstract objects exist. Willard Quine has no
problem with abstract objects per se, provided they enjoy reasonably clear criteria of individuation—that is, criteria
for determining when abstract objects x and y are the same or different.2® So Quine tolerates sets, since setx =
sety iff x and y have the same members. But propositions, he argues, have no clear criteria of individuation, and
this because in order to have a criterion for saying whether two sentences express the same or different
propositions there would have to be a viable analytic/synthetic distinction, and, Quine argues, there can be no
such distinction.

None of these objections to propositions is compelling. Goodman's “objection” is really just an expression of a
distaste for abstract entities, and offers no reason for disbelieving in propositions or any other abstract entities.
Benacerraf's objection presupposes an untenable causal theory of knowledge,27 and Field's claim that there can
be no accounting for reliable beliefs about abstract entities fails to take into account the best ways of accounting
for such reliability.28 Quine's argument from criteria of individuation is problematic in a few ways, but the principal
way is its assumption that Fs exist only if there are criteria for individuating Fs, i.e. criteria that enable us to know
whether Fs x and y are the same or different. If this really were a requirement on the existence of Fs, we should
have to conclude that there are no restaurants: Le Poisson Rance, owned by Jean-Paul Gras, is located at 33
Waverly Place. Gras closes that restaurant, opens a restaurant with the same chef and menu at 14 Bleecker Street,
and calls it Chez Gras. Is Chez Gras the same restaurant as Le Poisson Rance? We lack criteria of individuation for
restaurants that enable us to give a determinate answer.29 Propositions are merely in the same boat as
restaurants.

There is an interesting objection to the face-value theory that has nothing to do with any problems about the
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existence of propositions.3% According to the face-value theory, the that-clause in
(23) Jane believes that Slovenia will win the World Cup

refers to the proposition that Slovenia will win the World Cup, and this consequence seems confirmed by the fact
that

(24) Jane believes the proposition that Slovenia will win the World Cup

is pleonastically equivalent to (23). After all, if the face-value theory is correct, then instances of ‘that S’ and ‘the
proposition that S’ refer to the same proposition, so, it would seem, they ought to be intersubstitutable salva
veritate. Now, if the face-value theory of belief reports is correct, then we should expect no less of the face-value
theory of other propositional-attitude reports, such as, say, those of the form

(25) A hopes that S.

And if the face-value theory of (25) is true, then, reflecting back on (23) and (24), it would seem that we should
expect (25) to be pleonastically equivalent to

(26) A hopes the proposition that S.
The trouble is, they clearly are not equivalent. Not only is
(27) Jane hopes that Slovenia will win the World Cup
not equivalent to
(28) Jane hopes the proposition that Slovenia will win the World Cup;

(28) is not even grammatical!31 In short, if the face-value theory of (27) is correct, then its that-clause refers to the
proposition that Slovenia will win the World Cup. But if it does, then should we not be able to replace salva veritate
its that-clause with the co-referential singular term ‘the proposition that Slovenian will win the World Cup’? Yet that,
as the ungrammatical (28) reveals, is precisely what we cannot do.

Itis not an option to maintain the face-value theory of belief reports while denying the face-value theory of hope
reports. One reason (there are others) is that it is difficult to see how we can explain why a necessary condition for
one's hoping that S is that one not believe that S if that-clauses in belief reports, but not in hope reports, referred to
propositions. It would seem that if one is to hold the face-value theory of belief reports, then one will have to hold
the face-value theory of hope reports and therefore maintain that the that-clauses in hope reports refer to
propositions, even though ‘the proposition that S’ cannot be substituted for them. But can it plausibly be maintained
that that-clauses in hope reports refer to propositions despite this failure of substitutivity? A definite answer may not
now be possible, but at least three things should incline us to answer yes.32 First, we cannot conclude that
because the only semantic role of a singular termt in an utterance is to refer to x, that we can replace t salva
veritate with any other singular term that also refers to x. As Paul Horwich pointed out to me (in conversation),
instances of apposition provide clear examples where such substitutivity fails. For example, even if Pavarotti is the
greatest tenor, we still cannot substitute ‘the greatest tenor’ salva veritate for Pavarotti in

(29) The ltalian singer Pavarotti never sings Wagner
since
(30) The Italian singer the greatest tenor never sings Wagner

is not well formed. Second, if the substitutitivity facts in play showed that that-clauses in hope reports do not refer
to propositions, then they also show that they do not refer to anything. For example,

(31) Jane hopes the sentence that Slovenian will win the World Cup

is as ungrammatical as (28). But it is unclear how one can account for the logical form of hope reports if their that-
clauses cannot function as singular terms. Third, the case for taking that-clauses in belief reports to be singular
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terms is pretty compelling, as is the claim that whatever is going on with that-clauses in belief reports must also be
going on with them in other propositional-attitude reports.

Still, one cannot be confident that any face-value theory is correct absent a plausible account of why substitutivity
fails when it does. If the that-clause in (27) refers to the proposition that Slovenian will win the World Cup, then why
does not ‘the proposition that Slovenian will win the World Cup’ in (28) also refer to that proposition? We cannot be
confident of what is going on with that-clauses until we can account for the asymmetry between belief and hope
reports, and | am not aware of any plausible account of it.

13.4 Non-Propositionalist Alternatives to the Face-Value Theory

In Section 13.1, we saw how proponents of Russellian and Fregean propositions might be motivated to seek
alternatives to the face-value theory of belief reports. In this section | consider proposed alternatives that do not
entail that believing is a relation to propositions or involve any other commitment to propositions. These
alternatives fall into two classes: those which entail that believing is not a relation to things of any kind, and thus
that that-clauses never function as singular terms (non-relational accounts of believing), and those which entail
that believing is a relation to things other than propositions and that that-clauses may, and typically do, occur as
referring to things of that kind (non-propositional relational accounts of believing).

13.4.1 Non-Relational Accounts of Believing

One already-noticed reason for supposing that ‘believes’ in belief reports expresses a relation between believers
and the things they believe is the validity of inferences like

Harold believes that there is life on Venus, and so does Fiona.
So, there is something that they both believe—to wit, that there is life on Venus.

For how are we to read the quantification in the conclusion other than as saying that there is some thing that
Harold and Fiona both believe? Well, it might be replied, in the same way we are to read the quantification in ‘There
are many things that don't exist—the Loch Ness Monster, God, Sherlock Holmes.’33 The question is whether the
quantification in the conclusion of the displayed inference (‘there is something that they both believe’) is, to use
some jargon, objectual or non-objectual. A quantification of the form ‘There is something thatis F’ is objectual if it
entails that there exists some thing that is F, non-objectual if it does not have that entailment. One form of non-
objectual quantification is so-called substitutional quantification wherein, for example, ‘John is something’ is true
justin case some substitution instance of ‘John is X’—such as ‘John is smart'—is true. But non-objectual
quantification need not be substitutional; like objectual quantification, it might be a primitive form of quantification.
Those who deny that believing is a relation will hold that that-clauses are not referring expressions and that
quantifications like ‘Ralph believes something’ are non-objectual.

A compositional truth theory for a language L is a finitely statable theory of L which ascribes semantic properties to
the finitely many words and expression-forming operations of L in such a way as to determine, for each of the
infinitely many sentences of L that can be used to say something true or false, the condition, or conditions, under
which an utterance of that sentence would be true. For many theorists, one big selling point for the relational
account of believing, wherein the quantifications in question are objectual, is that it makes it easy to see how to
accommodate belief reports in a compositional truth theory—that is to say, makes it easy to see how the truth-
value of a belief report is determined by the semantic values the words composing the report have in that report.
But what are we to make of the complex predicate ‘believes that Slovenia will win the World Cup’ in

(23) Jane believes that Slovenia will win the World Cup

if ‘believes’ is not occurring in that report as a relational predicate? No one should object to taking the predicate's
extension to be the set of things that believe that Slovenia will win the World Cup, which allows us to say that (23)
is true justin case the extension of ‘Jane’—viz. Jane—belongs to the extension of ‘believes that Slovenia will win
the World Cup’, which in turn entails that (23) is true iff Jane believes that Slovenia will win the World Cup. The
problem is to see how the extension of that complex predicate is determined by the extensions of its component
words if ‘believes’ does not occur in it as a transitive verb, and there must be such a determination if the language
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to which the report belongs enjoys a correct compositional truth theory.

There are two ways to respond to this “problem.” One is to deny that belief reports can be accommodated in a
compositional truth theory and to argue that natural languages neither have nor need compositional truth theories.
This is the approach | took in Remnants of Meaning.34 The other response, proposed most notably by Arthur Prior
and Jaakko Hintikka, is to treat ‘believes that' as a certain sort of operator. Neither response is promising.

Some will think that the approach which denies compositional semantics is problematic precisely because it denies
compositional semantics, but there is another problem even if the denial of compositional semantics is
unproblematic.35 This problemis that no determinate sense can be made of the non-compositionalist's claim that
that-clauses do not refer to propositions once this theorist has said all that she needs to say. The theorist in
question does not deny that many belief reports are true, she does not deny that inferences like the one most
recently displayed are valid, and she does not deny that any of the following may be true:

That there is life on Venus is Harold's theory.

That there is life on Venus is true iff there is life on Venus.

That there is life on Venus has its truth condition both essentially and absolutely.
That there is life on Venus is implausible.

That there is life on Venus is one of many things that are implausible.

That there is life on Venus is abstract—i.e. has no physical attributes—and mind- and language-
independent.

What then is the cash-value of the debate between this theorist and one who maintains that that-clauses refer to
propositions? Well, it may be said that the first denies, while the second affirms, that propositions exist. But what
can the cash-value of that debate come to, given all that the two theorists hold in common? What would countas a
determinate resolution of this debate? The only concept of existence on which | feel | have any grip makes it
difficult to deny that propositions exist, given the truth of all the that-clause-containing utterances the non-
compositionalist is willing to acknowledge. But if it is acknowledged that propositions exist, then the view that that-
clauses do not refer to them is not well motivated.

The operator account of ‘believes that’ promises to be a non-relationist account of believing which comports with
compositional semantics. Trivially, ‘believes that' is syntactically an “operator” in that it takes a sentence and
makes a sentence. What those who propose an operator account of ‘believes that’ have in mind, however, is a
way of giving a semantic rule governing the expression ‘believes that’ which yields a truth condition for every
belief report. What rules of this sort are on offer? While Arthur Prior clearly advocated an operator account of
‘believes that'—in part for the problems raised by examples like hope reports—he never actually proposed a
semantics for the operator. Hintikka does provide an operator account that is modeled on the operator account of
‘necessarily’ in modal logic, butitis merely a notational variant of the view, discussed above, that believing is a
relation to propositions construed as sets of possible worlds.

At this pointin the development of our subject, there seems not to be any plausible non-relational account of
believing.

13.4.2 Non-Propositional Relational Accounts of Believing

Most philosophers who deny that believing is a relation to propositions hold that it is a relation to things other than
propositions. Since the things we believe have truth-values and other semantic properties, these alternative
objects of belief must be linguistic, or quasi-linguistic, entities of some kind—sentences, utterances, mental
representations, or whatever.

If believing is a relation to linguistic entities of some stripe or other, what stripe exactly is it? They cannot be public
language sentence types, since too many sentence types (e.g. ‘She isn't there yet’) cannot have truth-values,
while the things we believe must have, or at least be capable of having, truth-values. For this reason, Donald
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Davidson proposed his famous paratactic theory of propositional-attitude reports, which entails that believing is a
relation to utterance tokens.3% Davidson's idea runs as follows. Although Pierre is a monolingual speaker of French,
I may speak truly in saying

(32) Pierre believes that snow is white.

According to Davidson, my utterance (32) really consists of two distinct utterances linked by parataxis, to be
represented as

(33) Pierre believes that. Snow is white.

The claimis that my utterance of ‘that’ in (32) occurs as a demonstrative which refers to my utterance of ‘snow is
white’ which immediately follows it. When | utter ‘snow is white’ in uttering (32), | am not asserting that snow is
white. Rather, | utter it to produce an utterance with a certain content for the sole purpose of ascribing to Pierre a
belief with the same content: my utterance of (32) is true, according to Davidson's paratactic theory, justin case
Pierre has a belief with the same content as that of my utterance of ‘snow is white’ to which my utterance of the
demonstrative ‘that’ refers.

The implausibility of Davidson's theory may be greater than its considerable ingenuity. There are several problems.
a. From a typical utterance of (32) we should expect to be able to infer
(34) There is something such that Pierre believes that it is white,
but
(35) There is something such that Pierre believes that. It is white.
is meaningless.

b. None of the inferences used to motivate the face-value theory are valid if Davidson's paratactic theory is
correct.37 | shall leave the demonstration of this to the reader.

c. The paratactic theory owes an account of utterance content which does not appeal to propositions. Davidson
thought he had such a theory. He thought that a compositional truth theory for a language in the style of Tarski
could serve as a meaning theory for the language, where a theory of meaning for a language L is, for Davidson, a
finitely axiomatized theory knowledge of which would enable one to understand utterances in L.38 But Davidson's
proposal that a truth theory can serve as a meaning theory is highly problematic,32 and any theory that
presupposes it inherits its problems.

d. Even if Davidson's meaning theory were correct, itis not clear how it would help to explain the idea of a belief
state's having the same content as an utterance token, since, on the face of it, Davidson's truth-theoretic account
of meaning has no application to belief states. So even if Davidson has given a correct account of natural
language meaning, he still owes an account of belief content which enables us to understand talk of a belief state's
having the “same content” as an utterance token.

e. If Davidson's theory of (32) were correct, one would expect it also to be true of (32)'s French translation,
(36) Pierre croit que la neige est blanche.

But ‘que’ has no use in French as a demonstrative. Are we to suppose that while a paratactic treatment of (32) is
correct, a paratactic treatment of (36) is not correct?40

f. An apparently pretty big problem with the claim that believing is a relation to utterance tokens is that there are
more beliefs than there are utterance tokens. A person might have a belief which neither she nor anyone else has
ever expressed, and which no one has ever attributed to anyone. Here it will be true that the person believes
something, yet there is evidently no utterance token available to be what she believes.

g. One cannot know the assertion made, the truth stated, by (32) without knowing what Pierre believes, the
content of his belief, where this includes, for example, knowing that he has a belief that is true if, and only if, snow
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is white. Davidson's accountis in conflict with this datum. On his account, one can know the assertion made in the
utterance of (32) without knowing the first thing about what Pierre believes, the content of his belief. According to
Davidson, the only assertion made in (32) is made by the utterance of ‘Pierre believes that’, where ‘that’ occurs as
a demonstrative which refers to a distinct utterance of ‘snow is white’. The assertion made in the utterance of (32)
is merely one that s true iff Pierre is in a belief state which has the same content as the referred to utterance of
‘snow is white’. But that is something that could be known by a monolingual speaker of Pashto: she could know that
Pierre was in a belief state whose content matched that of my utterance of ‘snow is white’ even though she had no
idea of the content of that utterance. It should be clear that a version of this problem will infect any account which
holds that a belief reportis true justin case its subjectis in a belief state with the same content as a certain
expression or utterance to which reference is made in the report.

So much, then, for linguistic accounts of belief reports. A quasi-linguistic account has, however, been proposed
which may seem to avoid the foregoing problems. Like Davidson's account, it crucially relies for its motivation on
Davidson's idea that a truth theory can serve as a meaning theory. The theory is the same as the face-value
theory of

(1) A believes that S

except that according to it that-clauses refer not to propositions but to what proponents of the theory call
interpreted logical forms (ILFs).#1 Here a logical form, or LF, is a technical notion used in Chomskian linguistics to
describe that level of the syntactic analysis of a sentence which is the proper object of semantic interpretation. An
interpreted LF is a representation of the LF in which semantic values are paired with expressions in the LF, where
those semantic values are of the kind that would enter into an extensional Tarskian truth theory for the language of
the kind Davidson advocates. Simplifying, we might represent the ILF to which the that-clause in ‘Ralph believes
that Fido is a dog’ refers as the set-theoretic entity

(37) < <'Fido’, Fido>, <'is a dog’, the set of dogs> >,

this ILF being true iff Fido belongs to the set of dogs, which is to say, iff Fido is a dog. Even this simplified toy model
of an ILF must be considerably complicated just to get a simplified toy model for sentences with quantifiers, where
those quantifiers may be treated syncategorematically, and thus not assigned semantic values,*2 or with pronouns
and demonstratives, for which only tokens of those expressions may have semantic values. But (37) already gives
us enough to object to the theory.

For one thing, ILF theory can be no more promising than its presupposition that a truth theory can serve as a
meaning theory, and, as noted, it is arguable that that presupposition is problematic. A more immediate problem is
close to the epistemological problem, (g), encountered by Davidson's paratactic theory. Suppose that the set of
dogs = the set of things most loved by fleas. Then the ILF (37) = the ILF

(38) < <'Fido’, Fido>, <'is a dog’, the set of things most loved by fleas> >,

and itis clear that someone—say, a monolingual speaker of Japanese—could know that Ralph stands to (38) in the
relation the ILF theorist takes to be the semantic value of ‘believes’ and not know that Ralph believes that Fido is a
dog. It might seem that the ILF theorist can avoid this problem by taking properties, rather than sets, to be the
appropriate semantic values of predicates, so that the ILF to which ‘that Fido is a dog’ refers is not

(37) but rather
(38) < <‘Fido’, Fido>, <'is a dog’, doghood> >.

The trouble now is that this theory would be for all intents and purposes a propositionalist proposal whereby the
propositions to which that-clauses refer are truth-conditionally equivalent to the Russellian propositions they
determine—as (38) determines the Russellian proposition (Fido, doghood )—and the linguistic components of ILFs
play the role of Fregean modes of presentation.

13.5 Summary and Conclusion

The topic of this paper is propositional content, the kind of content our thoughts and speech acts possess, which |
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provisionally identified as whatever that-clauses ascribe in propositional-attitude and speech-act reports.
Propositions, of some stripe or other, are propositional contents, if the relevant generalization of the face-value
theory of belief reports is correct, and that theory has a defeasible default status: itis the theory that must be
defeated if it is not to be accepted, the only theory of the semantics of belief reports that enjoys direct intuitive
support (alternatives to the face-value theory are motivated by perceived problems with the face-value theory).

One problem with the face-value theory is that it awaits a complementary account of propositions, and there are
problems with the best known contenders. Problems some of these contenders confront when slotted into the face-
value theory invite revisions of the face-value theory, such as the hidden-indexical theory of belief reports or the
version of Fregeanism whereby that-clauses, in the typical case, partially characterize but do not refer to Fregean
propositions. Yet these revisions were found to suffer from problems of their own. Another problem we saw the
face-value theory encounter was the inability to preface the that clause in ‘A hopes that S’ with ‘the proposition’
and achieve thereby a sentence with the same truth-value (‘A hopes the proposition that S’ is not even
grammatical), which is puzzling if ‘that S’ refers to the proposition that S. Well-known vagaries concerning
substitutivity salva veritate prevent this from being on its own a decisive objection to the face-value theory, butin
the absence of an account of why the substitutions fail in hope (and certain other) reports, one cannot be
confident that the inability to substitute ‘the proposition that S’ for ‘that S’ does not cover a decisive objection, and
such an accountis not yet known. If the substitutivity problem does cover a decisive objection, the objection would
be decisive to any referential account of that-clauses: ‘A hopes the sentence/utterance/mental representation that
S’ is no more meaningful than ‘A hopes the proposition that S’.

The substitutivity problem might suggest, as it suggested to Arthur Prior,43 that believing is not a relation, and that,
therefore, quantifications like ‘Ralph believes something’ are not objectual quantifications. But both versions of this
tack proved problematic.

The most popular alternative to the theory that identifies propositional contents with propositions, and thus takes
propositional attitudes to be relations to propositions, is the view that propositional attitudes are relations to
linguistic, or quasi-linguistic, entities of some kind or other. Yet these accounts seem even more problematic than
the propositionalist views they hope to supplant.

On balance, my unprejudiced bet is on the theory | advanced in The Things We Mean, which holds that
propositional contents are what | called pleonastic propositions. | suspect, however, that others might have a
different opinion. | know that we have not reached the end of discussion on the problem of propositional content.
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Notes:
(1) Here and elsewhere in this article | borrow wholesale from Schiffer (2003).

(2) In what follows | represent ‘Fiona's theory’ as a logical singular term, rather than as a Russellian definite
description; but nothing turns on this. The validity of the arguments would also be captured if that-clauses were
represented as Russellian definite descriptions whose denotations were propositions.

(3) Mill (1843).

(4) See Schiffer (2003: 18-19) for a technical discussion of the general form of Russellian propositions. Note that |
said that for the Russellian the proposition that Tony Curtis is alive may be represented by the ordered pair ( TC,
the property of being alive ), not that the proposition was that ordered pair. Itis merely a matter of arbitrary
convention whether the Russellian represents the proposition that Tony Curtis is alive as { TC, the property of being
alive ) rather than ( the property of being alive, TC$), so if it were claimed that the proposition was identical to an
ordered pair, then the Russellian would have to say that it was indeterminate to which of two ordered pairs the
proposition was identical. The most sympathetic statement of the Russellian position is that Russellian propositions
are sui generis abstract objects that may be represented by ordered pairs of a certain kind.

(5) The reason for the qualification my use of ‘apparently’ hints at is revealed just below, when | explain Russell's
own reaction to the two Fregean objections in question.

(6) The problem can also arise for non-referring occurrences in that-clauses of other kinds of singular terms, but to
keep things as simple as possible | shall present the Russellian's problem of empty singular terms only with respect
to proper names.

(7) Russell also claimed—as he had to in order to avoid the Fregean objections—that typical uses of pronouns and
demonstratives also functioned as disquised definite descriptions. See e.g. Russell (1910a).

(8) See e.g. Loar (1976) and Stanley (1997).

(9) Kaplan (1978, 1989); Salmon (1986, 1989, 1995, forthcoming); Soames (2002); and Braun (1998).
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(10) Kripke (1980); Putnam (1975a); and Kaplan (1978, 1989).

(11) These theorists would make the same claim, mutatis mutandis, about other ostensible singular terms such as
pronouns and (at least) single-word demonstratives (‘this’, ‘that’, etc.), but to keep things simple, | am restricting
attention to proper names.

(12) See Schiffer (forthcoming) and the replies of Braun (forthcoming) and Salmon (forthcoming).

(13) Ifirst proposed a version of this theory in Schiffer (1977). A slightly different version was independently
presented in Crimmins and Perry (1989) and more fully elaborated in Crimmins (1992). | am critical of the theory in
Schiffer (1992) and, most recently and most completely, in Schiffer (2003: 39-42). My present presentation of the
theory is an abbreviated version of what | say in Schiffer (2003).

(14) See Schiffer (2003: 41-2) and Salmon (1995).

(15) See the test for whether a phrase is adverbial in Schiffer (1992: 518-19). What if the hidden-indexical theorist
concedes the adverbial status of ‘under W’ in (13) but claims that ‘believes’ in ‘A believes that S’ expresses a
three-place relation B3 (x, p, m) which is instantiated just in case x believes p under m? (Eliza Block raised this
response in conversation.) Then the hidden-indexical theorist could claim that the proposition expressed in uttering
(15) (see below in the text) is not (16), but is rather the conceptually equivalent proposition that Am[B*(Ralph,
(Fido, doghood), m) & m is of type W*]. The problem with this response is that itis hard to see how it avoids
inconsistency. If ‘believes’ in ‘A believes p’ is a three-place relational predicate, then so mustitalso be in ‘A
believes p under m’'. But the mooted response is motivated by the concession that ‘believes’ in the latter sentence
formis a two-place relational predicate. It would seem, then, that the ‘believes’ in ‘A believes p' is three-place only
if it is also three-place in ‘A believes p under m’, and that returns us to the objection in the text.

(16) More exactly, for any possible world w, a Fregean proposition { m, m" ) is

true in w iff in w: there is a thing x and property ® such that mis a mop of x & m’ is a mop of ® & x
instantiates @;

false in w iff in w: there is a thing x and property ® such that mis a mop of x & m’ is a mop of ® & x does
not instantiate ®; and

neither true nor false in w iff in w: itis not the case that there is a thing x and property ® such thatmis a
mop of x & m’" is a mop of O.

Iu

On this account, an utterance of a name will “rigidly designate” its referent just in case the mode of presentation
expressed by the utterance of the name is a mode of presentation of the same thing in every possible world in
which it is a mode of presentation of anything.

(17) The same is of course true of attempts, such as those considered above, to incorporate “modes of
presentation” into Russellian theories.

(18) (20) is more promising for the Fregean than (19), because if what is asserted by an utterance of (1) is a
proposition in the style of (19), then the Fregean cannot account for the truth of, say, ‘Lois believes that Superman
flies but does not believe that Clark Kent flies’. See Forbes (1990).

(19) This objection and its wording are borrowed from Schiffer (1992: 506, fn. 10).
(20) Stalnaker (1984).
(21) Stalnaker (1987).

(22) A theorist might allow that the face-value theory gives the correct semantics of belief reports while denying
that there are any propositions for that-clauses to refer to. This theorist will therefore deny that there are any true
that-clause-containing propositional-attitude reports, but she might try to sugar-coat this highly counter-intuitive
consequence with a so-called fictionalist account of propositional-attitude reports, according to which a belief
report may be true in the “belief story” even though no such reportis literally true. See e.g. Crimmins (1998).
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These efforts are inspired by Hartry Field's ((1980) and (1989)) fictionalist account of numbers, according to which
numerical sentences like ‘1 + 1 = 2’ cannot be true, because numerals purport to be names of numbers and
numbers do not exist, yet such sentences may be “true in the fiction of arithmetic.” It will be a working hypothesis
of this paper that there are at least some true propositional-attitude reports. After all, what is the point of trying to
advance a fictionalist account of propositional-attitude reports if it is impossible for one to state anything?

(23) Davidson (1984a: 20-1).

(24) See Schiffer (2003: chs. 3 and 4).

(25) Goodman (1978); Benacerraf (1973); Field (1989).

(26) See e.g. Quine (1970).

(27) See Field (1989).

(28) See e.g. Hale and Wright (1992), and Schiffer (2003: ch. 2).
(29) I believe | got the restaurant example from Richard Grandy.

(30) So far as | am aware, the problem was first raised in Prior (1971: ch. 2). See also Bach (1997), Schiffer (2003:
92-5), and King (2002).

(31) ‘Predicts’, ‘guesses’, and other propositional-attitude verbs also produce ungrammaticality in the same way. In
some cases—e.g. ‘Jane fears/expects that Slovenia will win the World Cup’—grammaticality is preserved, but the
meaning is drastically changed.

(32) Further considerations are offered in Schiffer (2003: 95).
(33) Lycan (1979).

(34) See also Hofweber (2000).

(35) See Schiffer (2003: ch. 4).

(36) Davidson (1984a) and (1984b).

(37) See Burge (1986).

(38) Tarski (1956); Davidson (1984c).

(39) See Schiffer (1987: ch. 5) and Schiffer (2003: §8.2).

(40) It would seem that Davidson later abandoned his paratactic account of belief reports. In (2001a: 57-8) he
wrote: “There is ... no plausible alternative to taking [the that-clause in a belief report] as a singular term which, by
referring to an appropriate entity, specifies the relevant belief.”

(41) Larson and Ludlow (1993) and Larson and Segal (1995). A similar proposal is made in Richard (1990).

(42) An expression is syncategorematic in the context of ILF theory if the truth theory for the language assigns it no
semantic value but rather interprets it by a clause in the truth theory, in the way that, say, quantifiers and
connectives are interpreted in standard truth definitions in predicate logic.

(43) Prior (1981).

Stephen Schiffer
Stephen Schiffer, New York University
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14.1 Meanings Determined by Use

coNcepTUAL role semantics (CRS) is the view that the meanings of expressions of a language (or other symbol
system) or the contents of mental states are determined or explained by the role of the expressions or mental
states in thinking. The theory can be taken to be applicable to language in the ordinary sense, to mental
representations, conceived of either as symbols in a “language of thought” or as mental states such as beliefs, or
to certain other sorts of symbol systems. CRS rejects the competing idea that thoughts have intrinsic content that is
prior to the use of concepts in thought. According to CRS, meaning and content derive from use, not the other way
round.

CRS is thus an attempt to answer the question of what determines or makes it the case that representations have
particular meanings or contents. The significance of this question can be seen by considering, for example,
theories of mind that postulate a language of thought. Such theories presuppose an account of what makes it the
case that a symbol in the language of thought has a particular meaning. Some conceptual role theorists have not
clearly distinguished this kind of question from questions about the nature of the meanings or contents of various
kinds of representations. CRS, as we understand it, is consistent with many different kinds of positions on the latter
question. For example, as we discuss below, CRS has no commitment to the view that the meaning of a symbol
should be identified with its conceptual role.

Some discussions of CRS (e.g. Sellars, 1963; Harman, 1974, 1975, 1987) suppose that CRS must limit the relevant
uses to those involved in inference, in reacting to perception, and in decisions leading to action. (In Section 14.5
below, we discuss versions that take an even more limited view of relevant factors.) But it is best to begin
discussion by interpreting “conceptual role” in the widest possible way, considering a great variety of uses of
symbols in thought, in order to be able to ask which uses if any might be relevant to meaning or content and how
they might be relevant (see Section 14.3).
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We propose to use the phrase conceptual role semantics or CRS in a very broad sense, according to which CRS
includes any theory that holds that the content of mental states or symbols is determined by any part of their role
or use in thought. There is a common use of the term that is more limited. In this use, in order to count as a version
of CRS, a theory must hold that the determinants of content include the role of the mental states or symbols in
inference or in other purely internal mental processes. This restriction excludes information-based or indication
theories of content (see Section 14.5 below). By contrast, on our broader use of the term CRS, information-based or
indication theories count as special versions of CRS.

In what follows, we will sometimes use the abbreviation “CCRS” (core CRS) for the sort of CRS that takes the
recognition of internal inferential and implicational relations to be crucial to the meaning or content of some
expressions or syntactic constructions. CCRS allows for the relevance to content of other aspects of use, such as
relations of symbols to perceptual input and to actions.! So, we will use the expression CCRS in the way that some
theorists use the phrase conceptual role semantics.

Just how inclusive our broad understanding of CRS is depends on how broadly conceptual role or use is
understood. For example, teleological theories of content give an important role to the evolutionarily determined
“function” of symbols or symbol structures, where some such theories understand the notion of the function of a
symbol or structure in a way that goes beyond the symbol's use or role as ordinarily understood (e.g. Dretske,
1988, 2000; Millikan, 1984, 1993; Neander, 1995; Papineau, 1987). We do not count such theories as versions of
CRS. (We discuss these theories in Section 14.6.3 below.)

One other point is that we understand conceptual role in such a way that it might be externally or non-
individualistically individuated. Thus, if we consider myself and my twin on Twin Earth (Putnam, 1975), itis arguable
that my symbol for water and his symbol for twater have different conceptual roles. For example, they have
different relations to properties in the world, as | have often applied my symbol to H,O, and he has often applied his
to XYZ. If our uses are individuated externally, our uses are different since my uses are water-applications and my
twin's are twater-applications.

When CRS is understood in our ecumenical way, much of the currently active debate concerning the determination
of meaning and contentis a debate between competing versions of CRS, such as between CCRS and information-
based theories, rather than between CRS and other positions.

There are theorists, however, who reject CRS on even the most inclusive understanding of it. According to some
such theorists (Searle, 1980; Bonjour, 1998), the content of mental states is intrinsic to them, not explained by their
use or the use of any sort of mental symbols, and the content or meaning of words and other symbols derives from
the content of mental states. Such theorists reject CRS on any understanding of it.

It is important to emphasize something from the start. CRS supposes that meaning or content is determined by (and
so supervenes on) conceptual role, but that does not imply that meaning and conceptual role are the same thing.
Nor does it imply that any difference in conceptual role entails a difference in meaning. For example, to the extent
that “giving the meaning” of an expression is providing a paraphrase or translation of the expression, CRS implies
that the adequacy of such a translation or paraphrase is determined by the way expressions in the relevant
languages are used in thought. CRS does not imply that any difference in relevant usage automatically calls for a
difference in translation. (We return to this pointin Section 14.5.2 below.)

There are at least three broadly different ways in which symbols can be used—in communication, in speech acts
like promising that go beyond mere communication, and in thinking. CRS takes the last of these uses, the use of
symbols in thought, to be the most basic and important use for determining the content of symbols, where that use
includes (at least) perceptual representation, recognition of implications, modeling, inference, labeling,
categorization, theorizing, planning, and control of action.

In one view (e.g. Katz, 1966), linguistic expressions are used mainly for purposes of communication and do not
have a significant use in thought. In this view, the content of linguistic expressions derives from the content of the
non-linguistic thoughts they express and CRS is relevant to language only to the extent that it provides the correct
story about the contents of non-linguistic thoughts. In a contrasting view (e.g. Sellars, 1969), ordinary linguistic
communication involves “thinking out loud,” people sometimes think in language (but not only in language), and
the use of language in thought determines meaning. In the latter view, CRS applies directly to expressions in
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natural language as well as to other symbols used in thinking.

CRS need not claim that the content of all expressions is determined by their use. (Indeed, CRS does not claim that
all expressions of a language have functions or uses. Such a claim would be very implausible for very long
expressions that never occur.) Many conceptual role or use theorists (e.g. Ryle, 1961; Peacocke, 1992) claim that
the contents of simple expressions, such as words, are determined by their conceptual roles, and that the contents
of complex expressions, such as sentences, are determined by the contents of their components and the way in
which they are combined (see Section 14.2.4).

More precisely, then, CRS holds that meaning and content (including the meanings of words and other symbols and
the contents of mental representations) arise from and are explained by the role words, symbols, and other
features of representation play in thinking of various sorts. CRS seeks to describe the relevant sorts of conceptual
role and to explain how conceptual roles determine meaning and content.

In the next three sections, we examine CRS's treatment of a few fundamental issues (Section 14.2), consider
diverse examples of ways in which representations are used in thought, (Section 14.3), and discuss how to
investigate the relevance of conceptual role to content (Section 14.4). Next, in Section 14.5, we turn to information-
based versions of CRS and the challenge that they pose to versions that recognize other aspects of conceptual
role. Finally, we consider in Section 14.6 a humber of important objections to CRS.

14.2 Understanding Meaning

14.2.1 Understanding Oneself

According to one plausible version of CRS, the basic understanding one has of the meaning of one's own words
and expressions consists in one's being at home with one's use of those words and expressions. Itis a kind of
know-how: one knows how to proceed. One can have that basic kind of knowledge of meaning without having any
sort of theoretical understanding of meaning and without being able to say what is meantin any interesting way.

We believe that a correct account of this sort of knowledge must reject the popular but obscure metaphor in which
basic understanding of meaning involves “grasping” something, as if such understanding consisted in getting
one's mental hands around something (Frege, 1982; Dummett, 1991; Peacocke, 1999; Fodor, 2004). According to
our understanding of CRS, although one's meaning is determined by and explained by the way one uses words and
other basic symbols, one's understanding of one's own meaning need not consist in having an understanding of
the way one uses these items. (Nor need it consist in having an understanding of truth conditions or anything else.)
It might consist simply in having symbols with the relevant conceptual roles.

14.2.2 Understanding Someone Else

Some CRS theorists (Sellars, 1962; Quine, 1953, 1960; Davidson, 1973; Field, 2001) suggest that to understand the
meaning of an expression built from resources that one does not use oneself, one seeks to find a paraphrase or
translation into an expression built from resources one does use.2

This might suggest treating “ ‘Nichts’ means nothing” to a first approximation as a variant of “ ‘Nichts’ is best
translated into my system as ‘nothing’.” Let us call proposals that try to explain meaning statements (of the form ‘e
means m’) in terms of translation transl/ational accounts of meaning statements. Various worries might be raised
about such accounts. It might be objected that the suggested treatment can be shown to fail by comparing the
translations into French of “ ‘Nichts” means nothing” and “ ‘Nichts’ is best translated into my system as ‘nothing’ ".
Sellars (1962) responds by rephrasing the proposal using “dot-quotation,” where “nothing” is used to specify a
type of expression that can appear in any language, categorized by its use in its language. Field (2001) notes that
ordinary quotation often functions like Sellars' dot quotation (see also Recanati, 2001, p. 641). We will not here try
to decide whether translational accounts might provide an adequate treatment of meaning statements. CRS is
compatible with such proposals even if not committed to them.

14.2.3 Meaningfulness

Page 3 of 21



Conceptual Role Semantics

Barry Stroud has observed (personal communication) that there is an ambiguity in the remark “ ‘Nichts” means
nothing” between the claim that ‘Nichts’ has no meaning and the claim that ‘Nichts’ has a meaning and its meaning
is nothing. In philosophical writing it is customary to use an italic font for the second interpretation, according to
which the word is used to mention its meaning rather than to express that meaning, and a regular font for the first,
as we have done above. In this chapter, we sometimes use italics in this way, to mention a meaning or content,
and sometimes use it to mention an expression. Context will make it clear which role the italic fontis playing.

We noted above that translation can be used to give an account of meaning statements. It also provides a
sufficient condition for meaningfulness. If an expression e has an adequate translation into something meaningful in
one's own system, e is a meaningful expression. Davidson (1974) appears to argue for the converse claimthatan
expression in another language is meaningful only if it has such a translation into one's own system. But even if the
notion of translation provides the best account of meaning statements (of the form “e means m”), it does not follow
that we must identify an expression's being meaningful with its having such a translation, and we should not do so,
according to CRS. Itis consistent with a translational account of meaning statements to hold that an expression in
another system is meaningful in virtue of its conceptual role in that system even if nothing has a corresponding role
in one's own system.

14.2.4 Compositionality

It is widely assumed that meaning is compositional in the sense that the meaning of a compound expression is
determined by the meanings of its parts and the way they are put together. Fodor and Lepore (2002) argue that
CRS cannot accept such compositionality, because the use of a complex expression is not determined by the uses
of its parts and the way they are put together. (This is obvious, if Ryle is right in arguing that only simple
expressions have uses.) As we have emphasized, however, CRS need not identify meaning with conceptual role,
nor need it hold that the contents of complex expressions are determined by their uses.

Once this point is recognized, compositionality presents no obstacle. For example, CRS can certainly allow that the
transl/ation of a compound expression is determined by the translation of its parts. Versions of CRS that accepta
translational theory of meaning statements can therefore allow a form of compositionality of meaning. So can any
other version of CRS that supposes that meanings of simple expressions are determined by, but not identical to,
conceptual role. On such a view, the meanings of complex expressions are neither determined by nor identical to
their uses, but are derived from the meanings of the simple expressions of which they are composed.

14.3 Examples of Uses of Symbols

We now describe some non-communicative uses of representations in maps, gauges, models and diagrams,
mathematical calculations and other sorts of problem solving, lists, labels and naming, categorization of various
sorts, inference, and planning. We also consider what features of these uses might be especially relevant to
meaning or content, an issue we take up further in the following section.

14.3.1 Maps

Maps are used to communicate information about geographical areas but also perhaps more importantly in thinking
about the geography of an area. A person might use a map in planning what route to take in order to get
somewhere, perhaps drawing a line to sketch a possible route, maybe erasing it and trying another, in this way
thinking by marking up the map. People use a map in order to get clear about relative locations or to estimate
distances. Some people construct their own rough maps in order to get clearer about where things are, as a way of
putting together various things they know. In this way people use printed maps on paper, maps on computer
screens, and also internal “mental maps.” Dropping breadcrumbs in order to indicate the way home is another way
of using symbols to represent geographical features.

CRS might speculate that the representational content of maps is partly a function of ways in which maps are
constructed on the basis of features of areas mapped and partly a function of the ways in which maps are used in
planning routes and the like.

Page 4 of 21



Conceptual Role Semantics

14.3.2 Gauges

A driver uses a fuel gauge in order to make sure there is enough gas in the gas tank. The driver uses a
speedometer to tell how fast the car is going, perhaps to avoid a speeding ticket. People check thermometers in
order to tell how hot an oven is or what it's like outside.

People also have internal gauges that indicate via hunger and thirst when they need food or drink. Sensations of
pain function to indicate that parts of their bodies are suffering harm.

CRS might suggest here that what is indicated by the value of a certain feature of a gauge depends both on what
the values of the feature normally depend on and how one reacts to various values of that feature. So, for
example, hunger and thirst differ in content in that hunger normally arises from lack of food and normally produces
the goal of eating, whereas thirst normally arises from dehydration and normally produces the goal of drinking.

14.3.3 Models and Diagrams

People use models and diagrams to help in planning marching band formations, football plays, battles, and seating
arrangements. These are sometimes three-dimensional wooden constructions, sometimes sketches in pencil on
paper, and sometimes internal “mental models.” The spatial relations of marks can serve to represent other, non-
spatial relations in a way that greatly aids thinking about those relations. Flow charts, pie charts, graphs, and Venn
diagrams are examples.

CRS might suggest that the content of such models and diagrams derives in part from the role they play in
planning. What makes a certain figure the representation of a band member, for example, might in part derive from
the way the model in which itis a partis used to plan a marching band formation. What makes a certain
rectangular piece of cardboard represent a desk might in part derive from its use in planning where a desk should
go.

14.3.4 Mathematical Reasoning

People use representations of numbers to count and measure, calculate costs, balance checkbooks, and solve
other problems. They do mathematics on paper and in their heads.

What makes certain symbols stand for amounts of money in a bank account might depend partly on how the
symbols relate to various transactions involving that account. What makes certain mathematical symbols stand for
mathematical addition or exponentiation or integration might be in part what are taken to be good calculations
involving those symbols. Learning the meanings of such symbols might in part depend on learning how to use them
in mathematical reasoning. (Of course, representations of numbers can also be used in a wide variety of other
ways, for example as memory aids and passwords.)

14.3.5 Lists

People make shopping lists and other “to do” lists. They keep diaries and schedules of appointments. They make
lists of whom to invite to parties. Their lists can be on paper and in the mind.

People solve problems or crimes by listing initial possibilities and ruling as many out as they can. Some puzzles can
be solved in their heads, others require writing things down on paper. In trying to decide what to do, people make
lists of considerations, trying to correlate those supporting one decision with others supporting another decision, so
that the considerations can be crossed off, leaving easier problems.

CRS might suggest that what makes these things lists is at least in part that they are used in such ways. In support
of this, notice that it is not the case that every sequence of representations is a list. For example, a sentence or a
mathematical proof is not a list.

14.3.6 Envisioning Possibilities

In planning and related thinking people form representations of various possible scenarios, anticipating in their

Page 5 of 21



Conceptual Role Semantics

imagination or in some more external way what can happen and how others may react. Itis possible that the
conceptual role of certain terms includes the use of such terms in processes that model various possibilities and
reasoning with these models. Relevant terms might include logical constants, modals (alethic, normative, and
epistemic) like may, might, can, must, and ought, etc.

CRS might suggest that what makes representations representations of possibilities rather than representations of
how one takes the world to be (beliefs) is the distinctive way in which the representations are formed and how they
function in further thinking.

14.3.7 Reasoning and Implication

Reasoning often includes recognition of implications. How these deductive relations affect inference is not
straightforward (Harman, 1995).

CRS might suggest that the meanings of certain terms is due in part to the role these terms play in recognizing
implications. So, for example, CRS might suppose that a construction C(; ) functions as logical conjunction (and) for
a person if and only if the person recognizes that C(P, Q) immediately implies both P and Q and is immediately
implied by them taken together. Similarly, CRS might suppose that the meanings of certain terms is connected to
the recognition of certain immediate inconsistencies, so that one thing that makes a construction N() represent
negation (not) is that P is treated as immediately inconsistent with N(P). (Harman, 1986, appeals to notions of
psychologically “immediate” implication and inconsistency. Peacocke, 1992, appeals to “primitively compelling
transitions.”)

14.3.8 Mental Models

People use representations to think about implications. Given some information, they draw physical or mental
pictures from which they read off further information. In determining what follows from assumptions people form
mental models of possibilities, using the assumptions to eliminate possibilities and conclude that what is implied is
what is true in the remaining possibilities (Johnson-Laird and Byrne, 1991).

People have mental models of how things work. Their models of how thermo&#x2010;stats in refrigerators work
influence what they do in order to adjust their temperatures (Kempton, 1987; Norman, 1988).

People reason to causes and other explanations by envisioning possible causes, perhaps using complex mental
models of possible causes. People reason by analogy, using a model of one area, such as the flow of water
through pipes, to form a model in another area, such as the “flow” of electricity “through” wires (Holyoak and
Thagard, 1994; Lakoff and Johnson, 1980). Such uses of symbols in figuring out how systems work or what the
cause of an eventis may in part determine what the symbols represent.

14.3.9 Labels

People put marks or labels on things in order to recognize them later. At the gym, one puts a colorful label on a lock
in order to distinguish it from the other locks in the locker room. Walking in the woods, one puts a mark on a tree to
recognize it as the tree at which one turned left. Labeling an object allows a way to refer to it later: it's the one with
the label. One might even use an actual feature of an object as a label: it's the tree with the distinctively broken
branch; its broken branch functions for one as a label. Numerals provide a common way of labeling many kinds of
things: houses, contestants in sports events, automobiles, guns, complaints. Once items have been labeled, the
labels can be used to manipulate objects for a variety of purposes. The letters and numerals on keyboards,
telephones, and combination locks, and the icons on computer screens are some examples.

This sort of label—an identifying label—is used to mark a particular individual item. Proper names like Peter,
Chicago, and The Spirit of St. Louis are also used as labels of that sort. Strawson (1974) discusses the functions
such proper names or labels can have.

People also use labels to classify or categorize items. A bottle might be given a label with a skull and cross-bones
on it to indicate that it contains a poison. Otherwise identical looking shakers might be labeled to indicate whether
they contain salt, pepper, or sugar. Color-coding is a common way of labeling objects, such as files, in order to be
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able to classify them quickly. ltems of clothing, such as uniforms, badges, priests' collars, or blind persons' canes,
can function as labels to classify people. And the shape and color of road signs can serve as symbols to indicate
the types of signs. Common nouns are sometimes used as labels of this second type. (We say more about
classifying uses of labels in the next section.)

Although a label or name might be used to label several different items, identifying labels and proper names are not
so used to classify the items as similar in some interesting way. There is no implication that the various people
named Peter are similar except in having that name. The other sort of labels and common names are used to
classify things as similar in certain respects. In this respect a proper name like Sam thatis used as a name of
several different people is multiply ambiguous in a way that a common name like person, which applies to any
person, is not.

CRS might suggest that the two sorts of labels and names are semantically distinguished in part by these ways in
which one uses them, how they are assigned and how we use them in negotiating the environment.

14.3.10 Categorization

As we remarked in the previous section, common names and labels can be used to categorize things in various
ways. Labels can be used as warnings: “poison”, “flammable”, “soft-shoulder”. Or to indicate an “exit”. Traffic
signs indicate directions and distances to desired goals, gas stations, rest areas, diners. The content of such signs
and labels is indexical, indicating that this is poison or flammable, that this road has a soft-shoulder, that this points
the way to the exit, etc.

CRS might suppose that what gives content to a categorization of something as poisonous is in part that assigning
this category to something enables one to treat it in an appropriate and safe way, and similarly for other danger
categories. CRS might also suggest that what gives content to the categorization of something as an exit is in part
the use of such a categorization to enable a driver to use the exit as an exit by leaving the highway and similarly
for other traffic signs.

People categorize certain geographical features of their environments as hills, mountains, rivers, lakes, fields,
forests, plains, and so forth. CRS might suppose that these categorizations function in planning and practical
reasoning in part by helping one get around in the world.

Symbols for categories of individual items have roles that are different in certain respects from symbols for
categories of materials, substances, and stuff, as is indicated by different ways we use count nouns like cat and
mountain and mass terms like water and dirt (Quine, 1960).

People also categorize living things in various ways, as one or another type of plant or animal. CRS might suggest
that this sort of categorization plays a role within a proto-biology of the natural world, according to which cats are
animals that are similar in their internal make-up, with similar organs arranged similarly, this proto-biology helping to
guide behavior in interactions with cats and other living things.

Sometimes people categorize things in terms of function, artifacts like knives, watches, and pencils, for example.
Parts of artifacts are also often categorized functionally, for example, the steering wheel and brakes of a car. CRS
might suppose that the content of such categorizations depends in part on the way they facilitate the appropriate
use of such artifacts.

Parts of living things are often categorized functionally, for example, eyes, hearts, and lungs. People are classified
functionally as having certain occupations, as doctors, farmers, soldiers, teachers, and burglars. Such functional
categorizations facilitate understanding of what things do and how they work.

Functional categorizations connect with evaluation and CRS might treat such connections as important to the
meanings of the functional categories and the evaluational concepts. A good X is an X that functions well. Good
eyes are good for seeing. A good knife cuts well. A car's brakes are good if they enable the car to stop quickly. A
good safe-cracker is quick and quiet at getting a safe open. There is something wrong with an X that does not
function well. An X ought to function in a certain way. There is something wrong with a teacher whose students do
not learn. A bad farmer does not do well at farming. These same “conceptual connections” apply also to
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evaluations of people as people: a coward is not a full or good person, for example. Of course, itis less clear in the
moral case how to treat being a person as a functional role. (We note some complications about functional
classifications in the next section, below.)

14.4 Investigating Conceptual Role

We have now described some of the ways we use representations to think with. (We will mention others as we go
along.) CRS is concerned with the various roles that aspects of our representations play in such thinking, and
maintains that the content of those representations is determined by these roles.

14.4.1 Possibility Test

One way to investigate the contribution of use to meaning is to consider how a thinker describes certain imaginary
possibilities. For example, one aspect of Mabel's use of concepts is her firm belief that all cats are animals. Other
aspects include her firm beliefs that there are cats now, there have been cats in the past, and there will be cats in
the future. Another aspectis the way she applies the concept cat to particular things. In order to assess the
relative importance of these aspects of Mabel's use of cat we might ask her how she would describe the imaginary
discovery that all the things that people like Mabel have ever called cats are really radio-controlled robots from
Mars (Putnam, 1962; Unger, 1984). Her saying, “That would be to discover that cats are not really animals,” would
be evidence that her firm belief that cats are animals may not be as important to the content of her concept of a
cat as other aspects of her use. In this kind of example, the way that the thinker describes certain imaginary
possibilities is itself an aspect of the thinker's use of the concept. Rather than putting the pointin terms of
evidence, we could say that the way in which Mabel describes certain imagined cases plausibly makes a certain
contribution to the content of her concept. We do not consider here the different question of the possible
relevance to content of what Mabel would do if the imagined cases became actual.

A similar issue arises about Mabel's concept of a witch. Mabel applies this concept to various people and also
accepts some general views about witchcraft, including the view that witches have magical powers of certain
specified sorts. We can ask Mabel how she would describe the possible discovery that no one has the relevant
magical powers. Would she describe this as showing that there are no witches or as showing that witches do not
after all have magical powers? If Mabel says that this sort of discovery would show that there are no witches, thatis
some evidence that her acceptance of the general views is more important to the content of her concept of a witch
than her judgments that various people are witches.

In sum, her characterization of such imagined cases might show that Mabel's acceptance of certain theoretical
assumptions is more central to the content of her concept of a witch than itis to the content of her concept of a
cat.

14.4.2 Translation Test

To know the meaning of someone else's words often includes knowing how to translate them into your language,
and to understand what an experience is like for another person or what it is like to be that person often includes
knowing how to translate that person's outlook into yours. So, another way in which CRS might study how
conceptual role determines meaning is to see how it might determine good translation. This too is a useful heuristic.

14.4.2.1 Color Concepts

If Mabel applies certain words to objects on the basis of perception in ways that match your applications of your
color terminology, that may be a reason to translate Mabel's words into your corresponding color words. If a bear's
color perception works similarly to that of humans, allowing bears to make discriminations of color of the sort that
humans make, that may be a reason to “translate” their color experience into ours—that is, to understand them as
seeing colors much as we do. To the extent that a rabbit's color perception works in some other way, perhaps
enabling the creature to make different sorts of discriminations between objects from the ones we make, it may be
hard to translate rabbits' experience into ours and hard to gain understanding of how things look to them. Since
there are such differences even among people, who may have one or another form of color blindness, or may be
totally blind, a similar point holds there also. A congenitally blind person may have at best a very impoverished
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understanding of what perception of color is like for someone with normal human color perception.

What about the color words used by a congenitally blind person who relies on others for information about color?
One kind of CRS might interpret the blind person's use of ‘red’ as meaning something like having the perceptual
feature that sighted members of my community call ‘red’. But CRS need not take this position. A different version
of CRS might hold that the blind person's conceptual role for ‘red’, though different from a sighted person's,
nevertheless manages (through reliance on sighted members of the community) to determine the same content
had by sighted persons' ‘red’.

What about someone who has normal color perception and terminology at one time but then loses color vision?
CRS may be able to allow that the person still remembers how red looks. Perhaps CRS would understand this as a
case in which the conceptual roles are still there but are blocked, as in a sighted person wearing a blindfold.

Some versions of CRS assume that there is a non-conceptual content of mental states that is not determined by
considerations of conceptual (or functional role) (Block, 1998; Peacocke, 1983). Other versions of CRS claim to
apply to all aspects of the phenomenal content of mental states. Consider a possible interpretation of Mabel's visual
experience that attributes an inverted spectrumto her. This interprets the experience Mabel has looking at
something red as like the experience you have when you are looking at something green, and similarly for other
colors. Without special reasons for such an interpretation, a CRS that aims to explain phenomenal content would
speak againstit, holding that, if color concepts and words are functioning in the same way for both Mabel and you
with respect to the external colors of objects, that contributes to making it the case that the non-inverted
interpretation is the correct one.

There might be a consideration on the other side if Mabel's internal mechanisms were somehow inverted, so that
what happens internally when Mabel sees red is like what happens internally when you see green, where the
differences in internal mechanisms constitute differences in the internal use of symbols. Or this might not be
relevant. If you accept this sort of CRS, you might approach this issue by trying to determine what would make for
the best translation between Mabel's mental life and your own.

14.4.2.2 Moral Concepts

Consider a different sort of case, the interpretation of moral thinking and terminology of people in a different
culture, call them the Amarras. Imagine (Dreier, 1990) that the Amarras make two contrasts, using the words ret
and wreng for one contrast and rit and wrig for the other. The things the Amarras take to be ret are of the sort that
you and other people in your society tend to consider morally right and the things the Amarras take to be wreng
are of the sort you and yours tend to consider morally wrong. However, the Amarras do not take themselves to
have reasons to be motivated toward what they take to be ret and do not take themselves to have reasons to be
motivated to avoid what they take to be wreng. On the other hand, the Amarras do take themselves to have
reasons to be motivated toward what they call rit and to avoid what they call wrig, although what they consider rit
and wrig are quite different from what you and yours consider right and wrong, respectively.

How should you interpret their words ret, wreng, rit, and wrig? Which best correspond to your ‘right’ and ‘wrong’?
Should you translate them as agreeing with you about what is right and wrong while lacking your interest in doing
what s right? Or should you translate them as thinking that different things are right or wrong from you? Suppose
the latter option is better, so that rit and wrig are better translated as right and wrong than are ret and wreng. CRS
can use that as an indication that the connection with motivational reasons is an important aspect of the meaning
of moral terms like right and wrong.

Would this conclusion imply that people cannot believe certain things are right and wrong without being motivated
to do what is right? What about someone who uses moral concepts and terminology in your way for years but
eventually decides that morality is bunk and loses the motivations? And what about psychopaths who lack the sort
of human sympathy that seems important for moral motivation (Blair, 1995)?

For CRS, such issues are similar to those that arise about the color concepts of non-normal perceivers and similar
methods might deal with them. For example, Hare (1952) suggests that a moral sceptic's use of moral terminology
might be such that the sceptic's ‘good’ is best interpreted as the sort of thing you call ‘good’. On the other hand, a
normative conceptual role theory (Greenberg, 2005) could hold that the fact that a sceptic ought to have the
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relevant motivations makes it the case that the sceptic's ‘good’ has the same content as others' ‘good’.

14.4.2.3 More or Less Functional Concepts

Suppose you are trying to determine the meaning of a symbol T in Zeke's thought. Zeke tends not to apply T to
something unless it has the function of collecting dust, crumbs, or other relatively small particles or objects from
floors or other surfaces. This observation may suggest the hypothesis that T should be translated as ‘broom’.
However, Zeke uses T for anything that has that function, regardless of its construction or composition. For
example, Zeke uses T for vacuum cleaners and sticky sheets of paper that are used to pick up dust. If you are
inclined to conclude that T does not mean broom, that would indicate that your concept of a broom is not a purely
functional concept.

By contrast, suppose Zeke tends not to apply U to an object unless the object has the function of slowing or
stopping the system of which itis a part. This observation raises the hypothesis that U means brake. Also, Zeke
uses U for anything that has that function regardless of its construction or composition. For example, Zeke uses U
for tennis shoes when they are given the function of slowing bicycles and for electromagnetic fields when they are
given the function of slowing space ships. If you are inclined to think that this aspect of U's conceptual role does
not undermine the hypothesis that U means brake, that would suggest that your concept of a brake is more of a
functional concept than your concept of a broom.

There seems to be a spectrum of artifact concepts from predominantly functional ones, of which brake or clock
may be examples, to concepts that are not only functional but have additional aspects. Although something must
have a certain purpose in order to count as a typewriter, a drill, or a stapler, not just anything with that purpose is a
typewriter, a drill, or a stapler. For some concepts, composition or construction seems to matter. For others, history
is important. For example, arguably a musical instrument that is very like an oboe doesn't count as an oboe if it was
independently developed by Australian aborigines. It is not part of the historical family of oboes. Thus, if Oscar
uses a term for all oboe-like musical instruments, that term does not mean oboe.

In this section, we have illustrated how one can investigate conceptual role by considering imaginary possibilities
and by asking how to translate expressions. A remaining question for CRS is whether it is possible (and if so, how)
to give a systematic account of what determines which aspects of conceptual role are relevant to content and
what their precise relevance is.

14.5 Limited Versions of CRS: Indication

In Section 14.3, above, we discussed a variety of ways in which symbols are used. We have mentioned relevant
factors as perceptual input, inner mental processes, and output in the form of action. The first and third of these
are concerned with relations between symbols and the world, the middle is concerned with relations of symbols to
each other.

In this section, we turn to special versions of CRS that restrict the relevant conceptual role to the first of the three
factors, namely perceptual input. Verification theories of meaning (e.g. Ayer, 1936; Quine, 1960) are an historical
example of such a restricted CRS. We will be concerned with the more recent information-based or indication
theories (Dretske, 1986, 2000; Fodor, 1987, 1990; Stampe, 1977). There is an active debate between such
theories and CCRS (the kind of CRS that holds that inner uses are essential to determining content). We will suggest
that information-based theories encounter a range of difficulties that push them to include inferential relations and
actions in the relevant conceptual role.

14.5.1 Information-Based Theories

Information-based theories hold that the content of a symbol depends only on the information about the
environment carried by an internal tokening of the symbol. So, an internal occurrence of a token of ‘red’ indicates
or carries the information that there is something red in the environment, where such indication might be analyzed
as a kind of counterfactual, causal, or nomic dependence.

One problem for such views is that it is difficult for them to do without intentional notions such as the application of

Page 10 of 21



Conceptual Role Semantics

a symbol to an object, i.e. using a symbol with the intention to characterize an object as falling under it, as in
“That's Bill” or “That's a cow” (see Greenberg, 2001). The straightforward way to give an information-based
accountis to say, roughly speaking, that a symbol has content as it is the property whose instantiations normally
or optimally covary with the symbol's application (e.g. Boghossian, 1989). Many things other than water—deserts,
thoughts of deserts—may covary with the occurrence of my mental symbol for water. But, leaving aside mistakes,
only water covaries with the application of the relevant mental symbol.3 The problem is that the notion of an
application of a symbol is plainly an intentional notion that, at least on the face of it, needs to be explained in terms
of internal aspects of the use of symbols such as the intentions or other mental states that cause the occurrence of
the symbol.

A different problem for standard informational theories is that they have fewer resources than other versions of
CRS for dealing with such problems as necessarily co-referring expressions and necessarily co-instantiated
properties. For example, an informational theory cannot appeal to inferential or implicational considerations to
distinguish the concept of a unicorn from the concept of a gremlin (assuming unicornhood and gremlinhood are
both necessarily empty). And, similarly, an informational theory cannot appeal to a concept's role in reasoning to
solve the problem (Quine, 1960) of whether the concept refers to rabbits, undetached rabbit parts, or temporal
stages of rabbits.

Itis also natural to appeal to internal aspects of conceptual role to address the problem that not everything that
carries information has meaning or content. For example, for a creature to have a concept of, say, red, itis not
enough that there be some state or condition of the creature whose instances or tokens carry the information that
there is something red in the environment. The relevant tokens must figure appropriately in the creature's
psychology. In response to this kind of problem, some theorists move away from pure information-based accounts
by taking into account how the internal tokening of a symbol relates to other internal states in a way that might
affect how the creature acts to satisfy its needs (Stalnaker, 1984, pp. 18 — 19; Dretske, 1986, 2000; Fodor, 1990,
p. 130).

There are other issues on which even the purest information-based theories tend to appeal to internal aspects of
conceptual role. For example, Fodor (1998, p. 35, 163 - 5; Fodor and Lepore, 2002, pp. 18 - 22) holds that what
makes it the case that a complex symbol—one thatis composed of other symbols arranged in a certain way—
expresses a particular conceptis the symbol's relations to the simple symbols of which itis composed. Another
example is that it is difficult to see how to give an account of the content of logical constants without appeal to
internal relations (Fodor, 1990, pp. 110 - 11).

Fodor's (1990) asymmetric-dependence theory, perhaps the best-known informa&#x2010;tional theory, attempts
to deal with some of the problems discussed in this section,? but it has generated a battery of objections (Loewer
and Rey, 1991) and few if any adherents, and we think it is fatally flawed (Greenberg, 2001).

Fodor and Lepore have argued that CRS must give up the extra resources available to versions of CRS that are not
purely informational; we criticize this argument in the next section. (A terminological caution: Fodor and Lepore use
the term “conceptual role semantics” or “inferential role semantics” for (roughly) the views that we are calling
“CCRS”; thus, in their terminology, information-based theories of contents are rivals to conceptual role theories,
rather than as in our terminology special versions of them.)

14.5.2 Fodor and Lepore's Dilemma

We have so far argued that it is not easy to see how meaning or content could be explained entirely in terms of
information or indication without appeal to internal uses of terms. In other words, it is hard to see how CRS can
avoid being CCRS.

We now consider an argument by Fodor and Lepore that is supposed to provide a threshold objection to any form
of CCRS (Fodor, 2000; Fodor, 1998, ch. 4, 1990, pp. ix — xi; Fodor and Lepore, 1992). (See also the discussion of
this argument in Sections 10.3 - 10.4 of the Meaning Holism chapter in this volume.) Fodor and Lepore begin by
assuming plausibly that no two people accept exactly the same inferences and implications. Given that
assumption, they argue that CCRS faces the following dilemma. Either

(a) every such internal aspect of the way one uses one's terms is relevant to the terms' content, or
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(b) only some such internal aspects are relevant.

If (@), according to Fodor and Lepore it follows that no two people ever mean the same thing by any of their terms
(or ever have thoughts with the same contents). This conclusion, they maintain, has the following implications,
which they take to be absurd:

(c1) that no two people can ever agree or disagree with each other about anything
(c2) that intentional explanation collapses since no two people ever fall under the same intentional laws.

If (b), according to Fodor and Lepore it follows that CRS is committed to the analytic-synthetic distinction, a
distinction that (according to them) has been decisively undermined by Quine.

However, Fodor and Lepore's presentation of their alleged dilemma is flawed. Consider their argument if horn (a) of
the dilemma is chosen. That argument rests on, among other things, the following assumption:

(aa) that, if all aspects of internal use are relevant to meaning and the aspects of one person's internal use
are not exactly the same as those of another person's, then the two people do not mean the same thing by
their terms.

Assumption (aa) is indefensible because, as we emphasized at the beginning of this chapter, even if all aspects of
internal use are relevant to meaning, there can be differences in such use without a corresponding difference in
meaning. To say that a given aspect of internal use is relevant to meaning is to say that there is a possible case in
which a difference in that aspect makes for a difference in meaning, not to say that a difference in that aspect
always makes for a difference in meaning. (Similarly, whether the number of students in a class is odd or even
depends on the number of students in the class, but that does not imply that two classes with different numbers of
students cannot both have an even number of students.)

In response, Fodor and Lepore might try to argue that no plausible version of CCRS has the consequence that
differences in the determinants of content do not imply differences in content. But such a response would require
consideration of the merits of different possible versions of CCRS; the point we have made here is that Fodor and
Lepore have failed in their attempt to offer an in-principle threshold objection to all versions of CCRS.

Itis also worth noting that two people who mean different things by their terms can still use those terms to agree or
disagree with each other. Mary can disagree with John by saying something that they both know is true only if what
John said is false. Mary can agree with John by saying something that they both know is true only if what John said
is true. To take a very simple example, suppose that Mary and John do not mean exactly the same thing by their
color terms in that the boundaries between what counts for them as red and orange are slightly different and the
boundaries between what counts for them as green and blue are slightly different. Still, they disagree about a color
when John calls it red and Mary calls it green.

The claim that intentional explanation collapses if no two people have the same contents can also be disputed. It
may be that intentional explanation requires only a notion of similarity of content (Harman, 1973, 1993; Block,
1986). Fodor (1998, pp. 30 — 4) has objected that, according to CRS, to have similar contentis to be related to at
least many of the same contents, which presupposes sameness of content. But CRS is not in fact committed to any
such account of similarity of content.

Thus, horn (a) of the alleged dilemma for CCRS is harmless.

According to horn (b) of the alleged dilemma, the claim that only some aspects of internal conceptual role are
relevant to meaning commits the CCRS theorist to an analytic-synthetic distinction of a sort that Quine is supposed
to have shown to be untenable.

We have three things to say about this horn. First, there are coherent versions of CCRS that do notacceptan
analytic-synthetic distinction yet take some but not all aspects of internal conceptual role to be relevant to
meaning. As we have observed in discussing (aa), from the claim that a given aspect of conceptual role, a certain
belief for example, is part of what determines that a symbol has a given meaning, it does not follow that someone
without the belief cannot have a symbol with the same meaning. Thus, the belief's relevance to the meaning of the
symbol does not imply that the belief is analytic. (See also Section 10.4 of the Meaning Holism chapter.)
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Second, various distinctions may qualify as some kind of analytic — synthetic distinction. Whether Quine's (or
others') arguments undermine the particular distinction to which a given CCRS is committed depends on the details
of each case. (See Rey, 1993, 1995 for discussion.) For example, Peacocke (2002) has made out a strong case
that Quine's arguments do not apply to the particular kind of analytic-synthetic distinction to which Peacocke's
(1992) version of CCRS is committed. Similarly, Fodor's own informational theory of content is committed to
conceptual truth, though arguably not to an objectionable version of the analytic — synthetic distinction (e.g. Fodor,
1998, p. 14 and fn. 8).

Third, Quine's attack is aimed at a traditional notion of analyticity according to which analytic truths are a priori. But
CCRS need not accept that knowledge of conceptual role is a priori. As we noted above (Section 14.2.1), a thinker
can have a symbol with a certain conceptual role without having a theoretical understanding of how she uses the
symbol.

We conclude that Fodor and Lepore have not yet refuted CCRS.

14.6 Further Objections to CRS

According to CRS, conceptual role determines and explains content. Searle (1980, 1992) vigorously argues for the
opposite view. Searle argues that mental states have intrinsic content that explains and is not explained by the
conceptual roles such states have in thinking. Other symbols have derivative content by virtue of having some
relation to the intrinsically contentful mental states. Linguistic representations are used to express people's
thoughts. States of a computer program have derived content through people interpreting them as having content.
A translation of a terminto another language is good to the extent that the translation expresses an idea with the
same intrinsic content as the idea expressed by the term being translated. Although we can appeal to linguistic use
in assessing translations, that is not because use determines content but because content determines use, in
Searle's view.

CRS denies that an explanation of conceptual role by appeal to intrinsic content has any force unless it reduces to
some version of CRS. Perhaps explanations of particular occasions of the use of a mental symbol E will invoke m,
the content of the symbol. But what explains E's having content m? In order to explain why E has the role it has,
Searle would have to explain why it has content m, but his appeal to intrinsic intentionality has no resources to do
so (though he thinks that biology may ultimately be able to explain intrinsic intentionality). In particular, what is
wanted is an explanation of why something has a particular content that also accounts for why something with that
content has a given role. CRS has an explanation of E's having content m that satisifies this condition (though, as
we discuss in Section 14.6.3, there are difficult issues about, for example, whether and how actual use can explain
a term's having a certain normative role). We now consider some worries about this explanation.

14.6.1 Circularity Objection

One worry about the explanation provided by CRS is that it might be circular. Consider the suggestion that the
meaning of logical conjunction (and) is determined in part by the fact that one immediately recognizes thata
conjunction implies its conjuncts. Fodor (2004) objects that any such accountis circular because to recognize an
implication presupposes thinking of the items in the implication relation as having content.

A defender of the suggestion might respond that the relevant recognition of implications does not involve such
thoughts about symbols. It is enough that one is at home in using the symbols in the relevant way. One simply and
directly treats a conjunction as implying its conjuncts. (See also the discussion in Section 10.2 of the Meaning
Holism chapter.)

But in order to make such a response work it is necessary to show that the relevant conceptual roles can be
specified without reference to the content of the symbols.

Peacocke (2002) offers a version of CRS that is explicitly circular in explaining aspects of conceptual role in terms
of what a person is “entitled” to accept, where entitement is a normative epistemological notion that is itself to be
explained in terms of intentional content. More precisely, according to Peacocke, “there is a large circle of
interrelated notions, including entitlement, knowledge, and even intentional content itself, each of whose
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elucidations ultimately involves the others.”

A related objection is that conceptual roles are interrelated and cannot be specified in isolation from one another. A
structuralist like Saussure (1916) says that one's concept of red is partly defined in terms of colors like green that
are in a certain respect excluded by something's being red. Sellars (1956, section 19) writes that “one can have
the concept of green only by having a whole battery of concepts of which itis one element.” Similarly, Wittgenstein
(1969) says, “When we first begin to believe anything, what we believe is not a single proposition but a whole
system of propositions. (Light dawns gradually over the whole.)” How can the conceptual roles of concepts be
specified if they are interdependent in this way?

One response to this problem (e.g. Peacocke, 1992, pp. 9 — 12) is to suppose that, where there is such
interdependence, there is a system of connected conceptual roles. (Of course, in the case of color concepts,
there are connections through perception to items in the environment in addition to the interconnections among
those concepts.) Two people can be said to have the same color concepts to the extent that they both have
systems of concepts that satisfy certain conditions. (Compare our discussion above about when people might
count as having the same color concepts.)

This idea fits with Ramsey's (1931) suggestion that references to theoretical states and processes be replaced with
existentially quantified variables in an overall theory. It also fits with the idea that conceptual roles are analogous to
roles played by symbols in the running of computer programs.>

Such analogies open CRS up to objections on various fronts. One is that, if conceptual roles can be specified in the
manner suggested, then it should actually be possible to build a robot directed by a computer program in which
symbols have the relevant conceptual roles and therefore have the appropriate contents. While some defenders of
CRS welcome that conclusion, Searle argues that it reduces CRS to absurdity.

14.6.2 Chinese Room Objection

Searle (1992) summarizes his basic argument against any computationally friendly version of CRS in the slogan
that syntax is not enough for semantics. However, that slogan is misleading as an objection to CRS. The idea that
syntax is not enough for semantics is obviously correct if what is meant is simply that expressions with different
meanings might have exactly the same syntactic form. The sentences “Jack loves Mary” and “Sue hates Allen”
mean different things but have exactly the same syntactic form, say, “(N (V N))”. However, that obvious point by
itself is no objection to computationally friendly CRS. CRS does not make the false claim that syntax in the ordinary
sense is sufficient for semantics.

Searle takes conceptual role to be a purely syntactical matter in the following sense: conceptual role is to be
defined entirely in terms of operations on certain symbols without any appeal to meaning or content. Of course, as
emphasized above, conceptual role can also involve using symbols in relation to non-linguistic things in the world,
as in perceptual responses or in practical reasoning leading to action. So Searle must understand “purely syntactic
operation” to include these cases also.

Searle's famous “Chinese Room” argument tries to show that syntax in this second sense is not sufficient for
understanding. The argument has a number of different targets. For our purposes, we can treat the argument as
seeking to show by example that a person can know how to use symbols and be at ease with their use without
having any understanding of what they mean.

The argument begins by supposing, for the sake of reductio, that a given person who speaks and understands
only a dialect of Chinese thinks using a system whose elements have specifiable conceptual roles. According to
CRS, this speaker's understanding of Chinese consists in his or her being disposed to use and using the symbols in
the right way. So, CRS is committed to thinking that any other person would have the same understanding of
Chinese if the other person used those elements in the same way.

The argument continues as follows. We are assuming that the relevant conceptual roles are specifiable, so
consider a specification of those roles. Given that specification, it would be possible in theory to construct a robot
that would have a central processor running a program that would allow the robot to follow those rules. And, if that
is possible, itis in theory possible to replace the central processor in the robot with a room containing a person
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knowing only English and so not knowing any Chinese, who nevertheless could blindly follow the rules. Although
the person doing the processing might use the symbols in accordance with the rules, he or she would not
understand the symbols. So, it seems that, contrary to CRS, the use of symbols in the relevant way is not sufficient
for understanding the meaning of those symbols.

Searle's Chinese Room Argument has generated an enormous response (beginning with the responses to Searle,
1980, in the same issue of the journal). We will not try to summarize this response.

Instead we mention only the following possible response. It might be suggested on behalf of CRS that the role of
symbols being used to simulate a person who has certain concepts (the Chinese speaker in the example) is not the
same as the role of the symbols in the Chinese speaker that express the relevant concepts. The original Chinese
speaker is using the symbols to think with. The person processing a simulation—the simulator, for short—is using
the symbols to simulate someone who uses the symbols to think with. One sign of this is that the Chinese speaker
does not normally think about the symbols whereas the simulator must think about them.

But can this response be developed without circularity? As formulated, the response is circular because it explains
conceptual role in part by mentioning what the subject is thinking about, which is to explain conceptual role in
terms of intentional content, whereas CRS seeks to do things the other way round, explaining intentional contentin
terms of conceptual role.

We think that the response to Searle is not circular: itis not the case that the differences in conceptual role
between the Chinese speaker and the simulator show up only at the level of contentful descriptions (though that
level offers an easy way of describing the differences). The problemis that Searle has given us a strong reason for
thinking that the simulator's symbols, either on paper or in his mind/brain (if we assume that he fully internalizes the
process) do not have the same conceptual roles as the symbols of the Chinese speaker. In particular, he tells us
that the simulator has not been taught to speak and understand Chinese but has been taught to follow rules that
capture the conceptual role of the Chinese speaker's symbols. The resultis that the simulator's symbols should not
have the same conceptual role of those of the Chinese speaker, but those of someone who is simulating the
speaking of Chinese. The point is most obvious if we take the original case where the simulator is in a room and the
input and output are slips of paper with marks on them. The symbols in the actual Chinese speaker's mind/brain are
connected to certain perceptual states and actions. The candidate symbols in the simulator are connected to very
different perceptual states and actions (perceptions of certain slips of paper with certain figures on them coming
into the room and actions of making certain marks and passing slips of paper back out).

Even if we suppose that the simulator internalizes the whole process, including the room, and simply responds to
utterances in Chinese with utterances apparently in Chinese, the problem remains.6 Whether the simulator has the
same conceptual role as the Chinese speaker depends on how the connections are organized, not just on whether
the inputs and outputs are the same. So Searle faces a dilemma. If, on the one hand, he stipulates that the overall
conceptual role of the simulator's symbols, including their internal organization, is now identical to that of the
Chinese speaker, then he no longer will be able to rely on the strong intuition that the simulator does not
understand Chinese. CRS theorists can plausibly maintain that a “simulator” who can interact with Chinese
speakers and the world in just the way that Chinese speakers do—and whose internal symbolic organization is the
same as that of Chinese speakers—understands Chinese.” (Theorists who believe that conceptual role cannot
explain understanding may not be convinced, but the present pointis only that the Chinese Room does not provide
such theorists with a refutation of CRS.)

If, on the other hand, Searle stipulates that the Chinese thinker continues to manipulate symbols according to the
now-internalized rules for simulating the conceptual role of the Chinese speaker, we lack good reason to think that
the overall conceptual role of the simulator's symbols is the same as the overall conceptual role of the Chinese
speaker's symbols. To putitin the intuitive way again, the relations of some of the simulator's symbols (the ones
that are supposed to correspond to those of the Chinese speaker) will be controlled by other symbols (the ones
that specify the rules for manipulating the former symbols). We have not been given reason to think that that is
precisely how the Chinese speaker's symbols are organized. (And, once again, if itis stipulated that the simulator's
internal states are organized in the same way as those of the Chinese speaker, itis plausible to claim that the
simulator is no longer simulating, but speaking and understanding, Chinese.)

In sum, a set of instructions for taking symbols and manipulating them in a way that gives the simulator's symbols
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the same conceptual role as a Chinese speaker's mental symbols may be self-defeating. For part of the conceptual
role of a Chinese speaker's mental symbols may be that they are not manipulated in accordance with that set of
instructions.

14.6.3 Objections that Conceptual Role is Non-Factual

A related issue about CRS is whether itis a purely factual matter what the conceptual roles of a given person's
symbols are. Some symbols, for example those in a computer program that is running on a particular computer,
may have their conceptual roles in virtue of facts about design. Assume that it can be a completely factual matter
whether someone has designed a system so as to instantiate a particular computer program.8 In that case, to the
extent that a symbol's conceptual role is determined by design facts, its conceptual role can be a purely factual
matter. But CRS is supposed to apply to the content of concepts of someone who has not been designed or
programmed by anyone.? Can it be in the same way a matter of fact whether such a person's concepts have the
relevant conceptual roles?

Suppose CRS says that a person's concepts have the relevant conceptual roles as long as the system can be
interpreted as instantiating the relevant conceptual roles. Kalke (1969) and Searle (1992) object that there will
always be a way to interpret anything as running any given computer program. If they are right even taking into
account relevant external relations, this version of CRS is in trouble. But once external relations are taken into
account, itis far from obvious that they are right.

Apart from that worry, an actual system may break down or wear out or not have enough capacity to carry out
certain tasks it is programmed to do. What distinguishes those aspects of the system that are defects or limitations
from those that are part of the program, as it were? CRS needs to distinguish those aspects of a system that reflect
conceptual roles of components and those aspects that reflect processing limitations, noise, damage, and
mistakes. But how does such a distinction reflect facts about the system itself (Wittgenstein, 1953; Kripke, 1982)?
Such issues have spawned a large literature (e.g. Boghossian, 1989; Horwich, 1990, 1998; Lewis, 1983; Millikan,
1990; Pettit, 1990; Pietroski and Rey, 1995; Soames, 1998).10

A different but related issue is whether actual dispositions to use symbols in thought are the right sort of thing to
determine content. Some theorists have thought that conceptual role must have a normative element (Kripke,
1982). For example, we mentioned above that Peacocke's (2002) version of CRS explains some aspects of
conceptual role partly in terms of conditions that “entitle” someone to accept something, where entitementis a
normative notion. Apart from the circularity worry already discussed, one might also worry whether it could be a
purely factual matter whether a certain normative condition obtains. Greenberg (2001, 2005) discusses a view that
can be understood as a normative version of CRS—the view that a thought's having a certain content is in part
explained not by the thinker's being disposed to use symbols in certain ways but by the thinker's being subject to
standards requiring her to do so.

We will not try to answer the questions raised in this section, although we do not think they pose insuperable
difficulties for CRS.

14.7 Summary

CRS says that the meanings of expressions of a language or other symbol system or the contents of mental states
are determined and explained by the way symbols are used in thinking. According to CRS one's understanding of
aspects of one's own concepts consists in knowing how to use one's symbols and being at ease with that use.
Understanding expressions in other systems may involve interpreting or translating those expressions into
corresponding symbols of one's own system.

Many different aspects of the way symbols are used are relevant to their meaning or content. There seem to be
three main categories of uses, having to do with perceptual input, internal thinking, and output in action.
Information-based or indication theories that attempt to rely only on perceptual input face difficulties that put
pressure on them to rely on other aspects of conceptual role. Worries about CRS include possible circularity, how
to respond to Searle's Chinese Room Argument, and whether there are facts about conceptual role. Whether these
worries can be satisfactorily addressed is a matter of current debate.
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Notes:
We are indebted to Ram Neta and James Pryor for useful comments on a prior draft.

(1) Solipsistic theories, according to which the only relevant conceptual role is inference (or other purely internal
relations), are also special versions of CRS. We believe, however, that the only plausible versions of CRS do not
restrict the relevant conceptual role to wholly external or wholly internal aspects of conceptual role.

(2) Some versions of CRS give a prominent place to the notion of translation (e.g. Quine, 1953; Harman, 1990).
There are at least two distinct ways in which translation can figure in such theories. First, the notion of translation
can be used to address questions about meaning statements (see the text below) or about the nature of symbols'
meanings or contents. Second, as we discuss in Section 14.4.2, considering translation can be a way of
investigating the way in which conceptual role maps onto, or determines, content.

(3) We here ignore the different problem for information-based theories of what makes it the case thata symbol
means water rather than, for example, certain patterns of nerve cell stimulations, or some other more proximal or
distal correlate of the symbol's occurrence.

(4) Fodor's asymmetric dependence theory is designed to do without the notion of an application of a concept (see
Fodor, 1990, pp. 89 — 131). For Fodor on co-extensive and co-instantiated symbols, see his 1994, pp. 39 - 79; also
his 1990, pp. 100 - 1; 1998, pp. 163 - 5.

(5) It should be noted, however, that, as Peacocke (1992) recognizes, his account makes use of contentful notions
in a way that cannot be eliminated through Ramsey's suggestion.

(6) The following response applies, mutatis mutandis, if we suppose instead that the Chinese speaker is in the
room manipulating slips of paper.

(7) As noted above, same conceptual role is not necessary for same content, but itis sufficient. Searle's argument
depends on claiming that the simulator has the same conceptual roles as the Chinese speaker (and therefore that
CRS entails that he has the same contents as the Chinese speaker).

(8) This is to assume that it can be a factual matter what the content of a designer's intentions are.

(9) We have noted above that some theorists (e.g. Dennett, 1995; Millikan, 1984, 1993; Neander, 1995) appeal to
evolution as a source of something that takes the place of design. A certain sort of learning might function similarly
(Dretske, 1986, 1988). The worries in the following paragraphs may still apply.

(10) Greenberg (2001) shows that the so-called “disjunction problem” familiar from information-based theories of
content (e.g. Fodor, 1990) is another way of presenting the same group of issues.

Mark Greenberg

Mark Greenberg, University of California, Los Angeles

Gilbert Harman

Gilbert Harman is Stuart Professor of Philosophy and Chair of the Committee for Cognitive Science at Princeton University. He is the
author of Explaining Value (2000) and Reasoning, Meaning, and Mind (1999), and coauthor with Judith Jarvis Thomson of Moral
Relativism and Moral Objectivity (1996).

Page 20 of 21



Semantic Internalism and Externalism

Oxford Handbooks Online

Semantic Internalism and Externalism"

Katalin Farkas

The Oxford Handbook of Philosophy of Language
Edited by Ernest Lepore and Barry C. Smith

Print Publication Date: Sep 2008 Subject: Philosophy, Philosophy of Language, Metaphysics
Online Publication Date: Sep DOI: 10.1093/oxfordhb/9780199552238.003.0015
2009

[-] Abstract and Keywords

The function of certain expressions in the language is to refer to things, and expressions refer to things in virtue of
their meaning. This is so obvious that it almost defies explanation or supporting argument. What we learn when we
learn the meaning of the expression is precisely thatitis used to talk about a certain thing. And if two expressions
like the ‘Morning Star’ and the ‘Mont Blanc’ refer to different things, this must be in virtue of the difference in their
meanings. Of course, there are names like ‘Pegasus’ which do not refer to anything, but this is also a consequence
of their meaning; compare ‘Pegasus’ and ‘Bucephalus’.

Keywords: expressions of a language, meaning, expression, semantic internalism, externalism

15.1 Three Claims about Meaning

IN @ sense, the meaning of our words obviously depends on circumstances outside us. ‘EIm’ in English is used to
talk about elms, and though | could decide— perhaps as a kind of code— to use the word ‘elm’ to talk about
beeches, my decision would hardly change what other people mean by the word. The meaning of ‘elm’ depends
on the practices or conventions of the language-speaking community, and these are certainly beyond my control.
In this sense, it certainly looks as though meaning is determined by factors outside the individual. At the same time,
it seems thatitis up to me what/ mean by my words; and in fact, the meaning of a word in the language is simply a
result of what most of us mean by it. Another way of putting this point is that even if the meaning of an expression
is determined by social agreement, grasping the meaning of the word is an individual psychological act. | may
grasp the usual public meaning correctly, or | may— willingly or accidentally— mean something different by the
word, but it looks as though meaning in this sense depends entirely on me.

Itis also plausible to assume thatin some sense, our physical environment contributes to what our words mean. If |
am right in assuming that before Europeans arrived at Australia, English had no word which meant the same as the
word ‘kangaroo’ does nowadays, this is easily explained by the fact that people at that time hadn't encountered
kangaroos. However, a further question is whether it would have been possible to have a word with the same
meaning, if kangaroos had never existed, or no one had ever met them. And it seems the answer is yes. You can
learn what ‘kangaroo’ means without ever having seen a kangaroo, say from descriptions or drawings; and
descriptions and drawings can be made about non-existent creatures. If this were not so, we couldn't have words
like ‘yeti’ or ‘unicorn’. Thus the existence of kangaroos, though itin actual fact did play a role in a word acquiring
its meaning, is not necessary for having a word with this meaning. This brings us to our first claim: meaning is
independent from— social and physical— factors outside us.

The function of certain expressions in the language is to refer to things, and expressions refer to things in virtue of
their meaning. This is so obvious that it almost defies explanation or supporting argument. If we use the word
‘Morning Star’ to talk about the Morning Star, what could possibly determine the fact that the expression refers to
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the Morning Star— rather than say, to Mont Blanc—, if not its meaning? What we learn when we learn the meaning
of the expression is precisely that it is used to talk about a certain thing. And if two expressions like the ‘Morning
Star’ and the ‘Mont Blanc’ refer to different things, this must be in virtue of the difference in their meanings.l Of
course, there are names like ‘Pegasus’ which do not refer to anything, but this is also a consequence of their
meaning; compare ‘Pegasus’ and ‘Bucephalus’.

Here the claim that meaning determines reference is understood simply as the claim that sameness of meaning
implies sameness of reference. A limiting case of this may be those theories which regard a name's reference as its
only semantic feature— then the sameness of the only relevant semantic feature of a name automatically results in
the sameness of reference. So our second claim about meaning is: meaning determines reference.

The truth-value of a sentence is determined by what the words in the sentence mean and how things are in the
world. As Quine says in “The two dogmas of empiricism”, the sentence ‘Brutus killed Caesar’ is true, but it would be
false if either ‘killed” meant the same as now ‘begat’ means, or if the world had been different in certain ways. It
would also be false, we may add, if for example the name ‘Caesar’ referred to Octavius, instead of Caesar. We can
see how the meaning of the words— by determining their references, by expressing certain relations or activities—
collaborate to determine the conditions under which the sentence is true; and if those conditions obtain in a world,
the sentence is true. We shall call the aspect of the meaning of a declarative sentence which is responsible for its
truth-conditions its ‘content’, and our third important claim about meaning— which parallels the second— is that the
content of a sentence determines its truth-conditions.?

15.2 The Twin Earth Arguments

We have introduced three plausible claims: that what a speaker means by a word does not depend on social and
physical factors outside her; that meaning determines reference; that the content of a sentence determines its
truth-conditions. However, in an influential paper published in 1975, Hilary Putnam argued that the first statement is
incompatible with the second two.

Putnam's particular case is very well known by now, but let us state it for the record. We are asked to imagine a
planet we may call “Twin Earth’, which is just like Earth in most respects, with one difference. The transparent,
colourless, odourless liquid which flows in the rivers of Twin Earth, and which people on Twin Earth who speak a
language which sounds just like English call ‘water’, is not H,O, but has a different complex chemical composition,
which we shall abbreviate as XYZ. H,O and XYZ are distinguishable only by using sophisticated chemical analysis,
but in normal circumstances they look, smell and taste the same. Putham's first contention is that XYZ is not water.
If a spaceship travelled from Earth to Twin Earth, travellers from Earth may think first that Twin Earth has water;
later, when chemical analysis is done, they would find that they had been wrong. Since XYZ is not water, our word
‘water’ does not refer to XYZ, and parallel considerations would show that the Twin Earth word ‘water’ does not
refer to H,0.3

Next we are asked to go back in time to say 1750, when the chemical composition of water was not known. Putnam
maintains that the word ‘water’ had the same reference back then as it has now; the subsequent discovery that
water is H20 hasn't changed the meaning and hence the reference of ‘water’, but simply taught us something
about the stuff we have been calling ‘water’ all along. If this is right, then already back in 1750 the word ‘water’ as
used on Earth referred only to H>O, and not to XYZ. And similar considerations about Twin Earth would show that
their word ‘water’ referred only to XYZ, and not to H,O.

Now enter Oscar, an inhabitant of Earth who lived in 1750, and suppose that by some cosmic coincidence, there
lived someone on Twin Earth, call him ‘“Twin-Oscar’ (known to his friends simply as ‘Oscar’), who was an exact,
atom-by-atom replica of Oscar, and shared the same history throughout his lifetime. Oscar and Twin Oscar are
internally the same. Two remarks should be made here. First, we set up the Twin Earth scenario in the usual way,
assuming that Oscar and Twin Oscar are internal physical duplicates. Internal physical sameness entails internal
sameness only if Oscar and Twin Oscar are entirely physical entities, an assumption many philosophers are happy
to accept. However, if someone thinks that Oscar and Twin Oscar have also non-physical properties, the thought-
experiment has to be modified by offering a different notion of internal sameness. Another problem is that Oscar's
body contains a significant amount of H,O, and if there is no H,O on Twin Earth, Twin Oscar cannot be a physical
duplicate of Oscar. The usual answer to this is that we could easily choose another substance which is not to be
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found in the human body.4

Oscar refers exclusively to H>O by ‘water’, and Twin Oscar refers exclusively to XYZ by ‘water’. If we retain the
assumption that meaning determines reference— that is, sameness of meaning implies sameness of reference, and
consequently difference in reference implies difference in meaning—, then the meaning of ‘water’ is different for
Oscar and Twin Oscar. This means, however, that internal sameness does not imply sameness of meaning;
meaning depends on factors outside the individuals.> Hence Putnam's famous slogan: ‘Meanings ain't in the head.’

Let us run a slightly different version of the argument. Oscar and Twin Oscar are internally the same. When Oscar
says ‘Water quenches thirst’, his sentence is true if and only if HO quenches thirst. The same sentence uttered by
Twin Oscar is true iff XYZ quenches thirst. Thus the truth-conditions of their sentences are different. If we retain the
assumption that content determines truth-conditions— that is, sameness of content implies sameness of truth-
conditions, and consequently, difference in truth-conditions implies difference in content—, then the content of the
sentence ‘Water quenches thirst’ is different for Oscar and Twin Oscar. This means, however, that internal
sameness does not imply sameness of content: the content of (some of) our sentences depends on factors outside
the individual. And this is the view known as semantic externalism.

In the version of the Twin Earth argument just presented, we saw that— contrary to our initially appealing statement
about meanings— features of our physical environment may play a constitutive role in determining the meaning of
our words. Recall our earlier example about kangaroos; the Twin Earth argument suggests that if animals
superficially similar to our kangaroos but with a different internal constitution lived on Twin Earth, they would not be
kangaroos, and hence our word ‘kangaroo’ would not refer to them. If this is right, then— contrary to what seemed
plausible to accept earlier— it wouldn't be possible to mean what we do by ‘kangaroo’ if kangaroos hadn't existed
and had some sort of causal connection to us.

Putnam offers another argument to show that the other external feature we discarded originally, the social
community, can have a similar role. To use Putham's example: suppose that Oscar knows that elms and beeches
are some sort of deciduous trees, but he has no further knowledge of the subject. Some people in Oscar's linguistic
community— the ‘experts’— know what the difference between an elm and a beech tree is, but Oscar is not one of
them; he simply uses these words with the assumption that someone must know what the difference is. This
phenomenon is called ‘the division of linguistic labour’. It is still plausible, however, that the word ‘elm’ in Oscar's
idiolect refers to elms only, and not to beeches; if he said ‘there is an elIm tree in my back garden’, he would speak
truly if and only if there was an elmtree in his back garden. Now imagine that Twin Oscar's linguistic community
has the word ‘elm’ and ‘beech’ too, but as it happens, they are swapped: on Twin Earth, ‘beech’ refers to elms,
and ‘elm’ refers to beeches. Thus we find Oscar and Twin Oscar in the familiar situation: despite their internal
sameness, their words ‘elm’ refer to different things; the truth-conditions of their sentences ‘there is an eimtree in
my back garden’ are different.®

Twin Earth arguments proceed by first pointing out that references are different for internally identical subjects, and
then arguing further that difference in reference implies a difference in meaning. That reference is externally
individuated or ‘outside the head’ is hardly a surprising claim; the view we are considering is interesting because it
states the externality of meanings or contents. And this implication holds only if there is a determinate reference
belonging to a meaning. So the assumption that meaning determines reference (or the parallel assumption that
content determines truth-conditions) is crucial to these type of arguments for externalism.

We may wonder where this leaves direct reference theories, which hold— at least on one understanding— that
nothing mediates between a name and its reference.’ Externalists and internalists® could all agree that reference is
externally individuated. If, as direct reference theories maintain, the name's only semantic feature is its reference,
then there doesn't seem to be another semantic feature which can be claimed external, and hence direct
reference theorists would apparently be prevented from being externalists in an interesting sense. However, there
is more to this. Direct reference theorists may hold that various functions which have been traditionally assigned to
the meanings of words— say accounting for the significance of the word, accounting for the primary function of
the word to refer, contribution to the meaning or truth-conditions of sentences, etc.— are played by reference. And
the thesis that whatever plays these functions does not supervene on the internal states of a speaker is externalist
in a non-trivial sense.

Although Putnam'’s original argument was about meanings, a further important step in the history of the debate was
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when the externalist thesis was applied to mental contents.® Mental states like beliefs are similar to declarative
sentences in that they also have semantic features: they can be true or false, and thus have truth-conditions, and
can be about certain things in the world. The characteristic of a belief which is responsible for its semantic features
is called its content, and just like in the case of sentences, content determines truth-conditions. Some have
extended the externalist argument to mental content by assuming a close correspondence between belief content
and what is expressed or asserted by uttering a sentence. With this assumption in place, we can reason as follows.
Since Oscar's belief which he expresses by saying ‘Water quenches thirst’ is true iff H,O quenches thirst, and Twin
Oscar's belief which he expresses by using the same words is true iff XYZ quenches thirst, the truth-conditions,
and hence the content of their respective beliefs, and hence the beliefs themselves, are different.

As the simple application of the same argument for an externalist conclusion about meanings and mental contents
shows, the issues raised by these two varieties of content externalism are largely the same. Externalism s
principally a view about the conditions for truth and reference, and invokes the same considerations whether it is
the condition for the truth of a sentence, or for the truth of a belief is in question.1ONotice also that our initial
formulation of the problem about meaning has already involved a reference to mental states: Putnam characterized
the internalist position as the claim that grasping the meaning of a word is an individual psychological act.11
However, in what follows, we will keep language in focus, and merely indicate connections with questions about the
mind.

15.3 Reference— Same or Different?

The argument presented so far has centred upon the following claims:

e Oscar and Twin Oscar refer to different things by the term ‘water’; the truth- conditions for their sentences
‘Water quenches thirst’ are different.

¢ Meaning determines reference, content determines truth-conditions.
Let us now consider these steps and possible objections in more detail.

The first statement, even if itis not immediately intuitively obvious, is supported by the theory of natural kind terms
advocated by Kripke and Putnam.12 This theory can, of course, be criticized and ultimately rejected, and it can be
claimed that ‘water’ has the same reference on Earth and Twin Earth.13 But this in itself can be regarded as a
conclusive refutation of externalism only if there aren't any other types of expressions which exhibit similar
phenomena. In fact, there are such expressions. Suppose that long before Twin Oscar's time, there lived a
philosopher on Twin Earth, called ‘Aristotle’, whose life and influence exactly paralleled those of our Aristotle.
When Oscar and Twin Oscar use the name ‘Aristotle’, they clearly refer to different individuals; to say that both of
them refer to both philosophers— and to any other philosopher on other planets whose life was similar— is very
implausible. (If we accept Kripke's theory of proper names, we have a neat explanation of all this: Oscar refers to
Aristotle, because there is a causal chain leading from some original baptism of Aristotle to his use of the name;
whereas Twin Oscar refers to Twin Aristotle, since the causal chain leading to his use is leading from some original
baptism of Twin Aristotle. See also the entry on NAMES AND NATURAL KIND TERMS.) But whether someone accepts Kripke's
theory of names or not, the important thing to remember is that as long as we find words whose reference is
different when used by internally identical Oscar and Twin Oscar, the starting point of the externalist argument is
secured.

Searching for more cases of this sort we may consider so-called indexical expressions like ‘you’ or ‘she’. Suppose
that Oscar has a friend called Lucinda, and Twin Oscar has a friend who is an exact replica of Lucinda. When
Oscar and Twin Oscar simultaneously use the sentence ‘You are beautiful’ speaking to their respective friends,
Oscar refers to Lucinda, and Twin Oscar refers to Twin Lucinda. That the references are different is as obvious in
this case as in the case of proper names. So can we run a Twin Earth argument with ‘you’? As we have seen, after
establishing the difference of reference for our internally identical subjects, the next step in a Twin Earth argument
is to use the connection between meaning and reference to draw a conclusion about meaning. However, we
encounter a problem here, since for example Putnam claims that in the case of indexicals, meaning does not
determine reference.

Here are some reasons for this view. Ambiguity is the phenomenon when the same word has different meanings in
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a language; ‘ball’ could mean a festive event, or the round object used in a football game. This is a clear sense in
which a word has different meanings on different occasions. However, when we use the word ‘you’ in different
contexts to refer to different people, it is not ambiguous in this way. On the contrary, the natural assumption is that
the meaning of ‘you’ is the same in all its uses, and presumably this is what we learn when we learn the meaning of
the word. In the discussion above, we assumed that the claim that meaning determines reference amounts to
claiming that there is a determinate reference belonging to every meaning, and consequently, difference of
reference implies difference in meaning. In the case of ‘you’, this does not seem to hold: ‘you’ could refer to
different individuals on different occasions and yet, we just saw a good reason to believe that it has a constant
linguistic meaning.14

So far we have seen that the externalist argument has contradicted one of our initial assumptions about meaning:
that what we mean by our words does not constitutively depend on physical and social factors outside us. Now
another initial thesis, that meaning determines reference, seems in danger too— or could we perhaps reconcile the
present finding with our reasons for holding this thesis? Let us consider a case when someone uses the words ‘I
and ‘you’ in the same context: for example Oscar saying to Lucinda ‘I stand by you’. ‘I in this case refers to
Oscar, ‘you’ refers to Lucinda, and this difference is due their different meanings. Thus we could preserve the
force of the original argument if we said that the meaning of an indexical determines its reference within a context,
or with respect to a certain context. Next we should see what consequences this has for the externalist argument.

15.4 Sense Determines Reference

One of the first expressions of the idea that meaning should determine reference is found in Frege's famous paper,
“0On Sense and Reference”: “to the sign there corresponds a definite sense and to that in turn a definite
reference” (Frege, 1892: 25). Frege extended the sense/reference distinction to sentences; the sense of a
sentence is a thought, and the reference of a sentence is its truth-value. The determination between sense and
reference is upheld in the case of sentences: itis not only that thoughts are true or false, but also every thought
has a fixed truth-value.

The central cases Frege usually has in mind are from mathematics and logic, and here the idea that each thought
has a determinate truth-value is plausible indeed. Given that the Pythagorean theoremiis true, no false sentence
could express the same thought as the Pythagorean theorem does. If Frege had these kinds of examples in mind in
the first place, itis easy to understand why he adopted the doctrine.

It is interesting though that Frege took the doctrine so seriously that he applied it also outside the realm of
mathematics or logic. This is illustrated by the way he deals with an apparent counterexample in a later paper,
“The Thought”. He notes that the sentence “This tree is covered with green leaves” may be true now, but false in
six months' time. But instead of concluding from this that thoughts do not have fixed truth-values after all, he
chooses to hold that the sentence expresses two different thoughts on the two occasions.

The words “this tree is covered with green leaves” are not sufficient by themselves for the utterance, the
time of utterance is involved as well. Without the time-indication this gives we have no complete thought,
i.e. no thought at all. But this thought, if itis true, is true not only today or tomorrow but timelessly. (Frege
1918: 103)

Some properties of thoughts may change— for example the property of being grasped by me or by someone else
—, but the truth-value of a thought cannot. This suggests that according to Frege, a thought has its truth-value
essentially. If two sentences differ in truth-value, they cannot express the same thought. The claim that thoughts
determine their truth--value is an instance of the doctrine that sense determines reference. This, we can see now,
is quite literally true: sense alone determines reference.

As we said, this has some plausibility for mathematics and logic. Consider, however, a sentence like
(1) The inventor of bifocals was a man.

As it happens, the description picks out Benjamin Franklin, who was indeed a man. So the sentence is true. Since
this statement is contingent, then there is another world where, say, Deborah Franklin invents bifocals, and where
the sentence is false. Here we have a phenomenon which, at first sight, is similar to the one we encountered above
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about the tree and green leaves: the same sentence can be true in some circumstances (in our world) and false in
others (in another possible worlds), so there is no determinate truth-value belonging to this sentence; an apparent
counterexample to the claim that sense determines reference.

As a response, we could follow the Fregean recipe to the letter, and insist on the determination between sense and
reference. This would mean that sentence (1) expresses different thoughts in different worlds. In other words, if
we accept without qualification that thoughts have their truth-values essentially, then given that (1) is true, itis
impossible to express the same thought by a false sentence. Hence in a world where Mrs Franklin and not Mr
Franklin invented bifocals, the sentence could not express the same thought.

But contrary to this, itis standard to assume thatin a world where (1) is false, its meaning or its sense or its content
would nonetheless be the same. If this is right, then we cannotin general say that sense (or content) alone
determines a truth-value; we also need the state of the world; that s, in this case, the fact that the inventor bifocals
was a man. (An analogous reasoning holds for the description ‘the inventor of bifocals’: its sense alone is not
sufficient to determine its denotation. We also need the world to make its contribution.)1> When we say that sense
determines reference, we understand it in this case as relative to some state of the world.

Now recall Frege's reasoning about the tree and the green leaves. The only thing established in this case was that
the truth-values (references) of the sentences are different on the two occasions. From this, Frege concludes that
the thoughts (senses) are different. If Frege— inspired originally by examples in mathematics and logic— assumes
that sense alone determines reference, then his reasoning is valid, but it rests on a premise which is highly
implausible outside mathematics and logic.

If, on the other hand, we reject this implausible application of the premise, and hold that sense alone need not
determine reference outside mathematics and logic, then the reasoning is not valid. If [sense plus X] determine
reference, then a difference in reference implies a difference either in sense or in X. But a difference in reference
does not, in itself, entail a difference in sense.

Similar considerations apply to subsentential expressions. What is established in the Twin Earth case, at most, is
that the extension— or, if you think the reference of ‘water’ is a property, then the property— is different on Earth
and Twin Earth. Can we claim that sense always alone determines reference (or extension)? No. To be on the safe
side, we must claim that [sense plus X] determines reference. Then if water has different references on Earth and
Twin Earth, then, until further notice, this means that either sense or X is different.

In the case of the inventor of bifocals, we said that sense determines reference not on its own, but relative to (or
together with) a state of the world. There is no immediate objection to extending the same strategy to indexicals:
the suggestion would be that in the case of indexicals, meaning determines reference not only relative to the state
of the world, but also relative to a context. In the case of contingent (non-indexical) sentences, difference in truth-
value within a world implies difference of content; in the case of indexical sentences, difference in truth-value
within a context implies difference in content. Frege held that thoughts have their truth-value essentially; but
today, we say that contents (which inherit the role of Fregean thoughts) have their truth-conditions essentially.
This move is motivated precisely by considerations about sentences like ‘The inventor of bifocals’: for we can say
that the truth-value of the sentence may vary from world to world, but the truth-conditions, and hence the content,
remain the same. There is nothing inherent in the notion of truth-conditions which would forbid to say that
analogously, though the truth-value of an indexical sentence may vary from context to context, its truth-conditions
remain the same. Truth-conditions do not have trivial individuation in the way truth-values do. After all, we could
have said that the truth-conditions of ‘The inventor of bifocals was a man’ are different in this world and in the other
one: its truth depends on Benjamin Franklin's gender in this world, and on Deborah Franklin's gender in the other.
Nonetheless, we decided to regard this difference as not affecting truth-conditions.1® Why not make similar
decisions in other cases?

The consequence of this is that the standard Twin Earth argument for externalism is inconclusive. Everyone should
agree that at leastin some cases, meaning determines reference only together with some factors which are not
themselves constitutive of meaning. It requires a separate argument to show that the context in which a sentence
is used is not among these further factors. In the absence of such argument, itis possible to hold both that the
meaning of an indexical determines its reference (relative to some further factors), and that it is the same for
internally identical subjects.
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Concluding his discussion of natural kind terms, Putnam says that “Our theory can be summarized as saying that
words like ‘water’ have an unnoticed indexical component” (Putnam, 1975: 234). Now even if Putnam's theory of
natural kind terms is generally on the right lines, these terms do not function entirely analogously to indexicals. The
reference of an indexical depends on the context of its use: if | travel from Budapest to London, the reference of
‘here’ shifts from Budapest to London. But if Oscar traveled to Twin Earth, the reference of his term ‘water’ would
not— or at least not immediately— shift to XYZ 17 (and similarly, the reference of his term ‘Aristotle’ would not shift
either). In the case of natural kind terms, what seems to matter is not the context of use, but the context of
acquisition. Still, keeping in mind these differences, we could extend the previous treatment of indexicals to natural
kind terms and names. We could for instance say that the meaning of ‘water’ is the same for Oscar and Twin
Oscar, and that this meaning— together with some further factors, like features of the environment where they
acquire the word, or causal chains between initial baptisms and use of terms— determines reference. Thus
contrary to the conclusion of the classic Twin Earth argument, the two assumptions that meaning determines
reference, and that meaning is internal, are not incompatible.18

15.5 External and Internal Semantic Features

Everyone agrees that at least in some cases, meaning det