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Preface

The objective of this book is to present a substantial introduction to the ideas, phenomena and methods
of the problems that are frequently observed in mathematics, mathematical physics and engineering
technology. The book can be appreciated at a considerable number of levels and is designed for every-
one from amateurs to research workmen.

Included throughout are applications with appropriate suggestions and discussions, whenever needed,
that form a significant and integral part of the text book.

In a word, the text directs at an all-embracing and practical treatment of differential equations with
some methods specifically developed for the purpose controlled by computer programs. The effects of
this treatment, the computerised solutions for each problem, represented in compact form, sometimes
with graphical figures, have been provided for further study.

The operation has been performed by the programming language C++ based on any MS-DOS
computer system (version 6.0) applying the classical methods, such as Euler, Simpson, Runge-Kutta,
Finite-Difference, etc.

Chapters 4 and 5 provide introductions to first order and second order initial-value problems dis-
cussing the possibilities for finding solutions, analytic and computerised. Non-linear types of differen-
tial equations have also been considered.

Emphasis has been placed on section 6.3 in Chapter 6 that deals with the problems concerning
Fourier series, because the subject matter of numerical evaluation for Fourier series is a predominant
topic.

Special attention is focussed on Chapter 7 in view of the fact that the differential equations with
boundary conditions are the kernels of the physical and technical problems. The Difference Method for
the solution of a two point second-order boundary value problem has been applied. Chapter 8 contains
numerically developed methods for the computer solution of elliptic, hyperbolic and parabolic partial
differential equations.

A variety of solved examples in each chapter has been given for the students who cannot get any
difficulty to understand the conceptual text. Chapter 11 entitled “A Short Review On C++" provides an
opportunity to recapitulate the fundamental points on C++.

| prepared the text on personal computer from Compaq Rygsario CDTV528and on Laptop
from Toshiba (typ&atellite 110CS) operated on MS-DOS 6.0 and Windows 95. MS-Workgroups (ver-
sion 3.0) have also been used in the preparation.



vi Preface

A software supplement consisting of a set of programs designed in C++ (Turbo) is provided for the
reader to work out the related mathematical models referred to the text. A Diskette (3.5 inch/1.44 MB)
in standard PC-compatible form containing this supplement will accompany the book.

| think, my anticipation to believe is not indifferent, that the students, instructors and other readers
who use this text can enjoy the development just as well the author has taken joy in the preparation.

| wish to express my very great thanks to my beloved Professor P. Sinharay of Calcutta University
who has motivated me with interest. | am grateful to Professor G. Bertram of Hannover University who
has guided me to complete this book also to the friends of the Computer center (RRZN) in Hannover for
their helpful suggestions for improving the edition. In this connection | should not forget to mention the
names of the twins Steven and Benjamin who have contributed much to prepare this volume.

Finally, | express my gratitude to Mr S. Gupta of New Age Int. (P) Ltd, publisher in New Delhi.

ARUN GHOSH
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1

Preliminary Mathematical Viewpoints

1.1 Environment Numerically Developed

Almost all the physical problems and many practical applications of technology are dependent on
mathematical formulations, especially in term$alancedequations, one of the important implements
of mathematics.

If | approach the problem of differential equation with analytical knowledge, | should be really
almost certain as to my ability to determine the solution of the problem, but the question arises always at
this stage, how many particulars and how many steps are required for the complete solution.

The operations of arithmetic and the algebraic moves in the intermediate steps, necessary for the
solution of the problem, can be sometimes complicated and cumbersome.

A large number of problems that have been met casually in the practical field of mathematics and
technical science, would be sometimes difficult to solve analytiddlimerical analysisvould thus be
a necessary and an inevitable fitting for the purpose of obtaining the numerical solutions of mathematical
eqguations which cannot be solved or rather difficult to be solved by some standard methods that | want
to discuss in the following chapters.

In view of that some methods or techniques are needed for the solutions of the equations that are
numerically developed and these methods are knownrasrical methods.

The numerical methods provide the most impressive and favourable results when they have been
applied to difficult problems. There are many numerical methods, some of them are widely known
because of precision and accuracy. With precision and accuracy is meant that they produce precise and
accurate results by degrees.

The numerical methods available at present age, are very significant and predominant because of
widespread acclamation in practice. In particular, the advent of digital computer has brought a revolu-
tion to the system of numerical analysis that involves the methods for the numerical development of the
solutions.

In other words, numerical methods have been successfully employed for numerically developed
solutions of mathematically formulated problems.

| consider the numerical procedures throughout this textbook analytically and use them in solving
the problems of mathematics and the related problems with the aid of Personal Computer.



2  C++ Solution for Mathematical Problems

The approximation of the solution of mathematical equations has been performed by the program
instructions designed by the programming language C++ from BORLAND International using the
appropriate numerical methods that are well fitted.

1.2 Error Spread

In attempting to determine the numerical solutions of mathematical problems the confrontation with the
number system which generally involve errors is conventional. We want to discuss now the error spreading
caused by the number system.

Error spreadis defined as the means of developing at a certain phase of a calculation further flaw
that arises out of the error at a previous point of calculation. Unfavourable propagation of error might be
sometimes serious and could influence the computed results. The approach by which indefinite
assumptions of initial and boundary conditions propagate in the final results can be manipulated properly
applying a good numerical method.

Basically, the errors armherentin the formulation of mathematical or physical problems.
Mathematical constants liker (Pi), e (exponential function), Ln 2 (logarithmic function) and physical
parameters, such as, force of attraction, velocity of lightefc. cause the formulation of the problem
inaccurate when the parameters rounding to some decimal places have been taken.

Most of the arithmetical of algebraic calculations produce numbers that contain unlimited decimal
representations. Such long representation cannot be accepted in the approximation process because of
limited word-length capacity of the computer. For the sake of convenience, | restrict myself to a limiting
decimal representation rounding the number up or down. The error caused by rounding a number is
known asroundoff errot

The roundoff error plays an important role in the approximation system. In order to determine the
accurate representation of a number, the value of the error, that is rounded, must be added to approxi-
mate value.

We experience from our common mathematical practice another tygreoofcalled truncation
error that arises generally in the definition of an elementary mathematical function. Applying the series
expansion theorem to a trigonometric function it is obtained for

X2k +1 X3 X5 X7

X= "+ ==+

. _ - ANk -
Smx_kzo(l) 2k + D! 3 5 7

To approximate the function siby a numerical procedure considered in Chapter 6, the series
must be bounded by limiting the valuekofThe truncation error is the result of truncating an infinite
series in order to obtain a finite series.

In view of the above considerations let us now formulate the definition of error.
Error = True value — Approximate value.

Assuming the values Tv = 0.96543425 and Av = 0.96542310 the definition of an error yields.
Error = 0.96543425 — 0.96542310 = 0.00001115 = 1.115% 10

Dividing the error by the true value we obtain the relative error that is defined by

Relative error= — %" —1154x 10°.

true value
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The use of relative errors is significant when the true value of a quantity is very small or too large.
Sometimes the error is expressed by the symbol |error| that is meabsdtute error The floating-
point representation of a number that is rounded or chopped in a computational procedure often causes
the development of an error. The error that committed once, can affect the intermediate results of the
operations leading to erratic final results.

Let us consider a simple equation. It is nothing but a problem of finding the two roots of a quadratic
equation
aX +bx+g=0, where a, b,g are constants.
Example 1.1 x? + 185.2% + 12.451 = 0.
Applying the quadratic formula from algebra for determining the roots that state

—b + /(b - 4ag

Xl, 2 = 2 .
a
Here ¥ = 34302.744 (rounding to 3 decimal places)
7 — dag = 34252.940 (rounding to 3 decimal places)
J(b? - 4ag) = 185075 (rounding to 3 decimal places)
True roots X,, = —0.0672508 and —185.1427492

Approximate roots x, , = —0.06750 and —185.14250.

It is evident that there are discrepancies in the values between true and approximate roots. The
discrepancies are due to roundoff errors that arise in the decimal representation for the lguantity
considered at start. The error developes step by step in further rounding a quantity and produce the
unwanted results in subsequent operations. In this manner an error propagates through succeeding
estimations that yield finally inaccurate results. At this stage | like to make another approach to roundoff
error spread considering an Initial Value Problem (IVP) that will be discussed now.

Example 1.2 Dy/dx = 2y (x Ln x) + 1& with the initial condition {€) = 1.0 ¢ = 2.71828182).

The exact solution of the IVP §x) = Lnx (2Lnx — 1).

The initial conditiony(e) = 1.0 satisfies the exact solution by settg € initially chosen value
of Xx. The approximation of(x) developes with a rounding error when | set the representat@witt
5 places after decimal places, that means, accepting the vakje-fer 2.71828. All the succeeding
approximations starting wity), provide inaccurate results because of rounding errors once determined
for x,.

Putting the chosen value g@frounded, in the exact solution yields a result that contradicts the initial
conditions.

In the exact solution | could substitute the accurate incremental valwé@s afder to get the exact
values fory(x ), y(x,), etc. But the acceptance of the rounded initial condition fer2.71828 and its
imposition on the formula for the determination of the approximations produce error in the computed
solutions. The errors develop gradually in unallowed magnitudes.

1.2.1 Error Reduction

| have so far discussed about the possible types and sources of errors occurred in the approximate
solutions. | want to point out now some techniques in order to reduce the errors. The escape from
errors in toto is almost out of the question, even if a realistic estimation is achieved.
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A numerical method is a complete and unambiguous process for the constructive solution of
mathematical problems that require particular numerically developed solutions together with a suitable
error analysis. A numerical method is an integral part of numerical analysis, an important subject matter
of mathematics, that deals with the various aspects of error development in numerical methods.

The most important fundamental requirement for computable error estimate®@teegencef
an algorithm. An algorithm, a set of well-defined steps for the solution of a problem, is said to be
convergent, if the approximations are more closely to the sequence of true solutions of the problem. The
efficiency of the convergence of algorithm is as well an important factor. The size of the error after a
finite number of operations must be estimated when the condition of convergence is not satisfied in
some cases.

The error estimates are extensively accepted by the numerical methods that are developed step-by-
step for the approximation of differential equation presented in the example. In order to make the estimate
accurate, the value of widtlv must be considered very small.

Forward error analysis and backwaedror analysis are the two known methods that are also useful
in numerical analysis. The procedures have been preferred to successful analysis of errors.

The most simple case of error estimate is to make udeuble precisionThe representation of a

number that is double the usual number of bits, is known as double precision representation. The double
precision arithmetic can be used to achieve a required level of accuracy.
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Computing Surface Areas

2.1 Evaluation of the Definite Integral

Let us consider a functiagy(x) that is supposed to be finite and continuous on a closed infervA] ,
assumingfB > o .

The function
y =g(x) ..(2.1)
is integrable or[a, 8] based on the aforesaid considerations and with the finite values on the interval

represents a curve that is moving continuously in a path curving inwards or outwards.
Now we make some mathematical observations on the furgftipwith some presumed values of

x within the range of the intervdtr, 8] . The base of the field of observation amountingte a, is
divided intom parts each of width wroviding the values fox finite in quantity:

a,a+w, a+2w,...a+(m-IJw B=a+ mw

We are now at liberty to erect perpendiculars on these points akie which aid us to form
rectangular figures connecting the curve represented by the equation (2.1). The aggregate of the rect-
angles in the limits yields the area of the space enclosed by theycuiye), thex-axis and the two
fixed ordinates corresponding to=a andx=f3.

The spatial area can now be represented by the numerical measure

B
B
1= [gx) dx= QR |= GB) - Ga). . (22)
a
a
The relation (2.2) can be interpreted as the integrgb®idx from a to 3, wherea is the lower
bound andg is the upper bound of the integral. The functifx) to be integrated is called the integrand
and the differentiadix indicates thax is theindex of integrationThe integrand can be termed also as the
subject of integration as suggested by the mathematician G.H. Hardy of Cambridge University.

The measur&s(f) — G(a) that depends only on the limiés and 3 and the shape of the function
g(x), is named as the integral sum or dedinite integralor simply, the integral. It is also known as the
Riemann integral after the name of a renowned German mathematician. The operational technique by
which we get at the integral is called themerical integrationThis is a brief study for the evaluation of
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definite integral from the point of view of the limit of a sum, provided that the fungfignsatisfies
certain fundamental necessary and sufficient conditions, such as, existence, continuity, integrability in
certain domain.

The geometrical interpretation of definite integral exposes a clear view when it is described graphi-
cally as shown in Fig. 2.1.

Y

y=x

X

0 a a+2w a+nw B

B
Fig.2.1 Graphic representation of the integral J g(x) dx

a

Because of the fact that the indefinite integral

Jg(X) dx .. (2.3)
supplies consistently a definite value provided that the integral (2.3) is defined by finite limits, it is called
the definite integral.

| need not be concerned here in detailed discussion about the general properties of definite integrals
and also about the proofs of the theorems related to the theory of integration. The availability of standard
books concerning the subject matter is so widespread that | make use of the advantage to refer only
some of them to this treatise at the end.

The evaluation process for numerical integration can be accomplished with the help of widely
known methods, that have well worth mentioning at this point. The methods for the numerical solution
of integration due to Gauss, Simpson, Euler, Newton, Maclaurin and Stirling are most usable amongst
others.

To determine the general indefinite integral (2.3) two standard methods of integration are generally
employed

1. Integration by Substitution.
2. Integration by Parts.

Case 1l

Integration by substitution means only a change of the independent variable in an indefinite integral that
reduces the integral to another readily integrable form as shown in the example.

Example 2.1 Find the integral ofJ.xe"‘2 dx
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The substitution» =t makes a change in the indefinite integral and by means of differentiation we
obtain —X dx = dt.

Hence |=jxe‘x2 dx=JéXZDxd>c —1/2j bde-1U2'% C
In terms of original variables it becomes

| =-12e+C,
whereC is the constant of integration, so-callpdde factor

Case 2

Integration by Parts can be applied to the integration of a product of multiple differentiable functions.
One has to apply the formula for Integration by Parts that reads

uv:.[udv+.[vdu .. (2.9)

u and vbeing two differentiable functions.

The proper choice of the first function to be integrated is to some extent a matter of practice. In
some cases of integration we have to use the formula several times in a process in order to get at the
final results.

Example 2.2 IntegrateJ.x2 Lnx dx
Considering Lnx as the first function ankf dx as the second, we put
Lnx=u and x®dx=dw
On differentiating the first function and integrating the second we obtain
Ixdx=du and 1/3¢=v.
Now if we apply the formula for Integration by Parts given in (2.4) selecting the particulars we find

I ='[x2Ln xdx=1/3xLn x—]/3.[ X x 1 x dx

=1/3x3Ln x - 1/3J.x2dx
As we see that the evaluation of the integral is not complete we can apply the formula (2.4) again by

considering the integraj x? dx as the product of the function given and unity.

Selecting unity as the first function and proceeding as before the final solution of integral becomes
| =1/3¢ Ln x-1/9x+ C=1/9x® (3 Lnx—-1) +C.
As a matter of fact the evaluation of the definite integral from the practical viewpoint is regardless

of concerning the basic rules and the guide faCiotonstant of integration, that is remained in the
open.

The evaluation from the practical viewpoint is meant for a computerised solution of a mathematical
problem by means of a computer software. The method, | want to describe here, is the analytic method
for the numerical solution for the definite integral.

The Simpson'extended rule for the approximation of definite integral is represented by the relation

- W[Yo+4(Y1+ Yot ... yn—1)+ 2(Y2+ Yt oot Yoo 2)"' M] ... (2.5)
- 3
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wherem = total number of divisions (eveny,= width of each division and,y,, y,, ..., are the values
of y i.e., the ordinates at poirmtg X, X,, ..., on thex-axis.

Many techniques for the approximation of definite integrals are known in the field of numerical
analysis. To mention some of them are the Midpoint rule, Trapezoidal rule, Simpson’s rule, Gaussian
rules and Adaptive quadrature.

Here at this stage, | limit myself to the general presentation of the formula form Simpson without a
detailed consideration. If the reader wants to make much of it, and of other methods just mentioned it is
advisable to look at the literatures on analysis.

By the relation (2.5) the definite integral of any function or the area is expressed in terms of any
number of ordinates within the prescribed range of interval, provided that the function or the area within
each of the small confines, can be represented to an adequate degree of approximation by a parabolic
function. On that ground Simpsons’s rule can be sometimes termed as parabolic rule.

Let us try to elaborate the formulated relation of Simpson by a graphical representation.
Y/\

A, y=9(x)

s f L

Yo Vil Yo | V| Va Ym-1 Ym
> X
0 No N, N, Ny N, Nn_1 Np
Fig. 2.2
A curveA A_defined by y= g(x) is bounded by the intervad = a and X = 3. The intervaN, N,
is divided into an even number (W) of parts, each equal w by the pointsN,, N, ..., N, so that
w= (B -a)/m

Through each successive set of three poiAfs &, A)); (A,, A,, A); etc. are drawn arcs of
parabolas with vertical axes. Evidenty, y,, y,, ... y, are the corresponding ordinates.

Now a parabola with a vertical axis is drawn through the first set of pdint (A)), the equation
of which becomes

y=ax + 2ox+c ... (2.6)
wherea, b andc are constants. Now the required afgaN, A, N, becomes
w
A= J(ax2+2bx+ § 2w af/3+ k .27
-W

The relation (2.6) takes the form

1.y, =N, A, =aw —2bw + ¢, whenx = -w,
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2.y,=N A =g whenx = c,
3.y, =N, A =aw -2ow + ¢, whenx = -w,
In view of these relations when combined we obtain
13w (y, + 4y, +Y,) = 2/3aw? + 2cw = 2/3v (aw + )
that is the area of first parabolic sthig A; A, A, N, according to the equation (2.7).
In a similar manner we obtain
area of the second striyy A, A, A, N, = 1/3wv (y, + 4y, +V,)

area of the last striN_,A A A N =13~y ,+4 ., *Y,)
Summing up all together, the area under the curve denoted by

B
I g(x) dx
a

is approximately given by the relation

- W[Yo+4(Y1+ Yot ... yn—l) + 2( Yot Yt ...t Y- 2) + M]
- 3
which is the same as represented in equation (2.5).

Thus we have derived the Simpson’s formula for the approximation of definite integral and to solve
a definite integral | apply the mathematical formula according to the extended Simpson’s rule repre-
sented by the relation (2.5).

1
Example 2.3 Evaluate.[xex dx by Simpson’s rule considering 10 equal intervals.
0
Givena=0,b=1,m=10,w = 1/10 = 0.1, and the functional relatipr g(x) = x €
Substituting the values for= 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0 in

y=Xx¢€
we obtain the approximate values
Y, =0,
y, = 0.11051709, y, = 0.24428055, y, = 0.40495764,
y, = 0.59672987, y, = 0.82436063, y, = 1.09327128,
y, = 1.40962689, Yy, = 1.78043274, Y, = 2.21364280,

y,= 2.71828182.
Hence, The estimated arda

_ Wyt a(nt vt vt Wt W)+ 2(pt ur %t W+ ¥
3

= 1.00000436.
On integrating the original function yields
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1 1
1 1
| =jxex dx= x€& | —J' & de & x1)[=100000000
0 0
0 0
The estimated value thus obtained for the area can be eventually compared with the exact value
determined by integration in order to find the error for approximation.

If we have a look at both the resulting values, we see that the values for estimation and exact are
correct to 5 decimal places. A better approximation reduces the percentage of error and by raising the
number of divisions of the interval we can get at a better approximation.

The approximate value obtained by using the analytic method from Simpson which is already
discussed, can be reasonably acceptable considering a carefully suggested computational width.

The prograng2CSINTG written in C++ (Turbo) language is used to approximate the definite integral.
Before starting to work out the examples by means of the program, it is recommendable to look at this
brief layout referred to section 2.4.

Example 2.4
1

DI: JLn(xZ +1) dx
0

ES: 0.2639435
W: 0.03125, K: 5, M: 32.

The abbreviations, such as DI, ES, W, K and M have been explained in the Program. Therefore,
before operating on this problem by means of the Program one should read the instructions mentioned
in the Program.

When the process of integration executed by the program is over we obtain the following on the
screen:

Estimated solution of the integral: 0.2639435
Exact solution of the integral: 0.2639435
Error for approximation: —2.06035267e—09

The significant digit of the error is at the 9th decimal place.

The approximate value of the definite integral along with the actual value has been determined. The
approximation is correct to 8th place after decimal and the amount of error caused by the approximation
begins to propagate at the 9th decimal place.

Let the program run with other examples.

Example 2.5

2
DI: J(X—3)/X2(X+ ) dx
1

ES: 4 Ln (4/3) — 3/2 [put 1.33333 for 4/3 and 1.5 for 3/2]
W: 0.015625, K: 6, M: 64.
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Estimated solution of the integral: —0.34927172
Exact solution of the integral: —0.34927172
Error for approximation: 6.02869e-09.

The significant digit of the error is at the 9th decimal place.

Example 2.6
1

DI: jl/(l +%)Sqrt (L+ 2x - %) dx
0

ES:11/5.656854
W: 0.015625, K: 6, M: 64.

Estimated solution of the integral: 0.55536039
Exact solution of the integral: 0.55536039
Error for approximation: 8.18047663e—-09.

The significant digit of the error is at the 9th decimal place.

Example 2.7
V2
2
DI: sz e dx

0
ES: 4.19452800
W: 0.00552427, K: 8, M: 256.

Estimated solution of the integral: 4.19452806
Exact solution of the integral: 4.19452800
Error for approximation: —6.3578204e-08.

Integration of Trigonometric Functions

Before | enter upon the evaluation process for the approximate solution of definite integrals involving
trigonometric functions, | have the intention to consider some standard indefinite integrals containing

trigonometric functions or transcendental functions of related functions.

Example 2.8 Find the integral ofJ.sinzx cosx dx .

The integral can be rearranged as

| = J.sinzx coSx dx =J. sirf x coéx cox dx .

.. (2.8)

As it is known from Trigonometry that $in+ co$x = 1 and putting it in (2.8) for cts yields a

simplified form

| = J.sinzx (L - sin®x ¥ cosx dx
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= Jsinzx @ - 2 sin’x + sin*x) cosx dx

= .[sinzx - (2 sin*x + sirPx) cos< dx .

Setting sinx = u yields of differentiation cog dx = du.
By means of the transformation we have

| = j(uz— 2ut+ u6) du

On integrating and rearranging we get
| =1/3u-2/58¢+ 1/7u” +c
= 1/3 sirfx — 2/5 sifx + 1/7 sifix + ¢
= sirfx (35 — 42 sitix + 15 sirix)/105 + ¢
wherec, the guide factor, can be found out when the limits of integration are known.

Example 2.9 Integratej tafig do .

From trigonometrical relation we knosecd — tarf6 =1 .
Arranging the integral properly and using the trigonometric formula we obtain

jtan“@ do = J' tarf6 OtaRo do
= jtanze (se6 — 1 )do
= [tar?® sedo do - tafp &
= 1/ 3tar’® - j (seé6 - 1 )8

=13tar’® - tard + 8 + C

is the general solution of the integral.

Let us consider another illustrative example applying the formula for integration by parts stated in
equation (2.4) in section 2.1.

Example 2.10 EvaIuateJ.ezx sin 3x dx

Let
u= e~ and dv = sin 3 dx,
du=2e*dx and v = —1/3 cos 3x
Then applying the formula for integration by parts we expand the integral

J.ezx sin3x dx= -1/ 3 é*cos 3x+ 2 3J. é*cos 3x dx (a)

Again let
u= e and dv = cos X dx,
du=2e*dx and v=-1/3 sin &
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Then applying the relation (2.4) again for the integral we get
J.ezx cos3x dx=1/ 3 € sin3x- 2 BJ €% sin3x dx (B)

Substituting(B) in (a) and rearranging we get finally
Iezxsin 3x dx= &*/13(in 3x- Xos 3x+ ¢

The approximation process for definite integrals involving trigonometric functions can now be
performed by applying the mathematical formula from Simpson and using the same P@Q8ANTG.

Example 2.11
m

DI: J( 1- cosx f dx
0

ES: 317 2
W: 0.39269908, K: 3, M: 8.

Estimated solution of the integral: 4.71238898
Exact solution of the integral: 4.71238898
Error for approximation: 8.97954067e-09.
Example 2.12
/2

DI: J.sinx Ln (sinx) dx
0
ES: —0.30611106
W: 0.09817477, K: 4, M: 16.

Estimated solution of the integral: —0.30611106
Exact solution of the integral: —0.30611106
Error for approximation: —8.83163792e-09.
Example 2.13

1
DI: '[(cos‘lx)z dx
0

ES:mt-20
W: 0.015625, K: 6, M: 64.
Estimated solution of the integral: 1.14159265
Exact solution of the integral: 1.14159265
Error for approximation: —4.45322357e-09.

The significant digit of the error is at the 9th decimal place.
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Example 2.14

T
DI '[xsin X cO< X dx
0

ES:1/3
W: 0.01227185, K: 8, M: 256.

Estimated solution of the integral: 1.04719755
Exact solution of the integral: 1.04719755
Error for approximation: —3.96789335e—-09.

The higher-order error term makes the Simpson’s rule significantly predominant to the rules in
almost all states, provided that the width of the interval is very small.

We mention now some approximated results in tabular form applying Simpson’s rule to various
integral functions. The reader should verify these approximations by means of the Program mentioned
before and try to find the amount of error in each case.

Table 2.1
a(x) e/l +e) xLn(1 + X) 1/[x(1 + 2¥7 1/sin X tanx/(secx + tanx)
Interval [0, Ln2] [0,1] [1,2] [x/6,1U3] [0, T
Exact Ln(3/2) 3Ln 3/8 Ln(6/5)-2/15 Lnv3 (Tt - 2)/2
Division (m) 3 2 2 26 2
Estimated 0.40546511 0.41197961 0.04898824 0.54930615 1.79320952

2.2 Areas of Curves

Consider two fixed pointsx = a and x = 8 on an intervala, f], that is closed, in cartesian coordi-
nates system. Assume a plane curve that is moved continuously in a path and defined by the relation

y = @(X). ... (2.9)
In section 2.1 we have already discussed about some mathematical observations on the function
@(X) with the supposition that the function is bounded and continuous on the iritern@l, accepting
B > a . The area of the figure formed by the curve, by the two extreme lines (so-called ordinates) at the
points X = a and x = 3 and by a segment of the bageakis) is given by the formula

A i
Area= o) dx=y (x) | =4 B)- ¥ @) .. (2.10)

Hence, the area, in general, is the outcome of indefinite integral with finite limits and by definition,
it is the definite integral that can be measured numerically by the relation (2.10). In fact, it is simply a
geometrical representation with the corresponding data. About more consideration of the subject matter
regarding areas of plane curves | wish to refer to the standard text mentioned in the reference.
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Y A

e

0 a adx B

y=¢Xx)

B
Fig. 2.3  Graphical Figure for the integral J(o(x) dx
a
The estimation process for evaluation of areas of curves can be performed by the gPOFEREA
and the sequence of events follows its proper course according to the instructions outlined in the
program.
The program just mentioned that is used here to approximate the definite integral arisen from the
problem of area of plane curve is designed by the programming language C++ applying the method of
Simpson’s formula already described in section 2.1.

Example 2.15 Compute the area bounded by a single half-wave of the sine curve represented by

y = sinx and thex-axis. The limits of integration argo, ) .
T

Dl: jsinx dx
0
ES: 2.0
W: 0.00306796, K: 10, M: 1024.
Y/\
1.0 +
0.5 +
} } } } > X
0 w4 2 31/4 m
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Estimated solution of the integral: 2
Exact solution of the integral: 2
Error for approximation: —9.82325332e-13.

The significant digit of the error is at the 13th decimal place.

Here, the estimation is highly satisfied in which the error for approximation is very negligible. Thus,

we can conclude that this numerical method has a prevailing character in order to obtain the approxi-
mate solution.

Example 2.16 Compute the area of a segment cut off by the straighy ing — Z from the parabola
y = X2

The problem can be arranged in computational form as follows:

1
DI: J(x2+ 2x -3 dx

-3

ES: -32/3
W: 0.0625, K: 6, M: 64.
Estimated solution of the integral: —10.66666666
Exact solution of the integral: —10.66666666
Error for approximation: 6.66666544e—09.

The significant digit of the error is at the 9th decimal place.

Fig. 2.5
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Example 2.17 Find the area held between the curveyby tanx, the xaxis and the straight line at
X =r1/3

/3
Dl: J.tanx dx
0
ES:Ln 2

W: 0.00409062, K: 8, M: 256.
The computerised solution of the indefinite integral bounded by finite I[®itg3] yields

Estimated solution of the integral: 0.69314718
Exact solution of the integral: 0.69314718
Error for approximation: 1.95125338e-09.

The significant digit of the error is at the 9th decimal place.

The graphical figure for the area held between the curve produced tanx, the xaxis and the
straight line atx = 11/ 3.

YA

20 +

15 T

10+ /

0 6 nl/4 3 773

Fig. 2.6

Example 2.18 Compute the area bounded by curved surjaeé.n x, thex-axis and the straight line
at the poinik = e.

e
DI: JLn X dx
1
ES: 1.0
W: 0.02684815, K: 6, M: 64.
Estimated solution of the integral: 0.99999999
Exact solution of the integral: 1

Error for approximation: —1.3938905e-08.
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Here, in this case the integrand is a logarithmic function that is operated within the limiting bounds
[1, €. The approximation can be accepted.

The area of the curved surface has been measured within the limits and represented graphically:

YA

15 +

1.0 +

0.5

v
x

T

2 2.5 e

Fig. 2.7

Example 2.19 Find the area included between the graphs of the equatiendx andx? = 4y which
have two points of intersections whers X andx = 4.

The problem has the following plot for the estimations. Have a try to find out the corresponding data
for the approximations forming the equation for the program.

YA

v
x

Fig. 2.8
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2.3 Surfaces in 2-Dimensional Space

In the previous section we have solved the problems of areas of plane curves by simple integration. The
methods discussed in previous section can be applied directly with some adjustments for the determina-
tion of numerical approximation of double integrals.

Let us consider a bounded closed red®on the xyplane surrounded by the curvgs= ¢/, (X)
and y = ¢, (X) . The region of integratioR is bounded by the lines=a andx =B (8> a).

The considerations can be represented graphically as shown in Fig. 2.9.

YA y=¢,(x
P (0]
R
M ! N
y=4,(x)
: : > X
0 a B

Fig.2.9 Graphical representation of the double integral _” g(x,y) dx dy
R

The functionsy,(x) and ¢/,(x) are continuous everywhere on the closed intefgal3] and
¥,(X) = Y 4,(X). Inthis region the variabbehas a set of functional values that vary franto 3, while
the variable yaries fromy,(x) to ¢ ,(X) (for constank).

If the considerations are justifiable, then the above can be represented by expression

Yo(X) B
[Joxy dxay=" | ay] g xy ox
R P9 a
Wy(x) | B
| [jg(x,w dx] dy . (2.11)
Pi(x) La

and is called theéefinite double integrabf the functiong(x,y) over the regiorkR. The double integral
(2.11) is also known as the repeated integral.

The procedure for evaluating a definite double integral such as in (2.11) is to first integrate the inner
function with respect to the variabléakingy as a constant and then to integrate the obtained result with
respect to the variable The order of integration is immaterial provided certain conditions are fulfilled.

2 x3

X
Example 2.20 Evaluate the integra| dX J iy dy.
0 X
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Integrating first with respect to the varialylgives

2 X\/g 2
jdx [tan (y/x)] | = tan* ¢/3)- tan? 1”dx

0 0

2
=0.26179938« x |
0

= 0.26179938 x 2 = 0.5235987.
The domain of integration can be represented graphically as shown in Fig. 2.10.

Y

4.0+

\

30T

10T

: : : > x
0 0.5 1.0 15 2.0

Fig. 2.10

Example 2.21 Evaluate the double integr&l. Xz/y2 dx dy if the region of integratioR is bounded

by the linesy = x,y = 1k, x = 1 andx = 2. R

According to the formula (2.11) we can write
Y1) =UX P(Y=x%x a=1 B=2
Therefore, the definite double integral can now be formulated as

I =J.J‘x2/y2dxdy=j‘d I %/ ¢ d

1 1/ x

2
X2 [-YY) | dx= [ @Y x+ § dx
1/x 1

P — N R — N

(x3 - %) dx=(x4/4— x2/2)

B —_N

1
N

.25.
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The shaded area in the following graphical figure represents the region of inteBration

Y/
20+ y:y
15—+
1.0+
05T I_\y:1/x

0 1 2

Fig.2.11
1+ cox

Example 2.22 Computer the double mtegr%lsm X dx .[ Vv dy

By means of the relation (2.11) we have
Y,(x) =0, g,(x)=1+cosx,a =0, B=rm.
Here, the region of integration is shown in Fig. 2.12.
Y/
2.0
154

1.0

0.5 4

Fig. 2.12
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Hence, the definite double integral given
m 1+ cox
| = ”yz sinx dx dy=I dx[ I ysin x d}
R 0 0

n m
= 1/3J.sin X (1+ cosx § dx=-1/12(1+ cosx ' |
0

0

= —1/12 (-16) = 1.3333.

Now we start off with this type of integral by employing the composite Simpson’s formula with
respect to the variablesandy in the program namegRCS2DIM designed in C++ (Turbo) program-
ming language.

In section 2.4 some suggestions how to use the program with the necessary data have been given.
The number of functional evaluations required for the approximation is so large that the processing
takes much time to get at the final results. If we sédec8 for superscript, so that (total number of
divisions) becomes®2= 256. The number needed for functional operations is, in the case, 256 x 256 =
65536 = 2.

Let us follow some examples although the approximations are not so satisfactory as desired.
Example 2.23
01 15
DI: J‘dyJ‘,/xy2 dx
-01 13

ES: 0.00015775
Wx: 0.00078125, Wy: 0.00078125, K: 8, M: 256.

Estimated solution of the integral: 0.00015775
Exact solution of the integral: 0.00015775
Error for approximation: 2.226094e-09.
Example 2.24

1 3
Dl: dejcosnlz cogt/ 2 dx
-1 0

ES:-8/m°
Wx: 0.00585937, Wy: 0.00390625, K: 9, M: 512.

Estimated solution of the integral: —0.8105593
Exact solution of the integral: —0.81056947
Error for approximation: —1.01724714e-06.
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Example 2.25
05 05
DI: jdy Jsin(xy)/(1+ xy) dx
0 0
ES: 0.01406353
Wx: 0.00097656, Wy: 0.00097656, K: 9, M: 512.

Estimated solution of the integral: 0.01401245
Exact solution of the integral: 0.01406353
Error for approximation: 5.10811269e-05.
Example 2.26

0.1 01
DI: dejey‘x dx
0 0

ES: 0.01000830
Wx: 0.00019531, Wy: 0.00019531, K: 9, M: 512.

Estimated solution of the integral: 0.01000638
Exact solution of the integral: 0.01000830
Error for approximation: 1.9172e-06.

2.4 Related Software for the Solution

| have considered in this chapter the approximating integrals of one-dimensional and two-dimensional
functions. Surface areas enclosed by plane curves or by segments of curves have been determined also
by considering the integrals within the extent of integration.

The subject matter has been extended to the surfaces in 2-dimensional space (Double integral)
discussing the cases with the help of graphical representation of the figures.

In section 2.1 some of the techniques for the approximation have been mentioned. But the mostly
acclaimed Simpson’s extended method can be preferred as general method provided that the integrand
function g(x) is sufficiently smooth.

In other words, it produces accurate approximations if the fung{ndoes not oscillate in a
subinterval of the domain of integration. After all, the application of the rule stated in equation (2.5) of
section 2.1 is very easy.

The Computer programs used to approximate the definite integrals have been designed in program-
ming language: C++ (Turbo).

The programg2CSINTG implements the extended Simpson’s rule and is used to determine the
approximations for the problems of definite integrals considered in section 2.1.

The prograng2CSAREA evaluates the areas of surfaces when the functional relation is of the form

B
Jqo(x) dxinvolving a single variablg.

a
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The prograng2CS2DIM is made use of determining the approximations for double integrals discussed
in section 2.3.

The detailed description of each program can be found when one uses the floppy disc prepared and
supplied for the purpose.
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Systems of Simultaneous Equations

3.1 Preliminary Concepts

Generally the systems of equations are the analytic representations of physical problems. The system of
equations of some order is the common occurrence in connection with mechanical, dynamical and
astronomical problems. The mathematical model of the mechanical problem dealing with small vibra-
tions or small derivations is of immense importance in the context of simultaneous system of equations.

Simultaneous system is a dependent system of equations. In short, simultaneous means combined.
In order to make it free from the state of being dependent, we have to study the system eliminating the
variables from the equations that represent quantitative properties. When the equations in the system
have possessed all linear properties, it is the simplest to study.

allxl + alZXZ o +a1mxm = bl

aZle +a22X2 o +a'2mxm= b2

ax +a X +..+a X =b

m: mm m m’

It is evident that the number of the variabtgs,, ..., x  being carried by each equation is the same
as the number of equations being considered.

In this case it is presumably assured that there exists a unique solution. Our concern here is to find
the solution ofn simultaneous linear equationsnmunknowns.

For determining the solution of linear equations the most elementary method introd&adsisy
can be applied. It is based on the principles of eliminating the variglsesc, ..., x from the selected
equations with proper manipulation leaving at least one equation in the final stage that contains only one
variable.

By substituting the value of the admitted variable in other reduced equation containing two variables
we determine the value of the next unknown variable. We continue the procedure until the values for all
the variables are known.

Let us illustrate an example.
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Example 3.1 Consider a set of 4 equations denoting by

X— X—2X+4 =3 (a)
X 23X+ X, — X =-2 (b)
32— x+ x =1 (©)
X &2 +3X+2X%=0. (d)

First of all we consider the equation (a) to eliminate the unknown vaxigioten the equations (b),
(c) and (d) accomplishing the operatiobs-(2a) — b, (c—3) - cand @ — %) - d.
As a result of that we get a new system of equations with (a) remaining unchanged

X — X+ 4, =3 (a)
X, % 5 -1k, =-8 (b)
X, % 5,—11x=-8 (©)
X, 313, — 1&, = -15. (d)

For the sake of convenience the new system has been marked with the same labels. Now we
consider the equation (b) to eliminate the unknewfrom (c) and (d) applying the operationsi (5
3b) - cand €-b) - d.

Accepting the equation (a) unaltered the resulting system takes the form as represented

LXK =2+ & =3 (@)
X, 55 — 10k, = -8 (b)
50x, — 6, = 51 (c)

x=0. (d)

Finally we get at another new system of equations that has been represented in reduced form. If we
use at this stage the process of backward substitution for the solution of the unknown variables we
obtain from the equation (c) taking into account from (d)

X, =0, Xg=(-51+ 60x Q/50= - 51 56 - .102
Accordingly, the equation (b) yields
X, =[-8~ 5x(-5150]/ 5= - 20 56- - 058

and (a) yields
x, = 3 — 29/50 — 51/25 = 19/50 = 0.38.
Hence, the solution of the system becomes
(x/x/xJx,) = (0.38/-0.58/-1.02/0)

In the treatment of a number of simultaneous equations we have not faced any formal difficulties in
connection with algebraic processes as the above example shows. But the considerable effort involved
at each step in writing down the varialsgsx,, x, andx, throughout and in manipulating the unknowns
imply that we need a developed method to deal with them in a simple way.

On this ground matrix representation has been introduced to carry out the complicated calculations
in a simple manner. A linear system is often represented by matrix form that contains all the properties
of the system.
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3.2 Matrix Relationship
A matrix is a rectangular array of numbers, usually real, arranged in rows and columns. A system of
linear equations i unknowns has the general form
a‘llxl + a12)(2 + a13X3 t +a1qxq = bl
a21)(1 + a22)(2 + a23)(3 t +a2q q = b2

. . (3.1
aX tax,tax +..+ax =b.
The relation (3.1) can be conveniently written as
q
Y aax=bok=1,2 ..p. . (32)
1=1

In matrix representation the equation (3.2) takes the compact form

Ax=b ... (3.3)
where the coefficientsa] | form a matrixA defined by as follows:

all a12 'l an

_ _ azl a22 'l am
A=lag]=| = o .. (3.4)

Ay Ay - Apg

The matrixA in (3.4) hag rows andy columns. It is customary to writd,is of order px q (read
asp by g) matrix. In brief,Ais p x g matrix. The k, |) refers to arentry of a that is located at the
intersection of thé&th row and theth column of the matribA. Whenp = g, that means, the number of
rows equals to the number of columns, the makrig said to be aquare matrixof orderp.

The 1 xp matrixA = [a,, &, ... & ] is known asp-dimensional row vector argix 1 matrix

is known agp-dimensional column vector.

Accordingly, the unknowns, (I =1, 2, ...,q) and the constants (k= 1, 2, ... ,p) are both column
vectors as shown

X = and b = . ... (8.5
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The equation (3.1), so far introduced, can now be written in matrix form arranging in proper order

a1 A . Ay l||X b,
Ay Ay .. Ay || X| _|b 3.6)
8p1 Qp2 Qpq[Xa| |Pp

that suggests that tlgex g matrix A is combined with the ¢ 1 column matrix and the combination
is equal to the x 1 column matrixb as has been shown in compact form (3.3).

3.2.1 Matrix Product

The multiplication of two matrices of orderp x n andB of ordemn x qis a resulting matrix of order
p % q, the entries of which are given by

Cu = Zakmbn‘]_ .. (3.7)
m=1

=kpb11 + akz b21 . +akn bnI

for k=1,2,...pand1=1, 2, ...q.

The matrix product can be defined only whba number of columns of A equals the number of
rows of B.

Under this condition it can be declared that the matricesdB are conformable for the product
AB.

Let us consider the product of two arbitrary matrideendB, in whichA (p x q) is conformable
with B (q % r).

a; @y .. ag||by by .. b Ci1 Co - G

8y Ay . Az ||by by ... by Cy Cy ... Cy
AB=|a3 a3 ... Ag|[|by by .. byi=|cy Cp oo Cg .
8y Ay o g [P Pz o By ] [Cp Cp o Cpr

Now, the coefficient:32 can be found as shown
Caz = a31blz + a32b22 toot a3qbq2'

Example 3.2
4 5 -1 1 -2 1
A=|-5 0 6| B=2 1 3|.
1 3 5 3 -1 2

We want to show that the product exists. When we mulfigby B we obtain
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4+10-3 -8+5+1 4 15 2 |11 -2 17

AB=|-5+0+18 10+ 0- 6 — 5 O 12=(13 4 7|.

1+6+15 -2+ 3-5 1 9 10/ (22 -4 20

It is to be noted here that even the prodidistis defined, it need not be equal to the prodBt
Hence, if we multiplyB by A we get

1 -2 1|4 5 -1 (15 8 -8
BA=|2 1 3||-5 0 6|=|6 19 19,
3 -1 2|/|1 3 5 19 21 1

The product holds true, buAB # BA when we compare the results of multiplication. A square
matrix A has the same number of rows as the columns that has already been defined.
For example,

83, A8y azz ag ... (3.8)

is a square matrix of order 4.

Now we can define diagonal matrixwhen the entries or elementsfobther than those down the
leadingor principal diagonal are zero. In other words, a diagonal méatiiin this case a square matrix
of order 4 with off diagonal elements being zero and is represented by

a;, 0 0 0
0 a, 0 0O
0 0 ag O
0 0 0 ay

Theidentity matrix of order 4 is a diagonal matrix of order 4, in which all the diagonal entries equal
to 1 and all other off-diagonal entries equal to 0.

Hence

D=

o O O -
o O+ O
o r O O
= O O O

The elements (g of a square matriR of orderp are known asuperdiagonalvhenk < 1 and the
elements withk > 1 are known as subdiagon&Vhenk = 1, the elements are diagonally placed.

In a word, a square matriconsists of superdiagonal, diagonal and subdiagonal entries. From the
relation (3.8) we see that

the entries a, , a,,, a,,, a,, are diagonal whenk = 1,
the entries a,, a,,, &, &, a,, a,, are superdiagonal whdn< 1 and

the entries a,, a,, a,,, a,,, 3,,, 3,, are subdiagonal whek> 1.
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An upper-triangularmatrix U is formed when all the subdiagonal entries of the coefficient nfatrix
are zero. On the other hand, when all the superdiagonal entries of theAatizxero we get a matrix
calledlower-triangular, denoted by..

3.2.2 Nonsingular Matrix: Inverse Matrix

A square matridA of orderp is nonsingular or invertible, if the following property holds

AAT = ATA =
provided that thénverse MatrixA™ exists. A square matrix whose determinant vanishes is known as
singular matrix. We will show the validity of this property just mentioned later in section 3.2.3.

The determinant of a matrix is defined as a single number obtained from the elements of a square
matrix of some order.

Example 3.3
111
A=|1 2 3
2 4 8
is a matrix of order 3.
Now the determinant detA-|A|-12 3—1 1 3+1 12
L R 7 R | M 2 4
=12x8-4x3)-1(1x8-2x3)+1(1x4-2x2)
=4-2+0=2.

Hence, the determinant of the mattixf order 3 is found to be a number, other than 0. Because of
the property that dei does not vanish, we can conclude that the matisnonsingular.

I need not be concerned here to discussing the elementary properties of determinants for the evalu-
ation. In these circumstances | confine myself to conversing some main points that we need for the
purpose regarding determinant.

A minor of a particular elements, in the coefficient matrix As defined as the value of the
determinant4| obtained by deleting theh row and th column of the matriXA. The cofactorof the
elementa, is defined by the relation

A, = (-1F'm, ... (3.9)
wherem, is the minor of the elemeay. Considering the 4th order coefficient matrix presented by the
relation (3.8) the cofactors can be found as shown

Ay Q3 Ay

Ay = (—1)1+1n11 =M =|83 daz3 Ay

Qg 43 Ay

Q1 Qyz Ay

—_ (_1)l+ 2 - _ -la a a
A, = m, =—-Mm, 31 A3z Ay
Q1 Q3 Ay

and soon ....
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The cofactors play an important role for solving the system of linear equations by matrix methods
Example 3.4 Let us consider a matrix of 3rd order

1 2 3
A=|2 5 2|.
3 15

Here the determinant of the matfbbecomesi| = —24 which implies that the matrix is nonsingular.
Now, the minors of the elements of the matrix appear to be

m, = 23, m, = 4, m,= -13
m,=7, m,=-4m,=-5
m, = -11, my, = _4'”%3 =1

With these admitted values we can construct a matrix of the minors:

23 4 -1
7 -4 -5
-11 -4 1

The cofactors can be determined by means of (3.9) and have been represented by
A,=23, A,=4, A,=-13
A21=_7’ A§2=_4’ A23=5
%1 =-11, A32 =4, A&s =1

Now the cofactors are arranged in a matrix form that is a matrix of 3rd order

23 -4 -1
Cof(A)=| -7 -4 5
11 4 1

3.2.3 Matrix Transposition

The transposeof a matrixA of orderp x g is a matrix Aof order gx p, that is obtained by simply
interchanging row and columns. Recalling the relation in (3.6) for the coefficient mMatexcan write
again

a.ll a.12 ) an
a.21 a22 ) a
A= A1,
81 App 8pq
Now the transpose of Becomes
dy ayx an
dp Ay a2

A= .. (3.10)
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The adjoint of A is defined as the transpose of CAj.(Considering the values of the cofactors
found at the end of the section 3.2.2 a matrix can be formed following the definition which is the adjoint
of A.

Hence,

As | have mentioned earlier in section 3.2.2 that the inverse of matax be defined only if the
square matriA is nonsingular. That means, def|A|) does not vanish. Under these circumstances we
can derive an important relation that reads

23 -7 -1
Adj(A)=| -4 -4 4
-13 5 1
_ 23 -7 -1
P G ) PR
|A| 24 .. (3.11)
-13 5 1

It is easy to show, now, that the following relation is valid.
Hence,
AAT = ATA = .. (3.12)
wherel is the identity matrix.

A square matriA is calledsymmetridf the transpose oA is equal tadA, i.e.,A' = A. Otherwise, it
is known askew-symmetriavhen the relatiod\' = -A holds.

The following relations in connection with the transpose of a matrix are sometimes useful.
() (A) =A
(B) (AB) =BA" [the reverse order is to be noted]

(y) (A= (AY?, provided thaf is nonsingular and the inverse matrix éxists.

Let us consider two matricédsandB. The matrixA is a square matrix of order 3 and the ma®ix
is order 3 x 2 as represented by the expressions
1 2 3 3 -1
A=|2 5 2|, B=|2
0
Relation(a)
Evidently the transpose of the matfxbecomes

Hence, operating on the transposed matrix again we obtain the original matrix as shown
123 [123
(AY!'=|2 5 1| =|2 5 2|=A
3 25 315
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Relation ()
1 2 3|1[3 -1' [7 35
(AB!'=|2 5 2||2 6| =|16 44
3 1 5/|0 8 11 43
[7 16 11
|35 44 43
Similarly,
Bt_'s 2 0
|-1 6 8§
i} 12 3
N BtAt_320251_71611
ow, 16 8 35 44 43’
- 325

Hence, the relationAB)! = B'A' holds true.

Relation(y)

We have already found out the elements of the inverse matrix. Recalling the expression presented by
the relation (3.11) we have

. 23 -7 -1

Al=-—1-4 -4 4
24

-13 5 1

Evidently, the transpose of the inverse matrix

23 -4 -1
(A™H! =-1l7 4 s
24
-11 4 1
We want to determine now the inverse of the transposed rAattiat is,
(At)_1=C_1,
where
12 3
c=|2 5 1|=A.
3 25

Now, detC = |C| = —24. The matrix of the minors becomes
23 7 -1
4 -4 -4
-13 -5 1
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The matrix of the cofactors yields

23 7 -1
CofC)=| 4 -4 4
-13 -5 1
Now by definition we have
23 -4 -1
Adj (C) =[COf(O]'=| -7 -4 5
-11 4 1
_ 23 -4 -1
Therefore, cr=AO 1) 7 4 5 =(AH™?
[® 24
-11 4 1

Thus, the relatiory , that reads,A™)' = (A) holds true.

3.3 Systems of Linear Equations

We suppose a setpfinear equations associated withnknown variablex;, x,, ..., x that is expressed
in the form

a X tax+..+tgx = b1

X taX t ... +ax =b, .. (3.13)
a X, tax+..+ax =b

where the coefficient,, 1< k< p and1< 1< p and the right-hand constartig 1<k < p are
selected.

The problem, now, is to determine the values of the unknowris< k < p, which satisfy the
system ofp linear equations represented by the relation (3.15). The system of linear equations can be
written in a compact and practical form as

p
Zaklxl =b, k=12, ..p
i=1

In matrix representation we have a more convenient form

Ax=b .. (3.14)
&1 Ay - A X1 b,

where A= Ay Ay ... Ay = Xy and b = b,
8p1 8p2 8pp Xp by

Ais called thep x p coefficient matrix and as well ad is the column matrix. Numerous methods
to compute the system of linear equations are available. Some of them can be directly applied to solve
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the system. The problems of simultaneous linear equations have been extensively practised with the
application of well-developed matrix methods.

3.3.1 Gauss Elimination

For the systematic determination of the solution to a system of linear equations the method of Gauss can
be introduced. It is the most elementary method by which the solution of simultaneous linear equations
can be obtained by the successive elimination of the unknown variables from different equations. On
that ground it is calle@Gaussian elimination

We have already generalised this method in section 3.1 considering a specific example. Actually
speaking, in Gauss’s method a sequence of well-arranged operations has been performed to transform
the given system of linear equations to an equivalent system of equations that can be readily solved.

Let us consider the set of linear equation presented by equation (3.15) again
a X tax+..+gx =b
a,X, tax+..+ax =b ... (3.15)

aX tax+ .+ax = bp.
As we have mentioned before that the method of Gaussian elimination eliminates the unknown
variablesx,, x,, ..., X, in succession, one at a time until we get at an equivalent triangular system.

First of all we consider the coefficieat, called the pivot element of the first equation, ghetal
equation assuminga,; # 0. If a, = 0, we try to find am,, that is not equal to zero gk1) and select the
kth equation as the pivotal equation interchanging the firskémbws.

Now we admit the multipliem =a /a,, (k= 2, 3, ...,p) which can change the original system to
a simplified one. Multiplying the pivotal equationimy, and subtracting it from the originkth equation
leads to eliminate the coefficient ffrom thekth equation.

Following the principle and selecting fer= 2, 3, ...,p yields a system of equations
allxl + a12)(2 Tt a1pxp = bl
gx, + ... ta X =b, ... (3.16)

ax,+..+ta x =b
Now, we subtracin,, = a /a,, times the second equation from &tle equations in (3.16k = 3, 4,
..., p to eliminate the coefficient of, in each of these rows, provided thgfis nonzero. Continuing

with this procedure performing the operations we get the derived systems of equations ame after (
steps the new triangular system is formed:

X HaK .. X =b,
ax,+ .. a,x =h .. (3.17)

axt .. +ta, X, =h

pp)ef) = bp

with the nonzeraliagonalelements.
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For solving this triangular system (3.17) we apply the backward substitution principle. According
to this principle we select at first the last equation as it contains one unknown and solvVEHen the
(p— 1)st equation has been treated for the var@qland so on. In this manner we determine the values
for the unknowns.

To demonstrate the Gaussian elimination process let us consider a specific example.
Example 3.5 Solve the linear system
X =7+ 22— x =10
X+ - X+ x =4
5K, + 2, — X, + 2%, =9
X — X +5% - =7.
The multiplier is, in this case, 3/1 = 3. As the pivot elemgptz 0, we select the first equation as

pivotal equation.

We multiply the pivotal equation by 3 and subtract it from the second to eliminate the coefficient
in the new second equation. The elimination process is continued using the appropriate multipliers that
eliminatex, from the 3rd and 4th equations.

As a result of that we obtain an equivalent reduced system of equations as follows:

1_X7Xz+ 2(3_ X4=10

X265 X, — X, =26 ... (3.18)
X3¥ 13X, — 7x, = 41
13 x+ x,=13

which corresponds to the system of equations (3.16).

Now we consider the second equation in system (3.18) as pivotal equation and eliminate the unknown
X, from the third and fourth equations using the proper multiplier to obtain

LXK, + X, — % =10
—X2% ®—- X, =26
—R,641.08% = —2.52
#,643.0&, = 0.52.

Finally we get a linear system of equations in triangular form when we elinipttm the last
equations. —4.64/2.64 is the multiplier in this case.

LXK X — % =10

X2 K, - &, =26
2:64, + 1.08% = -2.52
x1-48.91.

To solve this triangular system we apply the principle of backward substitution, so that we can
determine the variabbg = 3.31 from the last equation.

Substituting the value,xn the last but one, that means, in the third equation we find another
unknownx, = 2.31.

In this manner we obtaix, = -0.92 x, = 2.25.
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Hence, the solution of the system xg/x,/X;/ X, = 2.25-092 231 33that satisfy the given
system of linear equations.

By pivoting strategy the method used in this section to solve the system of linear equations needs
many calculations in each step which we have experienced so far. Now we try to determine the values
for the unknown variables by means of our computational technique that can certainly perform the large
number of arithmetic computations in well throughout range of time.

The prograng3GAUELI implements the computational technique for the solution of the system of
linear equations. As usual, the program designed in C++ (Turbo) programming language is applied to
determine the unknown variables involved in the linear equations. A short review of this program has
been given in section 3.4.

Example 3.6 Solve the system by Pivoting method

2 %+ %=1
X BX, + 2 =2
=X A= =D

Pertaining to computational technique we represent the system in a convenient form given in rela-
tion (3.14), that means,

AX =D,
2 -2 1 X, 1
where A=12 2 2| x=|X| and b=|2
-2 4 -1 X3 5

Let the program run.

Selecting, first of all, the order of the matAxthat is, in this case, 3 we proceed by entering the
values for each coefficient with proper mathematical sign rowwise as needed for the input.

For example, fora , putting 2, fora , putting -2, ..., folb, putting 1, etc. we follow the execution
of the program. Finally we get the results accepting only five significant places of accuracy in any
computation.

The Linear System of order 3:
2 -2 1 X 1
2 2 2|=|x|=|2
-2 4 -1 |X5 5
yields the values for the Unknowns:= 4,x, = 2 andx, = -5.
Example 3.7 Solve the 4 x 4 linear system using Gaussian elimination
X 53X - X =11
X 2 +4,+x =1
%3 X, — X, + 5 =2
X, 62, +3X,=09.
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The coefficient matrix Aan be deduced from the system

5 3 -10
2 0 4 1
A=
-3 3 -3 5
0O 6 -2 3
and the column matrik becomes

11

1
b= )

-2

9

The performance of the computing technique leads to the final resulting system that reads the
Linear System of order 4

5 3 -1 0|[x] [11
2 0 4 1x| |1
-3 3 -3 5|[xs| |-2
0 6 -2 3||[x| |9

yields the values for the Unknowns;/ X,/ X3/ X, =10/20'¢—- 1Q

Example 3.8 Consider the most simple system with 2 unknowns

3, +3X,=6
2x, + 4, = 8.
In matrix notation it can be written as

3 3|[x|_|6
2 4||x| |8]
The program used for the purpose of Gaussian elimination will produce the following results:

The Linear System of order 2
3 3|[x|_|6
2 4||x,| |8

yields the values for the Unknowns:= 0 andx, = 2.

3.3.2 Cramer’s Rule

It is a very simple, but well-known method for computation of the system of linear equations. Accord-
ing to some technicians of mathematics the Cramer’s rule is generally only of theoretical interest as it is
fundamentally based on the evaluations of determinants.

The process of evaluating determinants is sometimes cumbersome because of the long-winded
shape of the system involving many unknowns. Cramer’sqaiiebe used for the direct computation of
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the solution just as in the case of Gauss elimination in which the exact results of the system can be
obtained after a finite number of steps.

The basic idea of this rule for computing the compact matrix form presented by (3.14)
Ax = b,
is to find the unknownx, for 1< k < p by evaluating the determinants. Each unknown can be expressed
as the quotient
X, = detA/detA ... (3.19)

where detA is the determinant of the coefficient matdxand 4 is the matrix with the tk column
replaced by the right side column matbix

The familiar relation (3.19) for Cramer’s rule cannot be applied when the rAagigingular, i.e.,
detA = 0. The rule fails to operate also, when the number of unknowns is not equal to the number of
equations.

Example 3.9 Solve the system using Cramer’s rule

X 52+ %=0
L, — X, = 1
X, 22X, — 7%, = 2.

The system can be written in matrix representatiodxas b that means

5 2 17[x] [0
17 -3||x|=|1
2 2 -7||xs| |2

where the coefficient matri& is of order 3.

The system should have a unigue solution when the condition is fulfilled, that means, thématrix
is nonsingular. In other words, the determinant of the matrix is nonzero, that we want to show, first of
all.

-3

7
det A=5
Now, ‘2 _7

-2

1 -3 1 7
2 -7 2 2
=5x43+2x1-1x12
=-215+2—-12 =-225.
The determinant of the matrjé(l becomes

02 1
detA, =|1 7 -3
2 2 -7
7 -3 |1 -3 |17
=0 -2 +1
2 =71 T2 7] 7|2 2

=0+2x1-1x12=-10.
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Similarly,
50 1 520
detA, =|1 1 -3/=-5anddetA;=|1 7 1 =60
2 2 -7 2 2 2

Hence, from the relation (3.19) we obtain the unknowns

X, = detA /detA = 2/45,
X, = detA/detA = 1/45,
X, = det A/ldet A= —4/15.
The Cramer’s rule in contrast to the method of elimination by Gauss is less significant because of

many more steps to be performed in terms of simple determinants. To determine the solution for the
systemAx = b of nth order we need tha ¢+ 1) determinants to evaluate.

The prograng3CRALIS is used to solve the system of linear equations by the method of Cramer’s
rule.
Example 3.10 We consider the system
L+ 2, =17
L X, + X, =16
X 2 X, +4x, =13
We see that the order of the matrix is 3. Inputting the number 3 we follow the program directions by

inserting the coefficients or elements of the matrix for determination of the determinants. The following
picture will be obtained after the program execution:

Computer Solution of the System following Cramer’s rule
The Linear System of order 3.
1 3 2||x 17
1 2 3||x|=|16
2 -1 4)|xg 13
yields the values for the Unknowns:= 4.0, x = 3.0 andk, = 2.0.
Example 3.11 Solve the set of linear equations
X & X+2X+ X=6
X, 66X, +6x,+ 1% = 36
X &3 +3X- X=-1
X 22— x+ X = 10.

4

The coefficient matriXA can be obtained from the system

21 2 1

6 -6 6 12
A=

4 3 3 -3

2 2 -1 1
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and the column matrik becomes

10

Evidently, the order of the coefficient matrix is 4. For the evaluation of the determinants we need all
numerical values from the coefficient matrix and the values from the right side with proper mathemati-
cal signs. By entering the numerals we obtain the values for the unknowns by means of the program.

The Linear System of order 4:

1 2 1[x] [s
-6 6 12/[x,| |36

3 3 -3|x| |-1
2 -1 1||x,| |10

N A ON

yields the values for the Unknowns:= 2.0,x, = 1.0,x, = —1.0 anck, = 3.0 which satisfy the set of
linear equations.

3.3.3 Matrix Inversion

Earlier in this chapter we discussed on the necessity of matrix for the solution of linear systems of
equations. In the study of matrix relationship in section 3.2 we have introduced all the fundamental
properties of matrix that we need for the study of linear systems of equations. One of the important
properties is thenatrix inversion that we want to apply here for the determination of the unknown
variables involved in the system. The matrix inversion method is also a direct method.

Let us consider again the linear system of equations presented by the relation

allxl +a12X2+ et a1pxp= bl
a21)(1 +a22X2+ et aprp= b2

+ + + =
a X, tax +..+ax bp

It is to be supposed here that a systemlofear equations involving unknownsx;, x,, ..., X has
been concerned. The left-hand members of the system, soalatieehtscan be separated and arranged
in a square array, so that we can write these in a convenient form that is catleefficeent matrixas
shown

11 ap ayp

Ay axp a
A= 2,

Ap1 Ap2 App

whereA is a square matrix of order Similarly, the unknowns can be set up ip a1 column matrix
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and the members on the right-hand side can be pup in & column matrix

by
b,

by

Thus the convenient matrix forAx = b has been originated from the relation (3.14) which can be

written as
x=A"D ... (3.20)

The relation (3.20) is a matrix representation by which we can find a solution of the system,
provided that the matri& is nonsingular, that means, the determina#tisfa nonzero number abds
a nonzero matrix.

The method to find the inverse of matAxi.e., At was demonstrated earlier in section 3.2.2. To
recapitulate this we have given a brief outline here.

Theminor of any elemeng, in the coefficient matriX is the value of the determinant that can be
obtained by deleting thieh row and th column of the matrix.

Thecofactorof the elemend,, is simply determined from the relation

Ay = (1fm,

m,, being the minor of the elemesay.

By means of the predefined values of the cofactors we can define the adfoihtibfs actually the
transpose of CofA), a matrix formed by the cofactors as follows:

A A o Ap
cor (my=| 2 P P
Apl Apz App
and
A Ay o Ay
aar(m=| 2 P A feor (a)])
Ap Ap - Ap

The inverse of the matriX is finally defined by the relation
Al = Adj (A)/det A
Thus, we solve the system of equations (3.15) using the relation (3.20) that will yield the values of
the unknowns.
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Example 3.12 Using the method of inversion solve the system

X+ 2+3=1
26— 3 + 4 = -1
33X, + 4x, + 6X, = 2.

Writing the system of equations in matrix notation yields

1 2 3||x 1
Ax=|2 -3 4||x,|=|-1|=h.
3 4 6||x 2
The coefficient matriXAis, at this stage, the main operating field that is the first concern here. Evidently,

the determinant of the matriXis detA = 17.
As described the minors of the elements in the matrix have been found

-34 0 17
0 -3 -2
17 -2 -7

and the cofactors of the matrix becomes

34 0 17
Cof (A)=| 0 -3 2.
17 2 -7

By taking the transpose of Cok)Ywe obtain the adjoint &% by means of which the inverse of the
matrix A can be found.

-34 0 17

Al=117{ 0 -3 2

17 2 -7

Now, considering the relation (3.20) for the solution of the given system of linear equations stating
x = Alb,
we get

X -34 0 17||1
X, |=1/17) 0 -3 2||-1
X3 17 2 -7|| 2

which after evaluation we find the unknowns.
x, =0, x,=0.41176 andx, = 0.05882.
For computations of the system of linear equations by the method of matrix inversion the program
g3MATINV is directly used. The determination of the unknown variables involved in the system will be
followed by entering the coefficients of the matrix and the constant valubs for
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Example 3.13 The system of equations
o, + X, + 1.56¢, = 34.1
X, + 19.8x + 2.15% = 46.2
1.56¢ + 2.1%, + 2.2, = 9.39.
Here, the order of the coefficient matrix is 3. Therefore, the computation needs a number 3 for the
Order to be entered, so that the execution of the program succeeds in accomplishing the desired 3rd

order inversion of the matrix. Finally we obtain Computer Solution of the linear system of order 3 by
Matrix Inversion.

The Linear System of order 3:
6 9 156|| X 34.1
9 198 215|x,|=|462
156 215 223| X, 9.39

yields the values for the Unknowns:= 6.83,x, = —0.79 anc, = 0.189.
Example 3.14 Solve the system of equations

554x]1 281.9%, — 34.24x= 273.02
—281:0% 226.81x+  38.1x= —63.965
—38:04 38.k, + 80.221x = 34.717.

Here, the order of the coefficient matrix is 3. Hence, we need a number 3 for the order, so that the
execution of the program succeeds in accomplishing the desired 3rd order inversion of the matrix. As a
result of that we obtain for the linear system of order 3

55411 -28191 - 3424 x; 27302
-28191 22681  381||x,|=|-6396
-3824 381 8022} X5 34.717
yields the values for the Unknowng:= 0.92083x, = 0.78654 and, = 0.45224.
Example 3.15
X 23X +4+ x, =1
X, + 2, +x=0
X 23X+ X=X =2
1_@(2_ X = X4=3'

The coefficient matriXA can be obtained from the system

2 3 4 1

1 2 0 1
A= .

2 3 1 -1

1 -2 -1 -1
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Evidently, the order of the coefficient matrix is 4. For the evaluation of the inverse matrix we need
all the numerical values from the coefficient matrix with proper mathematical signs. By entering the
numerals we obtain the values for the unknowns by means of the program.

Computer Solution of the System by Matrix inversion for the linear system of order 4

2 3 4 1][x] [1

1 2 0 1{|%]|_|0
2 3 1 -1{x| |2
1 -2 -1 -1|x,| |3

yields the values for the Unknowns;/x,/ X;/ X, = 15-05 Q@' 05vhich satisfy the set of linear
equations.

3.3.4 LU-Decomposition

In the study of Gaussian elimination in section 3.3.1 we solved the system of linear equations directly by
reducing the system to a triangular form. In this section the coefficient rAdieag been factorised into
a product of matrices that we can manipulate easily. The product is symbolised by
A=LxU .. (3.21)

wherel is the lower triangular matrix and is the upper triangular matrix that we already defined in
section 3.2.1.

The LU-Factorisation or decomposition can be performed, subject to the condition that the matrix
A is nonsingular.

Hence, the matriXA can now be factorised into

&1 A - Ay s 0 o o 011 up e U
a. a ... a [ [ O .. 0|J]|]l0 12 0 ... u

A= 21 22 2p — 21 22 2p = LU.
Ap Apy - App IFi I,2 I B e [ /O O 0 0 1

By means of the known coefficients of the matixve determine the elements of the matrices
andU. Considering the related equation (3.14) which states

Ax=Dh
we can write now on the basis of the relation (3.21)
LUx=b .. (3.22)

that will be solved in two stages. Substitutlig =Z in equation (3.22) wher2is a column matrix as
shown next

we obtain a new equatidrZ = b that yields the value of, z, ..., z by the method of forward
substitution.
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Finally, we consider equatiddx =Z and by means of the determined valueZ ofe obtain the
unknownsx,, x,, ..., X, by the method of backward substitution.

Example 3.16 Solve the system by the factorisation method
X2 X+ x=-1
X 33+ K =0
X, 83, + 5¢, = 4.

The coefficient matriXA can be factorised into the product

3 3 9=[ly 1, O0[[0 1 uyl.
3 3 5 [ly I 15|00 0 1

... (3.23)

With the help of matrix product we find
l,=21,=3,1,=92,1,=31,=9/2,1,=-4,
and
S -1/2,u,=1/2,u,, = 5/3.
Hence, the equation (3.23) can be rewritten with the values just found

2 -11 2 0 O0lf1 -v2 ¥2
A=|13 3 9/=|3 9/2 0||0 1 §Y3=LU
3 3 5 3 9/2 -4|0 O 1

Now, selecting an equatidtZ = b, whereZ is a 3 x 1 column matrix, yields

2 0 0}z -1
3 92 0}|z|=|0
3 9/2 -4||z| |4
that provides the determined values#grz, andz,.
Therefore 5 |=| V3|
23 _1

Now on account of the relatidiix = Z we obtain for the solution to linear system.

1 -2 12[x] [-VU2
0 1 53|x|=|VU3|

Solving the matrix equation yields /x,/ X3 = L0/ 20/~ 10.

For computing the system of linear equations by the method of LU-decomposition the program
g3MLUFAC is used.
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Example 3.17 Solve the system
X, 3 X — X =7
X, 4 12X, + 6x, = -4
X+ X%t A= 4
Here the order of the matrix is 3.

According to the program instructions we enter the values for the coefficient matrix draftier
having mentioned the order of the matrix. For convenience, we write down

3 4 -1|x 7
4 12 6| X% -4
-1 1 4||xg 4
from which we obtain the values for the unknowns.
The Linear System of order 3

3 4 -1[x] [7
4 12 6||x,|=|-4
-1 1 4||x| |4

yields the values for the Unknowns:= 23,x, = -13 and, = 10.
Example 3.18 Compute the system
6.1x + 2.X% + 1., =16.55
4.4¢ +11.&, - 3.0k, = 21.10
1.2 - 1% + 7. =16.80

Evidently, the order of the coefficient matrix is 3. Following the related instructions of the program
we obtain the computerised values for the unknowns as shown

The Linear System of order 3

61 22 17[x] [1655
44 11 -3||x,|=|2110
12 -15 7.2|xs| |1680

yields the values for the Unknowns:= 1.5, x = 2.0 andk, = 2.5.
Example 3.19 Compute the 2nd order system

0.000%, + 1.566, = 1.569
0.345& — 2.436x = 1.018.

For the system of linear equations we have the following picture as solution.
The Linear System of order 2

0.0003 1566][x ]| [1569
03454 -2436|x,| |1018
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yields the values for the Unknownsg:= 10.0 andc, = 1.0.
Example 3.20 Solve the system
L XX, +¥,=4
X & X=X+ x=1
X3 X, - X+ X =-3
X+ 2+ 3K - X=4

The coefficient matriXA can be obtained from the system

1 1 0 3
2 1 -1 1
A= .
3 -1 -1 2
-1 2 3 -1

Here we deal with a coefficient matrix of 4th order. By the method of factorisation we get the linear
system of order 4

1 1 0 3[x] [4
2 1 -1 1||x]| |1
3 -1 -1 2||xs| |-3
-1 2 3 -1|x| |4

that yields the values for the Unknowms= —-1.0,x, = 2.0,x, = 0 andx, = 1.0 which satisfy the set of
linear equations.

3.4 Related Software for the Solution

In this chapter we have directed our attention towards direct methods for solving the system of linear
equations. A linear system as described in the beginning of this chapter is a combimatézuafions
in m unknowns expressed in matrix notationfas= b.

The linear system in matrix representatdx = b provides a unique solution when the inverse
matrix A exists. The main condition for the existence of the inverse matrix is that the determinant of
the matrixA is not equal to zero, i.eA# 0.

Gaussian eliminatiohas been introduced for the determination of the solution to a system of linear
equations using pivoting technique. The pivoting strategy enables us to transform the system of equa-
tions into a triangular system that can be easily solved. The pre@@EL| implements the compu-
tational technique for the solution of the system.

Cramer’s rule the most fundamental method for direct computation of the solution, has been
applied using the techniques of determinants. The prog8&RALIS is thought for solving the system
by the method of Cramer’s rule discussed in section 3.3.2.

The method oMatrix Inversion that | have described earlier in this section, is used to compute the
system of equations when the system is represented in matriAfornio. The solution of the linear
system becomes= A, if we can find out the inverse matri;t. The software for the matrix opera-
tions and the direct solution of the system is based on the pre@edATINV.
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The method.U-factorisationor LU-decomposition can be applied to the linear system in view of
the condition that the coefficient matéxs nonsingular. Considering that the matriga be factorised
into the product of matrices, symbolisedAy L x U, wherelL is the lower triangular matrix and ig
the upper triangular matrix with 1s on the diagonal. The prog&vit UFAC implements the factorisation
method.

Some mathematical problems have been provided in Chapter 10 for further study. A Floppy disc

(3.5 inch/1.44 MB) containing the required programs will be supplied for working out the selected
mathematical models.



A

First Order Initial-Value Problems

4.1 Preliminary Concepts

As it is known to us from our commonplace practice that the selection for method of solving a differ-
ential equation depends on the order and the degree of the differential equation to be solved. Based on
that ground we want to introduce the definitions of order and degree of an equation. The order of a
differential equation is the same as the order of the highest derivative the equation contains. The degree
of a differential equation is the power to which the highest derivative is raised when the differential
equation is brought into conformity with a rational form.

Let us now elaborate the formal statements with some examples.

1. dy/dx= X x+ y/( x ¥
yy' +(y)* -2yy =0
(y)?-rx?-sx=t

e(1 +x) dx = (xe —ye) dy
X 0t/ox + dt/dy =0

6. 9°x/dp?+ 0%x/dq? = 0.

S A

The equations 1, 4 and 5 are of first order and first degree; equation 3 is of first order, but second
degree; the equations 2 and 6 are of second order and first degree.

The differential equation having partial differentials with two or more independent variables is known
aspartial differential equation.

We consider in this chapter only the differential equations that are ordinary and first order. There are
many types of ordinary differential equations which can be classified according to their forms. | think,
it is worthwhile now to review at this stage some of the standard forms of differential equations of the
first order.

A. An equation expressed in the form .. (4.0

P(x) dx + Q(y) dy = 0
is a first order differential equation that is easily separable when it is written in the form

dy/dx=-R3/ QY.
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P(x) denotes a function afonly andQ(y) is a function ofy only. The equation (4.1) is a represen-
tation in differential form.

Example 4.1 cogx dy + sirk cogy dx = 0.
The equation can be written in another form
1/cogy dy + si/cog x dx =0

or seéy dy + secx tanx dx = 0

which on integrating both sides we q.aecx tarx dx + I sety dy= c¢isthe constant of integration.

The parametet is a so-called guide factor.
The general solution is se&ct tany = c.
After rearranging we can write tan= c — 1/cosx or y(x) = tar! (c —1/cosx).

B. The equation of the forrR(x, y) dx + Q(x, y) dy = 0 .. (4.2)

is a first order differential equation that can be reduced to a simplified form applying the method of
substitution.

HereP(x, y) is a combined function ofand y The choice of introducing a new specification for the
dependent variable reduces the function to another form that is solvable.
Example4.2 xy dy — (X+y?) dx= 0.

The equation can be written dy/ dx=( ¥+ ¥)/ xy

The proper setting with another variable

y = ux

transforms the above equation to another femho/dx = 14

On due arrangement and integration we obtaix Eru%2 + ¢
that can be written explicitly foy: y? = (Ln X2 —2c) X2 as general solution.
C. A differential equatiorP(x, y) dx + Q(x, y) dy=0

can be termed axact provided that, there exists a functiox,}( that makes the equation exact. So
we can write

dl (x, y) = P(x, y) dx + Q(X, y) dy. .. (4.3)
The condition for exactnes®/dy = dQ/ dx is satisfied only if the first order partial derivatives of

the continuous functionB(x, y) andQ(x, y) are continuous on some rectangular system ofxhg (
plane.

Example 4.3 Dy/dx=(&cosy+ 3 X ) (&siny)
In differential form we write € cosy + 3) dx —* siny dy = 0.
Applying the conditions for exactness we obtain

dPldy = - €'siny

and AQIdx =-€'siny
which fulfil the conditions in this case.
Recalling the original equation and rearranging we get
3x2 dx +d (e cosy) = 0
which on integration yields
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y = cos'[(c —x¥)/e
as general solution.

D. Let us consider a linear differential equation
Dy/dx + M(X)y = N(X). .. (4.9)

On account of the fact tha{/dx(ye{ de) = dy deaMdX + My ede

=" [ay ax+ M3 §

the expressioruaI M is called arintegrating factor(l.F.) of the equation (4.4).

The integrating factor is very effective in transforming an equation to a simplified form that can be
readily solvable.

The linearity is based on the principle that the differential equation is of the first degree in the
unknown functiory and its derivativey'. In this sense the functioM(x) andN(x) are always integrable.

Now we consider a problem of linear differential equation that is nonhomogeneous. When the right
side of the equation (4.4), i.e., the functd{x) is equal 0, the differential equation is homogeneous.

Example 4.4 Solvedy/dx —y cosx + cosx = 0. ... (4.5)

Here, I.LF.=e

Multiplying the equation (4.5) by the factor yields
e dy/dx -y "X cosx = —cosx e,

=sin X

SInX — —jcosx e dx+ c= e+ ¢

On integrating we obtaiy e

In other words it can be expressedyas1 +c € as general solution.

There is another method of solving the nonhomogeneous linear equation that iVarélgoh of
Parameters The method of Variation of Parameters can be used to solve all the differential equations
that ardinear.

According to the method we determine at first the general solution of the associated homogeneous
linear equation that involves the constant fact@onsidering the parameteat this point as a function
of x we try to find a solution of the nonhomogeneous equation (4.5).
Example 4.5 Recalling the linear equation in (4.5) we have

y'— ycosx+ cosx= O.

The homogeneous from yields — y cosx = 0.
On integrating we obtain the general solution of the homogeneous equation

y =c, e, ... (4.6)
Let us now consider, asa function of xaccording to the principle of Variation of Parameters.
Substitutingc, = a (X) and differentiating we get

y' = a' (x) ™ + a (X) cosx e,
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Now, the given nonhomogeneous equation can be written by putting the determined walue of
and Y’

a' (X) ™ + a (x) cosx e —a (xX) cosx e + cosx = 0

that givesa' (x) "™ = —cosx.

By means of integration we gat(x) =c + e,

Hence, from the relation (4.6) the general solution of the given equation is

y= (C + e—sinx) éinx =1 +c¢ esinx.
E. There are some differential equations which are not directly belonged to the linear form as they
explicitly appear. One classic type in generalised (indirect) linear form as represented by
Dy/dx + M(X)y = N(X)y" .. 4.7

is due toBernoulli. The value of the parameterin this case, is different from 0 and 1. The equation
(4.7) can be transformed to a normal (direct) linear form on appropriate setting of the dependent
variabley.

In the generalised (4.7) if we set 0, we achieve a linear nonhomogeneous equation. The equation
reduces to a linear homogeneous form whenin

In order to get a reduced linear form we divide the equatigh thyoughout and set=y*", where
uis a new variable.

Example 4.6 xdy+ydx=x%°dx
The equation may be written dgdx + y/x = x3f
which is a Bernoulli equation with= 6.
In order to approach the linearity we divide both sides of the equatigh by
The equation now becomes
y 8 dy/dx + 1kyS =x? ... (4.8)
As proposed, setting the new variahléor y», i.e.u =y,
yields on differentiation
duwdx = -5y dy/dx.
On substituting these values in equation (4.8) we obtain a new linear equation
dudx — Bu/x = —5¢.
This is a lineanonhomogeneoudifferential equation im that can be solved with the help of the
integrating factor that reads

NP LLL YN

The solution to the last equation is

u=5¢/2 +cX.
Hence, the general solution of the equation is
y° =52 +cx
or y = 1/(5¢/2 + cx0)s,
F. The differential equation
Dy/dx = M(x) + N(X)y + P(x) y? ... (4.9

is known aRiccati equation.
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The functionaM, N andP are functions ok or may be constants.
Fundamentally, the equation was first considered by J. Bernoulli whose concepts had been further
developed.
The equation (4.9) can be transformed to a Bernoulli equation with the substitution
y=y,(x) + 1 ... (4.10)
when the functiory,(x) is a particular solution that satisfies the original equation (4.9). Now, without
loss of generality we can write

(M + Ny, + PY) -1/ du dx= dy dx 2/ 4 du dx

Differentiating (4.10) we have
dy/dx = dy,/dx — 147 du/dx
that is equal to
M+ N (y, + 1) + P (y, + L)%
Hence, equating both sides we obtain a new equation in
dudx+ (N+ 2Py)u = -P.
This is a linear nonhomogeneous form that can be solved easily as described before.

N +2Py)d
Here, LE. = o (V2P

Multiplying by the I.F. we get a solution in

N +2Py)d N + 2Py,) d
ue[( 2P X=C—J‘Pe[( AWy

The substitution of the value afin the setting foy yields the general value gfthat satisfies the
equation (4.9).
Example4.7 Solvedy/dx = 1 Xy —y? ... (4.11)

This is a Riccati form wherl(x) = 1,N(X) = -, P(x) = —1.

Now we assume an appropriate settingyfby putting

y =1k

and take as particular solution when it satisfies the equation (4.11).

Therefore, we can substitute

y=1k+ 1l

that converts the original equation (4.11)in

This substitution transforms to

dy/dx = —1&% =17 du/dx = 1 —x (L/x + 1/U) — (1K + 1i)?
Rearranging and equating we obtain
dudx=u(x+2K) + 1

or udx—x+ 2Kk u=1
which is a linear nonhomogeneous equation, integrating factor of which becomes

| E =e—J.(x+2/x)dx=1/X2e_X2/2.

Finally, the solution of the equation is
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u/x2eX’2= c+ j( e¥'2/ )%) dx .. (4.12)

Expandinge‘xz’2 by means of power series yields

eX/2=1-2/2+ x*/ 8- X8/ 48+ ... (considering only 4 terms).

Dividing by x2 throughout and integrating we obtain

j(e‘lez/x)=j(x'2—1/2+ /8- X/49 = - x1- 2+ X/24- X240

The equation (4.12) can be written thehx2 €% /2= C— 1/ x— A2+ R/ 24— R/ 240
Converting iny and rearranging yields

XI(xy-1) = €/?[CR~ x= RI2+ X24- ¥ 24,

4.2 Methods for Solution

Let us assume a functional differential relat®ix, y,y' ) = 0
which can be written in explicit form

Yy =f(xy) ... (4.13)

A general solution of an ordinary differential equation of the kind (4.13) can be represented by
another functional relation

y=y(x C)
that we have already experienced earlier in our examples. Here the patamseterarbitrary constant,
so-called guiding factor, also mentioned earlier. The fagtanvolved in the general solution plays an
important role. The number of constant factors that is furnished with the general solution, by hypothesis,
equal to the order of the differential equation.

By imposing some conditions, called timitial Conditions, on the variables

y (X) =Y, ... (4.14)

wherex andy, are the starting values, we can evaluate the f&tororder to achieve the particular
solution of the equation. The differential equation (4.13) together with the initial conditions (4.14) is
known as the first-orddnitial Value Problem(IVP).

The present chapter has the concern only with the first-order initial value problems of different
types. Many of the numerical methods for the approximation of the solution to initial value problems
had been proposed and some of them had been accepted as standard methods because of precision and
accuracy. | want to outline some of the standards next. For readers having great interest on the development
of the standard methods, | wish to request them to consult the textbooks mentioned in the reference.

Euler’s Improved Method

The Euler’'s formula for the approximation is represented by the equation

Yme1 = Ym * WL F( X Yd + FOXt W oy w (% YRI/2 ... (4.15)
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wherey is them-th approximation ak = x ; f(x , y ) is the functional relation at thne-th approxima-
tion,m=0, 1, 2, ..., anav is the width.

In order to approximate a differential equation let us use the modified formula.
Example 4.8 dy/dx = —y?

We accept the initial conditions fgr = 1.0 when x= 0 bounded on [0, 2].
Here we can formulate the problem

f(x , y) = -2x y5 wherem=0, 1, 2, ..., 9.
We calculatev = (2 — 0)/10 = 0.2 ang = 0,y, = 1.0
The first approximation results from the equation (wiren 0)

Yi= Yo+t WLT(x, Yo + T+ w pt w il x Wl/2

Now, f(x, ¥,) = =2 % 0 x (1.0)= 0 (putting the values of andy)
fix, +w, y, +wfx,y,)) =-2x02x(1.0+02x0r-04
Hence y=1+0.2[0-0.4]/2 =0.96

Similarly, the second approximation yields (whar 1)
Yo = Yo+ WEf(x, ) + f(x+ w oy w g Y)l/2
=096+ 02[-0.36864— 062838 2= 0.86029.
Proceeding in this manner the other approximations of the differential equation can be found out
easily. The exact solution of the differential equation is obtained as
y(x) = 1/(1 +x3).
imposing the initial conditions on the general solution.

The difference between the results of the actual values obtained from exact solution and the
approximate values obtained from (4.15) yields the ERROR at each step. This is the simplest method
and is not so useful in the field of practical numerical analysis.

Picard’s Method

Itis a process of successive approximations. The successive approximdtpase determined from
the formula

X

Y1 (0= Yo+ [ 1% yn(3) dx .. (4.16)
Xo
wherem=0, 1, 2, ... .

The second term on the right side is a simple integral that can be determined by the process of
integration. For each approximation we need the determined (approximate) wakexeof time. The
method can be employed to find out the approximations of the differential equation using the same initial
conditions as taken before.

As the first approximation we have

0.2
=1+ [[-2xx(10?] &= 096
0
The other approximate values fpcan be obtained as usual.
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Heun’s Method
The approximation process can be performed applying the formula

Ymer = Ym+ WL F( X Y +3 (Xt 2W3 ypt 2w I %, YN/3]/4 ... (4.17)
wherem=0, 1, 2, ...N—1 and\ = number of divisions. The approximation is qualitatively better than

that of Euler’s.

Milne’s Method

The formula according to Milne reads

Ym+1 = Ym-3 ¥ 4WM2 (X0, Y) = F( %15 Y1) 2 f( X 25 Ym 2)]/3 ... (4.18)
wherem=0, 1, 2, ...N — 1 andN = number of equal parts.

Simpson’s Method

For approximation Simpson has proposed the following equation

Yme1 = Ymor F W F(Xpe 10 Yme D 4 F( X Y+ f( X1y Ymd)]/3 .. (4.19)
wherem=0, 1, 2, ...N — 1. The formulas of Milne and Simpson are reasonably acceptable.

Adams-Moulton Method

The formula for Adams-Moulton Method reads

Ymer = Ym+t WO F (X1, Yind) #19 F( Xy Yl =5 f( Xy, Vo) +5 f( Xips Yap)l/3
.. (4.20)
wherem=2, 3, ....n—1.

Because of the fact thain+ 1)th approximation foy depends partly on the functional relatién,, v, ..),
it is known as afmplicit method. Simpson’s method is similarly an implicit method.

Example4.9 Returning to the initial value problem considered by Euler’'s medytutk = 2x (1 +Y)
with the initial conditions fory, = 0 whenx, = 0, we accept the auxiliary conditions= 0.1 and
m=2,3,..09
The implicit equation in (4.20) from Adams-Moulton takes the reduced form wher2 x =
wxnn=0,1,2, ..
Y3 = Yo+ 049 x 25 (1+ y) + 19%x 2% (1+ y) — 5¢ 24 ( 1+ y) + 2¢( ¥ y)J24
Y, + 01(54y;+ 76y, — y + 120/ 24.
Rearranging we obtain an equation explicitlyyor
y, = 1.055%, — 4.262%y, + 0.0511

that can be solved by using the method of backward difference formula. As a matter of fact this
technique is termed &sedictor-Correctormethod because of the prediction of an approximation made
by the explicit method and the implicit method corrects the prediction.
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Method Due to Runge-Kutta

The classical mathematical technique form C. Runge for approximating the solution to initial value
problems was later developed by W. Kutta, both being German applied mathematicians. The main
mathematical achievement in applying the method involves the function evaluations of the
functional G.

Each estimation d& is the result of certain mathematical operations.

The algebraically developed technique of evaluation for the formula needs many more calculations
leading to a simple representation that states

Yor =Y, T (Gl +2G2 + 2G3 + G4)/6 ... (4.21)
where m=0,1,2,..n-1,
and Gl =wf (Xm’ ym)

, SWF (x +w/2,y +Gl1/2)
L SWF (X +wW/2,y +G2/2)
JEWE(y +w,y +G,).
Evident from the equation in (4.21) that the approximation requires in each case four function

evaluations. In other words, we consider the functional rel&toy) four times for a single integration
process. In view of this consideration the method due to Runge-Kutta is called a fourth-order method.

Example 4.10 We recall the initial-value probleay/dx = 2x(1 +y) with x, = 0,y, = 0,w = 0.1 and
m=0,1,2,..,09.
G=wf(x,y)=01x0=0
G,=wf(x,+wW2,y,+G1/2) =0.1x2x0.1/2x(1+0+0)=0.01
G=wf(x, +W/2,x +G2/2) =0.1 x 2x0.1/2 x (1 + 0 + 0.01/2) = 0.01005
G=wf(x,+w,y,+G)=0.1x2x0.1x(1+0+0.01005) = 0.020201.

Hence, by inserting thé-values in (4.21) we have the first approximation
when m=20
y=0.01005016
Whenm = 1 we obtain the following numerical values €@r
01x2x0.1x(1+0.1)=0.022

G,=0.1x2x(0.1+0.1/2) x (1 +0.1+0.02/2) = 0.03333
G,=0.1x2x(0.1+0.1/2) x (1 +0.1 + 0.3333/2) = 0.0334999
G,=0.1x2x(0.1+0.1) x (1+0.1+0.0334999) = 0.04533999.

Hence, for the second approximation we have
y, = 0.01005016 + 0.03349996 = 0.04355012.

The other approximate value fprcan be determined by calculating the corresponGinvglues.
The error estimate is then ascertained by comparing the numerical values of the actual results obtained
from the particular solution

y(x=e -1

imposing the corresponding step size,
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We have considered so far the most standard method far solution to the initial-value problems by
mathematical procedures on theoretical basis. Now we try to attack the differential equations consider-
ing this an appropriate numerical method that should run on a computer program.

The approximate values obtained by employing the fourth-order Runge-Kutta method to the initial-
value problems are reasonably acceptable assuming a carefully suggested computational width.

The Runge-Kutta method is a more efficient method that can be used for approximating the solution
of ordinary differential equation. In the next following sections it is shown that the computational
achievement of this method is so profound that it is not unreasonable to use the method. It is very
friendly to a computer program, too.

Separation of Variables

| have already introduced this particular form of differential equation in section (4.1) defining as standard
form Aand have obtained the theoretical result containing the constant of integratteencomputational
achievement in finding the practical solutions with the help of initial conditions needs a real software, a
program.

The prograng4|VPIDE used to approximate the solution of initial value problems of the type, when
the variables are separated. This program has been employed, also for the approximations of other
different problems that are considered in other sections of this chapter.

The program instructions have been designed by the programming language C++ (Turbo) using the
classical Runge-Kutta method described in previous section and the complete program has been executed
on any MS-DOS operating system (version 6.0) furnished with an appropriate Turbo C++ (version 3.0)
compiler from BORLAND International.

Example 4.11
DE: dy/dx — y/tan x = cot x
PS: y(x) =sinx-1
C++: dy [sin(x)] = dx [1 + y) x cos(X)]

IC: = y(0.5235987) = -0.5 Sts: 0.01 (176 = 0.5235987

Here, DE = Differential EquationsPS = Particular Solution, C++ = Computer Equation,
IC = Initial Conditions andts = Step size.

The initial value problem yields the following results.
The Computer Solution of the IVP of order 1:

x-value Approx. value Exact value Error
y (0.53359878): -0.49136489 -0.49136489 -5.31010e-10
y (0.54359878): -0.48278064 -0.48278064 -5.43717e-10
y (0.55359878): -0.47424812 -0.47424812 -5.56266e-10
y (0.56359878): -0.46576817 -0.46576817 -5.68660e-10
y (0.57359878): -0.45734164 -0.45734164 -5.80907e-10
y (0.58359878): -0.44896938 -0.44896938 -5.93005e-10
y (0.59359878): -0.44065222 -0.44065222 -6.04958e-10
y (0.60359878): -0.43239099 -0.43239099 -6.16768e-10
y (0.61359878): -0.42418653 -0.42418653 -6.28440e-10
y (0.62359878): -0.41603964 -0.41603964 -6.39973e-10
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Now, if we throw a glance at the results, we get a general conception of the initial value problem in
this example that is represented here by the numerical values with 8 digits after decimal. In this case, for
the corresponding incrementsyofhe exact values and the approximate values are the same.

The table provides the exact valuey ¢fiat have been simultaneously determined by the program
in order to compare the results readily. The equation for the particular sqR8pis used for the
actual values. The errors caused by the approximate solutions are also tabulated.

The graphical figure that can be drawn with the aid of numerical data from the exact solution and
can be compared with the graphical representation of the approximations. The comparison has no degree
of variation in this case. The errors that arise from the approximate values have also been displayed.

The amount of error in the first case in equal to —5.3101e-10. In floating-point decimal conversion
it can be expressed as —0.00000000053101 that indicates the first significant digit at the 10th place after
decimal. In view of that we can conclude that the approximate solution for the initial value problem is
correct to 9 places after decimal.

For the sake of convenience, | have confined myself to exhibiting only the first ten values of
approximations. If you wish to have more from the development of approximation process, you are
recommended to increase the valuemin the program. In the present casehas been given the
value 10.

Evaluation by Use of Substitutions

This form of differential equation has already been introduced in section (4.1) characterising as standard
form B. The same program has been applied to approximate the solution of initial value problem of the
form, when the variables are separable by the method of substitution. The program in C++ that you want
to retain in a storage device, is provided in Floppy disc.

Example 4.12

DE: Dy/dx + 1 = (x + y)/2
PS: y(x) = &2 - x

C++ [2]dy =[x +y-2)dx
IC: =y(0) =1 Sts: 0.01

The Computer Solution of the IVP of Order 1

x-value Approx. value Extact value Error
y (0.01): 0.99501252 0.99501252 2.60902e-14
y (0.02): 0.99005017 0.99005017 5.24025e-14
y (0.03): 0.98511306 0.98511306 7.90479%e-14
y (0.04): 0.98020134 0.98020134 1.05915e-13
y (0.05): 0.97531512 0.97531512 1.33005e-13
y (0.06): 0.97045453 0.97045453 1.60427e-13
y (0.07): 0.96561917 0.96561917 1.88072e-13
y (0.08): 0.96081077 0.96081077 2.16049e-13
y (0.09): 0.95602786 0.95602786 2.44249e-13
y (0.10): 0.95127110 0.95127110 2.72671e-13
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The significant digit of the error starts up at 14th decimal position and ends in 13th decimal position.
The field of errors confines to the range [2.60902e—-14, 2.72671e—13]. The approximations are correct
to within this domain.

4.3 Exact Equations

This particular form of differential equation has been defined in section (4.1) and classified as standard
form C. The condition for exactness has been defined mentioning the criteria for the differential equa-
tion being exact.

Let us start with a differential equation

P(xy) dx + Q(x, y) dy =0 ... (4.22)
If we assume a functiog(x,y) such that
dglox= P and y2dg/loy=Q ... (4.23)
then we can write the equation (4.22) in the form
0g/ox dx+0goydy=0 ... (4.24)

than can be written in compact foihg = 0.
So the equation (4.22) can be termed asxatt differential equation

Now turning the case around and assuming that the relation (4.22) is exact we can take a function
g(x, y) that satisfies the equations in (4.23). Taking partial derivatives of the fug€tion yields

9%g/0ydax = 0% g/ d xdy ... (4.25)
that gives finally
oP/0y=0Q/0x% ... (4.26)
is a necessary condition for exactness. The condition is satisfied only if the first order partial derivatives

of the continuous functiorB(x, y) andQ(x, y) are continuous on some rectangular system ofxtiie (
plane.

The prograng4|VP1DE used to approximate the solution of initial value problems of the type,
when the forms are exact. The program has been written in computer language C++ using the Runge-
Kutta method described earlier in this Chapter and the execution of this program has been performed on
any MS-DOS operating system furnished with an appropriate C++ (version 3.0) compiler.

Example 4.13
DE: x¥ Ln x dy/dx + yx1 =0
PS: =y(x) = Ln 2/Ln x
CH++: [-pow(x,y) x log(x)] dy = [y x pow[x,y — 1]dx
IC: y(2) = 1; Sts: 0.01

Theinitial value problem(IVP) is in this case the differential equati@t) together with the initial
conditions(IC).

Rearranging the differential equation in differential form for the input of Computer equation, that
means, the coefficient aliy on the left side of the equation and the coefficiembadn the right, yields
a form, we call it C++ equation.

The program needs only the respective coefficientdyadnd dx for input as well as the initial
conditions for the execution of the program without concerning with the matter of exactness.

After successful completion of the program we obtain the following results in tabular form:
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x-value Approx. value Exact value Error

y (2.01): 0.99285590 0.99285590 6.44373e-13
y (2.02): 0.98584787 0.98584787 1.25011e-12
y (2.03): 0.97897195 0.97897195 1.81966e-12
y (2.04): 0.97222437 0.97222437 2.35523e-12
y (2.05): 0.96560150 0.96560150 2.85916e-12
y (2.06): 0.95909982 0.95909982 3.33344e-12
y (2.07): 0.95271597 0.95271597 3.77975e-12
y (2.08): 0.94644671 0.94644671 4.19997e-12
y (2.09): 0.94028889 0.94028889 4.59555e-12
y (2.10): 0.93423951 0.93423951 4.96814e-12

The significant digit of the error starts up at 13th decimal position and ends in 12th decimal position.
The field of errors confines to the range [6.44373e-13, 4.96814e-12].

We have admitted only ten values for the approximatiogcohsidering the corresponding incre-
ment (Sts) of the independent variable Now, if we throw a glance at the table we have a general
conception of the initial value problem in example 4.13 that is represented here by the numeric values.

For the sake of brevity we restrict ourselves to representing the numbers with 8 digits after decimal.

The table provides the exact valueg(@j that have been simultaneously determined by the program
in order to compare the results readily. The equation for the particular sqR8pis used for the
actual values. The errors caused by the approximate solutions are also tabulated.

The amount of error in the first case which reads 6.44373e-13 arises from the approximation due to
the value ok = 2.01. This value for error indicates that the first significant digit is at the 13th place after
decimal. In view of that we can have a conclusion that the approximate solution for the initial value
problem is correct to 12 places after decimal. Now, you can agree with the assertion that | make earlier
accepting the fourth-order Runge-Kutta method as accurate and reasonable.

Example 4.14
DE: dy/dx — 2 siny(x + 2 siny)/(x>+1 cosy) =0
PS: y(x) = sin![x? + 1)/(8 - 4x)]
C++ [x x x + 1) x cos (y)]dy =[2 x sin(y) X (x + 2 x sin (y))]dx

IC: y(1) = 0.5235987 (TU/6); Sts: 0.001

x-value Approx. value Exact value Error
y (1.01): 0.53533158 0.53533158 6.67642e-10
y (1.02): 0.54744837 0.54744837 7.42313e-10
y (1.03): 0.55996884 0.55996884 8.22592e-10
y (1.04): 0.57291433 0.57291433 9.08715e-10
y (1.05): 0.58630808 0.58630808 1.00085e-09
y (1.06): 0.60017541 0.60017541 1.09903e-09
y (1.07): 0.61454401 0.61454401 1.20313e-09
y (1.08): 0.62944431 0.62944431 1.31273e-09
y (1.09): 0.64490982 0.64490982 1.42697e-09
y (1.10): 0.66097764 0.66097764 1.54436e-09
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The amount of error in the first case which reads 6.67642e—10 arises from the approximation due
to the value ok = 1.01. This value for error indicates that the first significant digit is at the 10th place
after decimal. In view of that we are led to a conclusion that the approximate solution for the initial value
problem is correct to 9 places after decimal. Now, one can agree with the assertion that | make earlier
accepting the fourth-order Runge-Kutta method as accurate and reasonable.

Example 4.15
DE: e* siny dy/dx —e* cos y = 3x?
PS: y(x) = cos!(-x3/¢€%)
C++ dy[exp(x) x sin(y)] = dx [3 x x x x + exp(x) x cos (y)]
IC: y(0) = 1.5707963 (1W/2); Sts = 0.01

The approximations can be found out solving this problem by means of the Program with the field
of errors that confines to the range [1.77703e-09, 1.62240e—09].

Example 4.16

DE: Dy/dx - 2x(1 + \/(x2 - y))/\/(xz —y)=0
PS: y(x) = x2 - [5 - 3x?)/2]%3
C++ [sgrt(x x x —y)] dy = [2 x x x (1 + sqrt(x x x —y))] dx
IC: y(1) =0, Sts: 0.01
The amount of error in the first case which reads —2.59435e-10 arises from the approximation due
to the value ok = 1.01. This value for error indicates that the first significant digit is at the 10th place

after decimal. In view of that we conclude that the approximate solution for the initial value problem is
correct to 9 places after decimal.

4.4 Linear Equations

We discussed the linear differential equation as standard from D of section 4.1. To recapitulate the
matter, by a linear differential equation of the first order we mean an equation of the form

a(x) dy/dx + b(x) y = c¢(X)
wherea(x), b(x) andc(x) are functions ok which are continuous over some interval of values. of
Now we divide the equation B(x), provided thata(x) # 0, to obtain a linear standard form
dy/dx + M(X) y = N(X) ... (4.27)
whereM(X) = b(x)/a(x) andN(x) = c(x)/a(x) are also continuous.
The general linear differential equation of first order can be written now
dy/dx + M(X) y = N(X)
whereM(X) andN(x) are integrable functions.

Multiplying the given differential equation bi(x,y) = e[M(X)dX throughout gives

eJ.M(x)dxdy/ dx+ 4M(x)dx M )( V= I:)M(x)dx |(\|)X

and rearranging the left hand side in terms of exact form yields
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drax(d " y= N AV ... (4.28)
On integrating the relation (4.28) we obtain

ejlvldxyzj‘ Ne[lvldx+ ¢

or y= e_I e U N E[de+ % ... (4.29)

is the required solution for the equation (4.27).

d
The functionl(x, y) is an integrating factoand in this case it amounts GBEM .
We need not be worry about the complicated formula of (4.29). What we have to do is to multiply
by the integrating factor

eJ. Mdx

and integrate. In this section we consider only the linear differential equations of nonhomogeneous type,
that means, when the equation (4.27) contains a nonzero functistasfding alone.

Example 4.17 Solve ¢+ 1) Y' +y (2 +X) — 2 sinx = 0.
After rearrangement the nonhomogeneous equation can be written as
y'+ y(2 + X/(x+ 1) = 2sin ¥ (x+ 1)
where M= (2 +X)/(x + 1) andN = 2 sinx/(x + 1).

Now, | E = e[de _ e|.(x+2)/(x+1) dx= (X+ l) &

Multiplying the given differential equation by the factor throughout yields
(x+ 1y + (2 +x)ey = 2¢esinx
On integrating we obtain

ex(x+1)y=2jé(sinxdx+ C= &(sin x cos )+ C

or y(X + 1) = sinx — cosx + Ce*.

In this stage when | apply the initial conditions to this equa@aran be determined. Acceptip@)
= 2 as the initial conditions and applying we get the valu€ ftlnat amounts to 3. Hence, the particular
solution of the linear nonhomogeneous equation is

y(x) = (X + 1)7Ysinx — cosx + 3 €¥).

In order to determine the approximated solutions for the initial value problems of nonhomogeneous
character | employ the same prograéri VPIDE as before. The technique of the programs is based on
the fourth-order Runge-Kutta method. To some extent | have discussed on the method in section 4.2.
The Program file is saved to the Computer Disc that can be used for the purpose.

Example 4.18
DE: x dy/dx —y = x3 + 3x? - 2x
PS: y(x) = (x3 + 6x% — 4x Lnx — 5x)/2
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C++ [x] dy = [pow (x,3) + 3 x pow(x,2) — 2 x X + y] dx
IC: y(1) = 1; Sts: 0.01.

Earlier in section 4.3 the explanation for the abbreviations were made. What we need only are the
coefficients of the differentialdy and dxfor the input of the computer program together with the initial
conditions. The C++ equation provides the coefficients confined in brackets and the initial conditions
we can get froniC.

The successful program execution requires the correct and well-provided data to be inputted. In the
long run we obtain the computerised solutions for approximations along with the respective particular
solutions for comparison of the results in order to find out the errors for approximations of the initial
value problem.

x-value Approx. value Exact value Error
y (1.01): 1.03035083 1.03035083 9.81104e-12
y (1.02): 1.06140664 1.06140664 1.95346e-11
y (1.03): 1.09317237 1.09317237 2.91722e-11
y (1.04): 1.12565292 1.12565292 3.87252e-11
y (1.05): 1.15885316 1.15885316 4.81946e-11
y (1.06): 1.19277791 1.19277791 5.75815e-11
y (1.07): 1.22743199 1.22743199 6.68876e-11
y (1.08): 1.26282015 1.26282015 7.61140e-11
y (1.09): 1.29894712 1.29894712 8.52620e-11
y (1.10): 1.33581760 1.33581760 9.43332e-11

The significant digit of the error starts up at 12th decimal position and ends in 11th position. The
field of errors confines to the range [9.43332e-11, 9.81104e-12].

As we see from the table of values that for convenience we take an account of the selection of ten
approximations for the corresponding incrementg-wélues. It would be just as well if we restrict
ourselves to represent the value with 8 digits after decimal place.

Example 4.19

DE: x dy/dx = (Ln x + 2y)/Ln x
PS: y(x)=Lnx (2 Lnx-1)
C++ [x x Lnx) dy = (2 x y + log (x)] dx
IC: y(2.71828182) = 1; Sts: 0.01.

The Computer Solution of the IVP of Order 1

x-value Approx. value Exact value Error
y (2.72828182): 1.01104310 1.01104309 -9.40410e-09
y (2.73828182): 1.02209944 1.02209943 -9.47249e-09
y (2.74828182): 1.03316872 1.03316871 -9.54088e-09
y (2.75828182): 1.04425067 1.04425066 -9.60927e-09
y (2.76828182): 1.05534498 1.05534497 -9.67767e-09
y (2.77828182): 1.06645140 1.06645139 -9.74607e-09

(Contd)
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x-value Approx. value Exact value Error
y (2.78828182): 1.07756964 1.07756963 -9.81448e-09
y (2.79828182): 1.08869944 1.08869943 -9.88288e-09
y (2.80828182): 1.09984052 1.09984051 -9.95128e-09
y (2.81828182): 1.11099264 1.11099263 -1.00197e-09
Example 4.20

DE: (x2+ 1) Y —4xy = (x2 + 1)?
PS: y(x) = (1 + tan'x) (x> + 1)?

C++ [x x x+ 1]dy =[4 x x x y + pow(x X x + 1,2)] dx
IC: y(0) = 1; Sts: 0.01.

In this example the approximation in the first case is 1.01020168 for the step size 0.01 arises an
error term 1.15792e-11. The approximation can be well acceptable.

Example 4.21
DE: Dy/dx + y tan x = cos?x
PS: y(x) = cosx (1 + sinx)
C++ [1] dy = [cos (x) x cos (x) —y X tan (x)] dx
IC: y(0) = 1; Sts: 0.01.

In this example the first approximation 1.00994933 for an increment of 0.01 arises an error
8.36220e-13.

Example 4.22
DE: Dy/dx — 4y = —5e~
PS: y(x) = e~

C++ [exp (X)] dy = [4 x y X exp (X) — 5] dx
IC: y(0) = 1; Sts: 0.01.

4.5 Bernoulli's Equation

The technique for determining the solutions of the nonlinear equations in Bernoulli form has been dis-
cussed in standard forenof section 4.1. For convenience, let us recall here the equation (4.7)

dy/dx + P(X) y = Q(X) y" ... (4.30)
wheren # 0 and n # 1, are the conditions for special cases.
This is a first order differential equation, known as Bernoulli's equation, that can be solved by
reducing it to linear form by means of proper substitution.

If we put n= 0 in the generalised equation (4.30), we obtain a lineahomogeneousquation.
The equation reduces to a lindexmogeneoutorm whenn = 1.

Dividing the equation by" through in order to get a reduced linear form and satting'™", where
uis a new variable, we get another equation that can be readily solved.

Let us illustrate an example.
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Example 4.23 Solve the equatiorxy’ + y=2./(xy).

This is Bernoulli's equation with = 1/2.
Dividing both sides of the equation iy, as usual, we get
Xy2y" +yt2=2x12, .. (4.32)
Now settingu = y*? yields
u = 1/2y1/2 y'
and the equation (4.31) reduces to
u' + w(2x) = x2
that is, of course, a linear nonhomogeneous form.

R L L NS

In accordance with the linear system we multiply the equation by the I.F. and on integrating we
obtain

Here, the

ux”2=I1Ddx+ c= X+ C

Hence, the general solutionyrbecomes
xL/2 y1/2 =x+cC
or Xy= (X + 0>
At this point the initial conditions for the equation can be imposed for finding the vat,¢hef

constant factor. Consideriy0.5) = 4.5 as the arbitrary initial conditions and determining the value for
c we obtain the exact solution

y = (X + 1P/
The approximations for the initial value problems of Bernoulli type can be determined by means the
programg41VPIDE

Example 4.24

DE: dy/dx + xy = e y3

PS: y(x) = sqrt(1/(2 x pow(exp(x),2) x (2 — x))
C++: dy = [exp(x x x) x pow(y,3) —x x y] dx

IC: y(O) = 0.5; Sts: 0.01.

The Computer Solution of the IVP of Order 1

x-value Approx. value Exact value Error

y (0.01): 0.50122965 0.50122965 -4.18776e-13
y (0.02): 0.50241841 0.50241841 -8.43436e-13
y (0.03): 0.50356607 0.50356607 -1.27376e-12
y (0.04): 0.50467237 0.50467237 -1.70963e-12
y (0.05): 0.50573712 0.50573712 -2.15084e-12
y (0.06): 0.50676009 0.50676009 -2.59726e-12

(Contd)
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x-value Approx. value Exact value Error

y (0.07): 0.50774111 0.50774111 -3.04856e-12
y (0.08): 0.50867998 0.50867998 -3.50475e-12
y (0.09): 0.50957654 0.50957654 -3.96538e-12
y (0.10): 0.51043063 0.51043063 -4.43057e-12

The significant digit of the error starts up at 13th decimal position and ends in 12th decimal position.
The field of errors confines to the range [-4.18776e-13, —4.43057e—12]. The approximations are correct
to within this domain.

Example 4.25

DE: y? dy/dx + x? sin®x = y3 cos x/sin x
PS: y(x) = sinx (2.67835 - x3)1/3
C++: [y x y] dy = [pow(y, 3) X cos x/sin x —x X x x pow(sin (x),3)] dx
IC: y(1) = 1; Sts: 0.01.

The Computer Solution of the IVP of Order 1

x-value Approx. value Exact value Error

y (1.01): 1.00027765 1.00027762 -2.57027e-08
y (1.02): 1.00017820 1.00017817 -2.60664e-08
y (1.03): 0.99969066 0.99969063 -2.64404e-08
y (1.04): 0.99880338 0.99880335 -2.68254e-08
y (1.05): 0.99750394 0.99750391 -2.72222e-08
y (1.06): 0.99577910 0.99577908 -2.76316e-08
y (1.07): 0.99361470 0.99361467 -2.80543e-08
y (1.08): 0.99099550 0.99099547 -2.84913e-08
y (1.09): 0.98790514 0.98790511 -2.89433e-08
y (1.10): 0.98432592 0.98432589 -2.94112e-08

The significant digit of the error starts up at 8th decimal position and ends in 8th decimal position.
The field of errors confines to the range [-2.57027e—-08, —2.94112e-08]. The approximations are cor-

rect to within this domain.

Example 4.26

DE: 2x3 dy/dx —2x?y + y3 =0
PS: y(x) = x x (1 + log (x))'/?
C++ [2 x pow(x,3) dy =[y x (2 x x x x — y [y)] dx
IC: y(1) = 1; Sts: 0.01

The Computer Solution of the IVP of Order 1

x-value Approx. value Exact value Error
y (1.01): 1.00501227 1.00501227 9.72555e-13
y (1.02): 1.01004822 1.01004822 1.86806e-12

(Contd)
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x-value Approx. value Exact value Error

y (1.03): 1.01510659 1.01510659 2.69385e-12
y (1.04): 1.02018619 1.02018619 3.45635e-12
y (1.05): 1.02528593 1.02528593 4.16134e-12
y (1.06): 1.03040474 1.03040474 4.81393e-12
y (1.07): 1.03554164 1.03554164 5.41855e-12
y (1.08): 1.04069570 1.04069570 5.97966e-12
y (1.09): 1.04586603 1.04586603 6.50080e-12
y (1.10): 1.05105181 1.05105181 6.98508e-12

The significant digit of the error starts up at 13th decimal position and ends in 12th decimal position.
The field of errors confines to the range [6.98508e—12, 9.72555e-13].

Example 4.27
DE: x dy/dx = y(x? + 3 Lny)
PS: y(x) = o< (x - 1)

CH++ [x] dy =[y x (x x x x 3 x log (y)] dx
IC: y(1) = 1; Sts: 0.01.

The significant digit of the error starts up at 10th decimal position and ends in 9th decimal position.
The field of errors confines to the range [3.23107e—-09, 2.23220e-10].

4.6 Riccati Equation

Let us consider a first order linear differential equation as represented by

y' =M(X) + N(X) y ... (4.32)
and also the equation represented by the equation (4.9) mentioned in section 4.1
y' =M(X) + N(X) y + P(X) y? ... (4.33)

whereM(x), N(x) andP(x) are functions ok or may be constants.

If we make an observation of the two equations, we can deduce that the equation represented by
(4.33), known as Riccati Equation, is only a finite extension of the equation (4.32) developed in a natural
process.

A direct method cannot be applied to solve the Riccati equation. The general solution of the equation
can have the form

y(x) = y,(x) + ax)
wherey,(X) is a particular solution that can be found by inferenceadwryis the general solution of the
Bernoulli's equation

a’ —(N+ 2Py) a=Pa.
In section 4.1 of this chapter we have already considered the subject matter giving an example

which has simply shown how to solve the problem of Riccati type, Now, | apply the same program as
mentioned in section 4.5 for the approximations of the initial value problems of Riccati type.
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Example 4.28

DE: Dy/dx = 1 + y/x + (y/x)?
CE: dy =[1 + y/x + (y/x)?] dx
PS: y(x) = x tan (Lnx)

IC: y(1) = 0, Width: 0.01.

The Computer Solution of the IVP of Order 1

x-value Approx. value Exact value Error

y (1.01): 0.01005017 0.01005017 -2.01127e-12
y (1.02): 0.02020132 0.02020132 -3.92257e-12
y (1.03): 0.03045444 0.03045444 -5.73754e-12
y (1.04): 0.04081047 0.04081047 -7.45960e-12
y (1.05): 0.05127036 0.05127036 -9.09198e-12
y (1.06): 0.06183504 0.06183504 -1.06378e-11
y (1.07): 0.07250542 0.07250542 -1.20998e-11
y (1.08): 0.08328242 0.08328242 -1.34807e-11
y (1.09): 0.09416692 0.09416692 -1.47832e-11
y (1.10): 0.10515982 0.10515982 -1.60096e-11

The significant digit of the error starts up at 12th decimal position and ends in 11th decimal position.
The field of errors confines to the range [-1.60096e-11, —2.01127e-12]. The approximations are cor-
rect to within this domain.

Example 4.29

DE: x(1 = x3) dy/dx = x? + y — 2xy?
PS: y(x) = x2 + (x = x*)/(x* + 1)

CH+:[x x (1 —pow(x,3))]dy =[x x x + y -2 x x x y x y] dx
IC: y(-1) = O; Sts: 0.01.

The significant digit of the error starts up at 12th decimal position and ends in 11th decimal position.
The field of errors confines to the range [-1.42286e-11, —1.31512e-12].
Example 4.30

DE: Dy/dx = 1 + y/x + (y/x)?
PS: y(x) = x tan (Ln x)
C++:[1]dy =[1 +y/x +y x y/(x x x)] dx
IC: y(1) = O; Sts: 0.01.

The significant digit of the error starts up at 12th decimal position and ends in 11th decimal position.
The field of errors confines to the range [-1.60096e-11, —2.01127e-12].

4.7 System of Simultaneous Differential Equations

So far we have applied the numerical methods for approximating the solution of initial value problems
considering only One Single differential equation. But the system of simultaneous differential equations
of some order is the common occurrence in connection with mechanical, dynamical and astronomical
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problems. The physical problem dealing with small vibrations or small deviations are of great impor-
tance in relation to simultaneous system.

We make a reference to simultaneous system of differential equations, when several functions are
dependent on a single independent variable and upon each other. In short, simultaneous means com-
bined. As for example, a functional relation

dy/dx = g(x,y)
can be represented as
dy/dt = I(x,y) anddx/dt = m(x,y)
equivalent to a simultaneous system accepting the condition
g(xy) = 1(xy)/m(xy).

In other words, simultaneous system is a dependent system of equations. In order to make it free

from the state of being dependent, the condition, just mentioned, can be applied.

An nth-ordersystem of the first order initial value problems can be expressed generally in the form
dv/dt=g, (t, v, V,, ..., V)
dvjdt=g, (t, v, Vv, ..., V) ... (4.34)
dv/dt=g (t v, V, ..., V).

n

on an intervala < t < 8 with the initial conditions

vi(@) = Y1, V(@) =Y os @) =Y
The solution of the system of equations (4.34) can be defined as thendanofions

vy = y(t),
Vo = W5(t),
Vo = Wn(t)

that satisfies the system (4.34) together with the prescribed initial conditions.

The most simple class of the system is that containing only one independent variable and the other
two dependent variables. For the sake of convenience and simplicity, we confine ourselves through the
rest of this chapter to considering the system of only two differential equations which may be written in
the form

dxdt="f(x vy, 1)
dy/dt=g (x, y, t). ... (4.35)

In this system of equations (4.3%enotes the independent variaBlandy denoting the dependent

variables. The system of functions

x=F(t)

x=G (t) ... (4.36)
is the solution of the original system defined in (4.35). Because of the fact that the equations are linked
together, the system can be represented by a particular curve in Cartesian coordinate system, commonly
known as xyplane, being described by the path that moves in the plane and determines the phase of the
curve at any instant of time.
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Let us consider now a nonhomogeneous linear system of the form
dxdt=a x+a,y+g(t)
dy/dt=b, x + b,y + g,t). ... (4.37)
wherea,, a,, b, andb, are the given coefficients. The functioggt) andg,(t) are continuous on a

certain closed interval of theaxis. If these functions are not present in the equations, the system (4.37)
in reduced form as expressed below

dydt=a x+a,y
dydt=b x+b,y ... (4.38)
is known ashomogeneous

The method | want to describe now for the solution of linear homogeneous system is on the basis
of determining linearly independent solutions and can be obtained directly from the given system.

With the help of the exponential function we simply set

x=y ™
y=0é&m ... (4.39)
so that,
dx/ dt=y m &"
dy/ dt=6 m &" ... (4.40)

Substituting (4.39) and (4.40) in homogeneous system (4.38) yields
yme" =gy &+ 3o &
dmée"=hy &+ o &
Without loss of generality we can eliminat&throughout obtaining two new equationirand §
(a-my+ad5=0
by +(b,-md=0 ... (4.41)

In order to get nontrivial solutions we should find an auxiliary equation from (4.41) accepting the
determinant of the coefficients &f and § equal to zero.

a-m &
by b-m
or mt—@ +b)m+ @hb,—ab)=0.

Now

-

Assuming that the equation has two distinct real roots,ngagndm,, we have two series of
solutions that are linearly independent

)(:ylemlt and )(:yzerrht

and y:c‘ileprht and y:62em2t.
Hence, the general solution of the system (4.38) becomes



First Order Initial-Value Problems 73

x=CGy, " + Gy, &'

and y=Co, ¥ + GJ, &
Example 4.31 Solve the system
dxdt = 4x —y
dy/dt=2x +y.

Obviouslya, = 4,a, = -1,b, = 2 andb, = 1.
By adopting the same substitutions as in (4.39) for the system we proceed to solve the given set of
equations. The system (4.41) takes the form now
4-my-0=0
2y +(4-md=aQ
The auxiliary equation is nf-5m+6=0
or (m=3)M-2)=0.
Casel

Whenm = 3, we get from the above equatign= 9.

A simple nontrivial solution of this system js=1, o =1.
In this case the given system has the solutiere® and y= €.

Case 2
Whenm = 2, we obtainy = /2.

So, wheny =1, 4 =2 lead to the results = € andy = 26*.

Hence, the general solution of the given system in the example is
xCe*+Cet

and ¥ 2C et +Ce

At this stage when we introduce the initial conditions to the general solution of the system assuming
X(0) = 0 andy(0) = 1, we can find the value &f andC,.

The exact solution of the system, then, becomes

x= et ¢

and y=2e*-¢%,

The prograng4LINSYS has been constructed to approximate the solutions of initial value prob-

lems. For this purpose we have applied the same principles as in the case for the solutions of initial value
problems of ordinary differential equations.

Example 4.32

Sys: Dx—-x+2y=0,Dy+3x-2y =0
PS: x = exp(-t)[5 — 2 exp(bt)], y = exp(-t)[5 + 3 exp(bt)]
C++: dx =[x - 2y] dt
dy =[2y — 3x] dt
IC: x(0) = 3, y(0) = 8; Sts: 0.01
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The coefficients of the differentidt are considered only for the input of the computer program. In
C++, the system of equations provides the coefficients of the differehtiahfined in brackets. The
valuesof x, t andy at the initial stage that can be obtained frorwilCbe set for the initial conditions.

C++ Solution of the System &fE:

Step-up X-Approxim x-Actual y-Approxim y-Actual
0.01 2.86862762 2.86862762 8.07268149 8.07268149
0.02 2.73441923 2.73441923 8.15085456 8.15085457
0.03 2.59723397 2.59723396 8.23471821 8.23471822
0.04 2.45692546 2.45692545 8.32447980 8.32447981
0.05 2.31334162 2.31334161 8.42035538 8.42035540
0.06 2.16632438 2.16632437 8.52257010 8.52257012
0.07 2.01570949 2.01570947 8.63135851 8.63135854
0.08 1.86132622 1.86132620 8.74696500 8.74696502
0.09 1.70299712 1.70299710 8.86964414 8.86964417
0.10 1.54053772 1.54053769 8.99966115 8.99966118

The graphical figure drawn below represents the valugs arfidy-approximations (Fig. 4.1)

9 -_/////
8 Y-App.
74
61
54
44
3 X-App.
24
14
} } } } } } } } } }
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
Fig. 4.1
Example 4.33

Sys: Dx =4x + vy, Dy = 3x + 2y
PS: x(t) = exp(t)[exp(4t) — 2], y(t) = exp(t)[exp(4t) + 6]
C++: dx = [4x + y] dt
dy = [3x - 2y] dt
IC: x(0) = -1, y(0) = 7; Sts: 0.01.
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Step-up Xx-Approxim x-Actual y-Approxim y-Actual
0.01 -0.96882924 -0.96882924 7.11157210 7.11157210
0.02 -0.93523177 -0.93523176 7.22637895 7.22637896
0.03 -0.89907483 -0.89907483 7.34456144 7.34456145
0.04 -0.86021880 -0.86021879 7.46626739 7.46626740
0.05 -0.81851679 -0.81851678 7.59165198 7.59165199
0.06 -0.77381431 -0.77381429 7.72087807 7.72087809
0.07 -0.72594884 -0.72594881 7.85411661 7.85411664
0.08 -0.67474947 -0.67474944 7.99154707 7.99154710
0.09 -0.62003642 -0.62003638 8.13335785 8.13335789
0.10 -0.56162061 -0.56162057 8.27974674 8.27974678

The values ok- andy-Approximations have been plotted in the graphical figure drawn belowx The
approximations have a range between —1 and 0 and the valuapmrbximations lie between 7 and 8.

S

Y-App.

Example 4.34

Sys: dx/dt + 7x -y =0, dy/dt + 2x + by =0

0.01 0.02
] ]

0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10

X-App.

Fig. 4.2

PS: x(t) = exp (-6 x t) x (cos(t) + sin (1)), y(t) = 2 x exp (-6 x t) x cos(t)

C++:dx=[y-7 x x] dt

dy =[-(2 x x+ 5 x y]dt
IC: x(0) = 1, y(0) = 2; Sts: 0.01.
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Step-up x-Approxim x-Actual y-Approxim y-Actual
0.01 0.95113493 0.95113493 1.88343490 1.88343489
0.02 0.90448028 0.90448028 1.77348613 1.77348612
0.03 0.85994872 0.85994872 1.66978876 1.66978874
0.04 0.81745537 0.81745537 1.57199732 1.57199729
0.05 0.77691787 0.77691787 1.47978482 1.47978478
0.06 0.73825635 0.73825635 1.39284181 1.39284177
0.07 0.70139344 0.70139344 1.31087547 1.31087542
0.08 0.66625423 0.66625423 1.23360873 1.23360868
0.09 0.63276628 0.63276628 1.16077949 1.16077943
0.10 0.60085961 0.60085960 1.09213979 1.09213973

We illustrate now the nonhomogeneous linear system expressed in (4.37) by use of some examples.
The same method has been applied for determining the approximation of the system of equations

Example 4.35

Sys: dx/dt = 3y + 6 sin(t), dy/dt + 3x =0
PS: x(t) = [3 cos(t) + cos(3t)]/4, y(t) = -[9 sin (1) + sin (31)]/4
C++:dx =[3 xy+ 6 x sin(t)] dt
dy = [-3 x x] dt
IC: x(0) = 1, y(0) = O; Sts: 0.01.

0.8+ X-App
0.6 1+

0.4+

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
0 } } } } } } } } } }

0.1 - Y-App.
-0.2 4

—-0.3 1

Fig. 4.3
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Step-up X-Approxim x-Actual y-Approxim y-Actual
0.01 0.99985001 0.99985001 -0.02999850 -0.02999850
0.02 0.99940014 0.99940014 -0.05998800 -0.05998800
0.03 0.99865071 0.99865071 -0.08995951 -0.08995951
0.04 0.99760224 0.99760224 -0.11990405 -0.11990405
0.05 0.99625546 0.99625546 -0.14981266 -0.14981266
0.06 0.99461133 0.99461133 -0.17967641 -0.17967641
0.07 0.99267098 0.99267098 -0.20948638 -0.20948638
0.08 0.99043577 0.99043577 -0.23923372 -0.23923372
0.09 0.98790727 0.98790727 -0.26890959 -0.26890959
0.10 0.98508725 0.98508725 -0.29850524 -0.29850524

The values ok andy-approximations have been plotted in Fig. 4.3.
Example 4.36

Sys: dx/dt + 3y + y = 10 exp(-t), dy/dt + 2y + 2x = 4
PS: x = 0.33333333 x (10t X + 14X -Y - 3)
y = 0.33333333 x (20t X -8X -Y + 9)
[exp(-t) = X, exp(-4t) = Y]
CH++:dx =10 x exp(-t) -3 x x —y] dt, dy = [4 -2 x x — 2 xy] dt
IC: x(0) = 3.33333333, y(0) = 0; Sts: 0.01

35T

3.0+ X-App. —

20+
15+
1.0+
0.5
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-0.2 -

—0.3 -

Fig. 4.4
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Step-up Xx-Approxim x-Actual y-Approxim y-Actual
0.01 3.33297107 3.33297104 -0.02639936 -0.02639936
0.02 3.33190160 3.33190157 -0.05226173 -0.05226173
0.03 3.33015023 3.33015020 -0.07758401 -0.07758401
0.04 3.32774137 3.32774134 -0.10236362 -0.10236362
0.05 3.32469863 3.32469860 -0.12659852 -0.12659852
0.06 3.32104477 3.32104474 -0.15028719 -0.15028719
0.07 3.31680180 3.31680177 -0.17342855 -0.17342855
0.08 3.31199096 3.31199093 -0.19602199 -0.19602199
0.09 3.30663277 3.30663275 -0.21806731 -0.21806731
0.10 3.30074707 3.30074704 -0.23956474 -0.23956474

The values ok- andy-Approximations have been plotted in the graphical figure drawn (Fig. 4.4).

Example 4.37

Sys: dx/dt -x —y = —cos t, dy/dt + 2x + y = sint + cos t
PS: x(t) = sint-cost-tcost, y(t) = 2cost + t(sin t + cos t)
C++ dx = [y] dt

dy = [exp(2 x t) + x] dt
IC: x(1.57079632) = 1, y(1.57079632) = 1.57079632; Sts: 0.01

C++ Solution of the System &fE:

Step-up X-Approxim x-Actual y-Approxim y-Actual

1.5808 1.02575753 1.02575752 1.54490991 1.54490994
1.5908 1.05161248 1.05161246 1.51866703 1.51866706
1.6008 1.07756222 1.07756220 1.49206833 1.49206835
1.6108 1.10360411 1.10360410 1.46511451 1.46511454
1.6208 1.12973548 1.12973547 1.43780635 1.43780638
1.6308 1.15595363 1.15595361 1.41014467 1.41014470
1.6408 1.18225581 1.18225580 1.38213035 1.38213037
1.6508 1.20863928 1.20863927 1.35376432 1.35376434
1.6608 1.23510125 1.23510123 1.32504757 1.32504760
1.6708 1.26163889 1.26163887 1.29598116 1.29598119

4.8 Related Software for the Solution

In this chapter | have discussed the standard forms of ordinary differential equations of first order. The
methods for approximating the solutions to initial value problems have also been considered beginning
with the most fundamental techniques like Euler and Simpson. The discussion is carried on through
more general methods, rather to say, more powerful methods, such as Adams-Moulton and Runge-
Kutta.

The fourth-order Runge-Kutta technique, a set of classical mathematical formulas, is more efficient
for this purpose. The efficiency is due to the computational achievement of significant results having a
desired accuracy of approximation. In order to achieve the accurate approximation we need a program-
ming technique that should be well-organised.



First Order Initial-Value Problems 79

The computer programs required for the purpose have been written in C++ (Turbo) language. The
program used to approximate the initial value problems of order 1 employing an appropriate standard
method has been so constructed that it produces the approximation having an error within the extent of
reasonable tolerance.

The prograng4IVP1DE implements the Runge-Kutta method and determines the approximations
for the problems of exact differential equations discussed in section 4.3; the linear differential equations
discussed in section 4.4; the problems of Bernoulli and Riccati considered in sections 4.5 and 4.6.

The prograng4LINSYS is used for the linear system of equations, homogeneous and non-homoge-
neous, discussed in section 4.7.

Chapter 10 provides some mathematical models that can be worked out by use of these programs
built for the purpose.

A software supplement consisting of a set of programs and subprograms designed in C++ (Turbo)
language is prepared by the author. A Diskette (3.5 inch/1.44 MB) in standard PC-compatible form
containing this supplement will be provided for the reader to work out the related mathematical models.
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Second Order Initial-Value Problems

5.1 Preliminary Concepts

In the preceding chapter we considered the standard forms of ordinary differential equations of first
order discussing the methods for solution with some examples for elaboration. The methods for
approximation of solutions to initial value problems were the generalised methods that helped us to
achieve the significant results of the problems.

The present chapter contains an account of fundamentals and applications involving the differential
equations of second order. The second order differential equation can be represented in compact form

G(xy.Y,y)=0

or explicitly V'=@ (X V,Y) ... 6.1

The equation (5.1) describes a relationship involving the differentials of the first and second order
with the variables, dependent and independent, and the general fyiction

Let us consider a functional polynomialdfdx that can be expressed as

dmy/dx" + pd™t y/dx™ + p,d™?y/dx™2 + ... +p_ dyldx+py=Q ... (6.2)
wherep,, p,, ..., p,, andQ are functions ok or constants.

The equation (5.2) is the general form dine@ar differential equation of thexth order. If we put
m = 1 in the above equation, it reduces to the form

dy/dx+Py=0Q
which is equivalent to the first-order linear form (4.4) mentioned in previous chapter. The relation (5.2)
furnishes another equation by puttimg= 2
d?yldx + P dyldx+ P,y =Q ... (5.3)
that is the required linear differential equation of order 2.

Linear differential equations of second order are extremely important in many branches of
mathematics and mathematical physics, especially in mechanics and quantum mechanics and in electrical
engineering.

There exist various types of second order linear differential equations. But this chapter concerns
with only three types of equations. The second didear homogeneouandlinear non-homogeneous
differential equations that include the equations from Euler, Bessel, Lagrange, Abel aadlithear
differential equations which include the equations from Van der Pol have been dealt with next.
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5.2 Linear Homogeneous Type

Let us define the functions

Y, = 9,00, ¥, = 9,(0), - ¥, = 9,(¥)
on an arbitrary intervab b]. They are said to Haearly dependent on the interval p] if one function
is a constant multiple of the other. Otherwise, these functions are liledegyendent

The equation (5.2) written more simply in the form
YU+ PYTHHPYTEE L Py = Q) .. (5.4)
has the term X) on the right that involves no dependent varighde any part of its derivatives.
By puttingQ(x) = 0 yields a linear homogeneous form which has a general solution of the form
y(X) = C1 y1 + C2 y2 .. +Cm ym’
wherey,, y,, ...,y are linearly independent solutions of the homogeneous equatiap and.., ¢, are
constants not all equal to zero.

Let us recall the second order equation (5.3).
If Q(X) is identically zero the equation reduces to a simple linear form
d?y/dx + P dyldx+ P,y = 0 ... (6.5)
in which P, andP, are constant coefficients.
As the right side is free of function it is calletireear homogeneousquation.

Several methods are available by which the equation of type (5.5) can be readily solved. For the
simplest possible method we accept a trial solution for (5.5) when we set

y = &%, A is a constant quantity.
Puttingy = e along with its derivatives in (5.5) yields
e (N+RA+ R)=0,
the factore™ being common to all.

Hence, A+ PA+ P?=0,

since e™ can never be zero.

This equation is called thauxiliary or characteristicequation of (5.5) and has two roots, namely
ApandA,.

Obviously, Y = Qé‘lx andy = C‘Qé‘zx are the solutions of (5.5) and as the general solution we
have expression

y =G+ G ér .. (5.6)

containing two arbitrary constants according to the order of the equation. The general solution is depen-
dent on the nature of the rools and A,which we want to discuss now.

If A, = A, (equal root$, the equation (5.6) takes the shape as

y=e%(G + G)= Cc¢&,
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where C=C +C,andu=2; =A,,
that is not the general solution because it contains only one constant.
The general solution will be, thuy,= (C, + C,) &*

acceptingy = €* u as a trial solutiony being a function ox.

In the case of real and distinaiots (A, # A,) the solution (5.6) satisfies the original differential
equation (5.5).

If A, =a +iB andA, =a —if (complex rooty
then the general solution of (5.5) is

y = Cle(a+i/3)x + G da -ip)x
Using the trigonometric relations we get another form as a solution
y = Gycosfx+ G sinfx.
Example 5.1 Solved?/dx* —dy/dx— 2y = 0.
If y= €™ is a solution for some value df, then we get
d?y/ - dy dx-2 y= & (A2 -1 -2 =0

which is satisfied whem = -1 or 2 (eal and distinct roofs
Hence, the general solution is

y=Ce*+Ce>
Example 5.2 Solve y"-2y'+ y= 0.
By settingy = e and rearranging we obtain
y'=2y+y= (W -22+1)=0
which is satisfied whem =1 twice.

Here, the characteristic equatigdd — 2A + 1= 0 hasrepeatedoots and the general solution is
y=¢e(C, +CX).
Example 5.3 d?y/dx¢ + 4dy/dx + 13y = 0.
As a trial solution let us writgy = &
Then d2y/dbC+ 4dy dx+ 13y= &A%+ A +13=0

yields A = -2 + 3i (complex roots
According to the theoretical discussion
y =€?(C, cos X+ C, sin ¥)
is the general solution.
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As in the case of initial-valued first-order differential equations there are many numerical methods
for the approximation of the solution to initial value problem of order 2 available. In the following |
confine myself to discussing about ttiassical Runge-Kuttenethod of order 4, which is definitely a
more efficient method that can be applied for the approximation of ordinary linear differential equations
of the second order.

The main mathematical achievement in using the fourth-order Runge-Kutta method involves the
function evaluations o6. The technique of evaluation for the formula presented here requires more
operations.

For the equatiory’ = g(x, y) with the initial conditions/(x) =y,, generate approximatiorn, to
y(% +vw) for fixed w (width) and forv =0, 1, 2, ..., applying the extended formula for second
order equations

Y11= Wt W}{/+ V(q-i- Cé'i' %)/6 (5.7)
and W+1= W+ (G+2G+2G+ G)/6 ... (5.8)

wherev =0, 1, 2, ....
Takingw as width the functions are defined by

Gi=wG(X, YY)
Gy=WG(x + W2, y+ Wy/2, § +G/2)
Gy= W G( %+ W2, Y+ wy/2+ G/4, ¥+ G/2)
Gi=WG(X+ Wy+wy+ wG/2, y+ ©).
As a matter of fact, the approximations are performed on the basis ofixhet is so small in

each case. | can carry on the approximations accepting a large valte gét the accurate results, but
the development of the process needs a definite number of repetitions of the technique.

In this connection | want to mention that the formulae (5.7) and (5.8) are widely used in practical
field with significant outcome.

Example 5.4 Solved? y/dx? — &dy/dx + 9y = 0 applying Runge-Kutta method.
We accepy, = V(X)) = 0.0, Yo = ¥' (¥%) = 2.0 whenx, = 0 andw = 0.01 for the initial conditions.
On writing the equation in the formg” = 6y’ — 9y
we determings-values according to the principle Gtfunctions
G, =0.01(12-0) =0.12
G, = 0.01(12.36 — 0.09) = 0.1227

G, = 0.01(12.36810 — 0.36) = 0.120081
G, = 0.01(83.8630785) = 0.838630785.

By means of the formulae (5.7) and (5.8) for the approxim&edues we obtain the estimations
of G.

y, = 0.02060463
and y; = 2.24069879
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when Vv = 0. These are the first approximations yor

Now to approximate the initial value problem of order 2 by means of C++ program gamety/P
applying the method from Runge-Kutta is used. After processing the program calculates simultaneously
the exact values gix) and y' (x) with the corresponding increments of the independent variabte
that the errors caused by the approximations can be found out.

Let us consider some problems of homogeneous type that can be approximated by means of the
program just mentioned using Runge-Kutta principles.

Example 5.5

DE:y"+4y'+4y =0

CE:y" =-4y' -4y

PS:y = (7 + 5x)e?** D, y' =9 + 10x)e*+ 1
IC: y(-1) = 2, y'(-1) = 1, Width: 0.01.

DE.: Differential EquationCE: Computer EquatiorS: Particular Solution|C: Initial Conditions,
Width = Step size.

y-Approx. + 2.05
+ 2.04
T+ 2.03
+ 2.02
+ 2.01

+ 1.00
+ 0.70
T 0.40
y GApprox. T 0.10
T 0.05

1.0 098  -096 -094  -092  -0.90 |0

Fig. 5.1
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The representation of Computer Solution of the IVP of Order 2 in tabular form:

x-value

y-Approx.

y-Exact

Error

y'-Approx.

y'-Exact

Error

-0.99
-0.98
-0.97
-0.96
-0.95
-0.94
-0.93
-0.92
-0.91
-0.90

2.00940728
2.01765772
2.02479344
2.03085535
2.03588320
2.03991555
2.04298986
2.04514249
2.04640875
2.04682289

2.00940728
2.01765782
2.02479375
2.03085596
2.03588419
2.03991700
2.04299185
2.04514509
2.04641202
2.04682688

2.788e-10
1.065e-07
3.116e-07
6.091e-07
9.926e-07
1.456e-06
1.994e-06
2.600e-06
3.269e-06
3.997e-06

0.88217881
0.76862117
0.65921510
0.55384068
0.45238116
0.35472281
0.26075485
0.17036942
0.08346150
0.07121844

0.88217881
0.76863155
0.65923517
0.55386981
0.45241871
0.35476817
0.26080747
0.17042876
0.08352702
0.07271789

-6.906e-10
1.038e-05
2.008e-05
2.912e-05
3.754e-05
4.537e-05
5.262e-05
5.933e-05
6.552e-05
9.945e-05

With the determined values fgr and y' -approximation a graphical figure has been designed

(Fig. 5.1).

Example 5.6
DE:y"+y-6y=0

CE:y"=-y'+ 6y
PS:y = (e + 4e3)/5, y' = 2(e*-6e¥)/5
IC: y(0) =1, y' (0) = -2, Width: 0.01

The representation of Computer Solution of the IVP of Order 2 in tabular form:

x-value y-Approx. y-Exact Error y'-Approx. y'-Exact Error

0.01 0.98039670 0.98039669 -1.558e-10 -1.92098875 -1.92098874 4.943e-10
0.02 0.96157384 0.96157378 -5.747e-08 -1.84390488 -1.84391057 -5.689e-06
0.03 0.94351243 0.94351226 -1.699e-07 -1.76868905 -1.76870023-1.117e-05
0.04 0.92619410 0.92619376 -3.353e-07 -1.69527776 -1.69529422 -1.646e-05
0.05 0.90960112 0.90960056 -5.520e-07 -1.62360922 -1.62363078 -2.165e-05
0.06 0.89371636 0.89371554 -8.180e-07 -1.55362329 -1.55364977 -2.648e-05
0.07 0.87852329 0.87852216 -1.132e-06 -1.48526144 -1.48529267 -3.123e-05
0.08 0.86400595 0.86400446 -1.491e-06 -1.41846669 -1.41850252 -3.583e-05
0.09 0.85014896 0.85014707 -1.896e-06 -1.35318357 -1.35322384 -4.027e-05
0.10 0.83693747 0.83693513 -2.343e-06 -1.28935806 -1.28940263 -4.457e-05

The field of errors iry-approximation confines to the range [-1.558e-10, —2.343e—06] and the field of
errors iny'-approximationis limited to the range [4.943e-10, —4.457e-05].
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The estimated approximations have been represented in a diagram as follows (Fig. 5.2):

Y A
1.0 A
0.95 1 y-Approx.
0.90 T
0.85 +
0.80+
O 1 1 1 1 1 N
0.02 0.04 0.06 0.08 0.1 X
-1.25+
-1.35+
-1.45+
-1.55 T
-165T1 y GApprox.
-1.75+
-1.85T
Fig. 5.2
Example 5.7
DE: (1 +x%)y"-2y =0
CE:y"=2y/(1 + x%)
PS:y=Tanix(x* + 1)/2 + x>+ x/2 + 1, y' =1+ 2x + x Tan"!x
IC: y(0) = 1, y'(0) = 1, Width: 0.01.
The representation of Computer Solution of the IVP of Order 2:
x-value y-Approx. y-Exact Error y'-Approx. y'-Exact Error
0.01 1.01010033 1.01010033 1.667e-12 1.02010000 1.02010000 8.366e-12
0.02 1.02040267 1.02040267 -5.005e-09 1.04040045 1.04039995 -5.009e-07
0.03 1.03090901 1.03090900 -1.510e-08 1.06090074 1.06089973 -1.010e-06
0.04 1.04162136 1.04162133 -3.038e-08 1.08160068 1.08159915-1.528e-06
0.05 1.05254170 1.05254165 -5.091e-08 1.10249997 1.10249792 -2.054e-06
0.06 1.06367203 1.06367195 -7.678e-08 1.12359828 1.12359569 -2.588e-06
0.07 1.07501433 1.07501422 -1.081e-07 1.14489515 1.14489202 -3.131e-06
0.08 1.08657059 1.08657045 -1.449e-07 1.16639008 1.16638640 -3.681e-06
0.09 1.09834279 1.09834261 -1.873e-07 1.18808248 1.18807824 -4.240e-06
0.10 1.11033290 1.11033267 -2.353e-07 1.20997167 1.20996687 -4.807e-06
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Graphical representation for the approximations in example 5.7 (Fig. 5.3):
Y

120 1
118 1
1.16 +

1.14 + y GApprox.
1.12 +
1.10 Tt
1.08 1
1.06 T
1.04 1

1.02 T

0 .01 .02 .03 .04 05 .06 .07 .08 .09 .1 X

Fig. 5.3

Example 5.8

0.98 -
0.96 1
0.94 -

0.92 -

1 1 1 1 1 S
T

0.02 0.04 0.06 0.08 0.1 X
-092 1

—0.94 1

—0.96 1

—0.98 1

-1.0 1 y GApprox.

Fig. 5.4
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Example 5.8(Contd)
DE:y"+ 3y +2y=0
CE:y"=-3y' -2y
PS: y(x) = e*, Yy = -~
IC: y(0) = 1.0, y' (0) = -1, Width: 0.01.
Graphical sketch for the estimationsy¢f) and y'(x) when example 5.8 is processed Fig. 5.4 (the
data are not given):

Example 5.9
DE:y"+2y'+5y=0
CE:y"=-2y'-by
PS: y =e™sin(2x)/4, y' = e™[2cos (2x) - sin(2x)]/1
IC: y(0) = 0, y' (0) = 0.5, Width: 0.01

The field of errors ity-approximation confines to the range [-7.932e-12, —2.031e—07] and the field
of errors iny' -approximationis limited to the range [-9.070e-12, —3.805e—-06].

5.3 Linear Nonhomogeneous Type

The equation (5.3) in section 5.1 is a linear nonhomogeneous differential equation of order 2. The
general solution of a linear nonhomogeneous differential equation

d? yldx® + P, dy/dx + P,y = Q(X)
may be expressed gs=y_+y, ... (5.9
wherey, is the general solution of the lindasmogeneouform
d?y/dx¥ + P dy/dx+ P,y =0
that has already been introduced in sectionygig.also called theomplementargolution. Herey  is

a particular solution of the equation (5.3) and the funcfjonan be found out by the method of
undetermined coefficients

5.3.1 Method of Undetermined Coefficients

The functionQ(x) is, now, the main point of study that we want to discuss with some particular cases.
It may be present in the right side of the equation as one of the following functions:

(a) The right side contains exponential functions

(b) The right side contains polynomial with exponentials
(c) The right side contains trigopnometric functions

(d) The right side contains a combination of terms

Let us discuss on the cases with examples.

Case A Solvey" -y -2y= &,
Here,P, = —1,P, = =2 andQ(x) = &*.

Theauxiliary equation\> — A\ — 2 = 0 of the homogeneous differential equation



Second Order Initial-Value Problems 89

y'-y-2y=0
has two rootsA; = -1 and A; = 2. The roots are obviously real and distinct.

According to the case in section (5.2) the complementary solution can be obtained as
y.=Ce*+ Ce*
Let us assume a particular solution
y, = Ce™
whereC, is the undetermined coefficiethiat we want to determine, so that the given equation will be
satisfied by the values g;
Substitutingyp and the derivative (yfp into the given differential equation yields
9Ce* - L e - X > =€
or 4Cce>=¢* Cy= 1
o TF 0Ty

Therefore, in conformity with the relation in (5.6) the general solution becomes
y=Ce*+ Ce* + ¥4

Case B Solvey” -y -2y=(6xX+ 8x+ 7 ¢&.
The complementary solution of the characteristic equation is, as usual,
y.=Ce*+Ce*
We try a particular solution y= (CxX +Cx+C)e
according as the function on right side that reads{@x + 7).
On differentiating the expression with respeck tge get

Yp = (G +2Gx+ Gx+ G+ @ &
and Yy = (CGX+4Cx+ Gx+2G+2G+ Q &

On substitution of particular functions into the differential equation and equating the coefficients of
like powers ofx, we obtain
-£,=6 or C,=-3
X,-2G=8 or C,=-7
2C,+C,-2C.=7 or C,=-27/2
Hence, according to the equation (5.9) the general solution is
y=Ce*+ Ce”— (X + Ix+ 27/2F.

Case C Solve dy/dx? + 4dydx + 5y = 2(Cox — Sirk).
The complementary solution of the reduced homogeneous equation is
y. = e* (Ccox + Csinx).
We accept a form as a particular solution, such as,
y,=A SinK + B cOX.
for the functionQ(x), A andB being new constants.

Taking the derivatives of twice and putting all these values into the given differential equation we
get after some manipulation
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(4A — 4B) sinx + (4A + 4B) cosx = —2 sinx + 2 COsX
Equating the coefficients of like terms yields
JA—-B=-2 and A+4B=2
A simple calculation giveA = 0,B = 1/2.
Thus, the general solution of the original eugation is
y(X) = &> (Ccosx + C,sinx) + 1/2 cos.

Case D Solve y"+ 2y + 4y= 8% + 126*.

Here

Ye= €7 (Gcosv3x+ G sin/3x).
In order to obtain a particular solution we take
yp=ax2+bx+c+derx
corresponding to the polynomial and exponential on the right side of the equation
8¢ + 12

which is equivalent to»8 + Ox* + O + 1287,

Substituting, rearranging and equating we get the values for the constants

a=2, b=-2, ¢=0, d=4
that furnish the particular solution in the form
y, = 2¢ — X + de.
The general solution is obtained accordingly as (5.9) that suggests
yO) = Vet Yp=2X x— 1) + €*( Geos/3 x+ Gsing3 x+ 4)

For the computerised solutions of the second order initial value problems of the type just discussed
we apply the same rules and regulations as for the previous section.

5.3.2 Euler’s Equation
An equation of the form

axwym+a Xnhml4 o +axy' +ay=f(x) ... (5.10)
wherea , a _, ..., g are constants,
is a particular type of differential equation with constant coefficients and is knolulexs equation.

An equation of the form (5.10) can be reduced to a linear equation with constant coefficients by a
transformation. The substitutior = & causes the reduction. By introducing the new independent
variable A we find the derivatives as follows:

dy/dx=dy & Od/ dx 1/ xIdy A= &0 dyid
d?y/ b = o dx( dy dx= dyAl(-V 3) +1/ X /d dik HyJ
=-Ux>dy/ A +1U xOd & (dy A) D4/ dxe @ ( d/iyM—  dyAd
Similarly we get,

d3y/dé=e¥ (dy a3-3 4 y 4%+2 dy X)
and so on.



Second Order Initial-Value Problems 91

The calculated derivatives are inserted in the equation (5.10) resulting a linear differential equation
with constant coefficients, that can be solved as in the case of nonhomogeneous type.

We want to simplify the matter by giving some examples.

Example 5.10 Let us consider an Euler nonhomogeneous equation
X2y" - 3xy+ 5y= 3% ... (5.12)
Settingx = & , i.e., A = Lnxwe get
dy/ dx= €” dy d

and d?y/dxl= e? (Fy d?- dy A)

Now, by means of the derivatives found the given differential equation (5.11) becomes

e e (Pyd®- dyA)-3&0¢ dyd+5 y3%

or d?y/ A’ - 4dy &k + 5y= 3é".

This is a linear nonhomogeneous differential equation that can be solved by a method described
earlier in section 5.3.1.

The general solutioy), so-called complementary solution of the corresponding homogeneous equation

is
ye = € ( AcosA + Bsin).
The particular solution of the nonhomogeneous form can be found when we select
y, = Ce?
in order to obtain
dy /A =2C & andd?y/dA\?> =4C &.
Substituting these determined values into the transformed nonhomogeneous equation yields
sace?-4x2c*+5cé& =3¢

or 4C - & + 5C = 3, sincee® 2 0

or c=3.
Thus, the general solution of the nonhomogeneous differential equation is

Y=Y+ yp= €' ( AcosA + BSim + 3)
Returning to the original independent variablge obtain
y =x2[A cos (Ln X + B sin (Lnx) + 3]
as the final solution.
Example 5.11 Solve (1+ x)?y"— 3(1+ X Y- 4y=(1+ 33

Let us assumd + x = € .
Then y=etdy d andy"=e (d®y d?- dy d)

Now the given equation has been transformed into
d?y/dA2-4 dy ok +4y= &,
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For complementary solution we have the expression
ye = (A+ BA) €.

Selecting y, = C &’

we obtain for particular solution

suggestingC = 1.
Hence, the general solution of the original equation is

Y=Yt yVpo=(A+ BY) é' + &,
Returning to the original position we get finally
y=[1+x)?[A+BLn(1l +x)]+ (1+x)3

5.3.3 Method of Variation of Parameters

All linear differential equations can be solved by the method of variation of parameters. On the basis of
that ground it is termed as a more powerful method than the method of undetermined coefficients
described in section 5.3.1, which can be applied only to linear differential equations having constant
coefficients and the particular simple form of the functigx).

The method of/ariation of parametecan always be employed without concerningdharacter
of the coefficients and the functi@¥(x). The only requirement for determining the particular solution of
the nonhomogeneous equation is that the general solution of the associated homogeneous differential
equation should be known.

Let us consider a general linear nonhomogeneous differential equation of the form

y'+ R(Yy+ B(3y= QX - (5.12)
We assume that the general solution of the corresponding homogeneous equation
y'+ B(XYYy+ B(Ry=0 ... (5.13)
with Q(x) =0 is
y.=c, y,(X) +C,Y,(X) ... (5.14)
A particular solution to the nonhomogeneous form (5.12) can be defined by the relation
Y, =u Yy, tu,Y, ... (5.15)

whereu, andu, are the unknown functions af that are replaced by the constagiteindc, in the
general solution represented by (5.14). At this stage the paramjedadc, have been varied and so is
the name.

Differentiating the considered relation (5.15) with regard yeelds
Yp=W U+t Ut bLHt Gy
This equation can be rearranged as
Yo =(W¥i+ L)+ (4 y+ 4 Y.
For simplification of further work let us impose the helpful condition
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> Uc¥ =0 .. (5.16)

that furnishesyp = U Y1 + U Y.
Another differentiation of this expression givés= W Yi + U i+ b %o+ & ¥
On substituting the values pf Yp and Yp into the original equation (5.12) we obtain

W(yy + PYi+ Qy) + w( %+ Pyt QY+ u'y+u, 'y= Q)X ... (6.17)
Asy (x) andy,(x) are the solutions of the equation (5.13) the relation (5.17) can be reduced to the
form

Wy +hy,= Q) ... (5.18)
accepting the other expressions equal to 0.
Now we have two equations (5.16) and (5.18) in the unknownand u; that can be solved
easily.
The equation (5.16) suggesigy;, + U, ¥, =0
from which we obtain

W ==(Y2 X b)Y ... (6.19)
On substituting the value af; into the equation (5.18) yields
W = (X AX/(Y - ¥ Y- ... (5.20)

Hence, arranging in other way we get
U = —(y2 x AX/Y
and U5 = (y, x AR/ Y

where Y=y%¥% - Y% %z0.

On integrating both the equations (5.19) and (5.20) to determine the unknown fuongtpasd
u,(x) we obtain finally the particular solution from the relation (5.15)

Vo = Vo (v x QAN Y dxr y[(yx QW Y dx

It seems that this generalised formula with two integrals for the particular solution to be a difficult
one as it is assumed.

Let us attempt to clarify the matter with an example.

Example5.12 Solve y" -5y + 6y= X &
Evidently the general solution of the homogeneous equation
y'-5y +6y=0
becomes y.=cC, e*+c, &
wherec, andc, are constants, as usual.
Now to determine the particular solution we define a new relation as discussed before
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Yy, =y, e+ u, > ... (6.21)

Considering the unknown functian(x) andu,(x) for c, andc, respectively.

On differentiation we obtain

Yp=3u € +2y €+ (y &+ uE)

The condition represented by (5.16) has been introduced here, so that
ue* + 4 €¥=0,

which reduces the equation involving the first derivativgpdxb

Yp =3u € + 2y €7 .. (5.22)

Differentiating the relation (5.22) we observe
yh =0y € + 4y €%+ 3y &+ 24 ¥ ... (5.23)

Taking into account of the derivative$, and Yp from (5.22) and (5.23) we get the original

equation rearranged
3u e + 2u, €¥= X éX.
The unknown functions,(x) andu,(x) can be found by considering only the two equations
ue™+ =0

and 3u e + 24, €¥= X &,

which supply the values fow; and u; as follows
u, = -x3andu; = x*e .
Introduction of the ruléntegration by Partsjields the unknowns

u, = x4 +c,

and u =e*(+ 3¢+ x+6)+c,

wherec, andc, are constants of integration.
The relation (5.21) for particular solution can, now, be treated with the determined values in order

to get the final results fqrp
Yo = - (X+3X8+6x+ G+ g &-( % &)/a+ &
=44+ %+ 3+ 6x+6+c) e+, e
The general solution of the nonhomogeneous equation becomes
y=y, +y, = -4+ + 3¥ + 6x+ 6) e + Ae” + Be>

A andB being two new constants.

For the computerised solutions of second order initial value problems of nonhomogeneous type
discussed so long we use the same prog@n?IVP applying the necessary rules and regulations.

Example 5.13
DE: x2y”— xy' +y = 2x
CE:y"=(2x — y + xy')/x>
PS:y =x(Lnx+ (Ln x)?), y' =1+ 3Ln x + (Ln x)?
IC: y(1) = 0, y' (1) = 1, Width: 0.01



The abbreviations fdbE, CE, PS, IC andWidth have already been made comprehensible in section
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(5.2).
The Computer Solution for Initial Value Problem.

x-value  y~-Approx. y-Exact Error y' - Approx. y' -Exact Error
1.01 0.01014983 0.01014983 -2.883e-12 1.02995000 1.02995000 -4.459e-13
1.02 0.02059866 0.02059867 4.961e-09 1.05979953 1.05980003 4.991e-07
1.03 0.03134549 0.03134550 1.486e-08 1.08954913 1.08955013 9.947e-07
1.04 0.04238931 0.04238934 2.965e-08 1.11919892 1.11920040 1.487e-06
1.05 0.05372913 0.05372918 4.931e-08 1.14874900 1.14875097 1.976e-06
1.06 0.06536395 0.06536402 7.380e-08 1.17819953 1.17820199 2.461e-06
1.07 0.07729278 0.07729289 1.031e-07 1.20755070 1.20755364 2.942e-06
1.08 0.08951463 0.08951477 1.371e-07 1.23680271 1.23680613 3.420e-06
1.09 0.10202850 0.10202868 1.759e-07 1.26595579 1.26595968 3.895e-06
1.10 0.11483341 0.11483363 2.194e-07 1.29501020 1.29501457 4.366e-06

With the determined values fgrapproximation ang/’'- approximationa graphical figure has been

designed for further study:

Y 4
128 1
1.26 1
122 +
118 +
114 1
1.06 T
0.08 T

0.06 T

0.04 T
0.02 1

y GApprox.

Y-Approx.

1,0

Example 5.14
DE:y"+ 2y + 5y = e *sinx
CE:y"=e*sinx — 2y’ - 5y

1.02

1.04

Fig. 5.5

1.06

1.08

XV

1.10

PS:y = e*(sinx + sin 2x)/3, y' = e*(cos x — sin x + 2 cos 2x — sin 2x)/3
IC: y(0) =0, y'(0) =1, Width: 0.01.
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Graphical figure for the estimations y(f) and y'(X) when example 5.14 is processed.

The following is the table of the approximations with the errors. We have used the data for the

Y A

0.10 1
0.07 T
0.04 1

0.01 T

y GApprox.

Y-Approx.

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10 X

diagram sketched in Fig. 5.6.

Fig. 5.6

7

x-value  y-Approx. y-Exact Error y'-Approx. y'-Exact Error
0.01 0.00990000 0.00990000 -1.723e-11 0.98000133 0.98000133 -9.892e-10
0.02 0.01960006 0.01960005 -9.196e-09 0.96001148 0.96001057 -9.078e-07
0.03 0.02910029 0.02910027 -2.721e-08 0.94003731 0.94003552 -1.782e-06
0.04 0.03840090 0.03840084 -5.373e-08 0.92008645 0.92008383 -2.624e-06
0.05 0.04750214 0.04750205 -8.844e-08 0.90016642 0.90016299 -3.434e-06
0.06 0.05640436 0.05640423 -1.310e-07 0.88028458 0.88028037 -4.211e-06
0.07 0.06510799 0.06510781 -1.811e-07 0.86044813 0.86044317 -4.957e-06
0.08 0.07361351 0.07361327 -2.385e-07 0.84066415 0.84065848 -5.671e-06
0.09 0.08192148 0.08192117 -3.027e-07 0.82093955 0.82093320 -6.353e-06
0.10 0.09003253 0.09003215 -3.736e-07 0.80128113 0.80127412 -7.004e-06

Example 5.15

DE:y'+y=2x-Tt

CE:y"=2x-m-y

DE:y = 2x = (1 = cosx) + sinx, y' =2 - msinx + cosx
IC: y(0) = 0, y' (0) = 3, Width: 0.01.
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Pictorial representation for the estimationy(@j and y'(X) determined by the program:

Y
0.29 A
0.26 1
0.23
0.20 A
0.17 A
0.14 1
0.11 1
0.08 1
0.05 A1

0.02 1

y-Approx.

295 1

290 T

285 T

2.80 +

275 1

2.70 +

265 T

002 004 006 008 010 X

y GApprox.

002 004 006 008 010 X

Fig. 5.7
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The computer solutions for the estimations in tabular form

x-value y-Approx. y-Exact Error y'-Approx. y'-Exact Error

0.01 0.02984276 0.02984276 8.290e-13 2.96853460 2.96853460 -2.619e-12
0.02 0.05937037 0.05937037 -2.612e-09 2.93697260 2.93697234 -2.614e-07
0.03 0.08858190 0.08858189 -7.847e-09 2.90531691 2.90531639 -5.235e-07
0.04 0.11747641 0.11747640 -1.571e-08 2.87357069 2.87356991 -7.864e-07
0.05 0.14605302 0.14605300 -2.621e-08 2.84173712 2.84173607 -1.050e-06
0.06 0.17431088 0.17431084 -3.936e-08 2.80981937 2.80981805 -1.314e-06
0.07 0.20224914 0.20224909 -5.515e-08 2.77782064 2.77781906 -1.579e-06
0.08 0.22986703 0.22986696 -7.360e-08 2.74574413 2.74574229 -1.844e-06
0.09 0.25716378 0.25716368 -9.470e-08 2.71359305 2.71359094 -2.110e-06
0.10 0.28413866 0.28413854 -1.185e-07 2.68137061 2.68136823 -2.377e-06

The field of errors iry-approximation confines to the range [8.290e-13, —1.185e—07] and the field

of errors iny' - approximationis limited to the range [-2.619e-12, —2.377e—06].

Example 5.16
DE: D?y/dx? + 2dy/dx — 3y = 2 cos x — 4 sin x
CE: D?y/dx? = 2 cos x — 4 sin x — 2dy/dx + 3y
PS: y(x) = 2= + sinx, Y’ (X) = cos x — 6e>
IC: y(0) = 2, y' (0) = -5, Width: 0.01.

x-value y-Approx. y-Exact Error y' -Approx. y' -Exact Error

0.01 1.95089090 1.95089090 -4.091e-10 -4.82272320 -4.82272320 1.227e-09
0.02 1.90352787 1.90352773 -1.390e-07 -4.65077352 -4.65078719 -1.368e-05
0.03 1.85785828 1.85785787 -4.089e-07 -4.48401038 -4.48403708 -2.669e-05
0.04 1.81383101 1.81383021 -8.038e-07 -4.32228344 -4.32232251 -3.907e-05
0.05 1.77139644 1.77139512 -1.318e-06 -4.16544676 -4.16549760 -5.084e-05
0.06 1.73050637 1.73050443 -1.944e-06 -4.01335871 -4.01342073 -6.202e-05
0.07 1.69111402 1.69111134 -2.678e-06 -3.86588183 -3.86595448 -7.265e-05
0.08 1.65317393 1.65317042 -3.513e-06 -3.72288272 -3.72296546 -8.274e-05
0.09 1.61664198 1.61663754 -4.446e-06 -3.58423191 -3.58432423 -9.233e-05
0.10 1.58147533 1.58146986 -5.470e-06 -3.44980373 -3.44990516 -1.014e-04

The reader would try for plotting a diagram with the values of estimatioy$<joand y'(X) .

5.4 Nonlinear Equations

In previous chapter | mentioned the criteria for linearisation of a first order differential equation. The
linearity is based on the ground that the equation is of the first power in the unknown function and its
derivative. As to the second order differential equation the principle remains unchanged.

Nonlinear differential equations are the equations that describe the events of interaction. Such equa-
tions can be often found in the field of mechanics, quantum physics and electrodynamics. The famous
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gravitation equation of Newton in such a case. Some forms of nonlinear nature have already been
known to us which we considered in Chapter 4. The equations of Bernoulli and Riccati are of such type.

Our concern in this section is to demonstrate the equations of nonlinear nature discussing some of
the fundamental points and methods of this subject-matter. The nonlinear equations include the equations
from van der Pol.

Evidently the equations
(@) y"-5xy*=¢é+1
(B) y"*-3yy+xy=0
are nonlinear, because the derivatives of the unknown funcigoraised to a power other than the first.

Example 5.17 Solve X°yy'+ (xy — y?-3y=0.
Simplifying and rearranging, the nonlinear equation can be written in exact form
didx (x2y y') — 2/dx (x y?) = 0.

Integrating yields¢y y" —2xy*=C,
than can be transformed into a first-order linear form by puyirgv.
The transformed linear equation becomes

dv/dx—4y x=2G/ %.

We need the application of the principles of linear form here.
I.F. =x* and with the help of this we obtain

vx“‘=2c:l_[x‘6 dx=-2/5 G/ X5+ G.

Hence, the general solution is
y?=C,x*=2/5C x*.

The nonlinear differential equation can also be solved by means of the methodaf series
solution. A thorough description of the Power series solution will be given later on in Chapter 6 with
some examples. First and second order differential equations have been dealt with along with the Program
development. On that cause | admit here a brief outline for the power series solution with an example.

Example5.18 Find a series solution for the equatigfi= xy? - y

when the initial conditions ang0) = 2, y' (0) = 1.
Let us assume that

y = Zmem:Q)+C_lX+Q£+Q§+... ... (5.24)

m=0
is a solution of the given differential equation.
On differentiation of the assumed expression (5.24) and using the initial conditions yields
G =2C-=1
The equation (5.24) now takes the form
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y=2+x+Cx+CxX+ .. ... (5.25)
The series (5.25) and its derivatives can be substituted into the given differential equation to obtain
2C,+BCxX+1IX X =Xx(2+x+CxR¥+CxX+ .. F—(L+ LT x+3Cx+ ...).

Rearranging and equating the coefficients of corresponding powepwé can determine the

values
2C,=-1, 6G=4-Z, 1X, =4-3C, ....
from which it follows
C,=-1/2,C, = 5/6, and so on.
Hence the power series solution fois
y=2+x—1/2% + 5/6¢ + ...

The approximated solution for the second-order initial value problem of nonlinear type can be
determined using the prograghNL2IVP. The program is constructed to estimate the initial value
problem by means dRunge-Kuttaformulas.

Example 5.19
DE: (1 +x2)y"+y2+1=0
CE:y"=—(1+y2)/(1+x%)
PS:yx)=2Ln(x+1)-x+1, yyx)=2/(x+1)-1
IC: y(0) = 1, y' (0) = 1, Width: 0.01.

The approximated values of the IVP of Order 2:

x-value  y-Approx. y-Exact Error y'-Approx. y'-Exact Error

0.01 1.00990066 1.00990066 1.471e-11 0.98019802 0.98019802 8.858e-12
0.02 1.01960525 1.01960525 4.979e-09 0.96078382 0.96078431 4.902e-07
0.03 1.02911759 1.02911760 1.451e-08 0.94174663 0.94174757 9.426e-07
0.04 1.03844140 1.03844143 2.824e-08 0.92307556 0.92307692 1.360e-06
0.05 1.04758028 1.04758033 4.585e-08 0.90476016 0.90476190 1.744e-06
0.06 1.05653775 1.05653782 6.702e-08 0.88679036 0.88679245 2.097e-06
0.07 1.06531721 1.06531730 9.146e-08 0.86915646 0.86915888 2.422e-06
0.08 1.07392196 1.07392208 1.189e-07 0.85184913 0.85185185 2.720e-06
0.09 1.08235524 1.08235539 1.491e-07 0.83485939 0.83486239 2.993e-06
0.10 1.09062018 1.09062036 1.818e-07 0.81817858 0.81818182 3.242e-06

Example 5.20
DE: 2yy" - 3y'2 = 4y2
CE:y"'= (4y2 + 3y'2)/2y
PS: y(x) = 1/cos?x, y' (x) = 2 tan x/cos? x
IC: y(0) = 1, y' (0) = 0, Width: 0.01.
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x-value  y-Approx. y-Exact Error y'-Approx. y'-Exact Error
0.01 1.00010001 1.00010001 1.279e-13 0.02000267 0.02000267 1.674e-12
0.02 1.00040011 1.00040011 1.669e-09 0.04002117 0.04002134 1.669e-07
0.03 1.00090054 1.00090054 5.002e-09 0.06007172 0.60007206 3.335e-07
0.04 1.00160170 1.00160171 9.983e-09 0.08017040 0.08017090 4.985e-07
0.05 1.00250416 1.00250417 1.658e-08 0.10033338 0.10033404 6.610e-06
0.06 1.00360863 1.00360866 2.477e-08 0.12057695 0.12057777 8.196e-07
0.07 1.00491602 1.00491605 3.448e-08 0.14091752 0.14091849 9.732e-06
0.08 1.00642736 1.00642741 4.566e-08 0.16137167 0.16137279 1.121e-06
0.09 1.00814388 1.00814394 5.823e-08 0.18195620 0.18195746 1.260e-06
0.10 1.01006697 1.01006705 7.210e-08 0.20268810 0.20268949 1.391e-06

Example 5.21

DE:(x +1)y"+ xy'2 -y =0
CE:y"=y'(1-xy")/(x +1)
PS:y(x) =2 Lnx-2/x, y'(x) = 2/x + 2/x?
IC: y(1) = -2, y'(1) = 4, Width: 0.01.
The y-approximation starts with —1.96029736 for an increment of 1.01 when the corresponding

y' -approximationhas the value 3.94079012. The field of errongdonfines to the range [1.689e-10,
1.635e-06] and the field i§' is limited to the range [-2.916e-10, 2.887e-05].

After the execution of the program we obtain the data with which a diagram can be sketched.
Example 5.22
DE:y"-e =0
CE:y'=e™
PS: y(x) = Ln(cos h(x + 1/2)), y'(x) = tan h(x + 1/2)
IC:y(-1/2) =0, y'(-n/2) =0, Width: 0.01.

The Computer Solution of the IVP of Order 2:

x-value y-Approx. y-Exact Error y'-Approx. y'-Exact Error
-1.5608 4.99991667e-05 4.99991667e-05 1.472e-15 0.00999967 0.00999967 8.331e-13
-1.5508 0.00019999 0.00019999 1.667e-09  0.01999717 0.01999733 1.667e-07
-1.5408 0.00044993 0.00044993 5.000e-09  0.02999067 0.02999100 3.333e-07
-1.5308 0.00079978 0.00079979 9.998e-09 0.03997818 0.03997868 4.997e-07
-1.5208 0.00124946 0.00124948 1.666e-08  0.04995771 0.04995837 6.660e-07
-1.5108 0.00179890 0.00179892 2.498e-08 0.05992727 0.05992810 8.321e-07
-1.5008 0.00244797 0.00244800 3.497e-08 0.06988489 0.06988589 9.978e-07
-1.4908 0.00319655 0.00319659 4.660e-08 0.07982861 0.07982977 1.163e-06
-1.4808 0.00404448 0.00404454 5.989e-08 0.08975646 0.08975778 1.328e-06
-1.4708 0.00499161 0.00499169 7.482e-08  0.09966650 0.09966799 1.492e-06

The field of errors iry-approximation confines to the range [1.472e-15, 7.482e-08] and the field of

error in y'-approximationis limited to the range [8.331e-13, 492e-06].
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Example 5.23
DE:cosy y" + y'ZSin y-y'=0
CE:y"=y'(1-y' siny)/cosy
PS:y(x) = 2tan L (€®* " Py _ /3, y'(¥) = 4TV 1+ €04 )
IC: y(-1) = 0.52359878, y' (-1) = 2, Width: 0.01.

The Computer Solutions of the Initial Value Problem of second order will be determined by the
program. The approximate values can be controlled comparing with the exact values that are parallely
found. They-approximation starts with 0.54359745 for an increment of —0.99 when the corresponding
y'-approximationhas the value 1.99960007.

5.5 Related Software for the Solution

The initial value problems of second order can be estimated by different numerical methods. One to the
powerful as well popular method, namely standrRudge-Kuttanethod of order four, has been properly
chosen for the approximation in this case. The software package, particularly designed for each individual
section in this chapter, incorporates the Runge-Kutta principle to find the approximatfrn to

We have studied in this chapter different types of second-order differential equations: linear type,
homogeneous and nonhomogeneous, Euler type and nonlinear type applying several methods for the
approximation of initial value problems of second order.

The program needed for the purpose of estimating the dependent vgfiatdéer solving the
computer equations given in the examples have been designed in C++ (turbo) language.

The prograng5LI2IVP implements the Runge-Kutta method and determines the approximations of
the functions involved in linear, homogeneous and nonhomogeneous, equations and Euler’s equations.

The prograng5NL2IVP is used for nonlinear system described in Section 5.4.
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Computing Operational Series

6.1 Analytic Numerical Series

6.1.1 Infinite Series. Convergence and Divergence

The expression +r, +r,+ ... +1_+ ... .. (6.1)

Where the terms, 1, 1., ..., etc. formed according to some regular rule, is knowseess The
succession of terms, r,, r, ..., etc. is called aequenceThe series is the specified sum of the terms
of a sequence. When in a series the number of terms is unlimited, it is knowrnnéigienseries.

Otherwise, it is finite with limited number of terms.
The infinite series in (6.1) can be written now in a convenient form

Zrn=rl+r2+r3+.... ... (6.2)
n=1
By means of the series (6.2) we can fguantial sums as follows:
8=y
§ = rl + r2’
S;=r +r,* T, ... (6.3)

S=Ertr,+r,+..+r,

wheres, s, s,, ..., s, are the terms for the partial sums.
When the sequence of partial sums (6.3) has a finite limittaeds toeo (infinity), that means
whens_ approaches to a limit, s& specified by a relation
lim s,= S

n- o

the infinite series (6.2) is said to benvergentind converges to a val$

If s does not approach to a limiting value, the seriebvisrgent There is another class of series
calledoscillatingthat is also convergent, but periodically.
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Different types of infinite series are known, which belong to various branches of mathematics.
Some of them we mention here:

Geometric series:z rM=1+r +r2+ ..
n=0
Logarithmic serieszz (D" r"n=r-r2/2+r3%3- ..
n=1
Exponential seriesz it =1+r/1+r2/2+ ...
n=0

Trigonometric series:z ()" r2™* Y on+ Y =r/1-r3/ B+r°/ B+ ..(=Sinr)
n=0

In the present chapter we deal with the series that are fundamentally infinite. In view of that we
confine our discussion to the application of infinite series that are purposely convergent, because of the
fact that the convergent series is of great importance in the field of science and technology.

Example 6.1 We consider geometricseries as represented by
Z XK=1+ x+ %+ X+ ...
K=0

Evidently, then-th partial sum of the series is
§=1+X+X+ .. +XL ... (6.4)

Multiplying the equation (6.4) bythroughout and subtracting this from the original we obtain after

rearrangement
SA=X)=(L+Xx+X+ . +X") = X+X +x+ . +X+X) =1 X"

Hence, then-th partial sum of the series beconses (1 —x")/(1 —x) that can also be written in the

form
s, = 1/(1 —x) —xV(1 —Xx).
Case 1 If xis numerically less than 1, the sum converges then to the limit Xj(fhaking the series
convergent.

Case 2 Forx =1, the series is obviously divergent.

Case 3 Forx=-1, the seriesbecomes1-1+1-1+1-1+ ...

The sum of the series oscillates between the values 0 and 1 accortisig\aen or odd. Considering
above we can accept the infinite geometric series as convergent under a particular condition, i.e., when
[X| < 1, and the sum of the series amounts to

i xk=1/(1- ¥).
k=0
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Example 6.2 We want to show that the infinite series in compact form
Z Vk(k + 1) is convergent.
k=1

The series can be rewritten in the form
Ik(k+1) =1k -1k + 1)
yielding the sequence of partial sums
§=1-12)+ (1/2-1/3) + (1/3 - 1/4) + (1/4 - 1/5) + ... KRF/1/K + 1)]
=1-1k+1).

Taking the limit of the sum we g(le(lim S = I(Iim 1-(k+D]=1
which shows that the given series converges and its sum is equal to 1.

6.1.2 Comparison Test. Condition for Convergence

Aim of the test is to determine whether a given series is convergent or not, by comparing it with another
known series.

Example 6.3 Test the series

0

kle/ k?. ... (6.5)

The given series can be rewritten, without any loss of generality, as

il/kz = i V(k + 2.
k=1 k=0

In the preceding example we have shown that the series

Vk(k +1) is convergent.
k=1
Seeing that the equation of inequality
Uk + 17 < 1kk + 1)
holds fork = 1, 2, 3, ...,
We can conclude by means of comparison test, that the given series is convergent.

Comparing the terms of the two inequalities step by step, that means, putting the katueauth
step we find that the values of the known serieqiatdess than the corresponding values in the given
series (6.5).

This is the conditioof the comparison testr convergenceln the case oflivergencehe terms of
the series to be tested are never less than the corresponding terms in the known series.

6.1.3 D’Alembert Test (Test-Ratio Test)

Let us consider the infinite series in (6.1) again which reads
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PoHr+r,+ L+ 1+
If the terms of the series are presented in such a manner that there exists a finite limii,esay

lim r ., /r, =0a,

n - oo

then it is known as the test ratio limit.
When the limiting valuax is less than 1, that means, when

|im (s a/roll <1

then the series is convergent.
When the limiting valuexr is greater than 1, the series is divergent.
When the limiting valuex is equal to 1, the test does not meet the requirement.

< 13k
Example 6.4 Investigate the serie§ (k*/27).
k=1
Obviously the K + 1)-th term of the series is
fee = (k +1)%/247T

Accordingly by test-ratio we have

lim (g frid = lim [(k +9%29f 27k

Jim K31+ UK /i3

Thus lim (ryeafr = Jim (1+ k)32 =12

which is obviously less than 1.
Hence, according to the test-ratio test the given series is convergent and converges to 1/2.

Next, we consider some infinite series that are convergent and we wish to determine the partial
sums of the series assuming that the series is limited. We make the series limited by accepting the
specified number of terms in the series.

In order to find the approximated summation of the infinite series the selected pg@daNCSR
is used. In Section 6.4 some suggestions about the related software have been given.

Example 6.5

1 1 1
+ +

Isr: +
123 234 345

100

Fsr: Z [Ux (x+1) (x+ 2)]
x=1

Ssr: 0.25, Ntr: 100.

For the sake of convenience and simplicity we write down the functional infinite series (Isr) in the
form of finite series (Fsr) accepting only the first 100 terms of the series for Computation. The Program
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calculates the partial sums of the 100 terms yielding finally the resulting limiting sum of the series (Ssr).
The abbreviation Ntr means the number of terms selected for calculation.

The successful program execution requires naturally the correct and well-provided data for input.
The number of terms in the series has been restricted in each example because of the data limiting
capacity. The program sends finally a message in this case that reads:

The series converges to the value 0.25

which is the resulting sum of the given series.
Example 6.6

100
Fsr: Z [/ (2x - 1) (x + 1)]
x=1
Ssr: 0.50, Ntr: 100.
The message

The series converges to the value 0.50

will appear on the screen, which is the result of the series.
Example 6.7
Isr: tant I/ 222)]+ tan 1 [¥ (22)] + tan 1 [1 (23)] + ...

100
Fsr: Z tan® I/ @x?)]

x=1
Ssr:1/ 4= 0.78539, Ntr: 100.

The series converges to the value 0.78.
Example 6.8
Isr: CH
123 3%°52 5272
100

Fsr: Z [x/ (- 1F (2x+ 1)2]

Ssr: 0.125, Ntr: 100.

The series converges to the value 0.125.
Example 6.9

Isr: sin(r/2) + sin @t/ 2% )+ sint/ 23 )+ ...
100

Fsr: Z [sin v/ 2% )]
Xx=1
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Ssr: 2.481, Ntr: 100

The series converges to the value 2.481.

6.2 Power Series Solution
6.2.1 Introduction

A power seriessolution is nothing but an infinite series consisting of algebraic terms in ascending
positive integral power of a variable. The series of the form

Zmem=q+ Cx+ G+ ..+ G R+ ... ... (6.6)
m=0
where the coefficient€, C, C,, ... are constants is known apawer seriesn power ofx.
The series

D Calx=%)" =G+ G(x= %) + G(x ¥°+.. .. (6.7)
m=0

is also a power series, but in power 0f(x). Such type of series is quite frequently encountered in
numerical analysis. In particular, the series (6.6) is a special case, when the-te¢nof the series

(6.7) is replaced by. In this Section | shall confine the discussion to the power series of the form (6.6),
that is the power series in standard form.

The power series possesses some significant properties which will be considered next.

In the preceding section the discussion on the convergence and the divergence of the series with
their respective properties have been made.

The series
Z XM= 1+ x+ X+ X+ .. ... (6.8)
m=0

converges for X | < 1 and diverges forq| > 1.
If we divide the series (6.8) by!fim! means factoriam} and expand, we have

me/m=1+ X1+ X/2+ R/ 8+... [01=1]

m=0

that converges for all values xf
Finally, Multiplication of the series (6.8) oyl and expanding yields

mx"=1+1x+ 2 X+ BxX+ ...
m=0
which diverges for allx # 0.

In view of the above we can conclude that to each power series there corresponds a positive real
pointr on the real axis of the coordinate system satisfying the following properties:
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1. the series converges whex||<r
2. the series diverges when x||>r.

The real number is called theradius of convergencef the power series if we draw a concentric
circle withr as radius. Each power seriesximas a radius of convergence with the properties just
mentioned.

Let us assume that the radius a finite and nonzero quantity. Then there exists an interval for
values ofx, —r < x <r, known as thénterval of convergenc¢esuch that the power series will converge
whenx lies in the interval and will diverge for values»obutside the interval. The power series may
converge at the endpoints of the interval of convergence-[f, but it is not always the case.

As a matter of fact, -1 x < 1 is the interval of convergence of the power series (6.8), the radius
of convergence being 1.

Example 6.10 The series
Ln (L +X) =x=x2 +x3/3 — ... (1"%X"m+ ... ... (6.9)
has the limiting value when we apply the ratio-test.
lim |X™ Y (m+D x m X1= lim | xx m( m D= x
m - oo

m- oo

The series (6.9) converges fox || < 1 and diverges forq| > 1.
Let us consider the endpoints, that means, the pomt$ andx = —1.
Whenx = 1, the series becomes 1 — 1/2 + 1/3 - 1/4 + ...
which is conditionally convergent.
Whenx = -1, the series becomes -1 —1/2 - 1/3 - 1/4 — ...
and is evidently divergent.

Hence, the series converges on the interviak X < 1, that is the interval of convergence.

6.2.2 Series Expansion

Recalling the series (6.6) and assuming its convergencexfpk | with r > 0 we can write it in a
functional relation

0

f(x) = Z a,X"= g+ axt g X+ @ X+ ... ... (6.10)

m=0
wheref(x), the sum of the series is naturally a continuous function which has differential coefficient of

all orders for k| <r.
Now differentiating the series step by step we have

fr(x) = Z ma, X" 1= g+23 x+ 33 X+ ...

m=1

fr(x) = Z m(m-1) g X""2=23+ 233 % ...

m=2
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frr(x) = Z m(m-1) (m-2) a ¥ 3=23a+ 234a » ....
m=3

If we proceed further we can find out threth derivative.
So, on putting = 0 we have the basic relation fr

fm(0) =ml a_
or a_ = f"(0)/m
The equation (6.10) can now be rewritten as
f(x) = Z fM0)/m X"= {0 + (0 x+ f'(Q/2! ¥+ ... ... (6.11)
m=0
where a,=f(0), a,= f'(0), a, = f"(0)/2!, etc.

The series (6.2) is known &4aclaurin’s series.
In this connection we mentiofaylor’s formula which reads

f(x) = N fX0) /K X+ R( 3

where the functiomR (x), Lagrange'sremainder form, is given by

Ri(® = f*(w)/n X
for some pointy between 0 ana.

This formula can be used for the validity of the series expansion for a particulax.gbimé can
show thatR,(¥) — 0 asn — o, then the equation (6.11) is proved to be true.

A functionf (x) is analytic at a point; if the infinite series
D 1100 (x= %)/ K
K=0

in relation to Taylor series aboxytconverges to the function(X) in some neighbourhood &f.

Example 6.11 Find an expansion for the following series according to Taylor
f(x) = Ln (1 +x) aroundx = 0.
We have fx)=Ln (1 +x),f(0)=0

fr(x)=U@+x), f(0=1
frx)=-11+x?% f"(0=-1
fr(x) =2/(1+ x)3, £"(0) =2

fV(x) =-23/(1+ X*, fV(0)=-3
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Now by means of the equations (6.11) we can write
f(X)=x—x21 + 21331 — 31 x4/4! + 41x¢/5! — 5IX¥/6! + ...
=X =XY2 + X33 = x4 +X5/5 =86 + ...
that is the power series expansion for Ln (f).+

Considering the six terms of Taylor series we find the approximate values for the given logarithmic
series. We compute the errors by comparing with the actual values and represent them in tabular form.

Increment f(x) S,(x) Error
x=0.01 0.00995033 0.00995033 -1.6e-13
x=0.05 0.04879016 0.04879016 1.076e-10
x=0.1 0.09531017 0.09531016 1.0e-08

Example 6.12 Let us consider another series
f (X) = cosx.
The original functiorf (x) = cosx that leads td (0) = 1.
Taking the derivative step by step we find

f'(x) = —sinx thatleadsto f'(0) =0
f"(x) = —cosx that leads to f"(0) = -1

f"(x) =sinx thatleads tof " (0) = 0

fV(x) = cosx thatleads tof " (0) = 1

and so on.
By applying the series expansion formula we get the power series solution for
cosx = 1 —x32! + x4l —¢/6! + /8! — ...
The following table provides the calculated valuek(gY and the approximatiorg(x) yielding the
difference of results

Increment f (x) S,(x) Error

x=0.1 0.99500416 0.99500416 0

x=0.2 0.98006657 0.98006657 —4.0e-11
x=0.5 0.87758256 0.87758256 —2.58e-10
x=1.0 0.54030230 0.54030257 —2.73464e-07

We recall the remainder functid®)(x) at this stage and want to show tRg() approaches zero as
a limiting value as becomes infinite for any fixed value xfIn view of the above we can write the
n-th derivative in the form

f"(x) = cos (/2 + Xx).
Now, R (X) takes the form as
Ry(X =cos(m/2+ %)X/ (0<x,<X.

Here the first factor cognm/ 2 + x,) can never be greater than 1. The tefhinl is then-th term
of the series
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X+ %220 + 33! + ... +x¥n! + ...
that is convergent for all valuesxfHence it approaches zero as a limit whdiecomes infinite.

6.2.3 First Order Equations

Many essential differential equations of the order have been encountered in mathematics and physical
sciences which cannot be solved easily, sometimes not be possible to solve by means of any elementary
methods discussed in Chapter 4.

The solutions for the differential equations can be then expressed in the form of a power series. We
want to show now how the power series method is used for the solution of first order equation.

A first order differential equation of the form

P(XYY + QAYy= RX ... (6.12)
is considered now for power-series solutiBxx), Q(x) andR(x) are the coefficient functions of the
differential equation.
WhenR(x) = 0, the differential equation is termechasnogeneoystherwise it is nonhomogeneous.
Let us assume that the equation (6.12) has a power series solution of the form

Y=kZlaka'l ... (6.13)

wherea,K are the coefficients.

The series converges fox | < r when 1, the radius of convergence, is greater than 0. In other
words, we can deduce that the equation (6.12) has a solution which is analytic at the coigiimaay
point for the equation.

A power series can be differentiated term by term in the interval of convergence determined by the
ratio-test.
Expanding the series (6.13) yields
y=a +ax+axX+..+ax"+ ..
and on differentiation the series (6.13) becomes
Y=Y ke X ... (6.14)
k=1

that on expanding we obtain
y'=a,+2ax+ 3g X+ .+ (m D g, X+

The assumption that the power-series expansion of this solution is valid on the given interval is only
justified, provided that the power series expansions of the coefficient funB{inQ(x) andR(x) are
valid on the same interval.

Now, the power series expansions of

P(X) = i poXl=p+ pxt gR+ pX+.. ... (6.15)

k=1
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Q(x) = ch K L=q+ gx+ gk+ g X+... ... (6.16)
k=1

R(@ = }E m %(_l = E+ QX'+I§X2+ QX$+,__ ...(6.17)
k=1

wherep,, g, andr, are the coefficients.
Multiplying the series (6.15) by (6.14) we obtain

P(Y) ¥ ={z 3 WMZ K@ WJ
k=1 k=1

) k
= z {z:l_pk_lJrl a4 1] Xk_l- ... (6.18)

k=1\1=1

Similarly, it follows from (6.16) and (6.13)

Q) y=[z‘* %-1J [21"’" %_1]

) k
=2 {Zq"-“l al} X .. (6.19)

k=1 \1=1
Substituting (6.17), (6.18) and (6.19) into (6.12) we obtain

0

. -1, w | o 1w -1
_l - -
Z[ 1p, +13-1+1]X +Z[ZQ< 1+1 31}* ZE)&(
1=1 k 1=1 k=1

k=1 =1
fork=1,2,3, ....
After rearrangement it can be written as

0

o k
z {Z[lpk—y,l 8.1+1+ qk_1+1a]‘|J )é<—1= z [ )é(_l.

k=1 \1=1

As X<t cannot be zero, we get at the results finally

0

Z[lpk—l+1 Ay 1t k-1~ k- 1=0, ... (6.20)
=

fork=1, 2, 3, ..., which is known as thecursion formulaor the coefficients of the general power-
series solution of (6.12).

Example 6.13 y' +2xy= 0, y(0) = 1.0.

This is a first order initial value problem of homogeneous type with the given initial conditions.
The relations (6.15) and (6.16) suggest
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p=1p,=p=...=0
9,=0,0,=2,¢,=¢,=...=0
r=r,=r,=r,=...=0.

Substituting the values op’s, g's and r's into the formula (6.20) the coefficienss can be
determined whek =1, 2, 3, ... .

So the values of the coefficients are

3=0,

3=-a,
=-2/33=0,

a, = -1/2a,=1/2a,

a=-2/5g=0.

Hence, the formula (6.13) provides the general power-series solution of the given equation by
means of the determined values of the coefficients

y=a(l—x2+x¥2! —x%3! + ...).
Now, y(0) =a, = 1.0, as the initial conditions imply.
Hencey(x)= 1 —x2 + x4/2! —x&/3! + ...

which is equivalent ™.

Here, the computer progragePOW1HM is used for the determination of the solution for the first-
order initial value problems in terms of power series.

Example 6.14
DE:(1+x)y -2y=0

PO):p,=1,p,=1,p,=p, = ... =0
Qx):q,=-2,9,=q,=...=0
IC: y(0) =1

Pss: y(x) = 1 + 2x + x2

The differential equatioDE has been, at first, expanded in terms of power series. The coefficient

function P(x) relates to the functioh + x and the coefficienQ(x) corresponds to the coefficient pf
in the equation.

It has already been explained in the discussion of power-series expansion how to determine the
values ofp,, p,, etc. andy,, q,, etc. With the help of the initial conditioGC) we ascertain the initial
constant value of, and the determination leads to the power-series sol(Rkx) at last.

Example 6.15
DE: dy/dx —x?y =0
PX):p,=1,p,=p;=p,=...=0
0(x):q9,=0,9,=0,9,=-1,9,=9,=...=0
IC: y(0) =1

2
Pss:y(x) =1 +x3/3 + x6/18 + ... = * /3.
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Example 6.16
DE:(1+x)y'+3y=0
PX):p,=1,p,=1,p;=p,=...=0
Q(x):q,=3,9,=q9;=q9,=..=0
IC: y(0) =1
Pss:y=(1+x)3=1-3x+6x2-10x% + 15x* - 21x° + ...
Example 6.17
DE:y +y=0
P(X): p1=17p2:p3:p4:...20
Qx):q9,=1,0,=09;=9,=...=0
IC: y(0) =1
Pssiy=e*=1-x+x?/2-x3/6 + x*/24 - x5/120 + ...
Example 6.18
DE:y' -y=x
P(X): p1=17p2:p3:p4:...20
Q(x):q,=-1,9,=9,=9,=...=0
Rx):r,=0,r,=1,r,=r,=...=0
IC: y(O) = 1,

Pssiy=-1-x+2e=1+x+ x4+ x3/3 + x4/12 + x3/60 + ...
6.2.4 Second Order Equations

We now turn our discussion to the general second order differential equation of the nonhomogeneous
form
PY +QAYy+ Rx ¥ BXx ... (6.21)

Assuming that the coefficient functioR¢x), Q(x), R(x) andS(x) are analytic at a poin{ we can
presume that the power-series solution of the equation (6.21) is valid on the interval.

We accept that the equation (6.21) has a power series solution of the form

0

y=7% ax
k=1
=a tax+ax+ax + .. ... (6.22)
Now differentiating the power series (6.22) term by term we obtain
y’=Zka(+l>3"1=e;z+2q,x+3eé£+4§1§+___ ... (6.23)
K=1
and y' =Y k(k+1) g, X7
k=1

2+ 6ax + 128 + 208 + ... ... (6.24)
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On basis of the assumption taken above the power series expansions of the coefficient functions for
P(x) andQ(x) become

0

P(x)=Zn<>3"l= R+ p X+ BR+ pX+.. ... (6.25)
=1

and Q(X) = iq( Xl= g+ g x+ g &+ g X+... ... (6.26)
=

Again the power series expansion of the coefficient functionR@FrandS(x) become

R(X)=Z'I<Xk_l= i+ X+ R+ C+ ... (6.27)
e

and SN=F g X71= s+ sx s> ,5%% .. ... (6.28)
e

If we multiply the series (6.25) by (6.24) we get

w [ k
Py" = Z [21(1"' Dpk-141 814 2] X
k=1 \i=1

In the same manner from the relations (6.23) and (6.26) we have

w [k
Qy = Z [Z]—Qk—ul a, 1] Xt
{

k=1 =1

and finally from the series relations (6.22) and (6.27) we obtain

0 k
Ry = Z {Zrk—l+1alJ X<,
k=1 \i=:2

On substitution of these values together with (6.28) into the given equation (6.21) we get a recur-
sion formulafor the coefficients as follows:

0

k k k 0
z]—(l"‘ Dpy_gvr @en 21Q<—1+1 .1t Z k-1+1 ai] Xt= Z g X°°
=1 {=1 k=1

k=1\1=1

fork=1, 2,3, ....
Hence, the recursion formula for computing the coefficients of the general power series solution of
the nonhomogeneous form in (6.21) becomes

k
Z [1(1+ Dpk-1+1 @42t Qe 1 @a 1t Ko 3 1317 K- 3 1=0 ... (6.29)
i=1

fork=1, 2, 3, ..., 10, accepting the first ten valueskfor
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Example 6.19 (1- x?)y" - 2xy + 6y= 0
with the initial conditiony(0) = -0.5, y'(0) = 0.

This is a second-order initial value problem of homogeneous type.
The equations (6.25), (6.26) and (6.27) imply

p=1 p,=0,p,=-1,p,=p,=... =0,
4=-20,=-20=0=6¢=..=0
and n=6r,=r,=r,=...=0.

Substituting the calculated values in the general formula (6.28) and rearranging we obtain
a,=-33, 3, = -2, 8= 0,3, = -a/5.

The formula (6.22) yields the power-series solution of the given equation
yx)=a +ax+ax +ax +ax' + ..

Imposing the initial conditions we hage= -0.5 anda, = 0.

Therefore y(x) = (3 — 1)/2.

Let us determine the approximated solutions of the second-order differential equations in terms of
power series employing the progra®POW2HM.

Example 6.20
DE:y"+xy=0
P(X): p1=17p2:p3:p4:...20
Q(X):q1:q2:q3:q4:...=0
R(x):r,=0,r,=1,r,=r,=...=0

IC:y0) =1, y'(0)=-1
Pss:y(x) =1 -x-x3/6 +x*/12 + x¢/180 + ...

Example 6.21
DE:y" + ycosx =0
P(X): p1= 1! p2:p3:p4:...:O
Q(X):q1:q2:q3:q4:...=0

Rx):r, =1,r,=0,r,=-0.5,r,=0,r,=1/24
[cosx=1-x3/2 + x4/24 —x°/720 + ...]
IC:y(0)=1, y'(0)=0
Pss: y(x) = 1 = x?/2! + 2x*/4! — 9x®/6! + 55x8/8! — ...

Example 6.22
DE:y" +y -2y=0
P(X): p1=17p2:p3:p4:...20
Q(X):q1=1!q2=q3:q4:...zo
RX):r ==-2,r,=r,=r,=..=0

IC:y0) =1, y(0 =1
Pss:y(x) =e =1+ x+ x2/2! + x3/3! + x*/4! + ...
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Example 6.23
DE:y" —xy' +2y =0
P(X): p1=17p2:p3:p4:...20
Q(X): qlzov q2=_1;q3=q4: .=0
RX):r =2,r,=r,=r,=..=0

IC:y(1)=2, y() =3
Pssiy=2+3(x-1)-(x-1)%/2-2(x-1)3/3 - (x-1)*/6 + (x - 1)°/15 - ...

6.3 Fourier Series Solution
6.3.1 Fourier Coefficients

We know from our experience that many physical and technical problems are treated with the specific
trigonometric series of the form

a/2 + (@ cos x+ b, sin Y + ... + @ coskx+ b, sinkx) + ...

The power series representation of functions in the preceding section is already known to us. For
power series expansion we can consider oahtinuous functions having differential coefficients of all
orders. The distinguishing feature of the particular trigonometric series just mentioned is that it can
represent the functions witliscontinuities

As for example we can mention the obvious cases of discontinuous impulse functions that can be
observed in technology, especially in electrical engineering.

The specific trigonometric series just mentioned may now be written in the general form
9(x) = ay/2 + Z (3 cos kx+ B sin kx) .. (6.30)
k=1

defining the functiorg(x) on the closed intervatm< X < 1.
Assuming that the series is, according to Dirichlet criteria, uniformly convergent, which suggests
that the series can be integrated term by term.

For the proof of Dirichlet’s principles and theorem | need not be concerned here. | want to say only
that the availability of the standard texts is extremely large, some of them have been referred in the
reference. On the subject of conditions for convergence | shall come back to the Dirichlet’s principles
in a short while.

In view of the assumption we integrate the series (6.30) frarmo

T m 00
Jg(x) dx= j a/2+ Y (acos kx+ psin kyl dx
-7 - k=1
Taking account of the following simple valid trigonometric integrals
T T
Jsin kx dx=0= Jcoskx dx
—Tt -t
fork=1, 2,3, ...,
the term-by-term integration of the series results
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m
ao=“"_[9(x) dx ... (6.31)
-1
Similarly, to find the coefficieng, we multiply the equation (6.30) by cks throughout yielding
another equation

g(x) coskx = a /2 coskx + (a,_coskx + b, sinkx coskx) +
into sums

... (6.32)
With the help of the appropriate trigonometrical formulas for sine and cosine converting the products

2 sinkx coslx
2 coskx coslx

sin K+ 1) + sin k — 1)x

cos k+ 1)x + cos k— 1)x
2 sinkxsinlx = cos k— 1)x — cos k + 1)X
we can easily calculate the integrals

m
Jsin kx coslx dx=10
=1

and

m

Jcoskx coslx dx= 0, wherk # 1
-

=7, whenk = 1; (k,1=1)
Now, the integration, term-by-term, of the series (6.31) fremto +77 leads to the results

-1

m m
Jg(x) coskx dx= @ Jco§ k= am
-1

... (6.33)
when we take into consideration of the trigonometric realities which are mentioned before. Rearranging
the equation (6.33) we obtain an expressiorafor

m
a, =1/njg(x) cos kx dx

... (6.34)
-1
By puttingk = 0, the formula (6.34) is seen to be valid in comparison to the formula in (6.31). On
that reason we tak®/2 as theconstant termnstead ofa,,

Following the same procedure the coefficigntan be found. So, we multiply the equation (6.30)
by sinkx throughout and integrate term by term applying the trigonometric identities stated above.
As a result of that we obtain

o sinkcdx= g [sin® ke prr

which can be written in the form

-1

by =1/njg(x) sin kx dx

-1

that is the coefficient, of the series.

... (6.35)
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These determinations conclude that if the series (6.29) is uniformly convergent, then the coefficient
a,_andb,can be obtained from the functig(x) with the help of the formulas mentioned in (6.33) and
(6.34).

The coefficientsa, andb, are called thd-ourier coefficientsof the functiong(x) and the series
(6.29) is called th&ourier seriescorresponding to the functiaggx) in the interval[-7, 7] . Thus we
can say a Fourier series is a particular case of trigonometric series.

6.3.2 Dirichlet’'s Principles
Let us assume that
(a) afunctiorg(x) is defined in the closed intervetTt T and single-valued except possibly at a

finite number of points in the interval
(b) 9(x) is periodic with2sr period

(c) g(¥) and its derivativeg'(x) are piecewise continuous functions[iritg 1 .

Under the assumption started the Fourier serieg(f)r the series on the right side in equation
(6.29) with coefficients given by the relations (6.33) and (6.34), converges to the vg(xgibk is a
point of continuity. At each point of discontinuity g(k) the series converges to the arithmetic means of
the values of(x) from the right and left, that is,

[9(x+0) + A x-0]/2.
The Fourier series represented by a funcgipd to be approximated should not be necessarily a
trigonometric function. If an arbitrary function is defined in an interval of lepgirand then periodi-

cally extended beyond the interval to the left and right hand limits in order to satisfy the functional
relation

g(x+2m) = o,
then a function with perio@sr will enter.

It's not easy to understand the Dirichlet’s Principles on theoretical basis. We should accustom to
these conditions on practical viewpoint when we follow some examples.

Let us now expand a function by means of Fourier series satisfying the Dirichlet’s constraints.
Example 6.24 Find the Fourier series of the functig(x) = x2,

over the interval-mm < X < IT.
Here, by the relation (6.30) T
ay = ]JnJ‘x2 dx= 27°/ 3

-1

By means of the equation (6.31) we find the coefficignthen k > 1,

T
ay = 1/11ij cos kx dx
-

An integration by parts yields

ay = Um[x¢/ ksin kx+ 2 Kcos ke 2 Rsin Kk

-

= 4/k?coski= 4/ K? 1f, for k#0.
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For b, we make use of the formula (6.34)

m
by =ynszsin kx dx
-

Applying the rule of integration by parts we get the coefficigmn the form as shown

bk=1/n[—x2/kcoskx+ 2 Ksin kxt 2/ Rcos k}(n =Q
-1

Now substituting the results, thus obtaineddgra, and b in (6.30) we obtain

X*= I3 + Z (4/K? cos kiT coskk ) ... (6.36)
k=1
=m?/3- 4 (cosx — cos2x/ Z+ cosx/ 3- ... )

asFourier series expansiofor the given functiory(x).

The series converges to the functigfr) = x? at every point in the intervdl-, 1) for whichx is
continuous and indeed, throughout the interval. The Fourier series is also periodic with th&pgeriod

At the end pointst ki, for k = 1, 2, 3, ..., the series represented by the formula (6.35) must
converge to the average val(@® + %)/ 2 = i,

Beyond this intervat-Tt < X < T, this series represents the periodic extension of the original function
as shown in Fig. 6.1.

f(x)
2
/\/\A—-p
—t——1 11—
-5 -4 -3m -2m 1T m 2m 3m 4m 5m
Fig. 6.1

It is interesting to observe the results of the functjoh = X denoted by the relation (6.35). This
leads us to further logical conclusions reached by the results of the function.

Let us putX = Tt in the Fourier series (6.36) to obtain another series

=3+ 4Z(cosknx coskrr §/ K = m?/3 + 4; s
k=1 =1

0

16 = Z VK?=UP+ 12+ 13+...
k=1
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By setting x= 0 in the series (6.36) yields

0=12/3+ 45 (-9*/K?
or n2/12=i(—])k+1/k2=:llf— 12+ 13-..
k=1

6.3.3 Even and Odd Functions

A function g(x) defined on the intervatr < X < 11 of length 277 is said to besvenif the functional
equality, such as,
g(—x) =g(x) holds.
As a result of that the produgfx) x coskxis even for cokxis even and the produgfx) x sinkx
is odd, because skxis odd.

Sine and Cosine Series

According to the properties just mentioned, the relations (6.33) and (6.34) become

m m
a, =Um j 9(x) cos kx dx= 2/nJ 4§ Xcos kx dx

el 5
m

and bk=1/n.[ g(X) sin kx dx= 0
0

that let us know that the Fourier series corresponding to an even function consists of tennsimgth
only and the coefficiena_may be required for expansion. The series in this case has symmetric
property.

On the other hand d(—x) = -g(x), then the functiomy(x) is said to beodd

Accordingly, the integrand(x) cos kxis an odd function and the integrag(@) sin kxis even.

m
Therefore, a=1lm J g(x) cos kx dx=0

i3

m m
and bk=ynjg(x) sin kx dx= 2/nj d§ xsin kx dx
- 0
so that we can conclude that the Fourier series corresponding to an odd functanly Isaseterms

and the coefficient bmay be required for computation. The series representing an odd function has
skew-symmetric property.

Example 6.25 Expandg(x) = sinx, wheng(X) is even periodic character on the open intebvalx < 77.

We have already observed that a Fourier series consisting of cosine terms alone is represented only
for an even function, that means,

9(=x) = ).
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The series converges ¢fx) = sinx everywhere or(0, 7).
As sinx is even we can write for the coefficients

b =0
1
and 8= 2/Tt | sin ke dx = 4/
0

Now for the coefficientak, we have

m
a = 2/71-[ sinx coskx dx.
0
Applying the trigonometric identity for the expressionsitoskx at this point yields

ak=1/n_[[sin (x + kx) + sin (x - kx]] dx
0

=1 m[U (k- Hcos k - 1)x — U+ 1) cosk+ 1}
= —coskm+1)/m[¥ k-1) - Uk+ 1}

=-2(1+ coskmy ((k?>-1)), fork# 1.

For control if we puk = 0 it follows the same computation we have already found,for
Fork = 1 we have

T
a = 2/T[J sinx coskx dx
0
T
=Un [ sin2xdx- Y 2nfcos 25 =~ 12 +- L = 0
0

Hence, g(X)=2/m-2/m Z[(1+ cos k) (k? - 1) coskx]
K=2

=2/ m - 4/ rrf(cos 2x)/ 3+ (cos4x J 15+ (cosé& /) 35 ... ]

The Graphs of three partial sums for the Fourier series when computed are sketched together with
the original function. The successive partial sums of the series

S=2/nm,
S,=2/m— 4/ m(cos2xy 3,

S;=2/m - 4/ r[(cos 2x)/ 3+ (cos4x] 15],
have been plotted here in order to have some ideas of the functions.
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y

1.1+
1.0 1
0.9 1
0.8 1
0.7 1
0.6 1
0.5+
0.4+
0.3 1
0.2-

y=sin (x)

1
K%
S

N
S

6.3.4 Any Arbitrary Interval [-1, 1]

We have discussed so far the properties of Fourier series in standard form, where the considered
functiong(x) is defined on the intervatim < x < 1.

Sometimes it is advantageous to modify the form of a Fourier series to a fug{g}icas required
in many problems of mathematics and physics. For that purpose we consider the interval [-1, 1], that is
arbitrary, 1 being and real number.

Introducing a new variabl@ and substitutingA = rx/1 yields the transformed functioB(A) as
follows:

9(x) = oAV m) = GA),
so that) varies in[-75, 7] asx varies in [-1, 1].

The new transformed functio®(A) satisfies also the Dirichlet conditions if the assumption for
convergence in the case of the standard fung(oris valid. Hence, we can expand the funct®()
in the form of Fourier series.

GA) =gy/2 + Z[a(cos (K)+ [ sin (K )]
k=1
with the corresponding coefficient integrals

ak=ﬂnJG(A)cos(kA)d4

-1

and bk=1/n_[G(A)sin () dh .

-1
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Now we can define a functigg(x) on the interval-1< X < 1 as follows

g(x) = /2 + i[a,(cos(kmllh R sin (l x1)]
K=1

with the corresponding coefficient integrals with respec, to

1
ak=u1jg(x) cos (kTX/1) dx - (6.3D)
-1
1
and bk=u1jg(x) sin (kTx/1) dx ... (6.38)
-1
Example 6.26 Find the Fourier series corresponding to the function
gx)=3, for 0<x5
=-3, for-5«<0.

First of all, we want to determine the coefficieaxg,ta,K and bk of the series. It follows from the
equation (6.37)

1
ak=u1jg(x) cos (kTX1) dx

-1
that can be transformed into another form considering the interval (-5, +5)

5
= 1/5Jg(x) cos (¥/5) dx

-5

=V5

0 5
_[—:a:os (rx/ 5) dx + _[ 3cos (1A 5) d%

-5 0

0 5

= 3/5[—jcos «x/5) dx + j cos (r®5 )d%
-5 0

5

= 3/ (km) [—sin (krx/ 5)O|+ sin (kX 5}}
-5 0
=0, fork#DO.

It is to be noted ik = 0, then by (6.31) we get

1
a0=ﬂl.[g(x) dx

-1

=1/5J5.g(x) dx= 1/5.(|J.—3dx+ 15J5. 3dx= 0

-5 -5 -5
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Similarly, from the equation (6.38) the coefficidnigives rise to
1 5
b, = 1/1_[g(x) sin (kx1) dx= 1/5j d 3 sin (kK 15) dx
-1 -5

0

J

-5

=1/5

5
—3 sin kmx/5 ) dx + j 3 sin (eTx(5 ) d%
0

5

= 3/ (km) [cos (krox/ 5)O|— cos WX/ 5 %|
-5 0

= 6/ (km) [1- cos krT].
Considering the values of the coefficieatsa, andb, the corresponding Fourier series becomes

g(x) = /2 + i[a,(cos(km(lh R sin (la x1)]
K=1

0

= Z 6/ (km) (1- coskit) sin (@1x/5)
k=1

=12/ (sinfx/ 5+ ¥ 3sin 3xx/ 5+ 1 Sin G 5 ...).

To compute the approximated solutions of Fourier series let us introduce now the eRCAIBER
that performs the Fourier series with the corresponding expansion of the coefficient fapatidib,
for a given set of data.

The following examples have been treated by using the program and the numerical results are
represented in tabular form. The graphical figures in connection with the approximations are accord-
ingly plotted.

Example 6.27 Fx =x x cos k) on (0, 1)
m=5 n=4, x=01x1

Example 6.28 Fx = cos (2 xx) on (0, 1)
m=5 n=3, x=01x1

Example 6.29 Fx = cos pi x X) — 2 x sin pi x x) on (0, 1)
m=5 n=4, x=01x1

Example 6.30 Fx=xx x x cos §) on (0, 1)
m=5 n=4, x=0.1x 1.

6.4 Related Software for the Solution

| have discussed in this chapter the approximation of functions that are simple. Among simple functions
there are polynomials, geometric and harmonic progressions and trigonometric polynomials. The particular
trigonometric series has been used for the formation of a Fourier series, which is without any doubt an
indispensable tool in modern mathematical physics, especially in the branch of quantum mechanics.
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The program which have been designed for the purpose have been written in C++ (Turbo) language.
The programs used to approximate the series, namely, analytic numerical series, the power series and
the Fourier series with appropriate methods have been so constructed that the approximated series have
the field of error within the extent of reasonable tolerance.

The prograng6FUNCSR has been written for the sake of approximated summation of the infinite
numerical series in analytic form. It enables us to obtain the calculated sum of the series accepting the
arbitrary choice of finite number of terms of the series. In section (6.1) we have considered the subject
matter: Analytic numerical series by taking over some examples which explain the tests, such as,
comparison, ratio-test, etc.

The discussion on the power series solution has been elaborated on the basis of Taylor’s formula
and Maclaurin’s expansion method. First order and Second order initial value problems have also been
solved by means of power series. The progrg@®OW1HM andg6POW2HM have been thought for
the purpose.

For Fourier series expansion and Fourier series solution of particular function we have accepted
specified trigonometric polynomial, rather to say, a special trigonometric series. The constant or unknown
coefficient functionsa,, a, a,, ... b,, b,, ... of the series have been determined and on substitution of
these determinations into the series we obtain the Fourier series solution for the particular function. For
the computation of approximate series solution as expressed by Fourier the pg6§CISER is
used.

A software supplement consisting of a set of programs and subprograms designed in C++ (Turbo)

language is prepared. A Diskette (3.5 inch/1.44 MB) in standard PC-compatible containing this supple-
ment will be provided for the reader to work out the related mathematical models.
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Boundary-Value Problems for
Ordinary Differential Equations

7.1 Introduction

In the previous chapters we have discussed on the solutions of differential equations that are of first
order and contain one initial condition to satisfy. Later in Chapter 5 the developed technique for solution
would be extended to second-order equations, but using the specified conditions at the endpoints of an
interval. These are all the examples of initial value problems.

In this chapter we are concerned only with the differential equations in which the specific condi-
tions are given at different points on the interval. Contrary to this in the case of first-order initial value
problem only one condition, i.e., the starting value is chosen and the approximation process has been
developed.

The differential equations having the prescribed conditions at the endpoints have often been
encountered in many branches of physics and mathematics, engineering and other related practical
sciences. These problems cannot be treated as initial value problems because of the specified boundary.
Such problems are known as th@undary value problems

In order to solve a boundary value problem the general solution of the given differential equation
will be first found and then a system of equations can be obtained from the prescribed boundary condi-
tions to determine the constants involved in the equations. The general solution of the boundary value
problem is thus obtained after evaluating the constants.

Let us consider a two-point value problem
y'=a(% v Y) - (7.1)
for a< x< b a andb being the end points. The prime denotes differentiation with respect to the

independent variabbe as usual. We accept the boundary conditions prescribed for the equation (7.1) by
the relations

y(@=a and yb)=p

for some constant values af and (3.



Boundary-Value Problems for Ordinary Differential Equationsl29

Such a problem can be solved provided that the fungtaond its partial derivatives with respect to
yandy' are continuous and the boundary conditions exist.

Thus, assuming that the boundary value problem has a unique solution we try to determine the
solution of the problem.

Example 7.1 Find the solution of the equatioyl’ + y =1

satisfying the boundary conditiong0) = y(r1/2) = Q
The general solution of the above differential equation can be written as
y(x) =C, sinx + C, cosx + 1.
Applying the mentioned conditions, that meg(® = 0 andy(71/2) = 0.
we obtainC, =C, = -1.
Hence, the function(x) = 1 — sin x- cosx satisfies the boundary conditions.

The numerical methods for the approximation of the solution to boundary value problems of order
2 can be classified fundamentally in the following two types: The Shooting method and the Finite
Difference method.

The Shooting method is not so stable because of round-off error instability often occurred in the
procedure. The method | want to present here for solving the second-order boundary value problems is
the method having much stable character. It needs more functional operations in order to get proper
accuracy. The method containing finite differences replace each of the derivatives in the differential
equation with the appropriate difference-quotient approximation.

7.2 Linear Boundary Value Problems

Assuming that we have a linear boundary value equation of second order with conditions specified at the
endpoints on a closed interval p] which we divide intan + 1 subintervals, equally placed, of width
= (b -a)/(m+ 1).

Setting the endpoingg=aand x = b
we define X =X +ku

k=0,1,2,..m+ 1.
Now the dependent variabjehas the corresponding values at the points
Y, = Y%, +ku),

for k=0, 1, ..m

To solve a boundary value problem by Finite Difference method the derivatives in the differential
equation should, in principle, be replaced by the appropriate difference-quotient approximations, for
example,

Y(¥)=[X%+ 09— ¥yxl/ u
eliminating the errors.
A linear two-point boundary value problem for the unknown funcfiocan be presented by

y'=p(X)Yy + R y+ €3 .. (7.2)

for a< x< b,
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with the boundary conditiong(a) = a, y(b = .

y

X
T } } X
a X—-u x+u p

Fig. 7.1

If x—u, xandx + uare the points in the close intervallj] as shown in the representation, then we
can write for the first order and second order derivatives
y(x+ U - Yx— 9 _ Y(Xs+1) = M %-1)

2u 2u

y'(X) = ... (7.3)

y(x+ 0 =2y + ¥ x= ) _ V(X)) ~ 2Y(%) + W %-a)
2

u l.I2

which are calledinite differenceapproximations to the derivatives.

Choosing an integem we subdivide the interval] b] into m + 1 equal parts accounting the
endpoints as the mesh points

and y'(X) = . (7.4)

X =a+ku
fork=0,1, ..m+1andu=(b—a)/(m+ 1).
At the interior mesh point, fork = 1, 2, ...,m, the differential equation (7.2) to be approximated
becomes

Y'(%) = X)) Y(X)+ 4 %) ¥ 0+ €x%. .. (7.5)

Using a third-degree Taylor polynomial
Y(%+1) = %+ U

=y(%) +uy(x)+ d/20 y(x)+ &3 y(p+ Wra Py

for some &y in (x, X, ,)

and
Y(%_1) = Y% — 0= Y x)— uy(x)+ /2 y( Q- U3 g+ Ura 9eE

for someé&, in (x,_, x)
Adding the equations determined f(x_+ u) andy(x, —u) and eliminating the terms involving
Y'(%) and y"(xc) yields
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Y (%) =[¥%) —2X %) + ¥ %=1/ G- /4] P& + &l
=[¥(% 1) = 2Y0%) + X %=1/ d- d/12[ ¥ (&) ... (7.6)

for someé, in (X, X, )

Similarly, thecentered differencormula for y'(x,) can be obtained

Y (%) = [ %) = Y %=V d— G/2[ ¥ (n)] - (7.7)
for somen, in (x_, X, )
Putting the formulae (7.6) and (7.7) in equation (7.5) results

[V(%1) = 2Y(%) + ¥ %)/ G= PO & %)~ & x)/2 )+ @3 (v
+r(x) - u?[2p(x) ¥ () - ¥ (EIA2.

This equation can be applied together with the boundary conditions
y(@ =a, y( =B,

to definesy=a, Sm+1 =B,
and (28, =8, =S+ p() [S., —S_J(2u) +alx) s, = —r(x)
fork =1, 2, ...,m. The error terms are omitted.

Rearranging the equation we obtain finally

—1+up(x)/2]s,_,+[2+uax)] s —[1-upx)2]s,,=-rx). ... (7.8)
This is the so long required equation for the approximation which can be simplified with an example.

The equation (7.8) can be rewritten in a system of equations and the resulting system can be
expressed in matrix form

As=Dh,
whereA is a coefficient matrix anldis a column matrix for the right side. By means of the tridiagonal
matrix the nonlinear system should have a unique solution on conditign thahd rare continuous

functions on[a, f].
Now the coefficient matriXA with its elements can be expressed as

2+u2q(x) -1+ u[x)/2 0 0
Ac|T1HUP(%)/2 2+ P %) -1+ upx/2 .. 0
0 0 0 ve =14+ U p(Xp-1) 2
0 0 —1+up(x)/ 2 ... 2+ d %)
and the column matricesandb take the forms
(s ] W)+ LU/ g |
S ~U? r(%,)
s=| .. and b=
Sn-1 -u? r(Xm-1)
| sn | U 1 (%) + (= [U X1/ D S
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The system has a unique solution on conditiongh@t@andr are continuous functions duar, S].

Example 7.2 Solve y"+ x?y+2=0
with the boundary conditiong—1) =y(1) = 0 on the interval [-1, 1].

or
or

or
or

or
or

To solve the boundary value problem we use the method of finite differences.
Now dividing the interval into 4 equal parts we have

n=4,u=(b-a)(n+ 1) = 0.4, the endpointg = 0 andy, = 0.
Setting up the system of equations (7.3) and (7.4) we can write

y(x+u - yYx- 9 _ V(X +1) = Y(%-1)

... (7.9
2u 2u (7.9)

y'(x) =

(U —2y(R + Y x= 0 Y(Kiee1) T 2Y(%) + W %-1)
- U2 - U2 :

Puttingk = 1, 2, 3 in order and manipulating the equations we obtain a system of another equations.

y"(X) ... (7.10)

Whenk = l, (y2—2yl+ yo)/V\F+ )f X+ 2=0
(y,— 2y, +y,) + 0.0256y, + 0.32=0
oy 1.9744y, +y,=-0.32. .. (7.11)
Whenk = 2, (Y3— 2y, + yl)/V\F"' )§ y+2=0
y,— 2%,+y, +0.1024y, + 0.32=0
y,— 1.8976y, +y, =-0.32 . (7.12)
Whenk = 3, (Yq—2y5+ y2)/v\F+ )§ %+2=0
y,— 2, +y,+0.2304y,+0.32=0
y,— 1.7696y, +y, = - 0.32. .. (7.13)

Solving the equations (7.11), (7.12) and (7.13) yields
y, = 0.5685, y, = 0.8026, y, = 0.6344

which are the approximations along with=y, = 0.

Let us now consider the approximations of linear boundary value problems by means of C++

program applying the method of Finite-Difference using Taylor series.

Now to approximate the boundary value problem of order 2, the pragtBaP2LI1 is used apply-

ing the method of Finite Differences. For the approximation of a boundary value problem processed by
the computer program the following points should be noted:

(&) The initial boundary conditions of the mathematical problem, xB/xF/yB/yF are to be put in
the DEFINITION Block of BC of the program.

(b) The Particular Solution for(x) given in the example is inserted in the MEMBER Function
SetACT.

(c) The MEMBER Function setDE is furnished with the valueB,d® andR mentioned in the
example.

After the execution the program calculates simultaneously the exact val(gswith the corre-

sponding increments of the independent variabé® that the errors arisen from the approximations can
be found out.
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Example 7.3
BVP: D?y/dx? —y(1 + tan?x) =0
P=0,Q=1+tan’x, R=0.0
PS: y(x) = 1/cos x
IC: y(0): 1, y(1): 1/cos (1), 0sx<1
W: 0.01

The abbreviations BVP/PS/IC/W used in the example are self-explanatory. They are meant respec-
tively Boundary Value Problem/Particular Solution/Initial Condition/Width.

The graphical figure can be drawn now with the aid of numerical data represented underneath. The
approximate values as well as the exact solutions have been displayed separately and the development
of the errors arisen from the approximations has also been plotted (Fig. 7.2).
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02T
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Fig. 7.2

The following table lists the approximations of the BVP of Order 2 when the given problem is
processed by the computer program accepting the reasonable increments of

x-value Approx. value Exact value Error

y(0.01): 1.00130211 1.00005000 -0.00125
y(0.06): 1.00931861 1.00180270 -0.00752
y(0.11): 1.01986906 1.00608065 -0.01379
y(0.16): 1.03300194 1.01293797 -0.02006
y(0.21): 1.04878636 1.02246257 -0.02632

(Contd)



134 C++ Solution for Mathematical Problems

x-value Approx. value Exact value Error
y(0.26): 1.06731384 1.03477894 -0.03253
y(0.31): 1.08870066 1.05005224 -0.03865
y(0.36): 1.11309106 1.06849385 -0.04460
(0.41): 1.14066144 1.09036888 -0.05029
y(0.46): 1.17162569 1.11600604 -0.05562
y(0.51): 1.20624227 1.14581071 -0.06043
y(0.56): 1.24482317 1.18028205 -0.06454
y(0.61): 1.28774579 1.22003589 -0.06771
y(0.66): 1.33546845 1.26583532 -0.06963
y(0.71): 1.38855104 1.31863169 -0.06992
y(0.76): 1.44768287 1.37962240 —-0.06806
y(0.81): 1.51372077 1.45032962 -0.06339
y(0.86): 1.58774210 1.53271394 -0.05503
y(0.91): 1.67112019 1.62933919 -0.04178
y(0.96): 1.76563393 1.74361840 -0.02202
The error field confines to the range [-0.00125, —0.02202]
Example 7.4
BVP:D?y/dx? - Py = - 27 sin (1)
P=0, Q=" R=-2n"sin ()
PS: y(x) = sin (1x)
IC: y(x): 0, y(1): 0, O0<sx<1
W: 0.01.
The error field confines to the range [-1.29172e—06, —5.15100e-06].
Example 7.5
BVP: x2y" =sin(Lnx) - 2xy' + 2y
P=-2/x,Q=2/x? R =sin (Ln x)/x?
PS:y =1.139207x — 0.039207/x? — [3 sin(Ln x) — cos (Lnx)]/10
IC: y(1): 1, y(2): 2, 1<x<?2
W: 0.01.
x-value Approx. value Exact value Error
y(1.01): 1.00918446 1.00918450 3.87004e-08
y(1.06): 1.05536407 1.05536426 1.96107e-07
y(1.11): 1.10199104 1.10199134 3.04627e-07
y(1.16): 1.14907925 1.14907963 3.76290e-07
y(1.21): 1.19663204 1.19663246 4,19989e-07
y(1.26): 1.24464543 1.24464587 4.42363e-07

(Contd)
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x-value Approx. value Exact value Error
y(1.31): 1.29311051 1.29311096 4.48419e-07
y(1.36): 1.34201505 1.34201550 4.41966e-07
y(1.41): 1.39134471 1.39134514 4.25919e-07
y(1.46): 1.44108385 1.44108425 4.02526e-07
y(1.51): 1.49121614 1.49121651 3.73530e-07
y(1.56): 1.54172501 1.54172535 3.40287e-07
y(l.61): 1.59259394 1.59259424 3.03859e-07
y(1.66): 1.64380666 1.64380693 2.65078e-07
y(1.71): 1.69534734 1.69534756 2.24599e-07
y(1.76): 1.74720062 1.74720080 1.82936e-07
y(1.81): 1.79935173 1.79935187 1.40495e-07
y(1.86): 1.85178650 1.85178659 9.75947e-08
y(1.91): 1.90449138 1.90449144 5.44871e-08
y(1.96): 1.95745346 1.95745347 1.13683e-08
The error field confines to the range [3.87004e—08, 1.13683e—-08].
Example 7.6
BVP: D%y/dx? -y + x+ e+ e>*=0
P=0,Q0=10,R=-x-¢e + ¢~

PS: y(x) =x + (1 = x) (e*-e>)/2

IC: y(0): 0, y(1):1, O<sx<1

W: 0.01.

The Computer solution of the BVP of Order 2

x-value Approx. value Exact value Error
y(0.01): 0.01990001 0.01990017 1.58480e-07
y(0.06): 0.11643294 0.11643385 9.01689e-07
y(0.11): 0.20809599 0.20809755 1.56480e-06
y(0.16): 0.29497202 0.29497417 2.14999e-06
y(0.21): 0.37711940 0.37712206 2.65893e-06
y(0.26): 0.45457195 0.45457505 3.09277e-06
y(0.31): 0.52733901 0.52734246 3.45220e-06
y(0.36): 0.59540525 0.59540899 3.73737e-06
y(0.41): 0.65873047 0.65873442 3.94796e-06
y(0.46): 0.71724931 0.71725339 4.08313e-06
y(0.51): 0.77087078 0.77087493 4.14151e-06
y(0.56): 0.81947783 0.81948196 4.12122e-06
y(0.61): 0.86292668 0.86293070 4.01986e-06
y(0.66): 0.90104614 0.90104997 3.83445e-06
y(0.71): 0.93363676 0.93364032 3.56144e-06
y(0.76): 0.96046998 0.96047318 3.19672e-06

(Contd)
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x-value Approx. value Exact value Error

y(0.81): 0.98128701 0.98128974 2.73553e-07
y(0.86): 0.99579773 0.99579990 2.17249e-06
y(0.91): 1.00367942 1.00368092 1.50156e-06
¥(0.96): 1.00457536 1.00457607 7.15995e-07

7.3 Nonlinear Equations

Earlier in section 5.4 the subject matter on the nonlinear differential equations was studied and the
suitable solutions were found. These are the equations that describe the events of interaction. Such
equations have been encountered casually in the real world.

The nonlinear differential equations of order 2 have been occurred in higher branches of modern
physics, for example, in quantum mechanics, electrodynamics etc.

The solution to a nonlinear boundary-value problem cannot be expressed as a linear combination of
the solutions which we have experienced already in the case of initial-value nonlinear problems of order
2.

The difference method for the general nonlinear boundary value problem

y'=d(x v Y)
for a< x< b, a andb being the endpoints,
accepting the boundary conditions
y(a) =a andy(b) =
is similar to the method applied to the linear problems in section 7.2.

Here, the system of nonlinear equations of second order is dealt with. We need, in this case, the
solutions to a series of initial-value problems and on that ground the requiremeiitechtare proce-
durefor the solution is inevitable.

As in the case of linear system the intenaab] is divided into n + 1 subdivisions, equally placed,
having endpoints at =a+ku, fork=0, 1, ...m+ 1.

On the assumption that we have a fourth-order derivative for the exact solution, we can replace
y"(x) andy'(x) in each of the equations by the appropriate finite difference approximations in order
to obtain

[Y(%1) = 2Y0%) + YOk_)V 6= § % ¢ 0L 6 &) — V2 u( uSy, /6]
+u? y¥ (5,)]/12 ... (7.19)

for eachk = 1, 2, ...m, and for somey, and d, in (x_,, X, ,)-

The centered difference regulation yields the results deleting the errors and adding the given bound-
ary conditions as in the case of linear system. Finally we get at ¥h@ system that is nonlinear

2s-s+ U gx s(s-a)(2Y-a=0,
—5+25- s+ G §x s(s H(2)0=0, .. (7.15)

~Sn-1* 280+ F d o $ (B~ $:0)/(20-B=0
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The solution to this nonlinear system of equations can be obtained by tridiagonal matrix method
with the help of L-U factorisation.

The general implementation of Finite Difference method for the system of nonlinear equations can
be performed using the prograg@BVP2NL. The approximation to the boundary value problem of
second order has been accordingly carried out with the application of the program designed in C++.

The results for approximation of a BVP would be appropriate if we follow the points mentioned below:

(@) The values oP, Q andR will be created in the Function DEFINITION Block placed at the
end of the program.

(b) The boundary conditions of the problem, in this case the value, fdr, yB, andyF are to be
put in the DEFINITION Block of BC of the program when called for.

Example 7.7
BVP:Dy?/dx®+ y'2/2 +1=0
P=-y/2,Q=0,R=-y?/2-1
PS: y(x) = 2 Ln[cos (2x 1) (v2/4)/cos (2 /4)]
IC: y(0): O, y(1): 0, 0sx<1
W: 0.01.
The Computer Solution of the BVP of Order 2

x-value Approx. value Exact value Error

y(0.01): 0.00495 0.00516259 0.00021
¥(0.06): 0.02820 0.02929116 0.00109
y(0.11): 0.04895 0.05066046 0.00171
y(0.16): 0.06720 0.06932886 0.00213
y(0.21): 0.08295 0.08534636 0.00240
¥(0.26): 0.09620 0.09875509 0.00256
y(0.31): 0.10695 0.10958984 0.00264
y(0.36): 0.11520 0.11787836 0.00268
y(0.41): 0.12095 0.12364167 0.00269
y(0.46): 0.12420 0.12689430 0.00269
y(0.51): 0.12495 0.12764440 0.00269
y(0.56): 0.12320 0.12589386 0.00269
y(0.61): 0.11895 0.12163829 0.00269
y(0.66): 0.11220 0.11486700 0.00267
¥(0.71): 0.10295 0.10556289 0.00261
y(0.76): 0.09120 0.09370226 0.00250
y(0.81): 0.07695 0.07925460 0.00230
y(0.86): 0.06020 0.06218223 0.00198
¥(0.91): 1.04095 1.04243992 0.00149
y(0.96): 1.01920 1.01997441 0.00077

The computational diagram for the approximate values together with actual values has been plotted
here for a clear review (Fig. 7.3):



138 C++ Solution for Mathematical Problems

0.14 +

0.12

0.10

0.08

0.06

0.04

0.02

!
]
! | |

!

T

0.00 t 1

0.01 011 021 031 041 051 061 O.

-e- Approx -m-Exact

Fig. 7.3

Example 7.8
BVP:2y"= (1 +x +Y)°

P=0,Q=[y2+3y(l +x)+3(1 +x)?]/2, R=(1 + x + y)*/2

PS:yx) =2/(2-x)-x-1
IC: y(0): 0, y(1): 0, 0= x<1
W: 0.01.

The following is the table that lists the results when the problem is processed by the Computer
program accepting only the first twenty increments bbéginning withW = 0.01. The calculated errors

caused by the approximate are also tabulated.

=Error

71 081 091 0.96

x-value Approx. value Exact value Error

y(0.01): -0.00486542 -0.00497487 -0.00011
y(0.06): -0.02841523 -0.02907216 -0.00066
y(0.11): -0.05059544 -0.05179894 -0.00120
y(0.16): -0.07129918 -0.07304348 -0.00174
y(0.21): -0.09041068 -0.09268156 -0.00227
y(0.26): -0.10780301 -0.11057471 -0.00277
y(0.31): -0.12333531 -0.12656805 -0.00323
¥(0.36): -0.13684953 -0.14048780 -0.00364
y(0.41): -0.14816657 -0.15213836 -0.00397
y(0.46): -0.15708176 -0.16129870 -0.00422

(Contd)
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x-value Approx. value Exact value Error

y(0.51): -0.16335944 -0.16771812 -0.00436
y(0.56): -0.16672665 -0.17111111 -0.00438
y(0.61): -0.16686560 -0.17115108 -0.00429
y(0.66): -0.16340484 -0.16746269 -0.00406
y(0.71): -0.15590862 -0.15961240 -0.00370
y(0.76): -0.14386443 -0.14709677 -0.00323
y(0.81): -0.12666789 -0.12932773 -0.00266
y(0.86): -0.10360489 -0.10561404 -0.00201
y(0.91): -0.07382989 -0.07513761 -0.00131
y(0.96): -0.03634005 -0.03692308 -0.00058

The error field confines to the range [-0.00011, —0.00058].

Example 7.9
BVP:y" - 2y' +y'? —e¥= -2 —eX(cosx + sinx)
P=2-y,0=0.0, R=2y' - y> - 2 + &Y - e* (cosx + sinx)
PS: y(x) = Ln [e*(cos x + sin X)]
IC: y(0): 0, y(/2): /2, 0<x < T/2
W: 0.01570796.

The computer solution of the second order BVP in tabular form considering only the first ten values
of the approximation:

x-value Approx. value Exact value Error
¥(0.01570796): 0.02931292 0.03117173 0.00186
y(0.17278759): 0.31959357 0.31865125 0.00094
¥(0.32986722): 0.60084781 0.56888631 0.03196
y(0.48694685): 0.86652117 0.78830654 0.07821
y(0.64402648): 1.10873878 0.98057363 0.12817
y(0.80110611): 1.31848876 0.14755633 0.17093
y(0.95818574): 1.48600655 0.28975668 0.19625
y(1.11526537): 1.60142913 0.40641649 0.19501
y(1.27234500): 1.65580144 0.49535523 0.16045
y(1.42942463): 1.64253191 0.55246044 0.09007

Example 7.10

BVP: D?y/dx? - 2y3 =0
P=0,Q=0 R=2y

PS: y(x) = 1/x

IC: y(1): 1, y(2): 0.5, 1=sx<2

W: 0.01.

The computational diagram for the approximate values together with actual values has been plotted
here for a clear view (Figure 7.4):
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Fig. 7.4

The computer solution of the Boundary Value Problem represented in example 7.10:

x-value Approx. value Exact value Error

y(1.01): 0.98897460 0.99009901 0.00112
y(1.06): 0.93674419 0.94339623 0.00665
y(1.11): 0.88907860 0.90090090 0.01182
y(1.16): 0.84563396 0.86206897 0.01644
y(1.21): 0.80608415 0.82644628 0.02036
y(1.26): 0.77012027 0.79365079 0.02353
y(1.31): 0.73745020 0.76335878 0.02591
y(1.36): 0.70779816 0.73529412 0.02750
y(1.41): 0.68090419 0.70921986 0.02832
y(1.46): 0.65652372 0.68493151 0.02841
y(1.51): 0.63442706 0.66225166 0.02782
y(1.56): 0.61439898 0.64102564 0.02663
y(l.61): 0.59623823 0.62111801 0.02488
y(1.66): 0.57975703 0.60240964 0.02265
y(1.71): 0.56478065 0.58479532 0.02001
y(1.76): 0.55114692 0.56818182 0.01703
y(1.81): 0.53870576 0.55248619 0.01378
y(1.86): 0.52731872 0.52763441 0.01032
y(1.91): 0.51685850 0.52356021 0.00670
y(1.96): 0.50720848 0.51020408 0.00300
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Example 7.11
BVP:D?y/dx? + y'? +y =Lnx
P=-y,Q=-1,R=Lnx-y?-y

PS: y(x) = Ln x
IC: y(1): 0, y(2): 0.693147, 1<x<?2
W: 0.01.

The error field confines to the range [-0.00073, 0.00038].

Example 7.12
BVP: 8 d?y/dx? + y dy/dx = 32 + 2x3
P=-y/8Q=-y/8R=(32+2x>-yy)/8
PS: y(x) = x? + 16/x
IC: y(1): 17, y(3): 14.333333, 1= x=<3
W: 0.02.
The Computer Solution of the Boundary Value Problem represented in example 7.12:

x-value Approx. value Exact value Error

y(1.02): 16.72082667 16.72667451 0.00585
y(1.22): 1457111726 14.60315410 0.03204
y(1.42): 13.29048715 13.28400563 -0.00648
y(1.62): 12.57999089 12.50094321 -0.07905
y(1.82): 12.25378237 12.10360879 -0.15017
y(2.02): 12.19748301 12.00119208 -0.19629
y(2.22): 12.34239952 12.13560721 -0.20679
y(2.42): 12.64948524 12.46797025 -0.18151
¥(2.62): 13.09932687 12.97127023 -0.12806
y(2.82): 13.68588061 13.62615887 -0.05972

7.4 Related Software for the Solution

We have discussed in this chapter the method of Finite Difference for approximating the solutions to the
boundary value problems. In the Finite Difference method the differentials,

d?y/dx¢ and dy/dx
are replaced by difference approximations for solving the linear boundary value problem
d2y/dx = p(x) dy/dx + q(X)y + r(X),
for a < x< b, and with the boundary conditionga) = a, y(b = .
Another numerical method, the Shooting method, for the approximation of the solution to the

boundary value problems of order 2 is also available. But the method is not so stable because of round-
off error instability often occurred.

For the nonlinear differential equations of second order we apply the same principles of the Finite
Difference method with replacement.
The progranmg7BVP2LI written in C++ language is used to solve the linear boundary value prob-

lems and the prograg/BVP2NL written in the same language is applied for solving the nonlinear
boundary value problems.
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Partial Differential Equations

8.1 Introduction

The partial differential equation is the basic tool for representing physical phenomena. Many physical
problems appeared in Mathematical Physics, have more than one variable and have often been expressed
by the equations involving partial differential coefficients. The boundary value problems involving partial
differential equations are such type.

The aim of this chapter is to give a brief introduction to some of the basic concepts to approximate
the partial differential equations having two variables with the application to particular problems in the
field of physics.

A linear second-order partial differential equation is an equation of the form

AJ%UIOR+2B%UdWYy+ CH* oS+ D0 B WYy Fa G .. (8.1)

whereA, B, C, D, E, F andG are functions ofXx, y).

The equation becomé&®mogeneou$the quantity G on the right side is equal to zero. Denoting the
partial derivatives of the equation (8.1) by subscripts we have

Au, + 2By +Cu +Du +Ey +Fu=0. ... (8.2)
Some frequently occurred relations that are very useful as well important to Physics are
1. u,+u =0 (Laplaceequation)
2. u,—ctu =0 (Wave equation)
3.u-Cu, =0 (Heatequation)
4. u,+u, =G (Poisson equation).
In (2) and (3) we have introduced the time functiorplace ofy, because of the original interpretation
in Physics.
The partial differential equation (8.2) can be classified into three types, depending on the coefficient
functions A, B and C:
(a) if AC—B?> 0, the equation islliptic,
(B) if AC—-B?< 0, the equation isyperbolig
(y) if AC—-B?=0,the equation igarabolic



Partial Differential Equations 143

Considering the above relations we can conclude that the equations of Laplace and Poisson are
elliptic; the wave equation is hyperbolic; and the heat equation is parabolic. The detailed study on this
classification as well as general analytical theory concerning partial differential equation is beyond the
scope of this book.

Among the various methods available to approximate the partial differential equatidirstéhe
differencemethod is the most common one. The principles of this method are very simple. The deriva-
tives occurred in the differential equation and in the boundary conditions have been replaced by the
appropriate difference equations.

Let us consider a rectangulagion R in thexy-plane and select the positive integerandn in
order to define the step sizes (b —a)/m andk = (d — c)/n. The interval &, b] on thex-axis is divided
into m equal parts of width and the intervald, d] on they-axis is divided into requal parts of widtk.

On the region R we construct a network by the vertical and horizontal lines through thexpgints (
wherex =a+ih andy =c + jk, fori =0, 1, ...mandj = 0, 1, ...n as shown in Fig. 8.1.

a=x, X, X b=x
Fig. 8.1

The straight lines are known as grid lines and the intersections are the mesh points of the grid. At
each interior mesh point of the grid we get the centered difference formula using Taylor polynomial

/ox=u=[Ux+ h y- ¢x h)}2 r EY

=[U(% 41 %) — UX_p Y)]/2 0+ E R)

udy =u=[Ux y+ B- Gx y K2k EX

=[U(X, ¥+1) ~ UX, ¥-D]/2 b+ B R)
0’/ = uy=[Ux-h y-204x y+ (% h) T EM
0%u/ay* = uy=[Ux y- B-204x y+ Gx y WK+ ER

whereE(h?) andE(k?) are error terms.
Using the difference quotients in the above relations and eliminating the error terms we can write

U= (W.q = W_qj)/2h ... (8.3)
Uyz(Wi’j+1_ W,J—l)/2k (84)
U = (Wiog = 20+ Woqp)/ IF .. (8.5)
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Uy = (Wi jo1 = 20+ W +1)/k2 ... (8.6)

wherew, ; approximatesi(x; y,).

8.2 Wave Equation
The well-known Wave equation is expressed by the partial differential equation

A% u(x 1)/ > = c29°U x §/d¥=0 ... (8.7)
for 0 < x< 1 andt > 0,
subject to the initial conditions
u(x,0) = f(x) and duad t(x0)= g(¥,0< x 1lon[a 4,
and the boundary conditions
u0,t) = u1,t) =0, fort > 0,
wherec is a constant parameter.

The expression in (8.7) is an example of hyperbolic partial differential equations.
At any interior mesh point( t) the Wave equation becomes

d%u(x, t)/0t* = c?o*u( %, 1))/0X =0 ... (8.8)
fori=0,1,..mandj=0, 1, ....
Considering the equations (8.5) and (8.6) we can write
u =Ww_, —2w +w )/ along the-axis

1,j ij i+1,j
and u, =W, v +w o)/ along thet-axis (time).

I,J—l_ ij B+
Substituting these values of @ndu, into the equation (8.8) we obtain an equation with finite
differences after some manipulation

Wi,j—l_aNi,j +Wj,j+1=C2k2/h2 W,

W), ... (8.9)

-1 N

Putting a = c?k?/ h? the equation (8.9) can be rewritten which directs

Wi 1= 21-a)W j+a(W_ogj; + Weqj) = W _g ... (8.10)

This equation is valid for=1, 2, ..., m+ 1 and =1, 2, ..., yielding the approximated
boundary conditionwo’j =w, =0, forj =1, 2, ...
and the initial conditions, , =f(x), i =1, 2, ..., m- 1.

The equation (8.10) can be put in matrix form

W 21— a) a 0o .. 0 w "
it a 21-a) 0 .. O L Lot
Woj+1 | _ 0 Wa Wa j-1
0 . . a
Wy _q i Wi, _ Wp_1 -
m-1,j+1 I 0 0 a 2(1—6?)_ m-1 j m-1,j-1
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Now replacing the initial condition
ou/at (x,0) = g(X, 0< x<1,
by the difference equation we obtain
Aot = (W .1 = W ;) k= d3.

Rearranging yields, ., =w, , +kg(X) att = 0.
or W, =w ,+kg(x) for j=0. ... (8.11)
Again from the initial condition we have
W, o =f(x). ... (8.12)
Now, putting the value o into the equation (8.11) gives a new equation
W, =f () +kg(x). ... (8.13)

The approximations fo ., , gives values at th¢{ 1)th level. The values for the mesh points at the
jth-and [ — 1)th levels can be found from the relations (8.12) and (8.13), (vide Fig. 8.2).

y
by @
1; X X x
i1 ] x
+ X
Xi_1 X X 1
Fig. 8.2

For the computational solution of the approximations we can apply the prgBBARWAYV at this
stage.

8.3 Heat Equation

We have mentioned in section 8.1 that one-dimensional heat conduction or diffusion equation is an
example of thgarabolic partial differential equations. The propagation of heat through a material and
the case of unsteady flow problems concerning heat or gas direct to the parabolic equations.

To approximate the solution to the problem of heat equation we use finite differences similar to
those mentioned in Section 8.1.

The one-dimensional heat equation is expressed by the partial differential relation

au(x t)/at= Ca%u xt)/d ¥ ... (8.19)
subject to the conditions u0,t) =u(1,t) =0, for t>0,
and u(x, 0) =f (x) for 0<x<1onfa b

wherec is aconstantquantity, known as thermal conductivity of the material through which the heat
propagates.
First of all, we select two fixed parametbrandk in thexy-plane and determine the integer= 1h.
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Now, the mesh points, in this case aqetp,
wherex =ih, fori =0, 1,...m andtj =jk, for j=0,1, ...
The parabolic differential equation (8.14) becomes at the interior meshpgijt (
au (x,t)/dt= CI*u(x,}))/d*X ... (8.15)
fori=0,1, ...mandj=0,1, ...
Replacing the partial derivatives of the equation (8.15) by finite differences yields
W, _,—w Jk=-CWw_,,—2w +w_ )h*=0 ... (8.16)
wherewi'j approximatesi(x, tj).
Solving for the difference equation fw[j_lyields
W, = (- w +Chh? (w_, +w, ) ... (8.17)
fori=1,2,...m=1land =1, 2, ....
The conditionu(x, 0) =f (X) suggests
w o=fx) ... (8.18)

_1,]’

fori =0,1, ....m
The difference equation can find the valuesafor fori =1, 2, ... m—1, by the use of the equation
(8.18).
The boundary conditiong(0, t) = 0 andu(, t) = 0 suggest that
WO, 1 = m, 1 =
In this way all the values of the form , can be found and as a result of that the valueg of
W 4 ...W, . can be determined.

The equation (8.17) can be rearranged in the form
Wij-1=@=20) W +A(Wogj + Wagj) ... (8.19)

selecting a constam = Ck /K.
The resulting equation (8.19) can be solvedrhy-(1) x fn— 1) matrix form

[1-2A A 0
1-22 A
0
0

>
I
© O o >

and the approximate solution can be obtained by the relation presented now
AW, =W ... (8.20)
Now to approximate the partial differential equation of order 2 of this type we use the program
g8PARDIF written in the programming language C++ applying the method of Finite Difference.

8.4 Laplace Equation

The partial differential equation which is considered now
02u(x, y) = 02U x Y/ X+ 92§ x Y0 §=0 ... (8.21)
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is an example of the elliptic equations, known as Laplace equation. In general, the steady state flow of
heat and the potential functions are expressed by the Laplace equation. Equations of this type arise
mainly in the study of different time-independent physical problems.

We choose a closed interva, |p] that is partitioned intan equal parts of widtth = (b — a)/m.
Similarly, another intervald, d] in y-direction is partitioned inta equal parts of width = (d — ¢/n, m
andn being positive integers.

At this stage we can construct a grid or network inside an assumed Regitim boundary Sy
drawing the straight lines, vertically and horizontally through the pmlimjs The intersections of the
lines are thenesh pointsf the grid. In figure 8.3 we have shown the corresponding neighbouring points
of an interior point.

The regionR has been constrained by some conditions on the bouBdatysfying the equation
(8.21). The conditions, known &irichlet conditions are represented by

uxy =gy

for (x,y)0S
y
S
y/+1" @
y/.. X X X
y/—l" X
[
X

a Xi'+1 )'(i Xi'—l b
Fig. 8.3

At any interior mesh point( y) the Laplace equation (8.21) becomes
9%u(x. y;)/0xX + 0% U( X, ¥))/9 ¥=0 .. (8.22)

which generates the centered difference formula
(Vvi+1,j - alvlj +Wi-1,j)/h2 + (Wi,j-l_ 2W|J +Wi,j+1)/k2= 0 -+ (8.23)
wherei =1, 2, ...m-—1and =1, 2, ..., =1, and error termg (h?> + k? are neglected.
Here,w, ; approximatesi(x, y,).
The equations (8.23) can be taken for computation after rearrangement
2+ 1w, — @, —w_, ) —heki(w, +w ) =0 ... (8.24)
wherei =1,2,...m-1land =1, 2,..n-1,
with the conditions
W, =90 ¥), W, = 90X, )
W o= 9% Vo) W, = 90X, Y,)
fori=1,2,...m-1and =0, 1..., n and the functiony is continuous.
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Now, we are left with a linear systeim & 1) i — 1) x fn— 1) (o — 1) presented by the relation
(8.24) involving the unknown functions for matrix computation. For that purpose the interior mesh
points are arranged in order labeling the points from left to right and from top to bottom by

T =X, yj) andw = W ... (8.25)
wherer =i+ (m—-1—j), foreachi=1,2,...m-1land =1, 2, ....n— 1.

For the sake of convenience accepting the equal step sizds=ileyields a reduced system
aw, =W, =Wy =W, =W, = 0. ... (8.26)

We use here the reduced equation (8.26) for the solution of the partial differential equations.
Example 8.1 Solve the partial differential equatier) +u, =0
for (x, yy onR=[0 <x< 0.5, 0 <y<0.5],
satisfying the boundary conditions given by

(wy) =0, ux 0)=0

and u(x, 0.5) = 200, u (0.5,y) = 200y.
The differential equation (8.26) is of the form when we achepk, that means, equal step sizes
4Wi,j Wiy Wi W W . T 0

foreachi=1,2,3and =1, 2, 3.

The grid has been set up with the interior points by means of the relation (8.25). The labeling is
drawn as in figure 8.4, where the poifitghrough T are the interior mesh points which correspond to
the approximate values wof throughw,.

y
u (x, 0.5) = 200x
0.5
]
nL_T_T
T,_T,__ T, u (0.5, y) = 200y
. _T._ T,
[ R
0 yx0=0 05

Fig. 8.4

Now, we obtain a set of simultaneous equations derived from the relation (8.26) for each interior
point T defined in (8.25) represented by

T 4w, —w, —w, —w, ,—w, , =0 (=1,j=3)
T, 4w, —w, —w, —w, —w, , =0 (=2,j=3)
Ty Aw, —w, —w, —w, ,—w, , =0 (=3,]=3)
T, AW, =W, =W, — W, =W, 0 (=1,j=2)
T 4w, —W, —W, — W, —W, =0 (=2,j=2)
To AW, — W —W, — W, =W, , 0 (=3, j=2)
T, Aw, —wy —w, —w, , —w, , =0 (=1, j=1)
Ty AWy —wy —w, —w, —w, . =0 (=2, j=1)
Ty AWy =W, =W, — W, [ —W, , = (=3,j=1)
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The boundary conditions suggest that
Wl,0=W2,0=W3,0=WO,1=WO,2=WO,3= O
W,=w, = 25,W2’4=W4’2 = 50,W3’4=W4’3 = 75.
Substituting the values and rearranging the equations yields a 9 x 9 linear system

4 -1 0-1 0 0 0 0 Qfw] [25]
1 4 -1 0-1 0 0 0 Qw 50
0 -1 4 0 0-1 0 0 Q|w| [150
1 0 0 4-1 0-1 0 Qw, 0
0 -1 0 -1 4-1 0-1 Q|wg|=|0
0 0-1 0-1 4 0 0 Qfwg 50
0 0 0-1 0 0 4-1 Qw 0

0 0 0-1 0-1 4—-1|w 0
0 0 0 0 0-1 0-1 4|wy| |25]

that can be solved by various methods. We accept here the method of LU-factorisation which had
already been elaborately described with examples in Chapter 3. The general principle of this is the
decomposition of the coefficient matxinto L andU, whereL is thelower triangular matrix andl is
theuppertriangular matrix.

The matrix method gives the values farttwoughw, as shown
w, = 18.75, w, = 37.50, w, = 56.25, w, = 12.50,w, = 25.00,
w, = 37.50, w, =6.25, w,=12.50, w, = 18.75,
that can be well verified by comparing with the true values arisen in exact solution
u(x, y) = 40Ky.
Now to approximate the partial differential equation of order 2 of Laplace type we use the program
08PARLAP designed in the programming language C++ (Turbo) applying the method of Finite Difference.

Example 8.2 Solve the Laplace equatiar, + u, =0
forO<x<land 0y <1,

uO,y) =0, ud,y)=y, 0<sy<l1

ux 0)=0, ux 1)=x% 0=sx<1.
The exact solution ig(x,y) = xy.
The assumed boundary conditions applied are
m=4=n and h=k=1/4=0.25.
For the execution of the program we provide for the difference equations and boundaries with the
required data in order to get a clear picture of the problem as shown in figure 8.5.
The boundary values imply that
W,O=W2,O=W3,O=WO,1=WO,2=W0,3= O
w, ,=w, =025w,,=w,,=0.50w, ,=w, ,=0.75.
The figure represented here shows the interior mesh pajttsoughw, together with the values
of the boundary conditions just mentioned.



150 C++ Solution for Mathematical Problems

The matrix solution yields the values foy throughw, as shown
w, = 0.1875, w=0.375, w, =0.5625, w, = 0.125,w, = 0.25,
w, = 0.375, w =0.625, w,=0.125, w,=0.1875,
that can be well verified by comparing with the true values from exact solution

y
u(x,1)=x
1| 0.25 0.5 0.75
0] T, T, T, 0.75
o T._T._T 05 u@,y=y
o] T T, T, 0.25
I X

0 u(x,0)=0 1
Fig. 8.5

8.5 Poisson Equation
The partial differential equation represented by

D%u(x, y) =0 x WO X+0% { x Y0 §= { x

.. (8.27)

is an example of the elliptic equations, known as Poisson equation. Poisson equation occurs in the field

of electricity and magnetism and also in fluid mechanics.

As in the case of Laplace equation in the previous section we set up a network on th&region

surrounded by the finite intervalg, [b] and [c, d].
Here, on Rve have {a< x < b} and {c <y <d} with the continuous functions
u(x, y) = g(x, y),
for (x, y) O S whereSis the boundary of the regidd

As a general principle, at any interior mesh poiqjtyp the Poisson equation (8.27) changes to

o°u(x, y;)10xX + 32 U( X, YO ¥= (% y)

which can be approximated 9, yielding
(Wi+1,j - 2W1,j +Wi-1,j)/h2 + (\Ni,j—l_ 2W|J +Wi,j+1)/k2 =f (Xi’ y])
fori=1,2,..m-1 andj=1,2,..n-1,
without considering the error terms.
Finally, we get at a useful relation rearranging the equation (8.29)

20PN + W = Wy ) =P W+ L) = =R T )
with the conditions
Wy =906 ¥), W, =d(X, )
W o= 90X, Yo W, = 90X, ;)
fori=1,2,....m-land =12, ...,n

... (8.28)

... (8.29)

... (8.30)
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We have now a linear systeim ¢ 1) h— 1) x (n— 1) ( — 1) presented by the relation (8.30)
involving the unknown functions for matrix computation. For that purpose the interior mesh points are
arranged in order labeling the points from left to right and from top to bottom by

T= (xl,yj) and w =W ... (8.31)
wherer =i+ (m—-1—j), foreachi=1,2,...m-1land =1, 2, ...n-1.

For the sake of convenience accepting the equal step sizds=ileyields a reduced system

4Wi,j W W W W . T —h*f (Xi’ y]) - (8.32)

For the solution of the partial differential equations of Poisson type the reduced equation (8.32) can

be applied

Now to approximate the partial differential equation of order 2 of Poisson type we apply the program
g8PARPOI designed in C++ by the use of the method of Finite Difference.
Example 8.3 Solve the partial differential equation

o U =Xy +YIx
for X, YYR=[1<x<2, 1<y<?2],
satisfying the boundary conditions given by
uL,y)=ylny,u2,y)=2yLn (2) (1sy=<2)
and ux, 1) =x Ln x u(x, 2) =xLn (4?) (1< x<2).
The exact solution(, y) = xyLn (xy).
The assumed boundary conditions applied are
m=4=n and h=(2-1)/4=1/4=0.25k

Now, we obtain a set of simultaneous equations derived from the relation (8.32) for each interior
pointT_defined in (8.31) represented by

T 4w, —w, —W4—W013—W1Y4 = -0.0625(x yJ.) i=1, =3
T, 4w, =W, —w, —W, = 00625(P;y) i=2,j=23)
Ty 4w, —w, =W =W, ,— —0.0625(x y) i=3, =3
T, AW, —W, —W, =W, =W, , = —0 0625(xy) (=1,j=2)
T 4w, —wW, —w, =W, =-0.0625¢, y) (=2,j=2)
T 4w, —w, —W, — W, -0.0625(xy) (=3,j=2)
T, 4w, — W, —W, — W, -0.0625¢,y) (=1,j=1)
Ty Aw, —W, — W, — W, W —0.0625(x y,) i=2j=1)
Ty AW, — W, —W, — W, =-0.0625¢,y) (=3,j=1)

The boundary values suggest
u(0,1) = 0.2789p(0,2) = 0.6082u(0,3) = 0.9793,
u(1,0) = 0.2789p(2,0) = 0.6082u(3,0) = 0.9793,
u(4,1) = 2.2907u(4,2) = 3.2958u(4,3) = 4.3847,
u(1,4) = 2.2907u(2,4) = 3.2958u(3,4) = 4.3847.
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The approximated solutions of the problem in the example are the following:

Table 8.1
Approximation Exact solution Error
u(1.3): 1.71275525 1.71228605 —0.00046920
u(2.3): 2.53385541 2.53333735 —0.00051805
u(3.3): 3.42801290 3.42764670 —0.00036620
u(1.2): 1.17925400 1.17864214 —0.00012760
u(2.2): 1.82530470 1.82459299 —-0.00071172
u(3.2): 2.53385541 2.53333735 —0.00051805
u(1.1): 0.69784172 0.69732360 —0.00051812
u(2.1): 1.17925400 1.17864214 —0.00012760
u(3.1): 1.71275525 1.71228605 —0.00046920

8.6 Related Software for the Solution

In this chapter in considering the approximated solutions to partial differential equations we restrict
ourselves to particular types of equations. We have chosen the Wave equation as an example of hyper-
bolic partial differential equation, the diffusion equation as an example of parabolic partial differential
equation and the Laplace of Poisson equation as examples of elliptic partial differential equations.

Among many other methods for the solution we have discussed the method of Finite Differences

thoroughly for all these types.

The prograng8PARWAV has been written for the sake of approximated solution of Wave equation.

The prograng8PARDIF is used for the computation of Heat or Diffusion equation.

The prograng8PARLAP has been thought for the purpose of approximating the Laplace equation.

The prograng8PARPOI implements the Poisson equation.




9

Laplace Transforms

9.1 Introduction

In Chapter 2 in discussing the subject matter pertaining to definite integrals we have considered the
interval of integration as finite. That means, the range of the interval is bounded by finite limits provided
that the function of the integrand being continuous.

If the integrand has an infinite discontinuity in the interval or the integrand approaches to infinity for
some isolated values of the variable lying within the range of interval, the integral is known as Improper
integral or Infinite integral.

The concept of infinite integral, such as
Jg(x) dx
0

subject to the condition thgtx) is integrable,
has been applied to the study of Laplace transforms in solving particular types of differential and integral
equations.

It is known to us that each and every transformation operates on functions to originate other
functions. For example,

D{g(}= ol ¥ L (9.1)
and o= [d) dt . (92)
0

In (9.1) a case of differentiation that transforms the funaged into another functiong'(x) , the

result of differentiation and in (9.2) it is an example for integration transform, naturally, on condition that
the two relations satisfy the principles of transformation.

The conception of transformatioloaplace transfornbesides others, has in recent time become an
essential part of discussion as the need for transformed functions has a great demand in technology and
science. Laplace transforms should have an important position in mathematical environment on some
reasonable grounds that | want to describe now. In Chapter 6 we have discussed on power series of the
form:
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> o(m X"
m=0

that is analogous to the improper integral in the form
jg(t) X dt
0

Making a simple change by replacixigvith e='to obtain
je-S‘ oH dt
0

which is, of course, the Laplace transforms of the funct{tn lgence, we can conclude, by analogy
principle, that the Laplace transforms are important as the power series in numerical analysis.

9.2 Laplace Transforms of Functions

Theintegral transformatiorcan be, in general, expressed by

b
o= [@ry gx o . (93)

whereC(t, X) is thecore function of the transformation amg) is defined on the closed interval p].

Now, let us change the status of the relation (9.3) assuming b = & andC(t, X) = e™ in order
to obtain the particular form for the relation (9.3), the Laplace transformatgndefined

0

Lo W= [ g x o= Ot . (9.4)
0
This equation relates that the transformaticmperates on the functiagx) to originate the func-
tion G(t), a function with the variable

The improper integral in (9.4) can without any loss of generality be written as

[ r
e™ g(® dx= lim | e* ¢ X dx
) e d ... (9.5)
which exists only when the limiting integral on the right side exists and is said to converge to a value.
Let us consider some elementary functions for Laplace transforms.
1. g(¥) = 1.
Acting on the functiorg(x) by Laplace transformation we have

3= [e(} dx
0

Whent = 0,
00 r
r
je—‘x dx= lim [ dx= lim | 4 = o,
0

r- o r - o

0 0
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which is a case of divergence.

Whent #0,
00 r
r
_[e—‘x dx= lim [ &™ dx= lim -1 {1 &.
0 r - o 0 r - o 0

Case 1l Ift<0,i.e., —tr> 0, then the limit iso and the integral diverges.
Case 2 Ift >0, i.e., & <0, then the limit is 1/and the integral converges.
Hence, L{1} = 1/t, fort > O.

. gx) =x )
L{)}Je‘tx xdx= lim [ &% xdx
0

r - o

0
With the help of integration by parts we have

r
L{%= lim |-xe%/t- e%/ | =1 ¢, for t>0.

r - o 0
. g(x) = €™ wherem is a constant.

Now,

r

L{e™ =je-‘x ™ dx= lim [ &-9% dx
r - oo
0

0

r - o

r
= lim [€™ 9%/ (m= )| =V (t- Mm( x- o for &"M*_ 0.
0

The integral converges for> m.

. g(x) =x™ wherem s a constant.

00 r
'[e-tx x"dx= lim [ 6% % dx
0

L{x"}

0

r
r
lim |-x"e %/ t| + lim nf t.[ eé™ X1 dx(integration by parts)
r - o 0 r - o
0
vt L{x"~ % =m/t (m — L)t L{x"~ 3.
In this manner we can proceed and obtain finally
L{xm = mi/t" L{1} = mi/tm+?
substituting the value af{1}.

The results of (1) and (2) can be verified when we take0 andm = 1 in the result of (4)
respectively.
. g(x) = sinmx.

[ r
Here, L{sin my} = J e¥sin mx dx lim | &sin mx dx
0

r - o

0
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With the aid of integration by parts two times and useful integral relation from Calculus
J.emxsin nx dx= &( nsin nx ros n¥ ( m+ 2n)
we can write the Laplace transform
L{sin m# = lim |-e™( sin mx+ ngos m) ( &+ ﬁ)i
- ® 0

=m/(t2+n?), t>0.
6. g(X) = cosmx.
By means of the principle of integration by parts and integral relation form Calculus

J.emxcosnx dx= & ( ntos n¥ rsin n¥ (M “n)

we obtain
r

[oe]
L{cos mx} = J e%cos mx dx= lim | & cos mx dx
r - o

0 0

_ r
= lim |-e % (tcosmx- msin my (t+ M)
r - o 0
t'é4? + nt), t>0.
7. g(X) = sinhmx (Hyperbolic sine function).

r

L{sinh m% = _[ e%sin hmx dx lim | &( ®&- &)/2 dx
r - o
0

0
=1/2 [1/(y — 1/¢ + m)]
(2 —md), t>|m.
8. g(X) = coh mx (Hyperbolic cosine function).

r - o

00 r
L{cosh mx} =j e™cosh mx dx  lim _[ F(®+ E)/2  dx
0 0

= 1/2 [W(Em) + 1/¢ + m)]
/(2 —m?), t>]m|.
9. g(X) = €™ h(x).

00 r

L{e™ K 3} ='[e-‘x & KX de lim j ™% (h)x dx
0 “7%
=G(t —m).

This is known as thghifting formulathat yields some useful results when applied to other functions.
(@) L{e™x?} = nl/(t —m)"* L
(b) L{e™sinnx} = n/[(t —m)? + r?].
(c) L{e™cosnx} = (t —m)/[(t — m)? + n?].
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9.3 Evaluation of Derivatives and Integrals

Let us consider the generalised Laplace transform
Lo 3} =[e* X o= Ot . (96)

0
whereG is a function with the parameter

The differentiation of the equation (9.6) with respect toder the integral sign applying the
Leibnitz’s rule yields

dG/ dt= G(t):je-‘X(—)) 4 x de —j & x(g)x dx .. (9.7)
0 0
or -L{x g3} =}
or Lix g3 =- QX ... (9.8)

Differentiating (9.7) we get after rearrangement

L{x* g 3} = Gt
Finally, on repeated differentiation a generalised formula can be found
L{x™ g(x)} = (=1)" G(m) () ... (9.9)
for any positivem.

The formula (9.9) can well be applied in finding the Laplace transforms of functions of"typ@
when G(t) is known.

Example 9.1 Find L{x¢ &*}.

From (3) we can dedudd &€} = 1/(t — 4).

Applying (9.9) we have

L{x® e} = (1) d¥de (1/t — 4) = 6/ — 4.

Example 9.2 Find L(x* cos mk

Since L{cos mx} = t/(t? + m?), we have

L{x? cosmx} = (-1F d? /dt? (t/(t* + n?)) = 2¢(t? — 3m?)/(t> + mP)°.

Example 9.3 Find L{x sin mx}.

Since £sin mx} =n/(t? + n¥), we have

L{x sinmx} = —d/dt (m/(t? + m?)) = 2mi(t? + m?)2.

Example 9.4 Find L{x*3.

Here, L{x¥3 = Je‘tx X2 dx
0

Now we puttx = s that yields

L{x¥3 =t¥?2 Je‘s s¥2ds
0
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Another substitutiors =r? leads to

0

- _ 2
L{x™"% =2t “_[er dr. ... (9.10)
0
From the treatise of improper integrals we have

0

Je“xz dx=/11/2

0
and inserting this in relation (9.10) we obtain

L{x Y3 =2t7Y2 x Jm/2 = J(mtl),
which is a very useful result.

Example 9.5 Find L{x"?}.

Without loss of generality writing x x*2 for x> we can find the Laplace transform applying the
relation (9.9)

L{xY3 = xx xY} =-d dt ( mt =/ £92/2.

Example 9.6 Find L{x"?}.

Consideringg(x) = x*? we can arrange’”? = x¢ x*2 = x2 g(x).

Now, L{x"3 =gx®xgn % N3 P/ df Vm t¥%p =105Jmt™'?/ 16
Example 9.7 Find L{x cos 3x}.

We know thatl{cosh 3x} = t/(t? — 9}.

Hence, L{x cosh 3x} = —d/dt t/(t> — 9) = € + 9)/({® — 9}.

Now, we turn our attention to evaluate theegralsby Laplace transforms.

Let us consider a relation

Ho¥/% = [ @) d . (9.11)
SubstitutingL{g (X)/x} = F(t) and applying the rtelation (9.9) yields
FO=-L{xg3/¥=-LO} =-0Ot

On integration we obtain
t
F(t) = —JG(t) dt
C
for some cPuttingc = o we have

F(t) = jG(t) dt
t

which shows that the relation considered in (9.11) is justified. It can now be written as

0

je-‘x g%/ xdx=T G} dt .. (9.12)
0

0
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taking simplyt — O and is valid when the integral on the left exists.
This equation is sometimes useful to evaluate the integrals by Laplace transforms.

Example 9.8

Evaluate.[sin x Ix dx by Laplace transforms.
0
Hence, L{sin x} = 1/(t? + 1),
the relation (9.12) yields

fesin 3 xdx= [(E+1) dt=ran” { = m/2.
0
0 0

Example 9.9

0

Evaluatejx sin x dx by Laplace transforms.
0

Here, L{sin x} = 1/(t? + 1),
Now, je—‘x xsin x dx= I xsin ¥=— d d(l( 3+ 9
0
= (2 + 1)
=12,
fort=1.

9.4 Inverse Laplace Transforms

We have so far discussed on a few functions, that are involved in Laplace transforms and thereby found
in each case a resulting form which can be used as a standard formula. Every formula produced in a
Laplace transform can be taken as a formula for an inverse Laplace transform.

For the sake of convenience we formulate some of the inverse Laplace transforms in tabular forms.
The output is nothing but the original functigfx) in each case as given.

Table 9.1
Record G(t) g(x) = L{G(U)}

1 1, t>0 1

2 U3, t>0

3 U/t—-m),t>m e

4 mi/tm+1t>0 X"

5 m/(t2+m?), t>0 sinmx
6 tt2+m?),t>0 COS MXx
7 m/(t2 —m?), t > m| sirh mx

(Contd
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Record G(t) g(x) = L{G(1)}
8 ({2 —m?), t> |m| co$h mx
9 n/(t—m)"* 4 t>m axxn
10 n[(t—m)3?+n?,t>m €™ sin nx
11 (t—m)/[(t—m)2+n?],t>m & cosnx
12 2m(t2 + m?)%,t> 0 X sin mx
13 tB-m)/(t2+m)%t>0 X COS mXx
14 2mA[t(2 +m?)? t> 0 sirt mx
15 1/(1 +mf) (1 +nt) (™ —e*M/(m —n)
16 1/(1 +m?? (m—x) eX™/m?
17 m(t2 + 2mA)/(t* + 4nt) sin mx coshmx
18 t/(t* + ) cos Mx//2) coh MAV2 )
19 mt/(t2 — mp)? X sinh mx/2
20 t/(1+mf) (1L +n) (me*" — ne@)/[mn(m — n)

Example 9.10 Find L-{2t/(t? + 1¥} as a function of.
Record 12 of the table showgtz= 2mt/(t? + n?)?, t > 0.
Whenm = 1 we havd Y G(t)} = LY2t/(t> + 1¢}

=X sinx.

Example 9.11 Find L-Y{1/(t + 3)} as a function ok.
According to record 3 of the table we hasé) = 1/t —m), t>m.
Puttingm = -3 yields inverse Laplace transform
LY G()} = LY U(t+ 3)} =

Example 9.12 Find LY6/(t — 9)}as a function ofx.

We should make use of the record 9 to obtain

LYG@H)} = LYn/(t—m"*Y, t>m.
Puttingm = 9 andn = 3 yields
LY G()} = LY3U(t—9f} = e

Example 9.13 Find L¥{(2t — 18)/¢? + 9)} as a function ok.

Resolving the quantity {2- 18)/¢ + 9) into partial fractions yields

t(2 18)/¢2 + 9) =2&/(t? + 9) — 6 x 3¢ + 9).
With the help of the tabular records 5 and 6 we obtain
2LYt/(12 + 9)} — 6LY3/(t2 + 9)} = 2cos 3x 6sin X

acceptingm = 3 in both cases.

Example 9.14 Find L7¥(t — 3)/¢? — 6t + 25)} as a function of.
The expressiof? — 6t + 25 is resolved intd € 3¥ + 16 in order to formulate
LY (t — 3)/[t — 3¢ + 16]} = €* cos 4x
by means of record 11 with = 3 andn = 4.
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Example 9.15 Find L-{3/(t? + 4 + 6)} as a function ok.
Now, C+4+6=¢+2F+2.

Using record 10 wittm = —2 andn = J2 we have

LY3Mt%+ 4+ 9} = IV2LFVA(t+)2%+)B = B/ 8%sind &

Example 9.16 Find L¥{(4t + 12)/¢2 + & + 16)} as a function ok.
Here, LH(4t + 12)/¢2 + & + 16)}
=L Y4t + 4) — )/t + 4%}
=4 Y1/(t + 4)} — A YA/t + 4P
= e — ke =4e*™ (1 -X).

Example 9.17 Find L¥(t + 1)/¢? +t + 1)} as a function ok.

Here, t+ /@ +t+1)=¢+ 1/2 + 1/2)/[{ + 1/2} + 3/4].
We can express the inverse Laplace transform now

LYt + U2 [(t + V¥ 3%+ 34+ 1/ B LXV3/2)(t + ¥p?+ 3]
=e2cosV3x2+ U362 sind/3x% 2
=e%/2/3 (3 cosV3x 2+ sind/ 3 2).

9.5 Convolutions

Let us consider a function defined by

8 = [ g(v) Hu-y dv .. (9.13)
0
The Laplace transform of the relation (9.13) yields
&} = [e" [jg)v bu- d} du
0 0
=[[e™ ow Hu- ¥ dvdu . (9.14)
00

The relation (9.14) relates that the range of integration is the extent lying between the rasd
v = u as shown in Fig. 9.1.

Reversing the order of integration as suggested in the Figure we can write the equation (9.14)
rearranged

L{auw} =] |e™ gy bu- v dudv

o —38
o —3

=]1e‘“’Q\0[T eV fhu y d} dv

0 0



162 C++ Solution for Mathematical Problems

N\
<

v T U
0 V.:IO v
Fig. 9.1

Introducing a new variabbein the linear integral by putting—v = x, so thatdu = dx (takingv as
constant) we have

ua@}=jéwgy[jéxmyd}dv
0 0

0

=fe™ g bR dv

0

= Kg(V)} x L{h()} = G(t) H(Y).

Now, without loss of generality we can write

H{a&u} = L{J‘Qﬂ y buy d}= G)t Kt ... (9.15)
0

The integral is known as th@onvolutionof the two functions. In other words, the integral is the
outcome of the generalis@doductof these functions. The convolution theorem, stating that the prod-
uct of Laplace transforms of two functions is the transform of their convolution, can be well applied to
find inverse transforms.

Example 9.18 Find L-{1/(t — 17} as a function ofk by convolution theorem.

Here, L"{ G(t) H(t)} = L™{1/(t — 1)] [1/¢ — 1)] = dX) x h(X).

The record 3 from the table givgé) = e andh(x) = e~

X X X
Now, Jg(u) H x- U du:j 48U de ’é.[ da  Xe
0 0 0
Example 9.19 Find LY t/(t? + m?)?} as a function ofk by convolution.
Defining G(t) = t/(t> + n?) andH(t) = 1/¢ + n¥) we have

LY t/(t2 + mP)} = g(X) = cosmx andL{1/(t?> + m?)} = h(x) = sinmx/m.
Hence, by means of convolution theorem we obtain

LHu(t2+m)3 = g x x bx =] gl O x)u du
0
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X
= Jcosmu sinm(x— uf mdu
0

X
= ﬂmjcos mu(sin mx cosmu- cosmx sin mu) du

0
X

X
=1/msin mx.[ co€ mu du- 1 necos mkcos musin mu du

0 0
= 1/msinmxx/2 + sin (2mx)/(41} — L/m cosmx(1 — cos &ix)/(4n)
= X sinmx/(2m).

Example 9.20 EvaluateL{1/t¥t*> + 3)} as a function ok by convolution.
Defining G(t) = 1/ andH(t) = 1/{ + 3) we have

L41/t] = g(x) =x and L HUt?+3} = 3 =(sinJ/3% /3.
Hence, by means of convolution theorem we obtain

LYUt2(t2+ 3 = _[( x - 0 (sinJ/3) 4/3u du
0

u

X
X
=-1/3|(x - u) cos+/3u [ —113-[ cosv u du
=0
0

= x/3— U3J/3|sinv3u |
u=0
= x/3 - sin/3x/(3/3).

9.6 Application to Differential Equations

Let us consider a nonhomogeneous differential equation
y'+tay +pBy= (¥
with the initial conditiony(0) =y, and y'(0) = 5.
Applying the Laplace transformation to both sides of (9.16) gives
L{y"+ay +By =€ ()
It can be written, by principle of linearity, as
Ly} +all  +BLly ={L(f}x

The Laplace transform of’ can be expressed using the integration by parts

Ly} = [e™ydx=|ye*|+ f & ydim yE&=0
0 0 0 -

%) +tL{y}

... (9.16)
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or Lyt =ty - @) . .. (9.17)

In a similar manner we have for the second-order
Ly} =H(Y} =tL Yy -
or Ly} =LY - t®) - Y0). .. (9.18)

The expressions foL{y"} and L{y} can now be inserted in the equation (9.16) together with the
initial conditions in order to obtain

LY —tyo - Yo+ atl{y-ay+B Ll =1{L(Hk

that gives

L TEER € t+d %o+ H( C+at+p . (9.19)
where a, B, y, and y, are known constants and the functigx) is also known andi{y} can be
found as a function dfonly.

Example 9.21 Find the solution ofy’ — 5y = &~

that satisfies the initial conditiory$0) = 2.
Taking the Laplace transforms of both sides of this differential equation yields

L{y} 54y =L &
Now, the relation (9.17) that states

L{y} =ty - ).
substituting this and the initial conditions in the Laplace transforms of the equation and after rearrange-
ment we obtain

tL{y} - y(0) -5 Ly) = L{e”} = 1/(t - 5)
or L{y} = 1/(t — 5% + 2/t — 5)
= {x&} + L{2e¥}
=L{xe* + 2e>.
Taking the inverse Laplace transforms yields
Y=XE*+2e* =€ (X + 2),
which is the required solution of the differential equation.

We can easily verify the result accepting the differential equation as linear differential equation and
applying a method described in Chapter 4. The general solution of the equation becomes

yeX=x+c,
that on imposing the initial condition yields= 2.
The particular solution will bg = &> (x + 2).
From now on the reader of this book should check the results of the examples solved by the Laplace
transforms.
Example 9.22 Solve the differential equatiog’ + y = sin x

with y(0) = 0.
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Taking the Laplace transforms of both sides of this differential equation yields

L{y} + Ky = {sin
On application of (9.17) we obtain
L{y} (t + 1)=L{sin x} = 1/(t> + 1)
or L{y}=1/(t+1) ¢+ 1)
Taking the inverse Laplace transforms yields
y = (€* + sinXx + cosX).

Example 9.23 Solve y' + py=100p

withy(0) = 50 andp is a constant.
Taking the Laplace transforms of both sides of the differential equation yields

L{y} + p{y =100p{31.

On application of (9.17) we obtain
L{y} (t +p) = 10Qu/t + 50
or L{y} = (100p+ 5Q)/t(t + p)
Taking the inverse Laplace transforms gives
y =LY50/(t + p) + 10Q/t(t + p)}
= L7100/t =50/t + p)}
=100 — 50 & = 50(2 — ™.
Example 9.24 Solve y" -3y +4y=0
that satisfies the initial conditiory$0) = 1 andy’ (0) = 5.
Taking the Laplace transforms of both sides of the differential equation yields

L{y} -3 ¢ +4l}y {O©,
so that we get from the relation (9.19) along with the related initial conditiong and 3, 8 =4 and
f(x)=0
L{y} = [L{O} + (t —3) x 1 + 5]/¢ — 3 + 4)
=t+2)/E-3+4)

=[(t-3/2 + 713Kt - 322+(J 72)2.

The inverse Laplace transforms gives
y=LH(t-32[(t- 32*+(V72)+ LY 72K t- 3R %K V2) §} -
= e¥/2(cos/3x/2 +/7sin V7 X 2.

Example 9.25 Solve y"+ 2y + 5y = € sin xthat satisfies the initial conditiong0) = 0 and
y'(0)=1

Taking the Laplace transforms of both sides of the differential equation yields

L{y} +2 § +5L}y ={L &ln },x

so that PL{y —tyy - Vp+t2t LYy -2y + 5y =@ £+ 2t+)2
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or Hyl=(t2+2+5)-1=1/+ 2+ 2)
or L{y}=(2+ 2+ 3)/[t?+ 2+ 2) 2+ 2 + 5)].

Hence,

y(x) = LH@/3)/(t2 + 2 + 2) +LY(2/3)/(t> + 2 + 5)
= VA HU[(t+ 1@ + 1]} + 2/3LYL/[(t + 1F + 4]}
g* (sinx + sin 2)/3.

Example 9.26 Solve y"+ y = x with y(0) = 1 andy'(0) = - 2.

Taking the Laplace transforms of both sides of the given differential equation yields

Ly} + Ky ={}x

from which we get

t2L{y —-ty0) - y(0) + {y =1

or Uy (P+1) =1 +t-2
or L{y} =1/t + 1) + { - 2)/{ + 1)
= 2+ + 1) - 3/E + 1),
Hence, y{x} = LU/ +U( + 1) — 3/€ + 1)}

=L {1/ + LU + 1)) - LY3/(t2 + 1)}
=X+ COSX — 3sinx,
is the required solution.
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Problems to be Worked Out

Find the approximations of the Definite Integrals in Chapter 2 using the preg@@®NTG.CPP.

1

1. DI: '[e‘xz dx ES: 0.7468241, K: 5
0
1

2.

DI

Dl:

:J(l— X)/(1+ %) dx ES:2Ln2—1,K: 6
0

-6
Jl/(x+ 2 dx ES:Ln2,K:5

-10
1.6487212

Dl:

Dl:

Dl:

Dl:

Dl:

Dl:

W Ok O— ik R~ O—y

|
N

J xLnx dx ES: 1/4,K: 3
1.0

x/(1+ x?) dx ES:v2 -1,K:5

Lnx dx ES:x(Lhx-1),K: 6

U(x*+ 1) dx ES:0.9270374, K: 5

e¥/(x+1) dx ES:0.4634221, K: 5

e X2 dx ES:2e—-e%?),K: 5
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1.0
10. DI: JLn(x2+]) dx ES: 0.2639435, K: 5
0

5

11. DI: '[1/,/(XZ+ 16 dx ES:Ln 0.5, K: 4
3
2

12. DI: Jl/(xz— 9 dx ES: Ln (0.1)/6, K: 6
-1

3
13. DI: JLn (x + (& -1) dx ES: 2.458019, K: 5
1
4
14. DI: J.Ln (1+Tan@)dl, ES:m/8 Ln2, K: 5
0
1
15. DI: Jl/(x2+ D2dx ES: (T+2)/8,K:5
0
1
16. DI: Jl/(1+ ) J(1+ 2% - %) dx ES:71/5656854 K: 6
0
1
17. DI: st J@+ X% dx ES:5v 256 K: 10
0
1
18. DI: J1I(4x2— 9 dx ES:-1/12Ln5, K: 6
0
1
19. DI: Jl/e3x dx ES:0.3167377,K: 6
0
20. DI: [x €™ dx ES: 0.3160603, K: 6
21. DI: |(x3- 2/ x3(x- 1) dx ES: 2.7876821, K: 6
22. DI:

(2= x?)/(x3+ 3x*+ 2X dx ES: Ln 9/10, K: 6

23. DI: |(3-6)/(6°+ 462+ P) db, ES: Ln 81/80, K: 6

NCe— W P e— w0 N— D O



24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

DI

DI

DI

Dl:

Dl:

Dl:

Dl:

Dl:

Dl:

Dl:

Dl:

Dl:

Dl:

DI

DI
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1
:J(3x2+ 7X/(x+ J(x+ 2(x+ 3 dx ES: Ln 4/3,K: 6
0

4
:J9x2/(2x+ D(x+ J?dx ES:5Ln3—-4,K: 8
0

4
:J(5x2+ HIx(x*+ 4 dx ES:3Ln4,K: 6
1

w2

ml4
/3

_[1/(1— Sinx) dx, ES: 2.7320480, K: 6
0

1

JXZCosx dx, ES: 0.4782672, K: 6

-1

/2

J.1/(3 + Cos X )dx ,ES: 05553602, K: 6

0
/3

_[xZSinsx dx ES: 0.2173927, K: 6

0
ml 2

_[Sin69 Cos6 do  ES: 2/63, K: 6
0

1

JSin‘lx dx, ES:7t/2 - 1, K: 10
0

2

J:l/Sinzx dx, ES: 1.0, K: 6

4

2
_[(1 — Sinx)/ Cos¢ dx, ES: Ln 2, K: 5

0
2

JeS‘m dx ES: 3.1041172, K: 4

0
w4

: Jl/Coszx dx,ES:1.0,K: 4
0

T
: JSinSQ Co<6 do ,ES: 0.0507938, K: 5
0

JSint/t dt, ES:x —x33 x 31 +X3/5 x5l /7 x 71+ ..., K=5
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m
39. DI: J(l—cos<)2 dx, ES:311/ 2, K: 3
0

2
40. DI: jSinze CoS6 do  ES: 2/15. K: 6
0

/4
41. DI jﬂ:os“x dx, ES: 4/3, K: 6
0

2
42. DI J.(Cosx _ Simx )/(1 + Sirx Cog Jx ES: 0, K: 6
0

m
43. DI: Jl/(%inx + Cosx + 3)dx, ES:71/4, K: 8
0

ml 2
44. DI: JSinx/(Sinx+ Cosx )dx, ES:71/4, K: 8
0

2

45. DI: jsm“ 6/2) Co$ @ /2)d6 ,ES: 0, K: 5
0

2
46. DI: '[COSBX dx, ES: 57 32 K: 5
0

m

47. DI: JxSinzx dx, ES:2/4,K:5
0
m

48. DI: JxSinx Cogx dx, ES:m/3,K: 7

0
/2

49. DI '[Sin?’x Cos x dx, ES: 0.08333333, K: 6

0
w4

50. DI .[ 1Cos'x dx, ES: 1.33333333, K: 6
0

Find the area of the region from Chapter 2 using the progga@8AREA.CPP.

1. Find the area of the region enclosed by the curves
y? = 4ox + 417 andx + y = 2b (whenb = 1).
ES: 64/3.

2. Find the area of the region enclosed by the curves
Xy =4 andx +y =5,
ES: (15 - 16 Ln2)/2.



10.

11.

12.

13.

14.
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. Compute the area of the region bounded by the surfaces

y = 8/(¢ + 4),x = 2yandx = 0.

ES:mt-1.

Find the area contained between the parabolas
y =x43 andy + 243 = 4,

ES: 32/3.

. Compute the area between the categary2 coh x/2,

they-axis and the straight line=e+ 1/e
ES: 8&.

Find the arc length of the semicubical paralydpkax®
from the origin to the point = 4.
ES: 9.07341528.

. Compute the arc length of the cupve sim(e)

fromx =0 tox = 1.
ES: Ln[e+ NG 1)]

Find the arc length of the curxe= y?/4 — Lny/2
fromy=1toy=e
ES: (& + 1)/4.

. Solve the equation of the parabolas represented by

y? = 1k + 25 andy? + 6x— 9 = 0 and find the area.
ES:16 /(5 3).

Find the area enclosed by the ellipse

(x—2y + 3¢+ (3 + 4y — 1¥ = 100.

ES: 10t

Find the area of the domain enclosed by the ellipse
X2 +y?2 = 1.
ES: 4.

Find the area of the domain bounded by the curve
(@14 +y?9Y = (x + y?)/25.
ES: 391/ 25

Compute the equations to find the area enclosed by
y=x3—2&andy = 6x — .

ES: 16.

Find the area in the first quadrant bounded by-dves
and the curveg? + y? = 10 andy? = 9.

ES: 6.75.
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15. Calculate the finite area bounded by the pair of curves
xR +y?B=1andk +y=1.
ES: (L6 - 31) 32,
16. Compute the area contained between the two parabolas
y =x2 andy = x%2 and the straight ling = 2.
ES: 4.0.
17. Find the area of the curye= 1k bounded by the
linesy =x andx = 2.
ES: 2.25.
18. Calculate the area between the part of the circle
x2 +y2 =1 and the straight lime+y = 1.
ES:/2 - 2.

Find the approximations of the Double integrals in Chapter 2 using the prggG8aDIM.CPP.
2 1
1. DI de.[ Xy dx
0 0

ES:1
Wx: 0.001953, Wy: 0.003906, K: 9, M: 512

m /2

2, DI:.[dy J'xsm(x+ y dx
0 0

ES:mt-2
Wx: 0.003068, Wy: 0.006136, K: 9, M: 512

3 5
3. DI; jdyjl/(x+ 292 dx
1 2

ES: Ln (14/11)/2
Wx: 0.005859, Wy: 0.003906, K: 9, M: 512

1 1
4. DI:deJl/(x+ 1+ y2 dx
0 0

ES: Ln (4/3)
Wx: 0.001953, Wy: 0.001953, K: 9, M: 512

5. Dl:jdyj[(x+2) dx
0 0

ES: 5.0
Wx: 0.001953, Wy: 0.003906, K: 9, M: 512



10.

11.

12.

1 1
DI: J‘dyJ‘ey dx
0 0

ES:e-1

Wx: 0.001953, Wy: 0.001953, K: 9, M:

DI: jdyjl/,/(%+ y?) dx
1 1

ES: 3.95183553

Wx: 0.007813, Wy: 0.007813, K: 9, M:

2 1
DI:deJny/(1+ ) (1+ y) dx
1 0

ES: 0.31756667

Wx: 0.001953, Wy: 0.001953, K: 9, M:

. Dl:jdyj(xz+ y dx
0 0

ES: 8/3

Wx: 0.001953, Wy: 0.003906, K: 9, M:

DI: '1[dy'2[(><2+29 dx
0 0

ES: 4.66666666

Wx: 0.003906, Wy: 0.001953, K: 9, M:

15 2

DI deJLn(x+ 2y dx

1 14
ES: 0.4295545

Wx: 0.001172, Wy: 0.000977, K: 9, M:

DI: jdyj)@/(1+ y?) dx
0 0

ES:1/12

Wx: 0.001953, Wy: 0.001953, K: 9, M:

512

512

512

512

512

512

512
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ml2 2
13. DI: J.dyJ-xzcosy dx
o 0

ES: 8/3
Wx: 0.003906, Wy: 0.003068, K: 9, M: 512

14. Dl:jdyj(%+ y?) dx
0 2

ES: 70/3
Wx: 0.003906, Wy: 0.001953, K: 9, M: 512.

The Programsg3GAUELI.CPP/g3CRALIS.CPP/g3MATINV.CPP/g3MLUFAC.CPP used to approxi-
mate the simultaneous system of linear algebraic equations in Chapter 3.
1. X — X—=2x+4 =3
X, + X+ X=X =-2
X + X - X+ x=1
5, =X, + 3, +2%,=0
X1/ %o/ X3/ X, = 0.38-058- 102 0
2. X —-K +2%- x,=10
X, +A, — X+ X =4
5, +2X, - X +2X,=9
2 = % +5G=3%=7
X1/ X/ X/ X, = 2.23077- 092308 2 30769. 330769
3. X - X+ x=1
2 + 2+ 2 =2
_2X1 + 4Xz_ X = S
4. X +X- X =11
2 At x =1
=3, + X, — 3% + X, =-2
& -2 +3X =9
Xy/ %o/ Xaf X4 =1/2/0/~1
5 X +3X =6
2x, +4x,= 8
X1/ % =0/2.
6. X +2,+ x=0
X+, =3 =1



10.

11.

12.

13.

14.

2%, + 26, — 7, = 2
X, /%, X; = 0.04444 02227~ 026667
X+ 3+ 2 =17
X+ 2+ 3 =16
2, — X+ 4 =13
X1/ X/ X5 = 4/3/ 2.

2t X T2t % =6

6x, — 6x, + 6x, + 1%, = 36

a4+ X+ X - XK =-1

24+ 26— %+ % =10

X1/ X/ Xaf X4 = 2/1/=Y 3

X +2X+3X=1

23 + 4 = -1

33X, + 4, + 6x, =2

X1/ X/ X3 = 0/0.41176 005882
&, + X, + 1.56,=34.1
X +19.8% + 2.15% = 46.2

1.56¢ + 2.1%, + 2.2%, = 9.39

X,/ Xy X5 = 679901~ 07795 020604

554.1% — 281.9%, — 34.24, = 273.02
—281.9% +226.81x+ 38.k = —63.965
~38.24 + 38.X +80.221x= 34.717

X1/ %,/ %3 = 0.9124 Q76705 050589
2+ 3+ 8 +x, = 1
X+2 =0
2X1+3(2+ )%_X4=2

X =2 — % -X=3

X1/ X/ Xg/ X, = 15-05 Q- 05
2= %+ x=-1

M +H+K=0

M+ +5G=4

X1/ %/ % =12/-1

S

4x + 12X, + 6x, = 4

Xt X T A =4

X1/ %/ X3 = 23-13 1Q
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15. 6. + 2.X,+1.%, = 16.55
4.4x + 11.0¢, — 3.0¢, = 21.10
1.2 — 15, + 7.2 = 16.80

X1/ X/ % =152/25
16. 0.000%, + 1.566, = 1.569
0.3454 — 2.436&, = 1.018
X1/ % =10/1
1 1 0 3[x] [4
2 1 -1 1||x| |1
17. 13 -1 -1 2||xs -3
-1 2 3 -1|x] |4

X1/ %o/ X5/ X = =10'2/0/1

L

10 2 1]|x 69
19. |1 8 2||y|=|-3
2 -1 20||z 76
xX/'y/z=7/-2/3.
20. x+2y+X=14
2x+5y+22=18
X+ y+52=20
X/ %/ s =12/ 3
2 -3 1||x 2
2. (1 1 -1jjy|=|"1
-1 1 -3||z 0

x/y/z= -0.28571- 092857 021429

4 1 2][x] [16
22. |1 3 1||x,|=]10
1 2 5||x| |12

X1/ %/ % =3/2/1



23.

w

24.

25.

26.

27.

28.

29.

11 17[x] [8
1 -1 2||x|=|6
3 5 -7||x| |14

X,/ %o/ X5 = 5/166667 133333

11 17[x] [9
2 5 7||x|=|52
11 -1|x]| |9

X,/ %o/ X3 = —2.33333 113338 0

3 2 -1 17[u 1
1 -1 -2 4f|v| |3
2 3 1 -2||lw| |-2

5 -2 3 2||x 0
u/v/w/ x=0.3§-058- 102 0

(263 521 -1694 0938 x 423
216 -295 0813 - 421jy| |-0716
536 188 -215 - 495|z| | 128
134 298 -0432 - 1768 w 0419

x/y/z/ w= 151513 0207651.105025 100474
1 2 3][x] [14
2 5 2||x,|=|18
3 1 5|[x]| |20

X,/ %/ % = 12/3

1 2 3][x] [5
2 3 -1|y|=|-3
4 1 2||z| |7

X/y/2=1-Y2

123 456 987([«x 412
-961 602 111|y|=| 534

| 731 289 504|z| |-356
x/y/z= -0.44904~ 474342 266488
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Determine the approximations of all Initial Value Problems in Chapter 4 using the pggdvéhDE.CPP.
1. DE:Dy/dx= 2y
PS:y(x)= &
IC: y(0) = 1.0, Width: 0.01
2. DE:Dyldx—2x(1 +y) =0
PS:iy(x)=3&" "1 -1
IC: y(1) = 2, Width: 0.01
3. DE:dy/dx+xy*=0
PS:y(x) = 2/ + 1)
IC: y(0) = 2, Width: 0.01
4. DE:dy/dx+ 2xy=0
PS:y(x) = e*
IC: y(0) = 1.0, Width: 0.01
5. DE:y'+y=0
PS:y(x) = et~
IC: y(1) = 1.0, Width: 0.01
6. DE:Dy/dx=xy/2
PS:y (x)= € /4
IC: y(0) = 1.0, Width: 0.01
7. DE:Dy = (& + 5) dx
PS:y(X) = (11 & - 5)/2
IC: y(0) = 3.0, Width: 0.01
8. DE:Dyldx—x?y =0
PS:y (x)= €3
IC: y(0) = 1, Width: 0.01
9. DE: (1 +X) dy/dx+ 3y =0
PS:y(x) = (1 +x)2
IC: y(0) = 1.0, Width: 0.01
10. DE: (x+y) dyldx+ (x—y) =0
PS:Ln g +y?) +2tanty/lx=0
IC: y(1) = 0, Width: 0.01
11. DE:e*dx—2y=0
PS:y(x) = (¢* -1)/6
IC: y(0) = 0, Width: 0.01
12. DE:xy - y¥?=1
PS:y(x) = tan (Lnx)
IC: y(1) = 0, Width: 0.01



13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

DE:xdyldx+y?=1
PS:y(x) = (¢ — 1)/(® + 1)
IC: y(1) = 0, Width: 0.01

DE:y'(x—-2y)=2x+ vy
PS: Ln & + y?) tarrty/x
IC: y(1) = 0, Width: 0.01

DE:8y y — (3x+ 2)x=0

PS:y(x)= x (x+1)2

IC: y(3) = 3, Width: 0.01
DE:dy/dx+xy=0

PS:y (x)= €% /2

IC: y(0) = 1.0, Width: 0.01
DE:x(1 +x3*) dy = y(1 —x2y*) dx
PS:x3y* + 2y = X

IC: y(1) = 1, Width: 0.01
DE:Dy/dx+ 2xy?* =0

PS:y(x) = 1/(1 +x3)

IC: y(0) = 1, Width: 0.01

DE:Dy/dx =y?
PS:y(x) = 1/(1 - %
IC: y(0) = 1, Width: 0.01

DE:Dy/dx=y?

PS:y(x)=1/, @-2x)

IC: y(0) = 1.0, Width: 0.01

DE:Dy/dx=¢
PS:y(X) = Ln[1/(1 —X)]
IC: y(0) = 0, Width: 0.01

DE: Dy=[\/x_y+l] dx
PS:y(X) = x +x¥2 +x3/12 + ...
IC: y(0) = 0, Width: 0.01

DE: ke + € dy = (e¥ —ye) dx
PS:ye—xe¥y=0

IC: y(0) = 0, Width: 0.01

DE: [x+ 2 Lny — (Lny)jdy =y dx
PS:x=y+ (Lny)?

IC: y(1) = 1, Width: 0.01
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25. DE:X[Lh y—Ln ¥ dy=ydx
PS:y[lLn y—Lnx— 1] =-0.6137053
IC: y(1) = 2, Width: 0.01

26. DE:[t Ji2+y? —y] dt=t- w/(f+ y) dy
PS:\/ 2+ y2) - 3ty=89

IC: y(4) = 3, Width: 0.01

27. DE: [8k— 1Yy + 2]dy = -2 [x — 1)¥?] dx
PS:y¥(x— 17 +y*=9
IC: y(1) = 3, Width: 0.01

28. DE: Xydx= (y* —x?) dy
PS: 3%y —y=1
IC: y(0) = -1, Width: 0.01

29. DE:x(2 — %y?) dx + y(4y? — 6¢) dy
PSS -3y +y' =1
IC: y(0) = 1, Width: 0.01

30. DE:y/xdx+ Y+ Lnx)dy=0
PS:4Lnx+y'=1
IC: y(1) = 1.0, Width: 0.01

31. DE: (3@y? + 1)dx = (2¢/y® + 5A?) dy
PS:x+x3y?+ 5k =5
IC: y(0) = 1, Width: 0.01

32. DE: 341 + Lny) dx= (2y —xly) dy
PS:xé1 + Lny) —y?=-1
IC: y(0) = 1, Width: 0.01

33. DE: cos siny dy/dx = coy sinx
PS:y(x)= cos® [cox/+2 ]
IC: y(0) = i/ 4, Width: 0.01

34. DE: (x*+1)y =1+ y?
PS:y(x) = (1 + /(1 —X)
IC: y(0) = 1, Width: 0.01
35. DE:y(x*— 1)dy/ldx+x(y*+ 1) =0

PS:y ()= [0+ @) Q- ¥)]
IC: y(0) = 1, Width: 0.01
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36. DE: xy' cos(y/ x)= y cosy x) x
PS:y(x) = x simYLn (1/X)]
IC: y(1) = 0, Width: 0.01.

Find the approximations of the differential equation in Chapter 4 using the prggtdri DE.CPP.

1. DE:Dy/dx + 3xy/(1 +x?) = 5
PS:y(x) = 1 +x?
IC: y(1) = 2.0, Width = 0.01

2. DE: (1 +®)dyldx =xy + (1 +x?)%?
PS:y(X) = (1 +X) (1 +x3)¥2
IC: y(0) = 1, Width = 0.01

3. DE:xdyldx=x% -y
PS:y(x) = (@ — 1)/%
IC: y(1) = 0, Width = 0.01

4. DE:Dyldx=x+y
PS:y(x) = 2e—x -1
IC: y(0) = 1.0, Width = 0.01

5. DE:2y + (x*y+1)xy =0

PS:y(x)=[2x— \ B - 2)}/x

IC: y(1.0) = 1.0, Width = 0.01

6. DE:ydx+x(2xy+ 1)dy=0
PS:y?%e® = 0.3678795
IC: y(1.0) = 1.0, Width = 0.01

7. DE: X+ 2y) dx=xdy
PS:y(X) = x(x — 1)
IC: y(1.0) = 0.0, Width = 0.01

8. DE:Dy + (3y—8)dx=0
PS:y(x) = 2(4 — €%)/3
IC: y(0) = 2.0, Width = 0.01

9. DE:y'=8- 3y
PS:y(X) = 4(2 +&)/3
IC: y(0) = 4.0, Width = 0.01
10. DE:xdy+ (1 -y)ydx=0
PS:y(x) = 1/x + 1)
IC: y(1.0) = 0.5, Width = 0.01
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11. DE:x dy:(y+ I xy) dx
PS:y(X) = XLn x + 2¥/4
IC: y(1.0) = 1.0, Width = 0.01
12. DE:Dy/(2 —y) = tanx dx
PS:y(X) = 2 — 3 cox
IC: y(0) = 1.0, Width = 0.01

13. DE: Xydy= (y? —x?) dx

PS:y(x)=+ @x— ¥)
IC: y(1.0) = 1.0, Width = 0.01

14. DE:Dyldx +y/x =x

PS:y(x) = (€ — 1)/X

IC: y(1.0) = 0, Width = 0.01
15. DE:x dy= (x —y) dx

PS:y(x) = X2 + 1k

IC: y(1.0) = 1.5, Width = 0.01

16. DE:Dy/ldx-ycox+1=0
PS:y(X) = 1 —x36 —x¥24 + X872 + ...
IC: y(0) = 1.0, Width = 0.01

17. DE: k+y) dyldx=y
PS:y(x) = XLn (y/2)
IC: y(0) = 2.0, Width = 0.01

18. DE: k+y) dyldx=y
PS:y(xX) = ¥(Lny + 1)
IC: y(1.0) = 1.0, Width = 0.01

19. DE:Dy/y= (Y€ - ¥ dx
PS:y2 (x)= €/ @ - 2X)
IC: y(0) = 0.5, Width = 0.01
20. DE: 2¢y dyldx + 3x®? = -7.0
PS:¢y?+7x+8=0
IC: y(-1.0) = 1.0, Width = 0.01
21. DE: (1 — 2y) dy/dx =yIx
PS:y(xy—1) = X
IC: y(-1.0) = 1.0, Width = 0.01
22. DE:Dx/dy —x cog/ =sin ¥
PS:x(y) = 3V — 2(1 + siny)
IC: y(1.0) = 0, Width = 0.01



23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

DE:Dy = (xly e +y) dx

PS:y (x)= 4 [0¢ +1) €]

IC: y(0) = 1.0, Width = 0.01
DE: & +y?) dy/dx = y®/x
PS:y(x) = 2d/(x + 1)

IC: y(1.0) = 1.0, Width = 0.01

DE:y' x/y+ 2xyLn x=-1
PS:y(x) = 1K (Ln x)? + 1]

IC: y(1.0) = 1.0, Width = 0.01
DE:xy Lnxdy = (y?>— Lnx) dx
PS:y? = Ln x(2 — 0.804021 x L)
IC: y(2.0) = 1.0, Width = 0.01

DE:xdyldx=y (y Lnx-1)
PS:y(x) = 1/(1 + Lnx — 0.X)
IC: y(1.0) = 2.0, Width = 0.01
DE:x dy/dx-y (1 —-y) =0
PS:y=x/(x + 0.5)

IC: y(-1.0) = 2.0, Width = 0.01
DE:ydy/dt+ (y2+t2+t) =0
PSty )= -+ 672 - %)
IC: y(-2.0) = -1.0, Width = 0.01
DE:tdy/dt+ 2y = 3t

PS:yt? =3+ 200

IC: y(-5.0) = 3.0, Width = 0.01
DE:td¥dt—x—Lnt=0
PS:xt) =10t -1-Lnt

IC: x(1.0) = 100, Width = 0.01
DE: Xt dx/dt = 32 + x2

PS:x )=+ B2+ 2t)

IC: x(2.0) = — 4.0, Width = 0.01
DE:2yy + X1+ y?)=0

PS:y (x)= y @e*/3- 1)
IC: y(0) = 1.0, Width = 0.0174
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34. DE:y' +y=¢"*
PS:y(x) =e* (1 +x + 3&7?)
IC: y(-1.0) = 3.0, Width = 0.01

35. DE:xy? dy (¢ +y?) dx
PS:y® = 3¢ Ln (CX), C = 1.39561242
IC: y(1.0) = 1.0, Width = 0.01.

Solve the following system of equations and find the approximatiomsaofl yusing the program:
g4LINSYS.CPP.

Example 10.1
SYS:dxdt = 2ty/(t? — x2 —y?), dy/dt = 2ty/(t? —x* — y?)
PS:t?2 + 2 +y?2 = 2%, y(t) =X
IC:x(0) =1, y0) =1, w: 0.01

Example 10.2
SYS:dxdt =x + 2y, dy/dt = 4y —x
PS:x(t) = Exp(2) [2 — expf)], ¥(t) = Exp(2) [1 — exp{)]
IC: x(0) = 1,y(0) = 0, w: 0.01

Example 10.3
SYS:d¥/dt =x — 2y, dy/dt= 2y — X
PS:x(t) = [2 Exp(4) + 3 Exp($)]/5, y(t) = 3[Exp(+) — Exp(4)]/5
IC: x(0) = 1,y(0) = 0, w: 0.01

121 e ® x-value

10t+e

05+t

% 0.02 004 006 0.08 01

0
*
-0.2 1 *
*
-0.4 + *  ® y-value
Fig. 10.1

Example 10.4
SYS:dx/dt=t—y—xdy/dt=t+y +x
PS:x(t) =t72/2 —t"3/3,y(t) =t 2/2 +t"3/3
IC: x(0) = 0,y(0) =0, w: 0.01
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Example 10.5
SYS:Dx = -3/ — 3 Expf), Dy = 4 + 6 Exp()
PS:x = —-0.5 + 3 exgf[1 — 0.5 exp(8], y = 2 exp(t)[Exp(B — 1]
IC: x(0) = 1,y(0) = 0, w: 0.01
Example 10.6
SYS:Dx=x+y+t,Dy=2 — 3y — &
PS:x=-9(1 —exp])) +t(5 + 4 exp(®, y = 14(1 — exp®) — A(3 + 4 exp(d)
IC: x(0) = 0,y(0) = 0, w: 0.01
Example 10.7
SYS:Dx =x+ 3y,Dy =5 —x
PS:x(t) = x Exp(2), y(t) = Exp(2)
IC: x(0) =3,y(0) =1, w: 0.01

® ® x-value
3.0 @

2.0
+ ® y-value

1.0 |+

002 004 006 008 0.1
Fig. 10.2

Example 10.8
SYS:Dx/dt = 2x — 3y, dy/dt =x — 2y + 2 sint
PS:x(t) = 3(2 sint — € + e%/2, y(t) = (4 sint — 2 cod — € + F)/2
IC: x(0) = 0,y(0) = 0, w: 0.01
Example 10.9
SYS:Dx =4 +y, Dy =X+ 2
PS:x(t) = Expt) [Exp(4) — 2], y(t) = Exp() [Exp(4) + 6]
IC: x(0) = -1,y(0) = 7, w: 0.01
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*  ® y-value

*
7 e
3
0 . . . . @ :® x-value
.02 .04® 06 .08 0.1
-1 P

Fig. 10.3

Example 10.10
SYS:Dx=%—-2,Dy=X%+y
PS:x(t) = Exp(3) (1 + 2), y(t) = 2 Exp(I)
IC: x(0) = 1,y(0) = 0, w: 0.01
Example 10.11
SYS:Dx =X +y, Dy = X + 4y
PS:x(t) = 0.5 [Exp() + Exp(8)], y(t) = 0.5 [3 Exp(H) — Expl)]
IC: x(0) =1,y(0) =1, w: 0.01

2 * ® y-value

* ® ® x-value

02 .04 06 .08 01
Fig. 10.4

Example 10.12
SYS:Dx = 3y + 6 sin ), Dy = -X
PS:x(t) = [3 cos ) + cos (3)]/4, y(t) = —[9 sin {) + sin (3)]/4
IC: x(0) = 1,y(0) = 0, w: 0.01

Example 10.13
SYS:Dx =x-y, Dy =y — &
PS:x = [3 Exp(+) + Exp(3)]/4, y = [3 Exp(+) — Exp(3)]/2
IC: x(0) =1, ¥0) =1, w: 0.01
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Example 10.14
SYS: 4dxdt + 5x — 3y = 4 Exp(), 4dy/dt — 5y + 3x = 4 Expf)
PS:x = 3X/8 +t Exp(t)/4, y = X/8 + 3tExp()/4 [Expl) — Exp(+) = X]
IC: x(0) = 0,y(0) = 0, w: 0.01

Example 10.15
SYS:dxdt + X +y =10 Exp(#), dydt + 2y + 2x = 4
PS:x = (1GX + 14X - Y — 3)/3,y = (-2GX — 8X =Y + 9)/3 [Exp(¥) = X, Exp(-4) = VY]
IC: x(0) = 3.333y(0) = 0, w: 0.01

Example 10.16
SYS:Dx +x+ 5 =0,Dy-y—x=0
PS:x(t) = cos (2) — 3 sin (), y(t) = cos (2} + sin (&)
IC: x(0) = 1,y(0) = 1, w: 0.01

Example 10.17
SYS:DXx —5—3y=0,Dy vy + 3x =0
PS:x(t) = Exp(2) (1 + &), y(t) = Exp(2) (1 — 8)
IC: x(0) = 1,y(0) =1, w: 0.01

Example 10.18
SYS:dxdt—x +y=0,dy/dt—tx=0
PS:x(t) =t**2/2 + t + 1, \(t) = t**2/2
IC: x(0) = 1,y(0) = 0, w: 0.01

Example 10.19
SYS:dxdt—y = 0,dy/dt —x = Exp(2)
PS:x = [2 Exp(2) — 3 Exp() + Exp()]/6, y = [4 Exp(2) — 3 Expf) — Exp(4)]/6
IC: x(0) = 0,y(0) = 0, w: 0.01

Example 10.20
SYS:dxdt—4x+y=0,dy/dt— 2% -y =0
PS:x(t) = Exp(2)[1 — Exp@)], y(t) = Exp(2)[2 — Exp¢)]
IC: x(0) =0,y(0) =1, w: 0.01

Example 10.21
SYS:Dx = Exp()/3 —x — /3, Dy = &/3 +y —t
PS:x = 11X2 — /2 — &,y = —11X+ 9Y/2 + Exp()/2 + 9 + 9 [Exp(/3) = X, Exp(+/3) =]
IC: x(0) = 1,y(0) = 3, w: 0.01

Example 10.22
SYS:Dx—-4&+2y=0,Dy—-X+y=0
PS:x = Expt) [3 Expt) — 2],y = 3 Expf) [Exp(t) — 1]
IC: x(0) = 1,y(0) = 0, w: 0.01
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Example 10.23
SYS:Dx — & +y=Exp(), Dy - -y=0
PS:x = Exp(3) [3 Expf) — 2],y = Expf) [3 Exp(2) — 4 Expf) + 1]
IC: x(0) = 1,y(0) = 0, w: 0.01

Example 10.24
SYS:Dx—-x+2y=0,Dy+X—-2=0
PS:x = Exp(#) [5 - 2 Exp(5)], y = Exp(=) [5 + 3 Exp(5)]
IC: x(0) = 3,y(0) = 8, w: 0.01

Example 10.25
SYS:dxdt = 4x +y — 34, dy/dt = -2 + y — 2 Exp{)
PSx=1X-Y-Z+@&-1,y=-2K+Y+3Z+ 12 + 10 [Exp(?) = X, 8Exp(3) =Y, Expt) =Z]
IC: x(0) =0,y(0) =1, w: 0.01

Example 10.26
SYS:dxdt = X -2y, dy/dt = 4x +
PS:x = Exp(8) [cos (2) — sin (2}], y = 2 Exp(5) sin (2)
IC: x(0) = 1,y(0) = 0, w: 0.01

Example 10.27
SYS:d¥dt=1+ X/t,dy/dt=x+y— 1 + X/t
PS:x =13,y =+/3
IC: x(1) = 0.333333, 1) = —0.333333, w: 0.01

Example 10.28
SYS:dxdt—x**2/y = 0,dy/dt +x =0
PS:x = -1/(2 Sqrtf)), y = Sqrtf)
IC: x(1) = -0.5y(1) =1, w: 0.01

Example 10.29
SYS:dxdt = x(t + y)/(t"2 —xy), dy/dt = y(y —X)/(1"2 —xy)
PS:x(t) =t—-y, iy — 2)"3 = { —x)"2
IC: x(0) = -1,y(0) =1, w: 0.01

Example 10.30
SYS:dxdt = (x—t)/(y —X), dydt= (t —y)/ (Y —X)
PSX+y+t=0,x2+y2+12=6
IC: x(1) =-2,y(1) =1, w: 0.01

Example 10.31
SYS:dx/dt =t/y*2, dy/dt = t/xy
PS: x-y=0,y"3-3"2/2=1
IC: x(0) =1,y(0) =1, w: 0.01
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Example 10.32
SYS:dx/dt = 1.0/ (y —t), dy/dt = (x — 1.0)k
PS:x(t) = Exp(), y(t) =t — Exp()
IC: x(0) = 1,y(0) = -1, w: 0.01
Example 10.33
SYS:dx/dt=xy+t+ 2,dy/dt =tx — 1.0
PS:x=t(2 +t/2 - 2/3"2 - 1/8"3 + ...), y=t(-1+ 2/3"2 + 1/8t3 — 1/6" + ...)
IC: x(0) = 0,y(0) = 0, w: 0.01

Example 10.34
SYS:DXx —xy—2=1.0,Dy —x"2 -t=2.0
PS:x=1t1+t+2/3"2+5/83+ ..),y=1t2+t/2+1/3"2 + 1/2"3 + ...)
IC: x(0) = 0,y(0) = 0, w: 0.01

0.2 ® ® x-value
°
°
01 o * ® y-value
° *
*
°
) *
0 e* N

.02 .04 .06 .08 01

Fig. 10.5

Example 10.35
SYS:Dx —xy=1.0,Dy - x—-t=0
PSIX=1+ X+4X'2+ 16/3K"3+ ...,y =2+ 22X+ 2X2+4/X"3 + ... -1 =X]
IC: x(1) =1,y(1) =2, w: 0.01
Example 10.36
SYS:Dx-y-t=2.0,Dy-y—-x*2=1.0
PSXx=2+&X+35X2+11/3X3+ ...,y =1+ X+ 1IX2 +41/X3 + ... f— 1 =X]

IC: x(1) =2,y(1) =1, w: 0.01
® ® x-value

* ® y-value

1i

1.02 104 106 108 1.1
Fig. 10.6
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Example 10.37
SYS:Dx-y*2-2=1.0,Dy x-t=2.0
PSIx=1t1+t+4/3"2 +t"3 + ...),y=t2 +t+ 1/3"2 + 1/3"3 + ...)
IC: x(0) = 0,y(0) = 0, w: 0.01.
Find the approximations of second order Initial Value Problems in Chapter 5 by the programs:
g5LI2IVPCPP andgbNL2IVRCPP, selecting the appropriate one.
1. DE:y"-y=0
PSiy(x)=e* y'(X) =-€~*
IC:y(0)=1,y'(0)=-1
W: 0.01

2. DE:y"+2y' =0
PS:y(x) =1.0,y'(x) =0
IC:y(0)=1,y'(0)=0
W: 0.01

3. DE:y"+ xy=0
PSiy=1-xXx— %3+ 2441+ ...,y =-1- x2[2+ X3+ ...
IC:y(0)=1,y'(0)=-1
W: 0.01

4, DE:y" - y2= X2
PSiy=1+x21 +x431 + ...,y = x+ 2 I3+ ...
IC:y(0)=1,y'(0)=0
W: 0.01

5. DE:y"-2=0
PSiy(x) =x2+ 2x+ 1, y'(X) =2(x+ 1)
IC:y(0)=1,y'(0)=2
W: 0.01

6. DE:y"-ye'=0
PS:y(x) =-1.0,y'(x) =0
IC:y(0)=-1,y'(0)=0
W: 0.01

7. DE1yy"+ y?- yy =0

PS:y(X) = (& + 2), y'(x) = 0.5¢" 1/ (&'+ 2)
IC:y(Ln2)=2,y'(Ln 2) = 0.5
W: 0.01



8. DE:y"-y-2y=0

10.

11.

PSiy(X) = 2e* + €, y'(X) = 2(€* - €%)
IC:y(0)=3,y'(0)=0
W: 0.01

. DE: -4y =0

PS:y(X) = 56218 + 3218, y'(X) = (56 - 3€2X)/4
IC:y(0)=1,y'(0)=05

W: 0.01

DE:D%-4Dy +4 =0

PS:y(X) =€ (3 - X), y'(X) =4 (1- %)
IC:y(0)=3,y'(0)=4

W: 0.01

DE:y"-5y + 6y=0

PS:y(x) = ™1 y'(X) = 3¢¥ 1

IC: y(1) =€, y'(1) = 3¢

W: 0.01

12. DE:y"+ 4y' + 2y=0
PS:y = g 0585% _29-3.414,3(! y’ - _0.5857e—0.5857x + 6.82849_3'4142(

13.

14.

15.

16.

IC: y(0) = -1, y'(0) = 6.2427
W: 0.01

DE:y"+ 4y + 13y= 0
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PS:y(X) = (4 cos X + 3 sin X), y'(x) = € ?*(cos3x~ 18sin )

IC:y(0)=4,y'(0)=1
W: 0.01

DE:y"+ 4y' + 4y=0

PSiy = 2e> (1 +X), y' = -2 2 (1+ 2X)
IC:y(0)=2,y'(0)=-2

W: 0.01

DE:y"'-y?-1=0

PS:y =x/2 +x8120 + ...,y = x+ x°/20+ ...
IC:y(0)=0,y'(0)=0

W: 0.01

DE:y'+y-4€ =0

PS:y(X) = 2 cosx — 5 sinx + 2& y'(X) = -2 sinx— 5cox+ &

IC:y(0)=4,y'(0)=-3
W: 0.01
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17.DE:y"-2y -2 =0
PSiy=e*1-2e+e—1,y =26 1- &)
IC:y(1)=-1,y'(1)=0
W: 0.01

18.DE:y"+ 2yy =0
PS:y(X) = tanhx, y'(x) = sed? x
IC:y(0)=0,y'(0)=1
W: 0.01

19. DE: (1- x?) y" - 2xy + 6y= 0
PS:y(xX) = (3¢ — 1)/2, y'(X) = 3X
IC: y(0) =-0.5,y'(0)=0
W: 0.01

20. DE: (1- x?) y" - 2xy + 20y= 0
PS:y = (35¢ — 30¢ +3)/8, y' = 5X(7% — 3)/2
IC: y(0) = 0.375,y'(0) = 0
W: 0.01

21. DE:yy"+ y2 - y*=0
PS:y(X) = 1/cosx, y'(X) = secx tanx
IC:y(0)=1,y'(0)=0
W:0.01

22. DE: 2yy" - y2=1
PS:y(x) = (¢ + 1)/2, y'(X) = x
IC:y(1)=1,y'(1) =1
W: 0.01

23.DE:xy"-y =0
PS:y(x) = (¢ - 1)/2, y'(X) = X
IC:y(1)=0,y'(1) =1
W: 0.01

24. DE: y?y'-1=0
PS:32-4¢=1,y'(X) =2Xy
IC:y(0.5)=1,y'(05)=1
W: 0.01

25. DE: 4d?y/dx + 4dy/dx +y = cos &/2)
PS:y(x) = sin K/2) —xe*?/4,

dydx = cos /2)/4 —e¥2(1 —x/2)/4
IC:y(0)=0,y'(0)=0
W: 0.01



26.

27.

28.

29.

30.

31.

DE:D%/dx — Ay/dx + 2y = e*(3x* + 2 cOX)

PS:y(x) = € + eX(x* — 3¢ + 6x + 1 + sinXx — CcosX),
dy/dx = e + e®(2x® — X + 6x+ 8 + 3 SinX — COsX)

IC:y(0)=1,y'(0)=8

W: 0.01

DE:D?/dx — Sdy/dx + 6y = 32 — 4

PS:y(x) = 9%*/4 — 1@&>/9 — 5/36 + %/6 +Xx%2,
dy/dx = 9/2 — 1@®>/3 + 5/6 +X
IC:y(0)=1,y'(0)=2

W: 0.01

DE:yy"+ Y’y + y?=0

PS:y = 36¥/(2 +€¥), y' =18 /(2+ &)
IC:y(0)=1,y'(0)=2

W: 0.01

DE: 2yy"— Y2 + y¥* =0

PS:y(x) = sinx + 1, y'(x) = cosx
IC:y(0)=1,y'(0)=1

W: 0.01

DE:y"+y -2y=0

PSiy(x) = 2& + &2, y'(X) = 2(& - €°%)
IC:y(0)=3,y'(0)=0

W: 0.01

DE:y"-4y=0

PS:y(x) = (&> + 34, y'(X) = (3 - €2¥)/2
IC:y(0)=1,y'(0)=1

W: 0.01

32. DE: Q" (t)+ 4Q (t) + 20Q(t)= 16

PS:Q(t) =e?(1 + sin 4 + cos 4},
Q(t) = e?(2cos 4~ 6sin4- 2)
IC:y(0)=2,y'(0)=0

W: 0.01

33. DE: y"(X) =3x—- 2

PS:y' (x)= (3¢ - 4x— 5)/2 y(X) = ¥/2 —x2 — 52 + 2
ICy(0) = 2, y'(0) = —25
W: 0.01

34.DE:y"-y= X

PSiy(X) = X+ €2 =F%2, y'(X) = =1+ & /2+ 3€* /2
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IC:y(0)=-1,y'(0)=1
W: 0.01

35. DE: y" - 3y’ + 2y = 4&*
PS:y = —Te“ + 4 + 4x&, y' = —7e" + 12¢* + 8xé*
IC:y(0)=-3,y'(0)=5
W: 0.01

36. DE:D?g/dt? + 8dg/dt + 25q = 150
PS:q(t) = 6 —e*(6 cos 3 + 8 sin 3), q'(t) = 50 sin&
IC:q(0)=0,q9'(0)=0
W: 0.01

37. DE:D?/dx? —xdyldx +y?= 0
PS:iy(x) =1+ X —x42 =33 =x3 + ...,
V() =2-x—xX- 4¢3+ ...
IC:y(0) =1,y'(0) =2
W: 0.01

38. DE:D?y/dx? — (dy/dx)2—xy=0
PSiy(X) =4 — X+ 2¢ -2+ 1X%Y6 + ...,
y'(X) = =2+ 4x— 6+ 38¢ /3+ ...
IC:y(0)=4,y'(0)=-2
W: 0.01

39. DE:D%/dxt — 2x(dy/dx)?/y = 0
PS:y = [8(x + 2)/(3 —X)]*5, y' =[8/(3— X)?][8(x+ 2)/(3— X)]¥/®
IC:y(2)=2,y'(2) = 0.5
W: 0.01

40. DE: y" - 5y + 6y = 2"
PSiy(x) =€, y'(x) = &
IC:y(0)=1,y'(0)=1
W: 0.01

41. DE: y" + y = sin2x
PS:y(X) = 2 sinxX/3 — sin /3, y'(X) = 2(cosx — cosX )/3
IC:y(0)=0,y'(0)=0
W: 0.01

42. DE:y"+y -2y=0
PS:y(x) =€, y'(X) = &
IC:y(0)=1,y'(0)=1
W: 0.01
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43. DE:D?y/dx? +y=x
PS:y(x) = x + cosx — 3 sinx, y'(X) =1 — sinx— 3 cox
IC:y(0)=1,y'(0)=-2
W: 0.01

44. DE:D¥/dx+ 4y =0
PS:y(X) = 2 cos 2x+ sin &, y'(X) = 2(cos2x— 2 sinX )
IC:y(0)=2,y'(0)=2
W: 0.01

45. DE:D?%/dx?2 —Dy — 2/ = 4%?
PS:y(X) = 26% + 28— 2¢ + (=3, y'(x) = 46~ 26"~ 4 x+ 2
IC:y(0)=1,y'(0)=4
W: 0.01.

Use the prograng6FUNCSR.CPP for Analytic Numerical Series in Chapter 6:

Example 10.38

100
Fsr: Z [(2x n - 1)/pow(2n )] Ssr: 3.0.

n=1
Example 10.39

100
Fsr: Z [pow(-1n - 1)/(2x n— 1x pow(3) —1)]Ssr: pi x sqgrt(3)/6.
n=1

Example 10.40

100
Fsr:Z L/nx O+ 1)x @+ 2)x (+ 3)] Ssr: 0.5555.

n=1
Example 10.41
100

Fsr: Z [pow(—1x )x logk )k ] Ssr: 0.183.

x=1
Example 10.42
100
Fsr:Z [pow(=1x — 1) tan(X x sqm( ))]Ssr: 1.308.

x=1
Example 10.43

100
Fsr: Z llog((x x x +1)/xx x)] Ssr: 1.292.
x=1
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Example 10.44

100
Fsr: Z [(sin(i x n/4))h], Ssr: 1.19.
n=1

Example 10.45
100

Fsr: Z [sing )/ pow(log(3)n )] Ssr: 0.906.
n=1

Example 10.46
100
Fsr: > [pow(-1n +1)/sqrif )] Ssr: 0.555.
n=1
Example 10.47
100
Fsr: S [pow(-1n+1)x 0 n)/pow(2n )] Ssr: 0.074,
n=1

Example 10.48

100
Fsr: Z [n x pow(@ sin(1h)n] Ssr: 2.255.

n=1

Use the programgo6POW1HM.CPP and g6POW2HM.CPP for Power series in Chapter 6:
1. DEiy' —y=X

PX):p,=1,p,=p,=p,=...=0

Qx):9,=-1,0,=¢,=9,=...=0
R(x):r,=0,r,=1r,=r,=...=0
IC: y(0) =1,

Pssiy=—1 —x+ 26 = 1 +x+ X2 + X33 +x412 +x%60 + ...
2. DE:(x2=1)y" + xy —y=0

P(X):pl=—1,p2= Ovp3= 17p4=p5= ...=0
Q(X):ql=0,q2= 11q3=q4= ...=0
Rx):r,=-1,r=1r,=r,=...=0

IC:y(0) =1, y'(0) = 2,
Pssy(x) = 1 + X — 0.5¢ — 0.125%* — 0.062%° — ...

3. DE:y"— 2X°y +4xy= X + 2x+ 2
PX):p,=1p,=p,=p=p=0
Q(x):q,=0,0,=0,0,=-2,04,=¢,=0
R(x):r,=0,r,=4,r,=,r,=...=0
S(x)s, =2,5,=2,5=1,5,=5=0
IC: y(0) = 1=y'(0)

Pss:y(x) = 1 +x + X2 — 0.3333%° — 0.083%* — 0.0222° — ...
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4. DE:y" = xy + y= X
PX):p, =1, p,=p,=p,=p,=0
Q(x);ql:(), qZ:_l’ 0@:q4:q5:0
Rx):r,=1, r,=r,= r,=...=0
S(x):s, =0, s=1, §= =

IC: y(0) = 0=y'(0)

Pss:y(x) =x3/3! + 28/5! + 21 ZX7! + ...

$=S5

Use the prograng5FOUSER.CPP for Fourier Series in Chapter 6:
1. Fx =xx cos k) on (O, 1)
m=5 n=4, x=01x1

2. Fx=rcos (2 xx) on (0, 1)
m=5 n=3, x=01x1

3. Fx = cos (pi xx) — 2 x sin (pi %) on (0, 1)
m=5 n=4, x=01x1

4. Fx=xxxx cos K on (0, 1)
m=5 n=4, x=0.1x1.

Solve the following Boundary value problems using the prograit®/P2L1.CPP andg7BVP2NL.CPP.

1. BVP: D%/dxX? —y cogx + sinx e™ = 0
P =0,Q = cosgx, R= —sinx es™
PS:y(x) = esi™
IC:y(0): 1, y(T):1, O X<
W: 0.03141593

2. BVP: D?y/dx?+ 2xy — y=2(1+ ¥ )cosx
P=-% Q=1R=2(1 +x% cosx
PS:y(x) = x sinXx
IC:y(0): 0, y(ri/2): /2, 0 X< TU2
W: 0.01570796
3. BVP:D#%/dx? + 9y = sinx
P=0,Q=-9, R=sinx
PS:y(X) = (sinx + sin ¥X)/8 + cos X
IC: y(0): 1, y(r1/2):0, 0 x<m1/2
W: 0.01570796

4. BVPry"— (2x- 1)y - 2y= 1~ 4
P=2x-1,Q=2R=1-%
PS:y(x) = e*-b
IC: y(0): 1,y(1): 2,0< x<1
W:0.01
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5.BVP:y"+4y=2
P=0,Q=-4R=2
PS:y(X) = (1 — cos &/cos 2)/2
IC: y(=1): 0,y(1): 0, -1 x< 1
W: 0.02
6. BVP:y"+y+1=0
P=0,Q=-1,R=-1
PS:y(x) = cosx/cos (1) — 1
IC: y(-1): 0,y(1): 0, -1 x< 1
W: 0.02
7.BVP:y"+y-1=0
P=0,Q=-1,R=1
PS:y(xX) = sinx/sin (1) + 1
IC: y(0): 1,y(1): 2,0< x<1
W: 0.01
8. BVP: y"+ 2y =0
P=O,Q=_r[2, R=0
PS:y (x)= 2cog1x
IC: y(0): 2,y(1): -2,0< x<1
W: 0.01
9. BVP:y"-10y' + 25y= 0
P=10,Q=-25R=0
PS:y(X) = (1 —X)
IC: y(0): 1,y(1): 0,0< x<1
W: 0.01
10. BVP:y"+y=0
P=0,Q=-1,R=0
PS:y(X) = cos K) — sinx/tan (1)
IC: y(0): 1,y(1): 0,0< x<1

W: 0.01
Solve the partial differential equations in Chapter 8 using the progg8RERWAV.CPPF, g8PARDIF.CPP,

g8PARLAP.CPP and g8PARPOI.CPP
1. DE:iu,—4u, =0, (0<x<1,0<t)

BC: u(0,t) =u(1,t) =0, 0 <t,
IC: u(x, 0) = sin(rx) andu(x, 0) =0,0< x<1,

ES: Ux t) = sin(rx) cos(2mt), m=4,n= 4.
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2. DE:u, - 1/(167% )u, = 0,(0 <x< 0.5, 0 <t)
BC: u(0, t) =u(0.5,t) = 0, 0 <t,
IC: u(x, 0) =0 <x<0.5,
u(x, 0) = sin(4nx), 0< x < 05,
ES:u(x, t) = sint sin (41x), m=4,n = 4.
3. DEiu—u_=2,(0<x<1,0<
BC: u(0,t) =u(1,t) =0, 0 <t,
IC: u(x, 0) =sintTx +x(1-x), 0<x<1,
ES:u(x, ) = €t sin ¢ +x(1 —x), h=k

4. DE:y-1/16y =0, (0<x<1,0<t)
BC: u(0,t) =u(1,t) =0, 0 <t,
IC: u(x, 0) =2 sin2mx, 0< x<1,
ES:u(x, t) = 267/ sin 2rx, h = k.

5. DEiu_+ uyy=0, 1<x<2,0<y<];
BC:u(l,y) =log (2 + 1),u(2,y) =log §* + 4),0<sy<1,
u(x, 0) = 2 logx, u(x, 1) = log ¢ + 1), 1< x< 2,
ES:u(x,y) =log 8 +y), m=4,n=4,

6. DE:u +u, =0, for 0<x<1,0<y<l;
BC:u(0,y)=0ul,y)=y, 0sy<1,
ux, 0) = 0,u(x, 1) =x, 0= x<1,
ES:u(x,y) =xy,m=4,n=4,

7.DEu, +u, = -m’sinm sinny, for 1<x<2,0<y<1;
BC:u(0,y) =1,u(l,y)=y, 0sy<1,

ux, 0) =1 —x u(x, 1) =1,0sx<1,

ES:u(x,y) =1 —x + xy (sinrx sinmy)/2, m=4,n = 4.

8. DEiu +u, =-2, for 0x<10<y<l;
BC:u(0,y) =0,u(1,y) =sinh Tt sinfy, 0<sy<1,
u(x, 0) =x(1 -x) =u(x, 1) =1,0< x <1,

ES:u(x, y) = sinh 7x sinmty + x(1—X), m=4,n=4.

9. DE:u,+ u, = (& +Yy’) cosxy—cosmx, for 0<x<1,0<y<I;
BC: u(0,y) = 1/m®- 1, u(1,y) = -1/m*- cosy, 0 y<1,
u(x,0) = cosmx/ 1> = 1, u(x,1) = cosmx /1 — cosx, 0< x<1,
ES:u(X,y)= COSTTX > = cosxy m=4,n= 4.
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A Short Review on C++

C++ is an Object-Oriented Programming language (OOP) that allows us to take advantage of modern
methodology for labour-saving features. Turbo C++ (version 3.0) uses the industry-standard DPMI
(DOS Protected Mode Interface). It requires a 286-processor or higher, DOS version 3.11 or higher and
1 MB extended memory.

The language C++, Initially named “C With classes”, was developed by Bjarne Stroustrup in 1980,
while engaged at AT & T Bell Laboratories in Murray Hill, New Jersey, USA. In 1983 it had been
changed to a standard name C++.

Specifically, C++ is built on the foundation of C language. All C++ compilers can also be used to
compile C programs. In fact, C++ is a superset of C. That is to say, it is an enhanced version of C. The
language C was first implemented by Dennis Ritchie in the 1970s on the computer type PDP-11 from
Digital Equipment Corporation.

Turbo C++ is a powerful compiler. It is very fast and efficient compiler for creating practically any
application program. Turbo C++ provides an incorporate atmosphere for further development of the
program. It includes C++ and ANSI C. ANSI is the abbreviation for American National Standards
Institute, founded in 1918.

Basically, the object is the main attraction of object-oriented programmingpjaatis a data type
that has structure and state. Every object defines operations which can have access on that state.

The Integrated Development Environment (IDE), the Programmer’s platform, has everything one
needs to write, edit, compile, link and debug the programs. Most of what we see and do in the IDE
happens in a Window, that is nothing but a screen area we can open, close, move, resize, zoom, tile and
overlap. Only one window can be active at any time. There are three visible components to the IDE: the
Menu bar at the top, the window area in the middle and status line at the bottom of the screen. The IDE
menu

File Edit search Run Compiler Debug Windows Project Options, etc.

11.1 Basic Structure of a C++ Program

A typical program written in C++ language contains basically five sections as represented by the con-
structional shown in Fig. 11.1.
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Preprocessor Directives: INCLUDE files

Common definition block defined by the symbol #

CLASS declaration

Class: definition of member functions and data type items

Main function with Main (): entry of the program
Fig. 11.1

Every function and every file must be signified by a name followed by a parenthesized parameter
list. The list consisting of the names and types of variables will show what type of information it
contains. If the parenthesis is empty (void), the function works without any parameter. The body of the
function is enclosed “{ }". The function terminates and returns to the next calling function after the
closing brace is reached. A return statement has the same function as the closing brace.

11.2 The Keywords from C++

Keywords in C++ are the reserved words that are used for some special purposes and must not be
employed as identifier names in C++ program. Identifiames are the user-defined names. In the
discussion about identifiers afterwards you can find the distinction between the keywords and identifi-
ers. | make use of the following very common keywords in the programs designed for the approxima-
tion of the Differential Equations. Some of them are apparently simple to understand and the others have
been explained in this chapter in course of time.

auto bool break case
catch char class const
const_cast continue default delete
do double else end|
enum extern explicit false
float for friend goto

if inline int interrupt
long mutable namespace new
operator private protected public
register return short signed
sizeof static struck switch
template throw true try
typedef union unsigned using
virtual void volatile while

The case of the keywords is very significant. All the keywords must be typed in lowercase, that is
one of the requirements of C++ program.

11.3 Identifiersin C++

In C++ program an identifier is defined as a name that is used for a function, a variable or any other
defined item. An Identifier is allowed to begin only with any letter of the alphabets or the underscore
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character. The rest may be letters (a through z) or digits (0 through 9). Here | mention some names as
acceptable identifiers.

Temp_file ; myProgram ; first_ name; _fileOl; macro_type; NamelO; address3; etc.

Identifiers are case sensitive. This means dmaduntand Amountare completely separate vari-
ables. 1989 taxpayment and stop! are not legal identifiers, because of beginning with a digit and con-
taining an exclamation point.

You can use letters or underscores to separate words in a long identifier. PricePer100 or price_per_100
are much easier to read than priceper100.

11.4 The Features of C++

The characteristics of C++ can be described with the help of the examples that we want to represent
now.

Example 11.1

# include <iostream.h>
main ()
{
inc rice ;
float rupees,rate ;
cout <<“How many rupees did you get Rs. ”;
cin >> rupees ;
cout <<“For how may kilos rice? ”;
cin >> rice ;
rate = rupees/rice ;
cout.precision(2) ;
cout <<“You have received Rs. “<<rate <<“for one kilo rice /n” ;
count <<“Type (1) to end the program :”;
cin >> rice;
return O ;

The first line represented in a commentcdmmentis identified by the symbol // (double slash).
Basically, a comment followed by double slash is a single line comment. A multiline comment would be
surrounded by the symbols, starting with /* (a slash followed by an asterisk) and ending with */ (asterisk
followed by a slash). The compiler disregards the text that is enclosed by these symbols.

The second linet include <iostream.h>, tells the compiler to add the Cheader fileiostream.h
to Example 11.1 before compiling. This file contains the declarations and functions for the input and
output library. Alibrary is a collection of ready to use functions which the program can call to take care
of programming chores. The file allows us to applydbetandcin operators.

The next linemain (), defines a function. Aunctionis a group of related program instructions.
Every C++ program must have a main function, which is where program execution begins. Functions
are the building blocks of C++ program. The open “{“indicates the beginning of a group of program
instructions or statements. In this case the statements which define what will happen idnsstitre
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main is executed. Each group of statements ends with a closing brace”}". Notice that each statement
ends in a semicolon ().

The operators:< and >> are the insertio‘put to”) and extractior{“get form”) operators. The
symbols define theoutstatement and then statement respectively. The cin statements get the values
for rupees and rice and store them in the variables ndlnetl.is the standard output stream aidis
the standard input stream. The cdde”, the most commonly used escape sequence, is the new line
character that places the cursor at the beginning of the next line.

The statement “return 0” terminates the main program and causes it to return the value 0 to the
calling process that is typically the operating system. For most operating system, a return value of 0
signifies that the program terminated normally.

11.5 Loop Statements

Example 11.2

/* How a long series df and else istatements is tedious to write, confusing and prone to error the next
program will show you. */

#include <conio.h>
#include <iostream.h>
#include <ctype.h>

int main()
{ char cmd;
cout <<“Menu desired : Rice Mutton Chicken Hilsafisch Prawn”;
cout<<“\n Press first letter of the Menu you want: ”;
cmd = toupper(getch());
cout <<‘\n’;
if (cmd == ‘R’)
cout <<“Cooking Biriyani with rice\n”;
else if (cmd == ‘M)
cout <<“Do you need Mutton for Biriyani? \n”;
else if (cmd =="C)
cout <<“Doing chap with Chicken\n”;
else if (cmd =="H")
cout <<“Can you make boiled Hilsa ?\n”;
else if (cmd == ‘P’)
cout <<“Doing Prawn malaicurry\n”;
else cout <<“Invalid choice.\n”;
cin >> cmd;
return O;

The first header file conio.h signifies that we gséch() or getche(). The program displays a
menu line, then gets a value fond through the function getch. Along the way the value is passed to
the toupper function. This ensures that you only need to deal withercasecharacters. The other
header filectype.h supports character handling. The serieis ahdelse if branches then test for each



204  C++ Solution for Mathematical Problems

valid value and execute the corresponding function. Thelsserves as thdefaultcase, handling
invalid values.

Example 11.22 can be rewritten witswitchstatement that makes these multipath branches easier
to code.

Example 11.3

#include <conio.h>
#include <iostream.h>
#include <ctype.h>

int main()
{
char cmd;
cout << “Menu desired: Rice Mutton Chicken Hilsafisch Prawn”;
cout << “\n Press first letter of the Menu you want: ”;
cmd = toupper(getch());
cout <<\n’;
switch (cmd)
{
case ‘R’: cout <<“Cooking Biriyani with rice. \n”; break ;
case ‘M’: cout <<“Do you need Mutton for Biriyani? \n”; break ;
case ‘C’: cout <<“Doing chap with Chicken. \n”; break ;
case ‘H’: cout <<“Can you make boiled Hilsa ?\n’: break ;
case ‘P’: cout <<“Doing Prawn malaicurry. \n”; break ;
default: cout <<“Invalid choice. Try again \n”;
}
cin >> cmd;
return O;

The value is tested against the value for the é@se This is executed until the end of theitch
statement or until the special statemerdak is reached. Then all the different values for cases are
tested. If the desired value is not found dieéaultstatement is executed. Ttefaultis optional. When
no conditional choice is met, then it switcheslé&fault

Thebreakstatement at the end of eardseis very important. It causes execution to jump past the
end of theswitchstatement. When we remove theak at the end of case ‘H’ and select ‘H,” we will
see

Can you make boiled Hilsa?
Doing Prawn malaicurry.

In other words, leaving out theeak statements execution continues until it findsreak or the
end of theswitch statement.

The most significant characteristic of tifieelse if andswitch statements in that they perform their
test only once. But many computer tasks involve repetition. The same process on each item in the file
needs repeated executions, a kind of loopingps cause a statement or a series of statements to be
executed repeatedly, monitoring a specified condition in order to determine when to stop. C++ provides
three kinds of loopswhile, do andfor.
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Thewhile loop executes one or more statements as long as a specified condition is true.

11.6 The For Loop

Thefor loop is one of C++'s three loop statements. It allows one or more statements to be repeated. The
for loop is considered by many C++ programmers to be its most flexible loop.

It allows a large number of variations, which makes it applicable to a much wider array of program-
ming tasks than you might otherwise think. In its most common fornfptHeop is used to repeat a
statement or block of statements a specified number of times.

Example 11.4
/* Introduction for nested loop. */

#include <iostream.h>
#include <string.h>
#include <conio.h>

int main()
{
inti;
char text[80];
cout <<Type \"end\” to quit\n”;
for(cin.getline(text,80);strcmp(text,”’end”) !'=0; cin.getline(text,80))
{
for(i = 1; i <= strlen(text); i++)
cout <<“-"
cout << \n’;

}

return O;

A new header filestring.hhas been included for the string characters. char text[80] which reserves
80 characters in the variable nantext type char.

# include is apreprocessodirective. It is an instruction to the compiler for inclusion into another
source file. The expressietring.h> is termed akeader filethat contains information to support C++
I/0 system. C++ language has been provided with several header files that are very useful for the
development of the program.

Each preprocessor directive begins with a symbdlhe C++ preprocessor contains the following
directives:

#if # ifdef # else
# else if # endif # include
# define # line # error

The firstfor loop gets the input string with the functioim.getline (text, 80), initialising thefor
loop and storing the string in the character array text. Then it compares this string to thestfing
with thestrcmp function. If the comparison yields a 0, the strings are identical and the loop exists. If the
value is other than 0, thested for loop is executed.
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The nested for loop then prints a number of hyphens equal to the length of the string that was
originally entered using th&rlenfunction to find out how long it was. Theut statement that ends the
body of the initialfor loop, positions the cursor for entry of the next line.

11.7 Pointers

Every variable has a unique memory address that indicates the beginning of the memory are occupied by
its value. The amount of area used depends on the type of data involved.

In the case of an int, this area is 2 bytes long, while a float uses 4 bytes. For an array the area
occupied is equal to the number of elements times the size needed for one value of the declared data
type. For a structure the area used is equal to the sum of the areas needed for the structure’s members,
plus some padding needed.

Because in all cases data is stored in an orderly, predictable way, it is possible to access data by
using a variable that contains the relevant address. Such a variable is kriRounters

The pointers are very useful. They allow us to access and manipulate structured data easily without
having to move the data itself around in memory. Pointers can also be used to allow a function to receive
and change the value of a variable. This can avoid the need for declaring global variables.

A pointer declaration takes the form
type *name

wheretype is any data type. Some examples for pointer declarations are as follows:

int ¥intptr; // Points to an integer
float *fltptr; // Points to a floating-point value
char *string; // Points to a character value

*intptr yields the value stored at the address in the pdimfetr.

Let us see how to handle strings declaring a pointer to character and using it to manipulate the
string.
Example 11.5

#include <iostream.h>
int main()
{
char name[40];
char *str_ptr = name;
int pos, num_char;
cout << “Enter a string(name) for the character array : ”;
cin.get(name,40,'\n’);
cout <<“How many characters do you want to extract? ”;
cin >> num_char;
for (pos = 0; pos < num_char; pos++)
cout <<*str_ptr++;
cout <<\n’;
return O;
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If we enter the name “kolkatawala” the variable name[Rlasd name[7] is a and so on. *str_ptr++
means that the pointer is incremented each time so that it points to the next value.
Example 11.6

/* The program uses a two-dimensional array of pointers to create a string table that links apple varieties
with their colours. Enter the name of apple and the program will tell you its colour.

#include <iostream.h>
#include <string.h>
#include <stdio.h>

char *p[][2] =
{

“Red delicious”, “red”,
“Golden delicious”, “yellow”,
“Winesap”, “red”,

“Gala”, “reddish orange”,
“Lodi”, “green”,

“Mutsu”, “yellow”,
“Cortland”, “red”,
“Jonathan”, “red”,

Wwnoown

, // terminate the table with null strings

¥
main()
{ inti;

char apple[807];
cout <<“Enter the name of apple:”;
gets(apple);
for(i=0, *p[i][O]; i++)
{
if(strcmp(apple, p[il[0]))
cout <<apple<<“is”’<<p[i][1] <<“\n";
}
cout <<“Type (1) to exit:”; cin >>i;
return O;
}

Look carefully at the condition controlling tfe loop. The expressiafp[i] [0] gets the value of the
first byte of tha-th string. Since the list is terminated by null strings, this value will be zero (false) when
the end of the table is reached. In all other cases it will be non-zero and the loop will repeat.

At this stage we represent the layout of a complete program that is written in C++ Turbo, is
provided to solve tharea of plane curvemvolved in definite integral by means of the SIMPSON’s
Formula and is processed by the operating system MS-DOS.

Example 11.7
/* Program for solving area of plane curves involved in definite integral
Programname: G2SURINT.CPP
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Lb = lower limit, Ub = upper limitk = superscript of m, total number of equal divisions KR=m)
andw = (Ub — Lb)m = width of each division. We suppose the interval [Lb, Ub] to be divided into m
equal parts each of length

Run-time ERROR messages arise after the program has successfully compiled and when it is set
for running. | have dealt with the error handling in the program to intercept the mathematical functions,
such as sqrt(-1), log(-1), division by 0, sqrt (cos pi), etc. The program does not complete its proper
course when an error in the mathematical problem has been detected by it. An error message stops the
program running.

The estimation of the Definite Integral has been performed by setting the lower and upper limits, Lb
& Ub, and the integrand Fx in the program.

e S e a a L a

Important to note !!!

e S o o e o = S S

1) Update the initial Conditions Lb & Ub & K (symbolised by $)

2) Change the Functions Fx & ES (symbolised by $)

e S o o e o = S S
*/
/| HHHHHH U U HH S R R H R A#4 HEADER Files
#include <iostream.h>
#include <conio.h>
#include <math.h>
#include <errno.h>
#include <stdio.h>
#include <stdlib.h>
#include <dos.h>
#include <float.h>
/| HHHHH PSR R R R #aa## Define the Symbols
#define Prgr “Program :”
#define Atitle “ESTIMATION OF AREA OF PLANE CURVE”
#define pi 3.14159265
#define eps 2.71828182
HHHHHA B HHBABHHB R B HHB R HHH SR HH S HH#E#H MAIN function

main()

{ _clear87();
_control87(MCW_EM,MCW_EM);
int i,j,m,Ck;

char ans,rep;
double ES,Esol,Fx,Farea,Aerr,limc,w;
double F0O=0.0,sumE=0.0,sum0=0.0,sumF=0.0,x=0.0;
double Lb,Ub,K;
double Ftemp[4096];
char Pgnam[]="g2SURINT";
[ | B HHHH R R R e R R R s aaa## FUNCTIONS control
clrscr();
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gotoxy(60,1); cout <<Prgr;
textcolor(0);textbackground(15);
cprintf(Pgnam);
textcolor(15);textbackground(O);
SetFunc:
gotoxy(3,8);
cout <<“\aHave you set up the Functions”;
gotoxy(3,9);
cout <<“Fx & Es with the ICs (*;
textcolor(0);textbackground(15);
cprintf(“y/n”);
textcolor(15);textbackground(0);
cout <<“)?”;
ans=getche();
switch(ans)
{case ‘y":
break;
case ‘n’;
cout << \a’;
sleep(1);
return O;
default:
gotoxy(3,11);
cout <<“\aWRONG INPUT ... Try again”; sleep(1);
gotoxy(3,11);
cout <<“ “
goto SetFunc;
}
clrscr();
ZANRER R RERREREBUBURB R Initial Setting
Lb =1.0;
Ub = eps;
K=6;
[/ # R R R BB BB HHHUHHHHHHHHH BB BB BB B R HHHY Escalator Block
Ck = 13;
limc = Ub-Lb;
m = pow(2,K);
w=limc/m;
For (i=1; i<=m+1; i++)
{ x=Lb+ (i-1)*w;
//3$3EFEITFTITFTITFEITFE3E35353838$  UPDATING Center for FX & ES
Fx = log(x) ;
ES=1.0 ;



210 C++ Solution for Mathematical Problems

[/ #HHH R B R U R H S R R s a#HHs Confine Test
if (limc<=0)
{ gotoxy(3,8);
cout <<*”
gotoxy(25,8);
textcolor(0);textbackground(15);
cprintf(“\a\aWrong Boundary CONDITIONS “);
sleep(2);
gotoxy(25,10);
cprintf(“\a\aCheck”);
cout<<“ Lb & Ub”;
sleep(3);
return O;
}
if (K >=Ck)
{ gotoxy(3,8);
cout <<“
gotoxy(25,8);
textcolor(0);textbackground(15);
cprintf(“\a\aWrong SUPERSCRIPT");
sleep(2);
gotoxy(25,10);
cprintf)"\a\aCheck”);
cout<<” K (K <=12)";
sleep(3);
return O;
}
[/ HHHHBH BB HHUHB R R U HH B R B HHH R R BB Function Calculation
Ftemp[i-1]= Fx;
if (i==1)
FO=Ftempli-1];
}
sumF=FO0 + Ftemp[m];
sumO=Ftemp[1];
for(j=2; j<=m-1; j=j+2)
{
sumE=sumE + Ftemp[j];
sumO=sumO + Ftemp[j+1];
!
Farea= (sumF + 4*sumO + 2*sumE)*w/3.0;
Esol= ES;
Aerr=Esol-Farea;
/| HHHHHHBH AR BB HHHB R BB HHR B R HHH RS Print out the Heading
clrscr();
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gotoxy(60,1);

cout << Prgr;

textcolor(0);textbackground(15);

cprintf(Pgnam);

gotoxy(5,3);

cprintf(Atitle);

textcolor(15);textbackground(O);
/| #RHHHHHHHHHH RSB HR R BB B R R R R HHHHHH Y Print out the RESULTS

cout.precision (5);

gotoxy(b,5);

cout <<“ Lower Limit :” << Lb;

gotoxy(25,5);

cout <<‘, Upper Limit : :<< Ub;

gotoxy(5,6);

cout <<*Width : “<< w;

gotoxy(25,6);

cout <<“, Division

gotoxy(5,7);

cout <<“=======================s=s====s=sss=====s=======7

cout.precision(8);

gotoxy(5,9);

cout <<“Estimated Value of the Integral : “ <<Farea ;

gotoxy(5,11);

cout <<“Exact Value of the Integral : “ <<Esol;

cout.precision(5);

gotoxy(5,13);

cout <<“Error for approximation : “ << Aerr;

gotoxy(5,14);

cout <<=======================s=ss=sssss=s=s==ss=======Y
/| HHUHBR B HHHHH B R ARG HHH U R B R HHH R B R R HH R WAY to go OUT
TryOnce:

gotoxy(12,16);

cout << “\aType ( %

textcolor(0);textbackground(15);

cprintf(“e”);

textcolor(15);textbackground(0);

cout << ) toexit: “;

rep=getche();

switch(rep)

{

T

<< m,;

’

”,

case ‘e’:
gotoxy(9,20);
cout <<"\aThat’s rigth ...”; sleep(1);
gotoxy(9,20);
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cout <<“ :
break ;

default:
gotoxy(10,20);
cout <<“\aWRONG CHOICE ...";sleep(1);
gotoxy(15,19);

cout <<“ “
gotoxy(10,20);
cout <<“ “
goto TryOnce;
1
Exit:
return O;

A multiline comment has been used here in this program surrounded by symbols, starting with /*
and ending with */. The compiler has no influence on this text that describes the programname, the
important points to note, the possible difficulties to handle the program errors, etc.

#include is a preprocessor directive. It is an instruction to the compiler for inclusion into another source
file. The header filecerrno.h> contains the information to support the system reporting error messages.

C++ language has been provided with several header files that are very useful for the development
of the program. In the end we mention some of them with their properties.

A library function has been conducted by the correspontieagder file The header files provide
among other matters the prototypes for the library functions. Hence, whenever we use of library func-
tion in the program, the corresponding header must be included.

#define is also a directive that is employed to define an identifier for a character sequence or a
definite value in the source file. This is calledcro identifier. #define Prgr “Program” is a command
that yields the instructions to the preprocessor to substitute the string: Program when the macro name
is encountered. The substitution process is known as macro substitution. Each directive begins with the
symbol #.

/1 HH BB B HEH HRHHH S R HEH SRR RS R R #HHE# MAIN function

Main is the gate of the entry to the program. Each C++ program must have a single external
function namednain that is fundamentally a group of related program instructions. If a program con-
sists of many function includinglassesand other program elements the execution of the program
begins with the functions called main(). This is the real entrance of the complete program and without
the part the linker does not work at all. About classes we discuss then.

The variables required for the execution of the program are set, defined and initialised. They are
always accessible for the required function.

double Ftemp[4096] ;

is a one-dimensional array with data type double. With this instruction C++ stores 4096 elements under
the nameFtemp in a contiguous memory location. The arrays have been placed in order, such as,
Ftemp[O], Ftemp[1], ..., Ftemp[4095].
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In Confine Tessection two controls have been undertaken. If the vallimofs less than or equal
zero or the value f is greater than fixed number, then the error messages suwechrasboundary
conditionsor wrong superscriptvill appear on the screen.

Print out the Resultsection prints the final results of the problem with the necessary variables.
Cout.precision (8) means a number with 8 decimal places. Finally the program ends when it finds the
statement: return O.

In addition to C++’s built-in data types we may also define our own types of data. There are several
ways to do this. The most common aregtrecture,unionand theCLASS. How does C++ change the
way we work with code and data? One important wanisapsulationthe welding of code and data
together into a single class-type object.

In C++ a single-class identity (defined watruct unionor clas§ combines functions (known as
member function) and data (known as data members). We usually given a class a useful name that is
user-defined. With C++ we can control access to class members (code and data) by declaring individual
members apublic, private or protected

A class defined with struct is simply a class in which all the members are public by default. But this
arrangement can be varied. A class defined with union has all its members public. This access level
cannot be changed. In a class defined with class the members are private by default.

The following example shows how tl#asswith public class members works.

Example 11.8
/* The program is constructed to approximatdratial Value problemapplying the Runge-Kutta For-
mulas. The Initial Value Problems pertaining to several differential equations have been treated by this
program that is written in C++ and is executed on the system MS-DOS.
Estimation of the differential equation has been performed by setting the function PSy in the pro-
gram and the selected function for Ilvdx and lvdy in MEMBER Function CE/PS. The initial x@laed
y0 that are the respective initial conditionsXandy have been put when called for during the execution
of the program. The widtWw is the step size or increment at each intervalnaiginumber of divisions.
Sometimes in the final results the two values: approximate and exact do not tally within certain
measure. It is due to the wrong input of the functions, set up by the variables: PSy/lvdx/lvdy. Each of
the functions has been checked before getting a move on.
Set the Function PSy and provide the terms Ivdx and Ivdy in MEMBER Functions
set DE & setACT (symbolised by $)
*/
/| HHHHH P U YR H SRS SR #HHA#Y The Header Files
#include <iostream.h>
#include <fstream.h>
#include <iomanip.h>
#include <conio.h>
#include <math.h>
#include <errno.h>
#include <stdio.h>
#include <stdlib.h>
#include <dos.h>
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#include <float.h>
/| ##RHHHHHHHHH B HHHHR R BB B R R R HHHHHHH Y
#define Prgr “Program : ”
#define Pgnam “g4IVP1DE”
#define Xval “y(x-value)”
#define Appval “Approximation”
#define Extval “Exact value”
#define Aerr “Error for Appx.”
#define m 10
#define w 0.01
#define pi 3.14159265
#define eps 2.71828182
extern int errno;
ks e e e e e
class Ivpeqgn
{ intk;
double Fxy,lvdx,lvdy,Rgxy,PSy,Dx,Dy,x0y0;
double ACT[11],RK[11],Vx[11],Ecterr[11];
double x,y,X1Y1,Ftemp,FO,F1,F2,F3,F4;

public:

Defines Titles/ m/w

Define CLASS

7 $3$$PEFPPTTFFPPTTFFPPTT$$$PE$$$$$  MEMBER Functions setDE/setACT

void setDE()

{ // Coefficient functions of dx & dy

IVdx = exp(x*x)*pow(y,3)-x*y ;
IVdy = 1.0 ;

}

void setACT()

{ // Equation for exact solution

PSy = exp(-x*(-x))/(4-2*x) ;
}

[/ BB BRBRBRBHBHBHBHBHHHHHHHHHH AR R BB BB BRH Temporary setting

void setlIC()

{ gotoxy(15,12); cout <<“x0 = “
cin >> x0 ;
if (xO == 99) { exit(-1); }
gotoxy(15,13); cout <<y0 = %
cin >>y0 ;
if (yO == 99) { exit(-1); }

1

void setxQyO0()

{ x=x0; y=y0; }

void setTemp()

{ RGxy = IVdx/IVdy;



Fxy = RGxy*w;

}

[/ HHHHUHBH B B HHUH SR G HH B R Y HH S
void setVALO()

{k=0; }

void setVALOO()

{ Dx=x; Dy=y; }

void setVAL1()

{X1=x; Yl=y; }

void setVAL2()

{ Ftemp=Fxy;
F1=X1+w/2.0;
F2=Y1+fxy/2.0;
x=F1; y=F2;

1

void setVAL3()

{ Ftemp=Ftemp+2.0*Fxy;
F3=Y1+Fxy/2.0;
x=F1; y=F3;

}

void setVAL4()

{ Ftemp=Ftemp+2.0*Fxy;
FO=X1+w;
FA=Y1+Fxy;
x=F0; y=F4;

}

void setVAL5()

{ Ftemp=Ftemp+Fxy;
y=Y1+Ftemp/6.0;
X=X+Ww;

}

void setVAL6()

{k=k+1;

ACT[k]=PSy;

RK[k]=y;

Vx[k]=x;

}

! HHHHHHBH AR B HHHHH SR B HHHH B R R GHHHHHH RS
void set_yTEST()

{if (y==0)

{ clrscr();
gotoxy(60,1); cout << Prgr;
textcolor(0);textbackground(15);
cprintf(Pgnam);
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Calculation Block

Test Block
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gotoxy(25,8); cprintf(“\a\aUnexpected APPROXIMATE value”); sleep(3);
gotoxy(25,10); cprintf(“\a\aCheck :”) cout<<“\a IC / “; sleep(1);
cout <<“\alVdx / “; sleep(1);
cout <<"\alVdy / “; sleep(2);
exit (-1};
}
}

void Ectrlsec()
{if (_status87() == 4[| errno !'=0)
{ clrscr();
gotoxy(60,1); cout << Prgr;
textcolor(0);textbackground(15);
cprintf(Pgnam);
gotoxy(25,8); cprintf(“\a\aMath DOMAIN error”); sleep(2);
gotoxy(25,10); cprintf(“\a\aCheck”);
cout<<“: IC / “;sleep(1);
cout <<“\alVdx / “; sleep(1);
cout <<"\alVdy”; sleep(2);
exit (-1};
}

}
[/ HH BB R U SRR HE S # R HU B R B RS R BHE R R R HEH B RH Heading Block

void Sevtitle()
{ gotoxy(10,4);
cout <<“[y( “ <<setprecision(8) <<Dx <<“ ) = “ <<Dy <<, 5
cout <<“Step size : “ << w << “ )" << endl;
}
void Extitle()
{ gotoxy(9,k+6);
cout << Xval;
gotoxy (29,k+6);
cout<< Appval;

gotoxy(47,k+6); cout << Extval << “ << Aerr;
gotoxy(9,k+7); cout <<“ i
gotoxy(29,k+7); cout<<® "
gotoxy(47,k+7); cout <<“ " << endl;
}
void Subdata()
{ k=k+1;
Ecterr[k]=ACT[k]-RK[k];
gotoxy(9,k+7); cout <<"y( “ <<setprecision(8) << Vx[k];

gotoxy(23,k+7); cout <<*) : “ << RK[k];
gotoxy(47,k+7); cout << ACT[K];
gotoxy(62,k+7);  cout << setprecision(5) << Ecterr[k] <<endl;



A Short Review on C++ 217

}
¥
/| #RHHHHHHHHH BB R BB R BB H R R R HHHHHHHHH CENTER PLACE of the Program
main()
{ lvpegn deqgn:
_clear87();
control87(MCW_EM,MCW_EM);
inti,j,k;
double FO,F1,F2,F3,F4,RGxy,ACTy;
double x,y,x0,y0,X1,Y1;
double ACT[11],RK[11],Vx[1];
double Ecterr[11];
deqgn.setVALO()
ke e e e e e e R Data Modification Block
clrscr();
gotoxy(60,1); cout << Prgr;
textcolor(0);textbackground(15);
cprintf(Pgnam);
textcolor(15);textbackground(0);
Allset:
Gotoxy(5,8) cout << “\aHave you setup C++ & Ps Egns. (
textcolor(0);textbackground(15);
cprintf(“y/n”);
textcolor(15);textbackground(0);
cout << “)7 %
ans=getche();
switch (ans)
{case ‘y":
break;
case ‘n’:
gotoxy (8,10); cout <<“\aSorry ! will be back again”; sleep(2);
gotoxy (8,10); cout <<* “
return O;
default:
gotoxy (8,10); cout <<“\aINVALID CHOICE ... Try again”;sleep(1);

“

gotoxy (8,10); cout <<“ ;

goto Allset;
}
[/ HHHAHBH B R AR HR AR HR AR AR R R R SR R RS TS INITIAL Setting
Funcset:
clrscr();
gotoxy(60,1); cout << Prgr;

textcolor(0);textbackground(15);
cprintf(Pgnam);
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gotoxy(5,8); cprintf(“Update the initial conditions ( IC)");

textcolor(15);textbackground(O);

gotoxy(5,9); cout <<“\a(Press ENTER after setting each value/ EXIT= 99)";

deqn.setlIC();
PutlC:
gotoxy(5,16);
cout <<“\aAny CORRECTION( “;
textcolor(0);textbackground(15);
cprintf(“y/n”);
textcolor(15);textbackground(O);
cout <<“)?
ans=getche();
switch(ans)
{case ‘y":
got Funcset;
case ‘n’:
break;
default:
gotoxy (10,17); cout <\aTry again ...”; sleep(1);
gotoxy(10,17); cout <<* “
goto PutlC;
}
degn. setx0y0();
deqn.setVALOO();
[ HHHHBR B HHHHH BB B R G R PR PR B HHHH SRR R R
for (i=1; i<=m;i++)
{degn.setVALI1();
deqn.setDE();
degn.setTemp();
deqgn.Extrlsec();
[ HHHHBR B HHHHH B R ARG HHH PR B R AR R HH R B R B
deqgn.setVAL2();
deqn.setDE();
degn.setTemp();
[/ HHHHBR B HHHHH B R ARG HHH PR B R HHHH RSB R B
deqgn.setVAL3();
deqn.setDE();
degn.setTemp();
[/ HHHHHHBR AR HHHH U R AR B HHHHH R R B R HH TR
deqgn.setVAL4();
deqn.setDE();
degn.setTemp();
[/ HHHHHHBR B R HHHH YR SR B HHHH R ARG HH SRR
degn.setVALS();

The function F1

The function F2

The function F3

The function F4

PS-calculation Block
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degn.set_yTEST();
deqgn.setACT();
degn.setVALG();
}
[/ #R##RBHBHBHPHHHHHHH R HRB R BB BB B HHHH PRINT OUT THE RESULTS
clrscr();
deqgn.setVALO();
gotoxy(60,1);
cout <<Prgr;
textcolor(0);textbackground(15);
cprintf(Pgnam);
gotoxy(9,3);
cprintf (“C++ SOLUTION OF THE INITIAL VALUE PROBLEM OF ORDER 17);
textcolor(15);textbackground(0);
degn.Sevtitle();
degn.Extitle();
for(j=1;j<m;j++)
{
degn.Subdata();
}
[/ # R R R B BB R B R PR UHHHHHHH R BB R BB R R R R R Way to EXIT
Tryagain:
gotoxy (9,18);
cout <<* ;
gotoxy(9,19); cout <<"\aType ( “;
textcolor(0);textbackground(15);
cprintf(“e”);
textcolor(15);textbackground(0);
cout << “)to exit:
cmd=getche();
switch(cmd)

{

case ‘e’:
gotoxy(9,20); cout <<“\aThat's right ...”; sleep(1);
gotoxy(9,20); cout <<* “
break ;
default:
gotoxy(10,20); cout <<“\aWRONG CHOICE ...";sleep(1);

gotoxy(15,19); cout <<“ ;
gotoxy(10,20); cout <<“ “
goto Tryagain;
}
Exit:
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return O;

The Class namel¥Pegn with members functionsetDE setACT setlC etc. that are public in this
example have been defined. Each member can be accessed by another function definegnrn(the
Here the expressioateqn is used in thenain to have an access on any member function of the class.

For the print out of the results the memb8evtitle Extitle and Subdataare used defining the
variablesXval, Appval, Extval, Aerr of the member functions in an arranged way.

The functions F1 through F4 and PS-calculation Block innthén() have been set up for the
development of the program with functions and data accessing the member functions of class with the
aid of the expressiodeqn

In the sectionNITIAL Settingthere is a provision for updating the initial conditions of a new
problem. A membesetlC has been recalled for putting the values of the variables necessary for the
purpose with an opportunity for correction of the values.

#include is a preprocessor directive. As has been told it is an instruction to the compiler for inclu-
sion into another source file. C++ language has been provided with several headers files. That are very
useful for the development of the program.

A library function has been conducted by the correspontiggder file The header files provide
among other matters the prototypes for the library functions. Hence, whenever we use a library function
in the program, the corresponding header must be included.

<assert.h>:

<conio.h>:
<ctype.h>:

<dir.h>:
<dos.h>:

<errno.h>:
<float.h>:
<fstream.h>:

<graphics.h>:

<io.h>:

<iomanip.h>:

<iostream.h>:

<math.h>:
<memory.h>:
<stdio.h>:
<stdlib.h>:
<string.h>:
<time.h>:

Supports debugging; test a conditions and possibly aborts; includes thafilesh>
and<stdlib.h>

Declares various functions used in calling DOS /O operations

Supports character handling; contains information for character classification and
character conversion

Contains macros, structures and functions for working with directories and path names

Defines various constants and declares specific call necessary for DOS and 8086-
processoror

Reports error message

Defines related floating-point values

Declares the C++ streams that support file 1/0O; includes <iostream.h>

Declares prototypes for the graphics functions, such as, getcolor, setcolor, getx, gety, etc.

Contains information about the structures and declarations for low-level 1/O routines
like access, eof, open write, etc; includes the file <stdarg.h>

Declares the C++ streams 1/O manipulators and contains macros

The basic C++ (earlier version) streams 1/O routines are defined

Provides all possible mathematical functions

Memory manipulation functions have been declared

Defines types and macros required for standard 1/0 (gets, puts, etc.)

Supports commonly used routines: conversion routines, search/sort routines and others
Deals with string handling {icpy, strlen, movedata, etc.)

Provides time and data functions
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Mathematical Relations

Greek Alphabets
a alpha 1% nu
B beta é Xi
y gamma o omicron
Fo) delta m pi
£ epsilon P rho
{ zeta o sigma
n eta T tau
2] theta U upsilon
I iota Q phi
K kappa X chi
A lambda (1] psi
U mu w omega

Fundamental Constants

e (exponential function) having the value 2.71828182.
eis the number whose logarithm is 1, i.e.d=nl (also called Euler’s number).
Ln means natural logarithm (logarithms naturalis). Natural logarithms are those which have the

numbere for base.

7 (pi) = 3.14159265.

Some of the important formulas and relations of mathematics that are often required for the formu-

lation of an equation in the problem. They are well mentionable.
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Relations from Trigonometry

m sing + cog6 =1
secf - tarff =1
coseéd - cotf =1
m sin(a + B) = sina co3 + cog sifi
sin(a - B) = sina coB - coa sif
cos(a + ) = com cof - sia s
cos(a - B) = cosr cof - sia s
tan(ar + B) = (tara + taB)/( 1—tam tgi)
tan(a - B) = (tamx - tarB)/( 1+ tao taf)
m cos2a =1- 2 sifa = 2 coda - 1= (- tafu /) {+ tadw )
sin2a = 2 sina cosr = 2tanr/ {+ tdm )
tan2a = 2taro/ (- tafa )
tana = (L- co®a ) L+ cos@ )
m sina sinB=[cos¢ -B) @+ B)2
cosa co3 = [coxf +B ¥ cos(—-fB )2
sina cosB = [sin& + B )+ sing - B )2
cosa sinB = [sing + B )~ sing - B )2
® sing = €9 —e'9)/2i,
cosa = €9 —e'9 Y2

¥ = d(cosB + isinB), i =J( -Li%=-1

® sinix + costx =2

2sintx = sin?t [ZX (1— xz)} =-2iLn [ix+ (1— xz)}
2cosx = cos' (2x*- 1) =-2iLn [x+ iJ(1- xz)}

2tantx = tan’ [2x/ - }=—i L[ {+ix)L-ix])
B cod®x—sitPx=1

sed? x + tarh? x =1

coth?x — cosel?x = 1



m sinh x= (e —¢e)/2
coh x = (e +¢e*)/2

m silhx= Ln[x+w/(x2+1)]
cohx= Ln[x+,/ (xz—l)]

tarh™ x = Ln[@+ x)/@L- x)|/2
m sin (x) =i sinh x

cos {x) = coh x

tan (x) =i tarh x

Algebraic Relations

m m
a (@+)"=Y ()d g
k=0 k
wherem s a positive integer and
m-omm-1)(m-2) ..(m k1l
(k)_ 123 ..k

m Ln(ab=Lna+Lnb
Ln (a/b) =Lna—-Lnb
m Lna'=nlna

Lnh1=0
ol=11=1
a=eLlna

Series Expansion

moe¥=1- %1+ x%/2- /3 + ...=ki(—)<"/k
Ln(L+x)=x- /2 + /3= % /a+ .= ki 1)< xk /K
L+X) " =1-nx+ r(n+ D) ®/2- n( Zb_( 3 %/ B+...
=143 ol (- k3] 9

sinx = xl- 3/3+ /8- /T+...= Z (9% L/ 2ke 1
k=0
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(Binomial theorem)

(! Means factorial)

(x| < o]

[Fl<x<1]]

[n>0]
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cosx=1-x2/2+x*/4-x8/6+..= Z (-1%x%/ &
k=0
m sintx = x+ /6 + 3x°/ 40+ 15X/ 366+ ...

=X+ i[135...(2<— ) ¥t 246, % R+)1
k=1

costx =m/2 - sin"tx

X <1

tanix=x- X/3+ X/5- X/7+...= i (DX (& + )
o

0

m osinh x=x+ X/3+ /3 + X/T+...= Z x?*1/2k + D!

k=0
0

coh x=1+ X/2+ xX*/4+ /6 + .= Z X2 J( 2)!
k=0

tarh x= x— X/3+ 2X/15- 17X/ 315+ ...
m sith™x=x- x/6+ 3xX/40- 15X/ 336+ ... [|X| < 1]
=Ln 2x+ x2/4- 3x*/32+ 15°/ 288 ...
cohtx= Ln2x- x2/4-3x%/32- 15x°/ 288 ...

0

tantx = x+ x/3+ x°/5+ X/7+..= Z x?*1/2k + )

k=0

(x> 1]

(X <1

m f(x +w) = f(x) + WD(X)/1! + WDH(x)/2! + ... +w™ D™H(x)/(m— 1) +R_

R, denotes remainder
wm"D™f(x+ Aw)/ m
wm@-A)"ID™ f(x + Aw)/(m= D!

A being a number in the interval< A <1

Differential Calculus (Function with One Variable)

m D(c) =d/dx (c) =0,
D(f/g) = (g Df — fDg)/g?
Dx™=m x+*

De‘=ex D(Lnx) = 1k
Dy = dy/ dulldy dx

(Taylor serie},
(Lagrange’s forn,
(Cauchy's forn,

¢ being a constant.
(Quotient rule)
[m> 0]

(chain rule)
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® D sinx = cosx
D cosx = —sinx
D tanx = seé x

® Dsintx =1/1/(1— x?)
Deostx = -1/, - x?)
Dtan! x =]/,/ L+ x?)

® D sinh x= co$ x
D cosh x = sinh x
D tarh x = set? x

= Dsinh?x=1/\/@+ )
Deosh ™ x=1// (@~ 1)

Dtarh ™t x=1/@1+ x*)

Relations from Integral Calculus

A B
- jf(x)dx= G(>9(|)= GB) - Ga)

a

B
Jf(x)dx+

B y B
Jr0gax= ] 109 ax+ [ Ty dx [a<y <]
y

e {

a
=2 [ f(x) dx whenf(x) is even = 0, whef(x) is odd
0

f(x dx=0

=N

QEe—

n _/f jg(xy)dxdwf d»ﬁ 6 xy d}=

a

< —

(9.x)y %x dy

:Tf(x) = [[H(9 + (=] o

0

ma a

Jf(x) dx= mj % dx when f(x) = f(a + x).
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= Dfg(x) dx= g(§ dx

J.C dx= Cx C being a Constant.
_[x” dx= ¥ Y/(n+ 1) [n#-1]
J.x'l dx=Ln x

Jemx dx= €™/ m

[Pg(9/gx =1Ln ¢

JLn x dx= x(Ln x-1).
u Ju dv= uv—J vdu

u andv are differentiable functions of (Integration by Parts)
m Jsinx dx = — cosx

Jcosx dx= sinx

Jtanx dx= Ln secx

Jcotx dx = Ln sinx

Jse(,zx dx= tanx

Jsecx tark dx= sex

Jsecx dx= Ln(sex+ tam = Ln tgqm/4+ x/2)
m Jsinhx dx= coshx

Jcoshx dx= sinhx

Jtamx dx= Ln(coshx

_[semx dx=2 tan! € )

u J],/(x2+ a?) dx=-Va tan™ (¥a) [a #0Q

J.]/(xz—az) dx=12a Ln[(x- a)/(x+a)] [IX|>a]
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[y/@*~x? dx=12a Ln[(@ - x)/(a - ¥)] I >a]
j]/\/m dx=Ln[x+ m}
j]/\/m dx=Ln[x+ m}
J]/ (@2 - x2) dx=sin"! xa
o [Jol+a?) dx= x/(#+a?/2+a?Ln [x+m}/2
[0 -a?) ax= xf(¢-a?/2-a’n [x+m}/2
j\/m dx= x/(@?- ) /2 + a?sin (x/a)/2

2
" J.Ln sinx dx = J. Ln cosx dx= /2 Ln (0.5
0 0

)
JLn tanx dx=0
0

2

. Jsm X dx = _[coé"x dx= (n-1) n(n-3) (m 2) (r 5) (- 4) 34 1 27/ 2whenn
0
is

even
=(n-1/n(n-3/(n-2.(n-59/(n-4.452 3 1whennis odd
) 2

Jsinmx cod'x dx= J co8'x sifix dx=
0 0

135..(m-23.1.35..(n-
24.6...(m+n)

)', (mandn even)

_ 24.6...(m-1
T m+DY(n+ ... (n+ m’

whenm is odd

Relations from Differential Equations

m First-order differential eqaution

Separation of variables 9,(f,(y) dx + g,(x)f,(y) dy = 0
Method of substitutian yG(xy) dx + xF(xy) dy = 0.
Homogeneous equation y' =gy R.

Exact equation M(xy) dx + N(x,y) dy = 0,

where dM/dy = N/ox.
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Linear homogeneous y' '+ P(x) y=0.
Linear nonhomogeneous y' + P(X) y= Q.
Bernoulli form y+P(X y=Q3y Y.
Riccati form Yy +Ry+ B y¥=Q
Lagrange form: y=xf(y)+ ().
Clairaut equation y =p(X) + g(p), p =dy/dx.
D’Alembert equation y=x gp) + f(p).
m Second-order different equation
Linear homogeneous y'+ay + By=0, a and 3 are constants.
Linear nonhomogeneous y'+ay +By= RX.

Euler or Cauchy equation  x2y" + axy + B y= R X
Legendre’s equations: (L-x2)y' =2xy + n(n+) y=Q

Bessel’s equatian X2y + xy + (A2 %- 1) y=0.
m The general form of a linear of n-th order

dy/dx' + P, d™y/dX™ + P, d*?y/dx™* + ... +P_dy/dx+ Py =Q, whereP,P,, ...,P_, Pn
andQ are constants or functions af x
Partial Differential Equations
mu +u =0 (Laplace equation)
u,—c¢u, =0 (Wave equation)
u-Cu =0 (Heat equation)

u,+u,=g (Poisson equation)



Appendix ”
Using the Program Disc (CPPSOLMP)

The Program Disc

The disc (3.5 inch/1.44 Mb) in the package contains a set of programs designed in C++ (C plus plus )
for each of the mathematical problems presented in the textbek:Solution For Mathematical
Problemsby Arun Ghosh. Each program is provided with the conditions and data of the problem making

it ready to be run. At the initial stage you have an idea of the form of the input and output formats. For
other problem to solve some changes in the program are required that are also described and designed in
each program.

The programs are designed in such a way that they can run on a MS-DOS Computer with appropri-
ate configuration. The corresponding Compiler system for C++ version 3.0 from Borland Turbo C++
Compiler must be available. Using some other version of C++ the equivalent compiler manual should
be consulted.

The Turbo C++ Program

The C++ program is so designed that it runs properly under C++ Compiler (version 3.0) from BORLAND
International.

1. Boot the system

2. Type at the command prompt (C:\>) tree tc

A list of directories and subdirectories will be seen as follows:
c:TC
—— Bin
Include

L sys
- Lib
—— Bgi
Classlib
Source
— Objs
——Lib

Tcalc

—— Doc
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3.

10.

Place the Disc named CPPSOLMP in drive A.
Type dir a:
A list of programs will appear on the screen

. Type the command

copy a:*.cpp c:\tc\examples\*.cpp

With this command all the C++ programs in Floppy disc have been transferred to drive C, i.e.
to hard disc.

Replace the disc from drive A.

. Type the command tc (to invoke Turbo C++).

The screen will display the following MENU selection.

-File Edit Search Run Compile Debug Project Options Window Help

. Press Alt+F to view the file-management command

Select the highlighted submenu “Open”.

Press Enter to locate the file.

Enter the name of directory path the file-name and then press Enter.
(You can also search for the required file with the aid of TAB key).

. The required file (the complete program you need for the solution) will appear on the screen.

Follow the instructions for updating or creation of data of the problem mentioned in the
formal review sectionIMPORTANT TO NOTE” of the Program.

. To run the Program:

Press Alt+R. Press Enter.
To exti TC:
Press Alt+F to view the file-menu. Highlight Quit. Press Enter

Program for Chapter 2

The prograng2CSINTG.CPP implements the extended Simpson’s formula and is used to determine the
approximations for the problems of definite integrals. The specimen problem use the function

Input:

f(x) = In (@ + 1).

Fx = log ¢ + 1);
ES= 0.2639425;
Lb=0.0;Ub=1.0;

K=

5.

The progranmg2CSAREA.CPP uses the extended Simpson’s rule to evaluate the areas of surfaces.
The specimen problem uses the function

Input:

f(x) = sinx

Fx =sin %
ES=2.0;
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Lb = 0.0;Ub = pi;
K =10.

The programg2CS2DIM.CPP implements the extended Simpson’s formula and is used to deter-
mine the approximations for the problems arising in 2-dimensional surfaces. The specimen problem

uses the
01 15
DI: J‘dy'[w/x y dx
-01 13
Input:

Fx = x Oy;

ES= 0.00015775;
LIx = 1.3;UIx = 1.5;L1y = -0.1;Uly = 0.1;
K=8.

Program for Chapter 3

The programg3GAUELI.CPP implements the computational technique of Gauss method for the solu-
tion of the system of linear equations. The specimen problem uses the linear system

x153x2— X, =11

x12 +4,+ X =1

X3 X, — XK+ 5 =-2
X, 62+ X, =09.

Input:
5 3 -10 11
Coefiic SA=|2 0 AL e
oefficient matrix A = 33 .35 and matrixb = oy
0O 6 -2 3 9

The programg3CRALIS.CPP is used to solve the system of linear equations by the method of
Cramer’s rule. The specimen problem uses 3 x 3 linear system

L PO, + 22X, =17
L X, + X, =16
2X, — X, +4x,=13.
Input:
1 3 2 17

Coefficient matrixA=|1 2 3| and matrixb =|16|.
2 -1 4 13
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The prograng3MATINV.CPP is used for computations of linear equations by the method of Matrix
Inversion. The specimen problem uses the 3 x 3 linear system

1 +)QX2 + 3X3 = 1
X 23 +4x, =-1
X, 3 4 + 6 = 2.
Input:
1 2 3 1
Coefficient matrixA={2 -3 4| and matrixb = | -1|.
3 4 6 2

The prograng3MLUFAC.CPP uses the method of LU-decomposition or LU-facorisation for com-
puting the system of linear equations. The specimen problem uses the 3 x 3 linear system

X+ K- x=7
4x + 12X, + &x, = -4

XF %A=
Input:
3 4 -1 7
Coefficient matrixA=| 4 12 6| and matrixb=|-4].
-1 1 4 4

Program for Chapter 4

The prograng4|VP1DE.CPP implements the Runge-Kutta method and determines the approximations
of all types of Initial Value problems. We have discussed mainlgxhef linear, Bernoulliand Riccati
equation. The specimen problem uses the following differential equation

dy/dx + 1 = K +y)/2.

Input:
IVdx =x +y + 2; IVdy = 2.0;
Psy=e®? —x;
y(0) = 1.

The prograng4LINSYS.CPP is used for the solution of linear system of differential equations. The
specimen problem uses the following linear system

dx—x+2y=0,dy+ 3Xx—-2—0.
Input:
SysDx =x — 2; SysDy = 2 — 3;
Extx=e!'(5 - &); Exty=¢e' (5 + &V,
x(0) = 3;y(0) = 8.
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Programs for Chapter 5

The prograng5LI2IVR.CPP implements the Runge-Kutta technique and determines the approximations
of the functions involved in second-order linear, homogenous and nonhomogeneous differential equations.
Euler’s equations have also been considered. The specimen problem used the differential equation

y' +4y +4y=0

Input:

LNHxy= -4' - 4y,

PSy= (7 + 5)e 21, PSYl = —(9 + 10xg2%");

y-1) =2y'(-) =1

The prograng5NL2IVP.CPP is used for the approximated solution of the second-order initial value
problem of nonlinear type. The same technique has been applied. The specimen problem uses the
nonlinear differential equation.

L+x3)y +y2+1=0.

Input:

NLxy= - (L+ y?)/(L+ ¥);

PSy=2log ¢ + 1) —x + 1;PS\L = 2/k + 1) — 1;

y(0) =1;y'(00) =1

Program for Chapter 6

The prograng6FUNCSR.CPP enables to obtain the approximated summation of the infinite numerical
series in analytic form accepting the arbitrary choice of finite humber of terms of the series. The
specimen problem uses the following infinite series

1 1 1
+ + + ...
123 234 345

Input:
FnX = 1k(x + 1)  + 2);
m = 100;
Ssr=0.25.

The prograng6POW1HM.CPP has been designed for the purpose of solving the first-order initial
value problems by means of Power series. The evaluation of the power series is based on Taylor’s
formula and Maclaurin’s expansion method. The specimen problem uses the following first-order dif-
ferential equation

dy/dx — x2y = 0.
Input:

p1=1’p2=p3=p4=0;

ql=qz=0,q3=—1q=05=0;

rr=0r,=1r,=r,=0;

y(0) = 1.
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The programg6POW2HM.CPP has been designed for the purpose of solving the second-order
initial value problems by means of Power series. The evaluation of the power series is based on Taylor’s
formula and Maclaurin’s expansion method. The specimen problem uses the differential equation

y'+ xy=0.
Input:
p,=1,p,=p,=p,=0;
9,=0,=¢=0,=0;
rr=0r,=1r,=r,=0;
y(0) =1,y (0)=-1

The programg6FOUSER.CPP computes the approximated solutions of Fourier series performing
the expansion of the coefficient functiosand h. The specimen problem uses the following function

g(X) = x cox on the interval (0, 1).

Input:
FXx = X cosx;
m=5;n=4

Program for Chapter 7

The prograng7BVP2LI.CPP is used to approximate the linear boundary value problem order 2 apply-
ing the method of Finite Difference with Taylor series expansion. The specimen problem uses the
boundary value problem

y"— y(L+tarfx)= 0.

Input:
P=0;,Q=1+tadx;, R=0;
Ps = 1/cosx;

y(0) = 1;y(1) = 1/cos (1).

The programg7BVP2NL.CPP implements the Finite Difference method for the approximation to
the nonlinear boundary value problem of second order. The specimen problem uses the boundary value
problem

y'+y?+1=0.
Input:
P=-y/2, Q=0; R=-y2/2-1;

PS= log [\/2/_4 cos(2x - 1/ coé\/ﬂ] ;

y(0) = 0;y(1) = 0.

Program for Chapter 8

The programg8PARWAV.CPP is applied for the sake of approximated solution of Wave equation, an
example of hyperbolic partial differential equation. The specimen problem uses the equation.

u, — 4 = 0.

XX
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Input:
BC: u(0t) =u(1t) = 0;
IC: u(x,0) = sin 1K u(x,0) = 0;

ES: sinmx coq2mt) ;

m=n=4.

The prograng8PARDIF.CPP is applied for the computation of one-dimensional heat conduction of
diffusion equation, an example of parabolic partial differential equation. The specimen problem uses the
partial differential equation

u-u, =2
Input:
BC: u(0,1) =u(1t) = 0;
IC: u(x,0) =sin x + x(i —X)

ES:e ™! sinmx+ xL- X)

h =k

The programg8PARLARCPP uses the Finite Difference method to approximate the partial differ-
ential equation of second order of Laplace type. The specimen problem uses the equation

0%u = u, + u,= 0.

Input:
BC: u(0y) = u(x,0) = 0;
u(x,0.5) = 20&; u(0.5y) = 200y
ES40y;
m=n=4.
The prograng8PARPOI.CPP implements the Poisson equation, an example of elliptic partial differen-
tial equation. The specimen problem used the following equation

|:|2u: Ui + uyy= >$/y+ y’ X
Input:
BC: u(Ly) =y logy; u(2,y) = 2y log (2y);
u(x,1) = xlogx; u(x,2) =x log(4);
ESxy log(xy);
m=4=n
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