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Chapter 1. Introduction

Welcome to Programming

I love programming. | enjoy the challenge to not only make a working program,
but to do so with style. Programming is like poetry. It conveys a message, not only
to the computer, but to those who modify and use your program. With a program,
you build your own world with your own rules. You create your world according

to your conception of both the problem and the solution. Masterful programmers
create worlds with programs that are clear and succinct, much like a poem or
essay.

One of the greatest programmers, Donald Knuth, describes programming not as
telling a computer how to do something, but telling a person how they would
instruct a computer to do something. The point is that programs are meant to be
read by people, not just computers. Your programs will be modified and updated
by others long after you move on to other projects. Thus, programming is not as
much about communicating to a computer as it is communicating to those who
come after you. A programmer is a problem-solver, a poet, and an instructor all at
once. Your goal is to solve the problem at hand, doing so with balance and taste,
and teach your solution to future programmers. | hope that this book can teach at
least some of the poetry and magic that makes computing exciting.

Most introductory books on programming frustrate me to no end. At the end of
them you can still ask "how does the computer really work?" and not have a good
answer. They tend to pass over topics that are difficult even though they are
important. | will take you through the difficult issues because that is the only way
to move on to masterful programming. My goal is to take you from knowing
nothing about programming to understanding how to think, write, and learn like a
programmer. You won't know everything, but you will have a background for how
everything fits together. At the end of this book, you should be able to do the
following:
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« Understand how a program works and interacts with other programs
« Read other people’s programs and learn how they work

« Learn new programming languages quickly

- Learn advanced concepts in computer science quickly

I will not teach you everything. Computer science is a massive field, especially
when you combine the theory with the practice of computer programming.
However, | will attempt to get you started on the foundations so you can easily go
wherever you want afterwards.

There is somewhat of a chicken and egg problem in teaching programming,
especially assembly language. There is a lot to learn - it's almost too much to learn
almost at once, but each piece depends on all the others. Therefore, you must be
patient with yourself and the computer while learning to program. If you don’t
understand something the first time, reread it. If you still don’t understand it, it is
sometimes best to take it by faith and come back to it later. Often after more
exposure to programming the ideas will make more sense. Don't get discouraged.
It's a long climb, but very worthwhile.

At the end of each chapter are three sets of review exercises. The first set is more
or less regurgitation - they check to see if can you give back what you learned in
the chapter. The second set contains application questions - they check to see if
you can apply what you learned to solve problems. The final set is to see if you are
capable of broadening your horizons. Some of these questions may not be
answerable until later in the book, but they give you some things to think about.
Other questions require some research into outside sources to discover the answer.
Still others require you to simply analyze your options and explain a best solution.
Many of the questions don't have right or wrong answers, but that doesn’t mean
they are unimportant. Learning the issues involved in programming, learning how
to research answers, and learning how to look ahead are all a major part of a
programmer’s work.

If you have problems that you just can’t get past, there is a mailing list for this
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book where readers can discuss and get help with what they are reading. The
address ipgubook- r eader s@ongnu. or g. This mailing list is open for any

type of question or discussion along the lines of this book. You can subscribe to
this list by going to http://mail.nongnu.org/mailman/listinfo/pgubook-readers.

Your Tools

This book teaches assembly language for x86 processors and the GNU/Linux
operating system. Therefore we will be giving all of the examples using the
GNU/Linux standard GCC tool set. If you are not familiar with GNU/Linux and
the GCC tool set, they will be described shortly. If you are new to Linux, you
should check out the guide available at http://rute.sourceforgeWhdlt | intend

to show you is more about programming in general than using a specific tool set
on a specific platform, but standardizing on one makes the task much easier.

Those new to Linux should also try to get involved in their local GNU/Linux

User’s Group. User’s Group members are usually very helpful for new people, and
will help you from everything from installing Linux to learning to use it most
efficiently. A listing of GNU/Linux User’s Groups is available at
http://www.linux.org/groups/

All of these programs have been tested using Red Hat Linux 8.0, and should work
with any other GNU/Linux distribution, todThey will not work with non-Linux
operating systems such as BSD or other systems. However, all skittedearned

in this book should be easily transferable to any other system.

If you do not have access to a GNU/Linux machine, you can look for a hosting
provider who offers a Linushell accountwhich is a command-line only interface

1. This is quite a large document. You certainly don’t need to know everything to get
started with this book. You simply need to know how to navigate from the command line
and how to use an editor like co, emacs, orvi (or others).

2. By "GNU/Linux distribution”, | mean an x86 GNU/Linux distribution. GNU/Linux dis-
tributions for the Power Macintosh, the Alpha processor, or other processors will not work
with this book.
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to a Linux machine. There are many low-cost shell account providers, but you
have to make sure that they match the requirements above (i.e. - Linux on x86).
Someone at your local GNU/Linux User’'s Group may be able to give you one as
well. Shell accounts only require that you already have an Internet connection and
a telnet program. If you use Windows®, you already have a telnet client - just

click onst art, thenr un, then type int el net . However, it is usually better to
download PuTTY from http://www.chiart.greenend.co.uk/~sgtatham/putty/
because Windows’ telnet has some weird problems. There are a lot of options for
the Macintosh, too. NiftyTelnet is my favorite.

If you don’t have GNU/Linux and can't find a shell account service, then you can
download Knoppix from http://www.knoppix.org/ Knoppix is a GNU/Linux
distribution that boots from CD so that you don’t have to actually install it. Once
you are done using it, you just reboot and remove the CD and you are back to your
regular operating system.

So what is GNU/Linux? GNU/Linux is an operating system modeled after
UNIX®. The GNU part comes from the GNU Project (http://www.gnu.ctg/)

which includes most of the programs you will run, including the GCC tool set that
we will use to program with. The GCC tool set contains all of the programs
necessary to create programs in various computer languages.

Linux is the name of th&ernel The kernel is the core part of an operating system
that keeps track of everything. The kernel is both an fence and a gate. As a gate, it
allows programs to access hardware in a uniform way. Without the kernel, you
would have to write programs to deal with every device model ever made. The
kernel handles all device-specific interactions so you don’t have to. It also handles
file access and interaction between processes. For example, when you type, your
typing goes through several programs before it hits your editor. First, the kernel is
what handles your hardware, so it is the first to receive notice about the keypress.
The keyboard sends stancodeso the kernel, which then converts them to the
actual letters, numbers, and symbols they represent. If you are using a windowing

3. The GNU Project is a project by the Free Software Foundation to produce a complete,
free operating system.



Chapter 1. Introduction

system (like Microsoft Windows® or the X Window System), then the windowing
system reads the keypress from the kernel, and delivers it to whatever program is
currently in focus on the user’s display.

Example 1-1. How the computer processes keyboard sigals
Keyboard -> Kernel -> Wndow ng system-> Application program

The kernel also controls the flow of information between programs. The kernel is

a program’s gate to the world around it. Every time that data moves between
processes, the kernel controls the messaging. In our keyboard example above, the
kernel would have to be involved for the windowing system to communicate the
keypress to the application program.

As a fence, the kernel prevents programs from accidentally overwriting each
other’s data and from accessing files and devices that they don’t have permission
to. It limits the amount of damage a poorly-written program can do to other
running programs.

In our case, the kernel is Linux. Now, the kernel all by itself won’t do anything.

You can’t even boot up a computer with just a kernel. Think of the kernel as the
water pipes for a house. Without the pipes, the faucets won't work, but the pipes
are pretty useless if there are no faucets. Together, the user applications (from the
GNU project and other places) and the kernel (Linux) make up the entire
operating system, GNU/Linux.

For the most part, this book will be using the computer’s low-level assembly
language. There are essentially three kinds of languages:

Machine Language

This is what the computer actually sees and deals with. Every command the
computer sees is given as a number or sequence of numbers.



Chapter 1. Introduction
Assembly Language

This is the same as machine language, except the command numbers have
been replaced by letter sequences which are easier to memorize. Other small
things are done to make it easier as well.

High-Level Language

High-level languages are there to make programming easier. Assembly
language requires you to work with the machine itself. High-level languages
allow you to describe the program in a more natural language. A single
command in a high-level language usually is equivalent to several commands
in an assembly language.

In this book we will learn assembly language, although we will cover a bit of
high-level languages. Hopefully by learning assembly language, your
understanding of how programming and computers work will put you a step
ahead.
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Before learning how to program, you need to first understand how a computer
interprets programs. You don’t need a degree in electrical engineering, but you
need to understand some basics.

Modern computer architecture is based off of an architecture called the Von
Neumann architecture, named after its creator. The Von Neumann architecture
divides the computer up into two main parts - the CPU (for Central Processing

Unit) and the memory. This architecture is used in all modern computers,

including personal computers, supercomputers, mainframes, and even cell phones.

Structure of Computer Memory

To understand how the computer views memory, imagine your local post office.
They usually have a room filled with PO Boxes. These boxes are similar to
computer memory in that each are numbered sequences of fixed-size storage
locations. For example, if you have 256 megabytes of computer memory, that
means that your computer contains roughly 256 million fixed-size storage
locations. Or, to use our analogy, 256 million PO Boxes. Each location has a
number, and each location has the same, fixed-length size. The difference between
a PO Box and computer memory is that you can store all different kinds of things

in a PO Box, but you can only store a single number in a computer memory
storage location.
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| 2204 ||| L2205 ||| [ 2206 ||| 2207 |
| | | |
| 2208 | ||| 2209 |||[ 2210 ||| 2211 |
| | | |
| 2212 (| [ 2213 ||| 2214 ||| 2215 |
| | | |
| 2216 | ||| 2217 ||| 2218 ||| 2219 |
| | | |

Memory locations are like PO Boxes

You may wonder why a computer is organized this way. It is because it is simple
to implement. If the computer were composed of a lot of differently-sized
locations, or if you could store different kinds of data in them, it would be difficult
and expensive to implement.

The computer’'s memory is used for a number of different things. All of the results
of any calculations are stored in memory. In fact, everything that is "stored" is
stored in memory. Think of your computer at home, and imagine what all is stored
in your computer’'s memory.

« The location of your cursor on the screen

« The size of each window on the screen

« The shape of each letter of each font being used
« The layout of all of the controls on each window

« The graphics for all of the toolbar icons



Chapter 2. Computer Architecture
« The text for each error message and dialog box
« The list goes on and on...

In addition to all of this, the Von Neumann architecture specifies that not only
computer data should live in memory, but the programs that control the computer’s
operation should live there, too. In fact, in a computer, there is no difference
between a program and a program'’s data except how it is used by the computer.
They are both stored and accessed the same way.

The CPU

So how does the computer function? Obviously, simply storing data doesn’t do
much help - you need to be able to access, manipulate, and move it. That's where
the CPU comes in.

The CPU reads in instructions from memory one at a time and executes them. This
is known as thdetch-execute cycl@he CPU contains the following elements to
accomplish this:

+ Program Counter

« Instruction Decoder

- Data bus

« General-purpose registers
« Arithmetic and logic unit

Theprogram counteis used to tell the computer where to fetch the next

instruction from. We mentioned earlier that there is no difference between the way
data and programs are stored, they are just interpreted differently by the CPU. The
program counter holds the memory address of the next instruction to be executed.
The CPU begins by looking at the program counter, and fetching whatever number
is stored in memory at the location specified. It is then passed on togtraction
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decoderwhich figures out what the instruction means. This includes what process
needs to take place (addition, subtraction, multiplication, data movement, etc.) and
what memory locations are going to be involved in this process. Computer
instructions usually consist of both the actual instruction and the list of memory
locations that are used to carry it out.

Now the computer uses tliata busto fetch the memory locations to be used in

the calculation. The data bus is the connection between the CPU and memory. It is
the actual wire that connects them. If you look at the motherboard of the

computer, the wires that go out from the memory are your data bus.

In addition to the memory on the outside of the processor, the processor itself has
some special, high-speed memory locations called registers. There are two kinds
of registers general registerandspecial-purpose register&eneral-purpose
registers are where the main action happens. Addition, subtraction, multiplication,
comparisions, and other operations generally use general-purpose registers for
processing. However, computers have very few general-purpose registers. Most
information is stored in main memory, brought in to the registers for processing,
and then put back into memory when the processing is complgbedial-purpose
registersare registers which have very specific purposes. We will discuss these as
we come to them.

Now that the CPU has retrieved all of the data it needs, it passes on the data and
the decoded instruction to tlithmetic and logic unitor further processing.

Here the instruction is actually executed. After the results of the computation have
been calculated, the results are then placed on the data bus and sent to the
appropriate location in memory or in a register, as specified by the instruction.

This is a very simplified explanation. Processors have advanced quite a bit in
recent years, and are now much more complex. Although the basic operation is

still the same, it is complicated by the use of cache hierarchies, superscalar
processors, pipelining, branch prediction, out-of-order execution, microcode
translation, coprocessors, and other optimizations. Don’t worry if you don’t know
what those words mean, you can just use them as Internet search terms if you want

10
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to learn more about the CPU.

Some Terms

Computer memory is a numbered sequence of fixed-size storage locations. The
number attached to each storage location is calleddtress The size of a single
storage location is calledlayte On x86 processors, a byte is a number between O
and 255.

You may be wondering how computers can display and use text, graphics, and
even large numbers when all they can do is store numbers between 0 and 255.
First of all, specialized hardware like graphics cards have special interpretations of
each number. When displaying to the screen, the computer uses ASCII code tables
to translate the numbers you are sending it into letters to display on the screen,
with each number translating to exactly one letter or numieffal. example, the

capital letter A is represented by the number 65. The numeral 1 is represented by
the number 49. So, to print out "HELLO", you would actually give the computer

the sequence of numbers 72, 69, 76, 76, 79. To print out the number 100, you
would give the computer the sequence of numbers 49, 48, 48. A list of ASCII
characters and their numeric codes is found in Appendix D.

In addition to using numbers to represent ASCII characters, you as the
programmer get to make the numbers mean anything you want them to, as well.
For example, if | am running a store, | would use a number to represent each item
| was selling. Each number would be linked to a series of other numbers which
would be the ASCII codes for what | wanted to display when the items were
scanned in. | would have more numbers for the price, how many | have in
inventory, and so on.

1. With the advent of international character sets and Unicode, this is not entirely true
anymore. However, for the purposes of keeping this simple for beginners, we will use the
assumption that one number translates directly to one character. For more information, see
Appendix D.

11



Chapter 2. Computer Architecture

So what about if we need numbers larger than 255? We can simply use a
combination of bytes to represent larger numbers. Two bytes can be used to
represent any number between 0 and 65536. Four bytes can be used to represent
any number between 0 and 4294967295. Now, it is quite difficult to write

programs to stick bytes together to increase the size of your numbers, and requires
a bit of math. Luckily, the computer will do it for us for numbers up to 4 bytes

long. In fact, four-byte numbers are what we will work with by default.

We mentioned earlier that in addition to the regular memory that the computer has,
it also has special-purpose storage locations cadigidters Registers are what

the computer uses for computation. Think of a register as a place on your desk - it
holds things you are currently working on. You may have lots of information
tucked away in folders and drawers, but the stuff you are working on right now is
on the desk. Registers keep the contents of numbers that you are currently
manipulating.

On the computers we are using, registers are each four bytes long. The size of a
typical register is called a computerigrd size. x86 processors have four-byte
words. This means that it is most natural on these computers to do computations
four bytes at a time. This gives us roughly 4 billion values.

Addresses are also four bytes (1 word) long, and therefore also fit into a register.
X86 processors can access up to 4294967296 bytes if enough memory is installed.
Notice that this means that we can store addresses the same way we store any
other number. In fact, the computer can't tell the difference between a value that is
an address, a value that is a number, a value that is an ASCII code, or a value that
you have decided to use for another purpose. A number becomes an ASCII code
when you attempt to display it. A number becomes an address when you try to
look up the byte it points to. Take a moment to think about this, because it is
crucial to understanding how computer programs work.

Addresses which are stored in memory are also caltedters because instead of
having a regular value in them, they point you to a different location in memory.

As we've mentioned, computer instructions are also stored in memory. In fact,

12
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they are stored exactly the same way that other data is stored. The only way the
computer knows that a memory location is an instruction is that a special-purpose
register called the instruction pointer points to them at one point or another. If the
instruction pointer points to a memory word, it is loaded as an instruction. Other
than that, the computer has no way of knowing the difference between programs
and other types of dafa.

Interpreting Memory

Computers are very exact. Because they are exact, programmers have to be
equally exact. A computer has no idea what your program is supposed to do.
Therefore, it will only do exactly what you tell it to do. If you accidentally print

out a regular number instead of the ASCII codes that make up the number’s digits,
the computer will let you - and you will wind up with jibberish on your screen (it

will try to look up what your number represents in ASCII and print that). If you

tell the computer to start executing instructions at a location containing data
instead of program instructions, who knows how the computer will interpret that -
but it will certainly try. The computer will execute your instructions in the exact
order you specify, even if it doesn’t make sense.

The point is, the computer will do exactly what you tell it, no matter how little

sense it makes. Therefore, as a programmer, you need to know exactly how you
have your data arranged in memory. Remember, computers can only store
numbers, so letters, pictures, music, web pages, documents, and anything else are
just long sequences of numbers in the computer, which particular programs know
how to interpret.

For example, say that you wanted to store customer information in memory. One
way to do so would be to set a maximum size for the customer’s name and address
- say 50 ASCII characters for each, which would be 50 bytes for each. Then, after

2. Note that here we are talking about general computer theory. Some processors and op-
erating systems actually mark the regions of memory that can be executed with a special
marker that indicates this.

13
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that, have a number for the customer’s age and their customer id. In this case, you
would have a block of memory that would look like this:

Start of Record:
Custoner’s nane (50 bytes) - start of record
Custoner’s address (50 bytes) - start of record + 50 bytes
Customer’s age (1 word - 4 bytes) - start of record + 100 bytes
Customer’s id nunmber (1 word - 4 bytes) - start of record + 104 byt

This way, given the address of a customer record, you know where the rest of the
data lies. However, it does limit the customer’s name and address to only 50
ASCII characters each.

What if we didn’t want to specify a limit? Another way to do this would be to have
in our record pointers to this information. For example, instead of the customer’s
name, we would have a pointer to their name. In this case, the memory would look
like this:

Start of Record:
Custoner’s nane pointer (1 word) - start of record
Cust onmer’s address pointer (1 word) - start of record + 4
Customer’s age (1 word) - start of record + 8
Custorer’s id nunmber (1 word) - start of record + 12

The actual name and address would be stored elsewhere in memory. This way, it is
easy to tell where each part of the data is from the start of the record, without
explicitly limitting the size of the name and address. If the length of the fields

within our records could change, we would have no idea where the next field
started. Because records would be different sizes, it would also be hard to find
where the next record began. Therefore, almost all records are of fixed lengths.
Variable-length data is usually store separately from the rest of the record.
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Data Accessing Methods

Processors have a number of different ways of accessing data, known as
addressing modes. The simplest modensediate moden which the data to

access is embedded in the instruction itself. For example, if we want to initialize a
register to 0, instead of giving the computer an address to read the 0 from, we
would specify immediate mode, and give it the number O.

In theregister addressing mogéhe instruction contains a register to access, rather
than a memory location. The rest of the modes will deal with addresses.

In thedirect addressing modéhe instruction contains the memory address to
access. For example, | could say, please load this register with the data at address
2002. The computer would go directly to byte number 2002 and copy the contents
into our register.

In theindexed addressing modie instruction contains a memory address to
access, and also specifiesiadex registeto offset that address. For example, we
could specify address 2002 and an index register. If the index register contains the
number 4, the actual address the data is loaded from would be 2006. This way, if
you have a set of numbers starting at location 2002, you can cycle between each of
them using an index register. On x86 processors, you can also specifitiplier

for the index. This allows you to access memory a byte at a time or a word at a
time (4 bytes). If you are accessing an entire word, your index will need to be
multiplied by 4 to get the exact location of the fourth element from your address.
For example, if you wanted to access the fourth byte from location 2002, you
would load your index register with 3 (remember, we start counting at 0) and set
the multiplier to 1 since you are going a byte at a time. This would get you

location 2005. However, if you wanted to access the fourth word from location
2002, you would load your index register with 3 and set the multiplier to 4. This
would load from location 2014 - the fourth word. Take the time to calculate these
yourself to make sure you understand how it works.

In theindirect addressing modé¢he instruction contains a register that contains a
pointer to where the data should be accessed. For example, if we used indirect
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addressing mode and specified t@ax register, and theeax register contained

the value 4, whatever value was at memory location 4 would be used. In direct
addressing, we would just load the value 4, but in indirect addressing, we use 4 as
the address to use to find the data we want.

Finally, there is thdase pointer addressing madghis is similar to indirect
addressing, but you also include a number calledftfsetto add to the register’s
value before using it for lookup. We will use this mode quite a bit in this book.

In the Section callethterpreting Memorywe discussed having a structure in

memory holding customer information. Let’'s say we wanted to access the
customer’s age, which was the eighth byte of the data, and we had the address of
the start of the structure in a register. We could use base pointer addressing and
specify the register as the base pointer, and 8 as our offset. This is a lot like
indexed addressing, with the difference that the offset is constant and the pointer is
held in a register, and in indexed addressing the offset is in a register and the
pointer is constant.

There are other forms of addressing, but these are the most important ones.

Review

Know the Concepts

- Describe the fetch-execute cycle.

« What is a register? How would computation be more difficult without registers?
« How do you represent numbers larger than 255?

« How big are the registers on the machines we will be using?

« How does a computer know how to interpret a given byte or set of bytes of
memory?

16
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« What are the addressing modes and what are they used for?

« What does the instruction pointer do?

Use the Concepts

What data would you use in an employee record? How would you lay it out in
memory?

If I had the pointer the the beginning of the employee record above, and wanted
to access a particular piece of data inside of it, what addressing mode would |
use?

In base pointer addressing mode, if you have a register holding the value 3122,
and an offset of 20, what address would you be trying to access?

In indexed addressing mode, if the base address is 6512, the index register has a
5, and the multiplier is 4, what address would you be trying to access?

In indexed addressing mode, if the base address is 123472, the index register
has a 0, and the multiplier is 4, what address would you be trying to access?

In indexed addressing mode, if the base address is 9123478, the index register
has a 20, and the multiplier is 1, what address would you be trying to access?

Going Further

« What are the minimum number of addressing modes needed for computation?

« Why include addressing modes that aren’t strictly needed?

« Research and then describe how pipelining (or one of the other complicating

factors) affects the fetch-execute cycle.
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« Research and then describe the tradeoffs between fixed-length instructions and
variable-length instructions.

18



Chapter 3. Your First Programs

In this chapter you will learn the process for writing and building Linux
assembly-language programs. In addition, you will learn the structure of
assembly-language programs, and a few assembly-language commands. As you go
through this chapter, you may want to refer also to Appendix B and Appendix F.

These programs may overwhelm you at first. However, go through them with
diligence, read them and their explanations as many times as necessary, and you
will have a solid foundation of knowledge to build on. Please tinker around with
the programs as much as you can. Even if your tinkering does not work, every
failure will help you learn.

Entering in the Program

Okay, this first program is simple. In fact, it's not going to do anything but exit!
It's short, but it shows some basics about assembly language and Linux
programming. You need to enter the program in an editor exactly as written, with
the filenameexi t . s. The program follows. Don’t worry about not understanding
it. This section only deals with typing it in and running it. In the Section called
Outline of an Assembly Language Prograra will describe how it works.

#PURPOSE: Sinple programthat exits and returns a

# status code back to the Linux kerne

#

#1 NPUT: none

#

#OUTPUT: returns a status code. This can be viewed
# by typing

#

# echo $?

#
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# after running the program

#

#VARI ABLES:

# %ax hol ds the system call nunber
# %ebx holds the return status

#

.section .data

.section .text
.globl _start

_start:

movl $1, %ax # this is the |linux kernel command
# nunber (systemcall) for exiting
# a program

movl $0, %bx # this is the status nunber we wll
# return to the operating system
# Change this around and it wll
# return different things to
# echo $?

i nt $0x80 # this wakes up the kernel to run

# the exit command

What you have typed in is called tlseurce codeSource code is the
human-readable form of a program. In order to transform it into a program that a
computer can run, we needagsemblandlink it.

The first step is tassemblét. Assembling is the process that transforms what you
typed into instructions for the machine. The machine itself only reads sets of
numbers, but humans prefer words. &ssembly language a more
human-readable form of the instructions a computer understands. Assembling
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transforms the human-readable file into a machine-readable one. To assembly the
program type in the command

as exit.s -o exit.o

as is the command which runs the assemldei,t . s is the source file, ando

exi t. o tells the assemble to put it's output in the féei t . 0. exi t. oisan

object file An object file is code that is in the machine’s language, but has not
been completely put together. In most large programs, you will have several
source files, and you will convert each one into an object file.liftker is the
program that is responsible for putting the object files together and adding
information to it so that the kernel knows how to load and run it. In our case, we
only have one object file, so the linker is only adding the information to enable it
to run. Tolink the file, enter the command

ld exit.o -0 exit

| d is the command to run the linkesxi t . o is the object file we want to link, and

-0 exit instructs the linker to output the new program into a file cadledt .* If

any of these commands reported errors, you have either mistyped your program or
the command. After correcting the program, you have to re-run all the commands.
You must always re-assemble and re-link programs after you modify the source file
for the changes to occur in the prograiYou can rurexi t by typing in the

command

lexit

The. / is used to tell the computer that the program isn’t in one of the normal
program directories, but is the current directory inste¥du’ll notice when you
type this command, the only thing that happens is that you'll go to the next line.

1. If you are new to Linux and UNIX®, you may not be aware that files don’t have to
have extensions. In fact, while Windows® uses thee extension to signify an executable
program, UNIX executables usually have no extension.

2. . refersto the current directory in Linux and UNIX systems.
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That's because this program does nothing but exit. However, immediately after
you run the program, if you type in

echo $?

It will say 0. What is happening is that every program when it exits gives Linux an
exit status codewnhich tells it if everything went all right. If everything was okay,

it returns 0. UNIX programs return numbers other than zero to indicate failure or
other errors, warnings, or statuses. The programmer determines what each number
means. You can view this code by typingdaho $7. In the following section we

will look at what each part of the code does.

Outline of an Assembly Language Program

Take a look at the program we just entered. At the beginning there are lots of lines
that begin with hasheg). These areommentsComments are not translated by

the assembler. They are used only for the programmer to talk to anyone who looks
at the code in the future. Most programs you write will be modified by others. Get
into the habit of writing comments in your code that will help them understand

both why the program exists and how it works. Always include the following in
your comments:

« The purpose of the code
« An overview of the processing involved
- Anything strange your program does and why it dogs it

After the comments, the next line says

3. You'llfind that many programs end up doing things strange ways. Usually there is a rea-
son for that, but, unfortunately, programmers never document such things in their comments.
So, future programmers either have to learn the reason the hard way by modifying the code
and watching it break, or just leaving it alone whether it is still needed or not. You should
alwaysdocument any strange behavior your program performs. Unfortunately, figuring out
what is strange and what is straightforward comes mostly with experience.
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.section .data

Anything starting with a period isn’t directly translated into a machine instruction.
Instead, it’'s an instruction to the assembler itself. These are cdleeimbler
directivesor pseudo-operationBecause they are handled by the assembler and are
not actually run by the computer. Theect i on command breaks your program

up into sections. This command starts the data section, where you list any memory
storage you will need for data. Our program doesn’t use any, so we don't need the
section. It’s just here for completeness. Almost every program you write in the
future will have data.

Right after this you have

.section .text

which starts the text section. The text section of a program is where the program
instructions live.

The next instruction is
.globl _start

This instructs the assembler thatt art is important to rememberst art is a
symbo] which means that it is going to be replaced by something else either
during assembly or linking. Symbols are generally used to mark locations of
programs or data, so you can refer to them by name instead of by their location
number. Imagine if you had to refer to every memory location by it's address. First
of all, it would be very confusing because you would have to memorize or look up
the numeric memory address of every piece of code or data. In addition, every
time you had to insert a piece of data or code you would have to change all the
addresses in your program! Symbols are used so that the assembler and linker can
take care of keeping track of addresses, and you can concentrate on writing your
program.

23



Chapter 3. Your First Programs

. gl obl means that the assembler shouldn’t discard this symbol after assembly,
because the linker will need itst ar t is a special symbol that always needs to be
marked with. gl obl because it marks the location of the start of the program.
Without marking this location in this way, when the computer loads your program
it won’t know where to begin running your program

The next line

_start:

defineghe value of the st art label. Alabelis a symbol followed by a colon.

Labels define a symbol’s value. When the assembler is assembling the program, it
has to assign each data value and instruction an address. Labels tell the assembler
to make the symbol’s value be wherever the next instruction or data element will

be. This way, if the actual physical location of the data or instruction changes, you
don’t have to rewrite any references to it - the symbol automatically gets the new
value.

Now we get into actual computer instructions. The first such instruction is this:

movl $1, %ax

When the program runs, this instruction transfers the numli@o the%eax
register. In assembly language, many instructions lbgegandsnovl has two
operands - theourceand thedestination In this case, the source is the literal
number 1, and the destination is theax register. Operands can be numbers,
memory location references, or registers. Different instructions allow different
types of operands. See Appendix B for more information on which instructions
take which kinds of operands.

On most instructions which have two operands, the first one is the source operand
and the second one is the destination. Note that in these cases, the source operand
is not modified at all. Other instructions of this type are, for exanyald| , subl ,

andi nul | . These add/subtract/multiply the source operand from/to/by the
destination operand and and save the result in the destination operand. Other
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instructions may have an operand hardcodeddiv! , for example, requires that
the dividend be ifeax, and%edx be zero, and the quotient is then transferred to
%eax and the remainder tedx. However, the divisor can be any register or
memory location.

On x86 processors, there are several general-purpose retiateos which can
be used withmovl ):

+ Yeax
* %ebx
« %ecx
« %edx
+ Yedi
. %esi

In addition to these general-purpose registers, there are also several
special-purpose registers, including:

« %ehp
« %esp
- Yip
« %fl ags

We’'ll discuss these later, just be aware that they é&3&ime of these registers,

4. Note that on x86 processors, even the general-purpose registers have some special pur-
poses, or used to before it went 32-bit. However, these are general-purpose registers for
most instructions. Each of them has at least one instruction where it is used in a special way.
However, for most of them, those instructions aren’t covered in this book.

5.  You may be wonderingyhy do all of these registers begin with the le#@rThe reason

is that early generations of x86 processors were 16 bits rather than 32 bits. Therefore, the
registers were only half the length they are now. In later generations of x86 processors, the
size of the registers doubled. They kept the old nhames to refer to the first half of the register,
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like %ei p and%ef | ags can only be accessed through special instructions. The
others can be accessed using the same instructions as general-purpose registers,
but they have special meanings, special uses, or are simply faster when used in a
specific way.

So, thenovl instruction moves the numberinto %eax. The dollar-sign in front

of the one indicates that we want to use immediate mode addressing (refer back to
the Section calle®ata Accessing Methods Chapter 2). Without the dollar-sign

it would do direct addressing, loading whatever number is at addréds want

the actual numbet loaded in, so we have to use immediate mode.

The reason we are moving the number 1 ##ax is because we are preparing to
call the Linux Kernel. The numberis the number of thexi t system call We

will discuss system calls in more depth soon, but basically they are requests for
the operating system’s help. Normal programs can’t do everything. Many
operations such as calling other programs, dealing with files, and exiting have to
be handled by the operating system through system calls. When you make a
system call, which we will do shortly, the system call number has to be loaded into
veax (for a complete listing of system calls and their numbers, see Appendix C).
Depending on the system call, other registers may have to have values in them as
well. Note that system calls is not the only use or even the main use of registers. It
is just the one we are dealing with in this first program. Later programs will use
registers for regular computation.

The operating system, however, usually needs more information than just which
call to make. For example, when dealing with files, the operating system needs to
know which file you are dealing with, what data you want to write, and other
details. The extra details, callparametersare stored in other registers. In the

case of theexi t system call, the operating system requires a status code be loaded

and added aa to refer to the extended versions of the register. Usually you will only use the
extended versions. Newer models also offer a 64-bit mode, which doubles the size of these
registers yet again and usesraprefix to indicate the larger registers (i%.ax is the 64-bit
version ofveax). However, these processors are not widely used, and are not covered in this
book.
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in ¥%ebx. This value is then returned to the system. This is the value you retrieved
when you typedctcho $?. So, we loadebx with 0 by typing the following:

movl $0, %bx

Now, loading registers with these numbers doesn’t do anything itself. Registers are
used for all sorts of things besides system calls. They are where all program logic
such as addition, subtraction, and comparisons take place. Linux simply requires
that certain registers be loaded with certain parameter values before making a
system call%eax is always required to be loaded with the system call number. For
the other registers, however, each system call has different requirements. In the
exi t system call%ebx is required to be loaded with the exit status. We will

discuss different system calls as they are needed. For a list of common system
calls and what is required to be in each register, see Appendix C

The next instruction is the "magic” one. It looks like this:
i nt $0x80

Thei nt stands foiinterrupt The0x80 is the interrupt number to useAn
interruptinterrupts the normal program flow, and transfers control from our
program to Linux so that it will do a system callYou can think of it as like

signaling Batman(or Larry-Bdyif you prefer). You need something done, you

send the signal, and then he comes to the rescue. You don't care how he does his
work - it's more or less magic - and when he’s done you're back in control. In this
case, all we’re doing is asking Linux to terminate the program, in which case we

6. You may be wondering why it8x80 instead of jusB0. The reason is that the number

is written in hexadecimal. In hexadecimal, a single digit can hold 16 values instead of the
normal 10. This is done by utilizing the letteaghroughf in addition to the regular digits.

a represents 10y represents 11, and so on. 0x10 represents the number 16, and so on. This
will be discussed more in depth later, but just be aware that numbers startingxvatie in
hexadecimal. Tacking on anat the end is also sometimes used instead, but we won’t do
that in this book. For more information about this, see Chapter 10

7. Actually, the interrupt transfers control to whoever set upnéerrupt handlerfor the
interrupt number. In the case of Linux, all of them are set to be handled by the Linux kernel.
8. If you don't watch Veggie Tales, you should. Start with Dave and the Giant Pickle.
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won’t be back in control. If we didn’t signal the interrupt, then no system call
would have been performed.

Quick System Call Review: To recap - Operating System features are
accessed through system calls. These are invoked by setting up the
registers in a special way and issuing the instruction i nt $0x80. Linux
knows which system call we want to access by what we stored in the

%eax register. Each system call has other requirements as to what needs to
be stored in the other registers. System call number 1 is the exi t system
call, which requires the status code to be placed in %bx.

Now that you've assembled, linked, run, and examined the program, you should
make some basic edits. Do things like change the number that is load&& ntp
and watch it come out at the end witghho $?. Don'’t forget to assemble and link

it again before running it. Add some comments. Don’t worry, the worse thing that
would happen is that the program won’t assemble or link, or will freeze your
screen. That’s just part of learning!

Planning the Program

In our next program we will try to find the maximum of a list of numbers.
Computers are very detail-oriented, so in order to write the program we will have
to have planned out a number of details. These details include:

« Where will the original list of numbers be stored?
« What procedure will we need to follow to find the maximum number?
« How much storage do we need to carry out that procedure?

- Will all of the storage fit into registers, or do we need to use some memory as
well?
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You might not think that something as simple as finding the maximum number
from a list would take much planning. You can usually tell people to find the
maximum number, and they can do so with little trouble. However, our minds are
used to putting together complex tasks automatically. Computers need to be
instructed through the process. In addition, we can usually hold any number of
things in our mind without much trouble. We usually don’t even realize we are
doing it. For example, if you scan a list of numbers for the maximum, you will
probably keep in mind both the highest number you've seen so far, and where you
are in the list. While your mind does this automatically, with computers you have
to explicitly set up storage for holding the current position on the list and the
current maximum number. You also have other problems such as how to know
when to stop. When reading a piece of paper, you can stop when you run out of
numbers. However, the computer only contains numbers, so it has no idea when it
has reached the last gbur numbers.

In computers, you have to plan every step of the way. So, let's do a little planning.
First of all, just for reference, let's name the address where the list of numbers
starts aslat a_i t ens. Let’s say that the last number in the list will be a zero, so
we know where to stop. We also need a value to hold the current position in the
list, a value to hold the current list element being examined, and the current
highest value on the list. Let’s assign each of these a register:

« %edi will hold the current position in the list.
« %bx will hold the current highest value in the list.
+ 9eax will hold the current element being examined.

When we begin the program and look at the first item in the list, since we haven't
seen any other items, that item will automatically be the current largest element in
the list. Also, we will set the current position in the list to be zero - the first
element. From then, we will follow the following steps:
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1. Check the current list elemeniglax) to see if it's zero (the terminating
element).

2. Ifitis zero, exit.
3. Increase the current positiovedi ).

4. Load the next value in the list into the current value registeax). What
addressing mode might we use here? Why?

5. Compare the current valuéglax) with the current highest value€bx).

6. If the current value is greater than the current highest value, replace the
current highest value with the current value.

7. Repeat.

That is the procedure. Many times in that procedure | made use of the word "if".
These places are where decisions are to be made. You see, the computer doesn’t
follow the exact same sequence of instructions every time. Depending on which
"if"s are correct, the computer may follow a different set of instructions. The
second time through, it might not have the highest value. In that case, it will skip
step 6, but come back to step 7. In every case except the last one, it will skip step
2. In more complicated programs, the skipping around increases dramatically.

These "if"s are a class of instructions calfemv controlinstructions, because they
tell the compute which steps to follow and which paths to take. In the previous
program, we did not have any flow control instructions, as there was only one
possible path to take - exit. This program is much more dynamic in that it is
directed by data. Depending on what data it receives, it will follow different
instruction paths.

In this program, this will be accomplished by two different instructions, the
conditional jump and the unconditional jump. The conditional jump changes paths
based on the results of a previous comparison or calculation. The unconditional
jump just goes directly to a different path no matter what. The unconditional jump
may seem useless, but it is very necessary since all of the instructions will be laid
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out on a line. If a path needs to converge back to the main path, it will have to do
this by an unconditional jump. We will see more of both of these jumps in the next
section.

Another use of flow control is in implementing loops. A loop is a piece of program
code that is meant to be repeated. In our example, the first part of the program
(setting the current position to 0 and loading the current highest value with the
current value) was only done once, so it wasn'’t a loop. However, the next part is
repeated over and over again for every number in the list. It is only left when we
have come to the last element, indicated by a zero. This is caltapdecause it
occurs over and over again. It is implemented by doing unconditional jJumps to the
beginning of the loop at the end of the loop, which causes it to start over. However,
you have to always remember to have a conditional jump to exit the loop
somewhere, or the loop will continue forever! This condition is callethénite

loop. If we accidentally left out step 1, 2, or 3, the loop (and our program) would
never end.

In the next section, we will implement this program that we have planned.
Program planning sounds complicated - and it is, to some degree. When you first
start programming, it’s often hard to convert our normal thought process into a
procedure that the computer can understand. We often forget the number of
"temporary storage locations" that our minds are using to process problems. As
you read and write programs, however, this will eventually become very natural to
you. Just have patience.

Finding a Maximum Value

Enter the following program asaxi num s:
#PURPOSE: This program finds the maxi mum nunber of a

# set of data itens.
#
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#VARI ABLES: The registers have the foll ow ng uses:

#

# %di - Holds the index of the data item being exam ned
# %bx - Largest data item found

# %ax - Current data item

#

# The follow ng menory | ocations are used:

#

# data_itens - contains the itemdata. A 0 is used

# to termnate the data

#

.section .data

data itens: #These are the data itens
.long 3,67, 34, 222, 45, 75, 54, 34, 44, 33, 22,11, 66, 0

.section .text

.globl _start

_start:
nmovl $0, %edi # nmove 0 into the index register
novl data_ itens(, %di,4), %ax # load the first byte of data
movl 9%eax, %ebx # since this is the first item % ax is
# the biggest
start | oop: # start |oop
cmpl $0, %eax # check to see if we’ve hit the end
je loop_exit
i ncl %edi # | oad next val ue
novl data_itens(, %edi, 4), % ax
cmpl %ebx, %ax # conpare val ues
jle start_loop # junp to loop beginning if the new
# one isn't bigger
movl 9%eax, %ebx # nove the value as the |argest
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jmp start_| oop # junp to | oop begi nning

| oop_exit:

# %bx is the status code for the exit system cal

# and it already has the maxi nrum nunber
novl $1, %eax #1 is the exit() syscal
int $0x80

Now, assemble and link it with these commands:

as maxi mums -0 nmaxi nrum o
| d maxi mum o -0 maxi mum

Now run it, and check it's status.

. maxi mum
echo $?

You'll notice it returns the value22. Let’s take a look at the program and what it
does. If you look in the comments, you'll see that the program finds the maximum
of a set of numbers (aren’'t comments wonderful!). You may also notice that in this
program we actually have something in the data section. These lines are the data
section:

data_itens: #These are the data itens
.long 3,67, 34, 222, 45,75, 54, 34, 44, 33, 22, 11, 66,0

Lets look at thisdat a_i t ens is a label that refers to the location that follows it.
Then, there is a directive that starts withong. That causes the assembler to
reserve memory for the list of numbers that followdi&t a_i t ens refers to the
location of the first one. Becausdat a_i t ens is a label, any time in our program
where we need to refer to this address we can useédhe i t ens symbol, and

the assembler will substitute it with the address where the numbers start during
assembly. For example, the instructiosvl data_i t ens, %ax would move
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the value 3 into/eax. There are several different types of memory locations other
than. | ong that can be reserved. The main ones are as follows:

. byte

Bytes take up one storage location for each number. They are limited to
numbers between 0 and 255.

.int

Ints (which differ from the nt instruction) take up two storage locations for
each number. These are limitted to numbers between 0 and 85535.

.1 ong

Longs take up four storage locations. This is the same amount of space the
registers use, which is why they are used in this program. They can hold
numbers between 0 and 4294967295.

.ascii

The. asci i directive is to enter in characters into memory. Characters each
take up one storage location (they are converted into bytes internally). So, if
you gave the directiveascii "Hel l o there\ 0", the assembler would
reserve 12 storage locations (bytes). The first byte contains the numeric code
for H, the second byte contains the numeric codesfand so forth. The last
character is represented bg, and it is the terminating character (it will

never display, it just tells other parts of the program that that’s the end of the
characters). Letters and numbers that start with a backslash represent
characters that are not typeable on the keyboard or easily viewable on the
screen. For examplen refers to the "newline"” character which causes the

9. Note that no numbers in assembly language (or any other computer language I've seen)
have commas embedded in them. So, always write humber$4i&85, and never like
65, 535.
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computer to start output on the next line and refers to the "tab" character.
All of the letters in an asci i directive should be in quotes.

In our example, the assembler reserves [1dngs, one right after another. Since

each long takes up 4 bytes, that means that the whole list takes up 56 bytes. These
are the numbers we will be searching through to find the maxindama_i t ens

is used by the assembler to refer to the address of the first of these values.

Take note that the last data item in the list is a zero. | decided to use a zero to tell
my program that it has hit the end of the list. | could have done this other ways. |
could have had the size of the list hard-coded into the program. Also, | could have
put the length of the list as the first item, or in a separate location. | also could
have made a symbol which marked the last location of the list items. No matter
how I do it, | must have some method of determining the end of the list. The
computer knows nothing - it can only do what its told. It's not going to stop
processing unless | give it some sort of signal. Otherwise it would continue
processing past the end of the list into the data that follows it, and even to
locations where we haven't put any data.

Notice that we don’t have agl obl declaration fodat a_i t ens. This is because

we only refer to these locations within the program. No other file or program
needs to know where they are located. This is in contrast toghert symbol,

which Linux needs to know where it is so that it knows where to begin the
program’s execution. It's not an error to writgl obl dat a_i t ens, it’s just not
necessary. Anyway, play around with this line and add your own numbers. Even
though they arel ong, the program will produce strange results if any number is
greater than 255, because that'’s the largest allowed exit status. Also notice that if
you move the 0 to earlier in the list, the rest get ignoRRemember that any time

you change the source file, you have to re-assemble and re-link your program. Do
this now and see the results

All right, we've played with the data a little bit. Now let’s look at the code. In the
comments you will notice that we've marked sowaiablesthat we plan to use.
A variable is a dedicated storage location used for a specific purpose, usually
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given a distinct name by the programmer. We talked about these in the previous
section, but didn’t give them a name. In this program, we have several variables:

- avariable for the current maximum number found

- avariable for which number of the list we are currently examining, called the
index

« avariable holding the current number being examined

In this case,we have few enough variables that we can hold them all in registers. In
larger programs, you have to put them in memory, and then move them to registers
when you are ready to use them. We will discuss how to do that later. When people
start out programming, they usually underestimate the number of variables they
will need. People are not used to having to think through every detail of a process,
and therefore leave out needed variables in their first programming attempts.

In this program, we are usirigbx as the location of the largest item we've found.
%edi is used as thandexto the current data item we're looking at. Now, let’s talk
about what an index is. When we read the information fttzma_i t ens, we will

start with the first one (data item number 0), then go to the second one (data item
number 1), then the third (data item number 2), and so on. The data item number
is theindexof dat a_i t ens. You'll notice that the first instruction we give to the
computer is:

novl $0, %di

Since we are usingedi as our index, and we want to start looking at the first
item, we loadedi with 0. Now, the next instruction is tricky, but crucial to what
we’re doing. It says:

novl data_itens(, %edi, 4), %ax

Now to understand this line, you need to keep several things in mind:
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- data_itens is the location number of the start of our number list.

« Each number is stored across 4 storage locations (because we declared it using
.1 ong)

« %edi is holding O at this point

So, basically what this line does is say, "start at the beginning of data_items, and
take the first item number (becawgedi is 0), and remember that each number
takes up four storage locations." Then it stores that numbgar . This is how

you write indexed addressing mode instructions in assembly language. The
instruction in a general form is this:

novl  BEG NNI NGADDRESS(, %8 NDEXREG STER, WORDSI| ZE)

In our casalat a_i t ens was our beginning addresgdi was our index register,
and 4 was our word size. This topic is discussed further in the Section called
Addressing Modes

If you look at the numbers idat a_i t ens, you will see that the number 3 is now

in %eax. If %edi was setto 1, the number 67 would bevax, and if it was set to

2, the number 34 would be Feax, and so forth. Very strange things would

happen if we used a number other than 4 as the size of our storage loé&fibes.
way you write this is very awkward, but if you know what each piece does, it's not
too difficult. For more information about this, see the Section caledressing
Modes

Let’s look at the next line:

movl %eax, %ebx

10. The instruction doesn't really use 4 for the size of the storage locations, although looking
at it that way works for our purposes now. It's actually what's calledutiplier. basically,

the way it works is that you start at the location specifieddbya_i t ens, then you add

%edi *4 storage locations, and retrieve the number there. Usually, you use the size of the
numbers as your multiplier, but in some circumstances you’ll want to do other things.
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We have the first item to look at stored%ax. Since it is the first item, we know
it's the biggest one we've looked at. We store itdbx, since that’'s where we are
keeping the largest number found. Also, even thoug\i stands fomove it
actually copies the value, s@ax and%ebx both contain the starting valdé.

Now we move into doop. A loop is a segment of your program that might run

more than once. We have marked the starting location of the loop in the symbol
start _| oop. The reason we are doing a loop is because we don’t know how

many data items we have to process, but the procedure will be the same no matter
how many there are. We don’t want to have to rewrite our program for every list
length possible. In fact, we don't even want to have to write out code for a
comparison for every list item. Therefore, we have a single section of code (a
loop) that we execute over and over again for every elemeddtia_i t ens.

In the previous section, we outlined what this loop needed to do. Let’s review:

« Check to see if the current value being looked at is zero. If so, that means we
are at the end of our data and should exit the loop.

+ We have to load the next value of our list.

« We have to see if the next value is bigger than our current biggest value.

. Ifitis, we have to copy it to the location we are holding the largest value in.
- Now we need to go back to the beginning of the loop.

Okay, so now lets go to the code. We have the beginning of the loop marked with
start_| oop. Thatis so we know where to go back to at the end of our loop.
Then we have these instructions:

cnpl $0, %ax
je end_| oop

11. Also, thd innovl stands fomove longsince we are moving a value that takes up four
storage locations.
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Thecnpl instruction compares the two values. Here, we are comparing the
number 0O to the number stored%aax This compare instruction also affects a
register not mentioned here, thef | ags register. This is also known as the status
register, and has many uses which we will discuss later. Just be aware that the
result of the comparison is stored in the status register. The next line is a flow
control instruction which says fjompto theend_| oop location if the values that
were just compared are equal (that's whatdhef j e means). It uses the status
register to hold the value of the last comparison. We yggdbut there are many
jump statements that you can use:

je

Jump if the values were equal
ig

Jump if the second value was greater than the first Value
j ge

Jump if the second value was greater than or equal to the first value
jl

Jump if the second value was less than the first value
jle

Jump if the second value was less than or equal to the first value
jnp

Jump no matter what. This does not need to be preceeded by a comparison.

12. notice that the comparison is to see if fgEondvalue is greater than the first. | would
have thought it the other way around. You will find a lot of things like this when learning
programming. It occurs because different things make sense to different people. Anyway,
you'll just have to memorize such things and go on.

39



Chapter 3. Your First Programs

The complete list is documented in Appendix B. In this case, we are jumping if
%eax holds the value of zero. If so, we are done and we gotip_exi t .13

If the last loaded element was not zero, we go on to the next instructions:

i ncl %edi
novl data_itens(, %di,4), % ax

If you remember from our previous discussi@®edi contains the index to our list
of values indat a_i t ens. i ncl increments the value éfedi by one. Then the
mov| is just like the one we did beforehand. However, since we already
incrementededi , %eax Is getting the next value from the list. NoMgax has the
next value to be tested. So, let's test it!

cnpl % bx, %ax
jle start_|l oop

Here we compare our current value, storeégiax to our biggest value so far,
stored in%ebx. If the current value is less or equal to our biggest value so far, we
don’t care about it, so we just jump back to the beginning of the loop. Otherwise,
we need to record that value as the largest one:

movl %eax, %ebx
jmp start _|oop

which moves the current value inW&bx, which we are using to store the current
largest value, and starts the loop over again.

Okay, so the loop executes until it reaches a 0, when it jumpsdp_exi t . This
part of the program calls the Linux kernel to exit. If you remember from the last

13. The names of these symbols can be anything you want them to be, as long as they only
contain letters and the underscore characjefhe only one that is forced isst art, and
possibly others that you declare withl obl . However, if its a symbol you define and only

you use, feel free to call it anything you want that is adequately descriptive (remember that
others will have to modify your code later, and will have to figure out what your symbols
mean).
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program, when you call the operating system (remember it’s like signaling
Batman), you store the system call numbe¥@ax (1 for theexi t call), and store
the other values in the other registers. The exit call requires that we put our exit
status inebx We already have the exit status there since we are Us&hg as

our largest number, so all we have to do is le@dx with the number one and call
the kernel to exit. Like this:

movl $1, %ax
int 0x80

Okay, that was a lot of work and explanation, especially for such a small program.
But hey, you're learning a lot! Now, read through the whole program again, paying
special attention to the comments. Make sure that you understand what is going on
at each line. If you don’t understand a line, go back through this section and figure
out what the line means.

You might also grab a piece of paper, and go through the program step-by-step,
recording every change to every register, So you can see more clearly what is
going on.

Addressing Modes

In the Section calle®ata Accessing Methods Chapter 2 we learned the

different types of addressing modes available for use in assembly language. This
section will deal with how those addressing modes are represented in assembly
language instructions.

The general form of memory address references is this:
ADDRESS_OR_OFFSET( “BASE_OR_OFFSET, % NDEX, MULTI PLI ER)

All of the fields are optional. To calculate the address, simply perform the
following calculation:
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FI NAL ADDRESS = ADDRESS OR OFFSET + BASE_OR OFFSET + MULTI PLI ER * 9 NDE

ADDRESS OR_OFFSET andMULTI PLI ER must both be constants, while the other
two must be registers. If any of the pieces is left out, it is just substituted with zero
in the equation.

All of the addressing modes mentioned in the Section cdlath Accessing
Methodsin Chapter 2 except immediate-mode can be represented in this fashion.

direct addressing mode
This is done by only using threDDRESS OR_OFFSET portion. Example:
novl ADDRESS, %ax
This loads¥eax with the value at memory addreSBDRESS.

indexed addressing mode

This is done by using thaDDRESS_OR_OFFSET and the% NDEX portion.

You can use any general-purpose register as the index register. You can also
have a constant multiplier of 1, 2, or 4 for the index register, to make it easier
to index by bytes, double-bytes, and words. For example, let’'s say that we
had a string of bytes as ri ng_st art and wanted to access the third one

(an index of 2 since we start counting the index at zero),%eck held the

value 2. If you wanted to load it intéeax you could do the following:

novl string_start(,%ecx,1l), %ax
This starts astri ng_start,and addd * %scx to that address, and loads
the value intoeax.

indirect addressing mode

Indirect addressing mode loads a value from the address indicated by a
register. For example, #ieax held an address, we could move the value at
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that address teebx by doing the following:

movl (%eax), %Yebx

base pointer addressing mode

Base-pointer addressing is similar to indirect addressing, except that it adds a
constant value to the address in the register. For example, if you have a record
where the age value is 4 bytes into the record, and you have the address of the
record in%eax, you can retrieve the age int@bx by issuing the following
instruction:

novl 4(%ax), %ebx

immediate mode

Immediate mode is very simple. It does not follow the general form we have
been using. Immediate mode is used to load direct values into registers or
memory locations. For example, if you wanted to load the number 12 into
Y%eax, you would simply do the following:

movl $12, %ax

Notice that to indicate immediate mode, we used a dollar sign in front of the
number. If we did not, it would be direct addressing mode, in which case the
value located at memory location 12 would be loaded #gax rather than

the number 12 itself.

register addressing mode

Register mode simply moves data in or out of a register. In all of our
examples, register addressing mode was used for the other operand.

These addressing modes are very important, as every memory access will use one
of these. Every mode except immediate mode can be used as either the source or
destination operand. Immediate mode can only be a source operand.
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In addition to these modes, there are also different instructions for different sizes
of values to move. For example, we have been ustng to move data a word at

a time. in many cases, you will only want to move data a byte at a time. This is
accomplished by the instructiomvb. However, since the registers we have
discussed are word-sized and not byte-sized, you cannot use the full register.
Instead, you have to use a portion of the register.

Take for instanceéeax. If you only wanted to work with two bytes at a time, you
could just useax. %ax is the least-significant half (i.e. - the last part of the
number) of théxeax register, and is useful when dealing with two-byte quantities.
%ax is further divided up inteal and%ah. %al is the least-significant byte of

%ax, and%ah is the most significant byté.Loading a value int&eax will wipe

out whatever was ifal and%ah (and als@ax, since¥ax is made up of them).
Similarly, loading a value into eithetl or %ah will corrupt any value that was
formerly in%eax. Basically, it's wise to only use a register for either a byte or a
word, but never both at the same time.

14. When we talk about the most or leaggnificantbyte, it may be a little confusing. Let’s

take the number 5432. In that number, 54 is the most significant half of that number and 32
is the least significant half. You can't quite divide it like that for registers, since they operate
on base 2 rather than base 10 numbers, but that’s the basic idea. For more information on
this topic, see Chapter 10.

44



Chapter 3. Your First Programs

%eax

“

%ah | Yoal

W

%0ax

Layout of theveax register

For a more comprehensive list of instructions, see Appendix B.

Review

Know the Concepts

« What does if mean if a line in the program starts with the '# character?

« What is the difference between an assembly language file and an object code
file?

« What does the linker do?
« How do you check the result status code of the last program you ran?

- What is the difference betweemvl $1, %ax andnovl 1, %ax?
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Which register holds the system call number?
What are indexes used for?
Why do indexes usually start at 0?

If I issued the commandovl data_itens(, %di, 4), %ax and
data_items was address 3634 aedi held the value 13, what address would
you be using to move intaeax?

List the general-purpose registers.

What is the difference betweemvl andnovb?

What is flow control?

What does a conditional jump do?

What things do you have to plan for when writing a program?

Go through every instruction and list what addressing mode is being used for
each operand.

Use the Concepts

Modify the first program to return the value 3.
Modify the maxi nrumprogram to find the minimum instead.

Modify the maxi mumprogram to use the number 255 to end the list rather than
the number O

Modify the maxi rumprogram to use an ending address rather than the number
0 to know when to stop.

Modify the maxi nrumprogram to use a length count rather than the number 0 to
know when to stop.
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- What would the instructionovl _start, %ax do? Be specific, based on
your knowledge of both addressing modes and the meaningtcir t . How
would this differ from the instructionovl $ start, %ax?

Going Further

« Modify the first program to leave off thent instruction line. Assemble, link,
and execute the new program. What error message do you get. Why do you
think this might be?

« So far, we have discussed three approaches to finding the end of the list - using
a special number, using the ending address, and using the length count. Which
approach do you think is best? Why? Which approach would you use if you
knew that the list was sorted? Why?

47



Chapter 3. Your First Programs

48



Chapter 4. All About Functions

Dealing with Complexity

In Chapter 3, the programs we wrote only consisted of one section of code.
However, if we wrote real programs like that, it would be impossible to maintain
them. It would be really difficult to get multiple people working on the project, as
any change in one part might adversely affect another part that another developer
is working on.

To assist programmers in working together in groups, it is necessary to break
programs apart into separate pieces, which communicate with each other through
well-defined interfaces. This way, each piece can be developed and tested
independently of the others, making it easier for multiple programmers to work on
the project.

Programmers usieinctionsto break their programs into pieces which can be
independently developed and tested. Functions are units of code that do a defined
piece of work on specified types of data. For example, in a word processor
program, | may have a function calleédnd!l e_t yped_char act er which is

activated whenever a user types in a key. The data the function uses would
probably be the keypress itself and the document the user currently has open. The
function would then modify the document according to the keypress it was told
about.

The data items a function is given to process are callegarametersin the

word processing example, the key which was pressed and the document would be
considered parameters to thendl e_t yped_char act er s function. The

parameter list and the processing expectations of a function (what it is expected to
do with the parameters) are called the function’s interface. Much care goes into
designing function interfaces, because if they are called from many places within a
project, it is difficult to change them if necessary.

A typical program is composed of hundreds or thousands of functions, each with a
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small, well-defined task to perform. However, ultimately there are things that you
cannot write functions for which must be provided by the system. Those are called
primitive functiongor justprimitives - they are the basics which everything else

is built off of. For example, imagine a program that draws a graphical user
interface. There has to be a function to create the menus. That function probably
calls other functions to write text, to write icons, to paint the background,
calculate where the mouse pointer is, etc. However, ultimately, they will reach a
set of primitives provided by the operating system to do basic line or point
drawing. Programming can either be viewed as breaking a large program down
into smaller pieces until you get to the primitive functions, or incrementally
building functions on top of primitives until you get the large picture in focus. In
assembly language, the primitives are usually the same thing as the system calls,
even though system calls aren’t true functions as we will talk about in this chapter.

How Functions Work

Functions are composed of several different pieces:

function name

A function’s name is a symbol that represents the address where the
function’s code starts. In assembly language, the symbol is defined by typing
the the function’s name as a label before the function’s code. This is just like
labels you have used for jumping.

function parameters

A function’s parameters are the data items that are explicitly given to the
function for processing. For example, in mathematics, there is a sine

function. If you were to ask a computer to find the sine of 2, sine would be
the function’s name, and 2 would be the parameter. Some functions have
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many parameters, others have none.

local variables

Local variables are data storage that a function uses while processing that is
thrown away when it returns. It's kind of like a scratch pad of paper.
Functions get a new piece of paper every time they are activated, and they
have to throw it away when they are finished processing. Local variables of a
function are not accessible to any other function within a program.

static variables

Static variables are data storage that a function uses while processing that is
not thrown away afterwards, but is reused for every time the function’s code
is activated. This data is not accessible to any other part of the program.
Static variables are generally not used unless absolutely necessary, as they
can cause problems later on.

global variables

Global variables are data storage that a function uses for processing which

are managed outside the function. For example, a simple text editor may put
the entire contents of the file it is working on in a global variable so it doesn't
have to be passed to every function that operates‘o@anfiguration values

are also often stored in global variables.

return address

The return address is an "invisible" parameter in that it isn’'t directly used
during the function. The return address is a parameter which tells the function

1. Function parameters can also be used to hold pointers to data that the function wants to
send back to the program.

2. This is generally considered bad practice. Imagine if a program is written this way, and
in the next version they decided to allow a single instance of the program edit multiple files.
Each function would then have to be modified so that the file that was being manipulated
would be passed as a parameter. If you had simply passed it as a parameter to begin with,
most of your functions could have survived your upgrade unchanged.
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where to resume executing after the function is completed. This is needed
because functions can be called to do processing from many different parts of
your program, and the function needs to be able to get back to wherever it
was called from. In most programming languages, this parameter is passed
automatically when the function is called. In assembly languageahie
instruction handles passing the return address for your endhandles using

that address to return back to where you called the function from.

return value

The return value is the main method of transferring data back to the main
program. Most programming languages only allow a single return value for a
function.

These pieces are present in most programming languages. How you specify each
piece is different in each one, however.

The way that the variables are stored and the parameters and return values are
transferred by the computer varies from language to language as well. This
variance is known as a languagealling conventionbecause it describes how
functions expect to get and receive data when they are called.

Assembly language can use any calling convention it wants to. You can even make
one up yourself. However, if you want to interoperate with functions written in

other languages, you have to obey their calling conventions. We will use the

calling convention of the C programming language for our examples because it is
the most widely used, and because it is the standard for Linux platforms.

3. A conventionis a way of doing things that is standardized, but not forcibly so. For ex-
ample, it is a convention for people to shake hands when they meet. If | refuse to shake
hands with you, you may think | don't like you. Following conventions is important be-
cause it makes it easier for others to understand what you are doing, and makes it easier for
programs written by multiple independent authors to work together.
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Assembly-Language Functions using the C Calling
Convention

You cannot write assembly-language functions without understanding how the
computer’'sstackworks. Each computer program that runs uses a region of
memory called the stack to enable functions to work properly. Think of a stack as
a pile of papers on your desk which can be added to indefinitely. You generally
keep the things that you are working on toward the top, and you take things off as
you are finished working with them.

Your computer has a stack, too. The computer’s stack lives at the very top
addresses of memory. You can push values onto the top of the stack through an
instruction callechbushl , which pushes either a register or memory value onto the
top of the stack. Well, we say it’s the top, but the "top" of the stack is actually the
bottom of the stack’s memory. Although this is confusing, the reason for it is that
when we think of a stack of anything - dishes, papers, etc. - we think of adding
and removing to the top of it. However, in memory the stack starts at the top of
memory and grows downward due to architectural considerations. Therefore,
when we refer to the "top of the stack” remember it’s at the bottom of the stack’s
memory. You can also pop values off the top using an instruction cadpd.

This removes the top value from the stack and places it into a register or memory
location of your choosing..

When we push a value onto the stack, the top of the stack moves to accomodate the
additional value. We can actually continually push values onto the stack and it will
keep growing further and further down in memory until we hit our code or data.

So how do we know where the current "top" of the stack is? The stack register,
%esp, always contains a pointer to the current top of the stack, wherever it is.

Every time we push something onto the stack witlshl , %esp gets subtracted

by 4 so that it points to the new top of the stack (remember, each word is four
bytes long, and the stack grows downward). If we want to remove something from
the stack, we simply use th@pl instruction, which adds 4 t@esp and puts the
previous top value in whatever register you specifged.hl andpopl each take
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one operand - the register to push onto the stackdehl , or receive the data that
is popped off the stack fgropl .

If we simply want to access the value on the top of the stack without removing it,
we can simply use th&esp register in indirect addressing mode. For example, the
following code moves whatever is at the top of the stack %atax:

nmovl (%esp), %%eax
If we were to just do this:

movl %esp, %eax

then%eax would just hold the pointer to the top of the stack rather than the value
at the top. Puttingesp in parenthesis causes the computer to go to indirect
addressing mode, and therefore we get the value pointed%edyy. If we want to
access the value right below the top of the stack, we can simply issue this
instruction:

movl 4(%esp), Yeax

This instruction uses the base pointer addressing mode (see the Section called
Data Accessing Methods Chapter 2) which simply adds 4 t@sp before
looking up the value being pointed to.

In the C language calling convention, the stack is the key element for
implementing a function’s local variables, parameters, and return address.

Before executing a function, a program pushes all of the parameters for the
function onto the stack in the reverse order that they are documented. Then the
program issues @al | instruction indicating which function it wishes to start. The
cal | instruction does two things. First it pushes the address of the next
instruction, which is the return address, onto the stack. Then it modifies the
instruction pointer%ei p) to point to the start of the function. So, at the time the
function starts, the stack looks like this (the "top" of the stack is at the bottom on
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this example):
Par amet er #N

Paraneter 2
Parameter 1
Return Address <--- (% sp)

Each of the parameters of the function have been pushed onto the stack, and
finally the return address is there. Now the function itself has some work to do.

The first thing it does is save the current base pointer regtgten, by doing

pushl %ebp. The base pointer is a special register used for accessing function
parameters and local variables. Next, it copies the stack pointehbio by doing

movl %esp, %bp. This allows you to be able to access the function parameters
as fixed indexes from the base pointer. You may think that you can use the stack
pointer for this. However, during your program you may do other things with the
stack such as pushing arguments to other functions.

Copying the stack pointer into the base pointer at the beginning of a function
allows you to always know where your parameters are (and as we will see, local
variables too), even while you may be pushing things on and off the stack.

%ebp will always be where the stack pointer was at the beginning of the function,
so it is more or less a constant reference tostlaek framgthe stack frame

consists of all of the stack variables used within a function, including parameters,
local variables, and the return address).

At this point, the stack looks like this:

Parameter #N  <--- N4+4(%bp)

Par ameter 2 <--- 12(%bp)
Paranmeter 1 <--- 8(%bp)

Return Address <--- 4(%bp)

ad %bp <--- (%sp) and (%ebp)
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As you can see, each parameter can be accessed using base pointer addressing
mode using théebp register.

Next, the function reserves space on the stack for any local variables it needs. This
is done by simply moving the stack pointer out of the way. Let’s say that we are
going to need two words of memory to run a function. We can simply move the
stack pointer down two words to reserve the space. This is done like this:

subl $8, %esp

This subtracts 8 froresp (remember, a word is four bytes lontjJhis way, we

can use the stack for variable storage without worring about clobbering them with
pushes that we may make for function calls. Also, since it is allocated on the stack
frame for this function call, the variable will only be alive during this function.
When we return, the stack frame will go away, and so will these variables. That’s
why they are called local - they only exist while this function is being called.

Now we have two words for local storage. Our stack now looks like this:

Par amet er #N <--- N4+4(%ebp)

Par ameter 2 <--- 12(%bp)

Paraneter 1 <--- 8(%bp)

Ret urn Address <--- 4(%bp)

ad %bp <--- (%bp)

Local Variable 1 <--- -4(%bp)

Local Variable 2 <--- -8(%bp) and (%esp)

So we can now access all of the data we need for this function by using base
pointer addressing using different offsets fre@bp. %ebp was made specifically

for this purpose, which is why it is called the base pointer. You can use other
registers in base pointer addressing mode, but the x86 architecture makes using
the%ebp register a lot faster.

4. Justareminder - the dollar sign in front of the eight indicates immediate mode address-
ing, meaning that we load the number 8 it p rather than the value at address 8.
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Global variables and static variables are accessed just like we have been accessing
memory in previous chapters. The only difference between the global and static
variables is that static variables are only used by one function, while global
variables are used by many functions. Assembly language treats them exactly the
same, although most other languages distinguish them.

When a function is done executing, it does three things:

1. It stores it's return value ipeax.

2. It resets the stack to what it was when it was called (it gets rid of the current
stack frame and puts the stack frame of the calling code back into effect).

3. It returns control back to wherever it was called from. This is done using the
ret instruction, which pops whatever value is at the top of the stack, and sets
the instruction pointeei p, to that value.

So, before a function returns control to the code that called it, it must restore the
previous stack frame. Note also that without doing thes, wouldn’t work,

because in our current stack frame, the return address is not at the top of the stack.
Therefore, before we return, we have to reset the stack pdiatgr and base
pointer¥ebp to what they were when the function began.

Therefore to return from the function you have to do the following:

novl %bp, %esp
popl %bp
ret

At this point, you should consider all local variables to be disposedilod.reason

is that after you move the stack pointer back, future stack pushes will likely
overwrite everything you put there. Therefore, you should never save the address
of a local variable past the life of the function it was created in, or else it will be
overwritten after the life of it's stack frame ends.
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Control has now beenhanded back to the calling code, which can now examine
9eax for the return value. The calling code also needs to pop off all of the
parameters it pushed onto the stack in order to get the stack pointer back where it
was (you can also simply add 4 * number of paramte&etop using theaddl
instruction, if you don’t need the values of the parameters anymore).

Destruction of Registers

When you call a function, you should assume that everything currently
in your registers will be wiped out. The only register that is guaranteed
to be left with the value it started with is %bp. %eax is guaranteed to be
overwritten, and the others likely are. If there are registers you want to
save before calling a function, you need to save them by pushing them
on the stack before pushing the function’s paramters. You can then pop
them back off in reverse order after popping off the parameters. Even if
you know a function does not overwrite a register you should save it,
because future versions of that function may.

Other languages’ calling conventions may be different. For example,
other calling conventions may place the burden on the function to save
any registers it uses. Be sure to check to make sure the calling
conventions of your languages are compatible before trying to mix
languages. Or in the case of assembly language, be sure you know
how to call the other language’s functions. them.

Extended Specification: Details of the C language calling convention (also
known as the ABI, or Application Binary Interface) is available online. We
have oversimplified and left out several important pieces to make this simpler
for new programmers. For full details, you should check out the documents
available at http://www.linuxbase.org/spec/refspecs/ Specifically, you should

5. This is not always strictly needed unless you are saving registers on the stack before
a function call. The base pointer keeps the stack frame in a reasonably consistent state.
However, it is still a good idea, and is absolutely necessary if you are temporarily saving
registers on the stack..
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look for the System V Application Binary Interface - Intel386 Architecture
Processor Supplement.

A Function Example

Let’s take a look at how a function call works in a real program. The function we
are going to write is theower function. We will give the power function two
parameters - the number and the power we want to raise it to. For example, if we
gave it the paramters 2 and 3, it would raise 2 to the power of 3, or 2*2*2, giving
8. In order to make this program simple, we will only allow numbers 1 and greater.

The following is the code for the complete program. As usual, an explanation
follows. Name the filgpower . s.

#PURPOSE: Programto illustrate how functions work
# This programw || conmpute the val ue of

# 2"3 + 572

#

#Everything in the main programis stored in registers,
#so the data section doesn't have anyt hing.
.section .data

.section .text

.globl _start

_start:

pushl $3 #push second ar gunent

pushl $2 #push first argunent

call power #call the function

addl  $8, %esp #nmove the stack pointer back
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pushl %eax

pushl $2

pushl $5

call power

addl  $8, %esp

popl  %ebx

addl %ax, %ebx

movl  $1, %ax

i nt $0x80

#PURPCOSE

# the val ue of a nunber
# a power.

#

#1 NPUT: First argunent
# Second ar gument
#

#

#OUTPUT: Wil

#

#NOTES: The power

#

#VARI ABLES:

# %ebx -

# Y%ecx -

60

must be 1 or

#save the first answer before
#cal ling the next function

#push second ar gunent
#push first argunent
#call the function
#move the stack pointer back
#The second answer is already
#in %eax. W saved the
#first answer onto the stack,
#s0 now we can just pop it
#out into %bx

#add t hem t oget her
#the result is in %bx

#exit (% bx is returned)

This function is used to conpute

raised to

- the base nunber
- the power to
raise it to

give the result as a return val ue

great er

hol ds t he base nunber
hol ds the power
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#

# -4(%bp) - holds the current result

#

# %ax is used for tenporary storage

#

.type power, @unction

power :

pushl %ebp #save ol d base pointer

novl  %esp, %bp #make stack pointer the base pointer
subl  $4, %esp #get room for our |ocal storage

novl  8(%bp), %bx #put first argunment in % ax
movl 12(%bp), %cx #put second argument in %ecx

novl  %ebx, -4(%ebp) #store current result

power | oop_start:

cmpl  $1, %ecx #if the power is 1, we are done
je end_power

nmovl -4(%bp), %ax #nove the current result into % ax
imull %bx, %eax #mul tiply the current result by

#t he base number
novl %eax, -4(%bp) #store the current result

decl %ecx #decrease the power
jm power | oop_start #run for the next power

end_power :
novl -4(%bp), %eax #return value goes in %ax
novl %bp, %esp #restore the stack pointer
popl %ebp #irestore the base pointer
ret
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Type in the program, assemble it, and run it. Try calling power for different values,
but remember that the result has to be less than 256 when it is passed back to the
operating system. Also try subtracting the results of the two computations. Try
adding a third call to theower function, and add it’s result back in.

The main program code is pretty simple. You push the arguments onto the stack,
call the function, and then move the stack pointer back. The result is stored in
%eax. Note that between the two callsgower , we save the first value onto the
stack. This is because the only register that is guaranteed to be s&ebqhis
Therefore we push the value onto the stack, and pop the value back off after the
second function call is complete.

Let’s look at how the function itself is written. Notice that before the function,
there is documentation as to what the function does, what it's arguments are, and
what it gives as a return value. This is useful for programmers who use this
function. This is the function’s interface. This lets the programmer know what
values are needed on the stack, and what will Bgebx at the end.

We then have the following line:

.type power, @unction

This tells the linker that the symbpbwer should be treated as a function. Since
this program is only in one file, it would work just the same with this left out.
However, it is good practice.

After that, we define the value of tip@wer label:
power :

As mentioned previously, this defines the symboher to be the address where

the instructions following the label begin. This is hoai | power works. It

transfers control to this spot of the program. The difference betwekeh and

j mp is thatcal | also pushes the return address onto the stack so that the function
can return, while th¢ np does not.
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Next, we have our instructions to set up our function:
pushl %ebp
novl %esp, %bp
subl  $4, %sp

At this point, our stack looks like this:

Base Nunber <--- 12(%bp)

Power <--- 8(%bp)

Return Address <--- 4(%bp)

ad %bp <--- (%bp)

Current result <--- -4(%bp) and (%esp)

Although we could use a register for temporary storage, this program uses a local
variable in order to show how to set it up. Often times there just aren’t enough
registers to store everything, so you have to offload them into local variables.
Other times, your function will need to call another function and send it a pointer
to some of your data. You can’t have a pointer to a register, so you have to store it
in a local variable in order to send a pointer to it.

Basically, what the program does is start with the base number, and store it both as
the multiplier (stored ifebx) and the current value (stored in -4(%ebp)). It also

has the power stored Fecx It then continually multiplies the current value by

the multiplier, decreases the power, and leaves the loop if the powsa i) gets

down to 1.

By now, you should be able to go through the program without help. The only
things you should need to know is thatul I does integer multiplication and
stores the result in the second operand,@sxd decreases the given register by 1.
For more information on these and other instructions, see Appendix B

A good project to try now is to extend the program so it will return the value of a
number if the power is 0 (hint, anything raised to the zero power is 1). Keep
trying. If it doesn’t work at first, try going through your program by hand with a
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scrap of paper, keeping track of whetbp and%esp are pointing, what is on the
stack, and what the values are in each register.

Recursive Functions

The next program will stretch your brains even more. The program will compute
thefactorial of a number. A factorial is the product of a number and all the
numbers between it and one. For example, the factorial of 7 is 7*6*5*4*3*2*1,
and the factorial of 4 is 4*3*2*1. Now, one thing you might notice is that the
factorial of a number is the same as the product of a number and the factorial just
below it. For example, the factorial of 4 is 4 times the factorial of 3. The factorial
of 3 is 3 times the factorial of 2. 2 is 2 times the factorial of 1. The factorial of 1 is
1. This type of definition is called a recursive definition. That means, the definition
of the factorial function includes the factorial funtion itself. However, since all
functions need to end, a recursive definition must inclubdase caseThe base

case is the point where recursion will stop. Without a base case, the function
would go on forever calling itself until it eventually ran out of stack space. In the
case of the factorial, the base case is the number 1. When we hit the number 1, we
don’t run the factorial again, we just say that the factorial of 1 is 1. So, let’s run
through what we want the code to look like for our factorial function:

1. Examine the number
2. Is the number 1?
3. If so, the answer is one

4. Otherwise, the answer is the number times the factorial of the number minus
one

This would be problematic if we didn’t have local variables. In other programs,
storing values in global variables worked fine. However, global variables only
provide one copy of each variable. In this program, we will have multiple copies
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of the function running at the same time, all of them needing their own copies of
the datal Since local variables exist on the stack frame, and each function call
gets its own stack frame, we are okay.

Let’s look at the code to see how this works:

#PURPOSE - G ven a nunber, this program conputes the
# factorial. For exanple, the factorial of
3is3* 2* 1, or 6. The factorial of
4is 4* 3* 2* 1, or 24, and so on

H H H

#Thi s program shows how to call a function recursively.
.section .data

#Thi s program has no gl obal data

.section .text

.globl _start

.globl factorial #this is unneeded unless we want to share
#this function anong ot her prograns

start:

pushl $4 #The factorial takes one argument - the
#nunmber we want a factorial of. So, it
#gets pushed

call factorial #run the factorial function

addl %4, %sp  #Scrubs the paraneter that was pushed on

#t he stack

movl Y%eax, %bx #factorial returns the answer in %ax, but
#we want it in %bx to send it as our exit
#st at us

6. By "running at the same time" | am talking about the fact that one will not have finished
before a new one is activated. | am not implying that their instructions are running at the
same time.
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nmovl $1, % ax #call the kernel’s exit function
i nt $0x80

#This is the actual function definition
.type factorial, @unction
factorial:
pushl %ebp #standard function stuff - we have to
#irestore %bp to its prior state before
#ireturning, so we have to push it
movl  %esp, %bp #This is because we don’'t want to nodify
#t he stack pointer, so we use %bp

movl 8(%bp), %ax #This noves the first argunment to %eax
#4(%bp) holds the return address, and
#8(%bp) holds the first paraneter
cnpl  $1, %ax #1f the nunber is 1, that is our base
#case, and we sinply return (1 is
#al ready in % ax as the return val ue)
je end_factorial

decl % ax #ot herwi se, decrease the val ue
pushl %eax #push it for our call to factoria
call factorial #call factoria

novl 8(%bp), %bx #%ax has the return value, so we
#rel oad our paraneter into %bx

imull %ebx, %eax #mul tiply that by the result of the
#last call to factorial (in % ax)
#the answer is stored in %ax, which
#i s good since that's where return
#val ues go.

end _factori al

novl  %bp, %esp #standard function return stuff - we

popl %ebp #have to restore %bp and %esp to where
#t hey were before the function started

ret #ireturn to the function (this pops the
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#return val ue, too)

Assemble, link, and run it with these commands:

as factorial.s -o factorial.o
Id factorial.o -o factorial
./factorial

echo $?

This should give you the value 24. 24 is the factorial of 4, you can test it out
yourself with a calculator: 4 *3*2* 1 = 24.

I'm guessing you didn’t understand the whole code listing. Let’s go through it a
line at a time to see what is happening.

_start:
pushl $4
call factorial

Okay, this program is intended to compute the factorial of the number 4. When
programming functions, you are supposed to put the parameters of the function on
the top of the stack right before you call it. Remember, a functipafemetersare

the data that you want the function to work with. In this case, the factorial function
takes 1 parameter - the number you want the factorial of.

Thepushl instruction puts the given value at the top of the stack. ddid
instruction then makes the function call.

Next we have these lines:

addl $4, %sp
nmovl %eax, %ebx
novl $1, %sax
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i nt $0x80

This takes place aftéract ori al has finished and computed the factorial of 4 for
us. Now we have to clean up the stack. Haell instruction moves the stack
pointer back to where it was before we pushed#h@nto the stack. You should
always clean up your stack parameters after a function call returns.

The next instruction moveZeax to %ebx. What's in%eax? Itisfactori al ’'s

return value. In our case, it is the value of the factorial function. With 4 as our
parameter, 24 should be our return value. Remember, return values are always
stored in%eax. We want to return this value as the status code to the operating
system. However, Linux requires that the program’s exit status be stotethx)
not%ax, so we have to move it. Then we do the standard exit system call.

The nice thing about function calls is that:

« Other programmers don’t have to know anything about them except it's
arguments to use them.

+ They provide standardized building blocks from which you can form a program.

« They can be called multiple times and from multiple locations and they always
know how to get back to where they were sireg | pushes the return address
onto the stack.

These are the main advantages of functions. Larger programs also use functions to
break down complex pieces of code into smaller, simpler ones. In fact, almost all
of programming is writing and calling functions.

Let’'s now take a look at how thfeact ori al function itself is implemented.

Before the function starts, we have this directive:

.type factorial, @unction
factorial:
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The. t ype directive tells the linker thatact ori al is a function. This isn’t really
needed unless we were usiingct or i al in other programs. We have included it
for completeness. The line that sdysct ori al : gives the symbdiact ori al

the storage location of the next instruction. That’s haw! knew where to go
when we said¢tal | factorial.

The first real instructions of the function are:

pushl %ebp
novl  %esp, %bp

As shown in the previous program, this creates the stack frame for this function.
These two lines will be the way you should start every function.

The next instruction is this:

novl  8(%bp), %eax

This uses base pointer addressing to move the first parameter of the function into
%eax. Remembern %ebp) has the oldebp, 4( %ebp) has the return address, and

8( %ebp) is the location of the first parameter to the function. If you think back,

this will be the value 4 on the first call, since that was what we pushed on the stack
before calling the function (withushl $4). parameter int@eax. As this

function calls itself, it will have other values, too.

Next, we check to see if we've hit our base case (a parameter of 1). If so, we jump
to the instruction at the labehd_f act ori al , where it will be returned. Et’s

already in%eax which we mentioned earlier is where you put return values. That

is accomplished by these lines:

cmpl $1, %ax
je end_factorial

If it's not our base case, what did we say we would do? We would call the
factori al function again with our parameter minus one. So, first we decrease
%eax by one:
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decl % eax

decl stands for decrement. It subtracts 1 from the given register or memory
location @¢eax in our case)i ncl is the inverse - it adds 1. After decrementing
%eax we push it onto the stack since it's going to be the parameter of the next
function call. And then we caflact ori al again!

pushl %eax
call factorial

Okay, now we've called act or i al . One thing to remember is that after a
function call, we can never know what the registers are (ex@ept and%ebp).

So even though we had the value we were called witieinx, it's not there any
more. Therefore, we need pull it off the stack from the same place we got it the
first time (at8( %ebp) ). So, we do this:

novl 8(%bp), %ebx

Now, we want to multiply that number with the result of the factorial function. If
you remember our previous discussion, the result of functions are Rfaix. So,
we need to multiplyebx with ¥eax. This is done with this instruction:

i mull %bx, %ax

This also stores the result %&ax, which is exactly where we want the return

value for the function to be! Since the return value is in place we just need to leave
the function. If you remember, at the start of the function we puskeéeg, and
moved%esp into %ebp to create the current stack frame. Now we reverse the
operation to destroy the current stack frame and reactivate the last one:

end _factorial
novl %bp, %esp
popl %ebp

Now we're already to return, so we issue the following command
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ret
This pops the top value off of the stack, and then jumps to it. If you remember our
discussion aboutal | , we said thatal | first pushed the address of the next
instruction onto the stack before it jumped to the beginning of the function. So,

here we pop it back off so we can return there. The function is done, and we have
our answer!

Like our previous program, you should look over the program again, and make

sure you know what everything does. Look back through this section and the
previous sections for the explanation of anything you don’t understand. Then, take
a piece of paper, and go through the program step-by-step, keeping track of what
the values of the registers are at each step, and what values are on the stack. Doing
this should deepen your understanding of what is going on.

Review

Know the Concepts

« What are primitives?
« What are calling conventions?
« What is the stack?

« How dopushl andpopl affect the stack? What special-purpose register do
they affect?

« What are local variables and what are they used for?
« Why are local variables so necessary in recursive functions?
« What are%ebp and%esp used for?

« What is a stack frame?
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Use the Concepts

« Write a function called quar e which receives one argument and returns the
square of that argument.

« Write a program to test yowrquar e function.

« Convert the maximum program given in the Section caliediing a Maximum
Valuein Chapter 3 so that it is a function which takes a pointer to several values
and returns their maximum. Write a program that calls maximum with 3
different lists, and returns the result of the last one as the program’s exit status
code.

+ Explain the problems that would arise without a standard calling convention.

Going Further

« Do you think it's better for a system to have a large set of primitives or a small
one, assuming that the larger set can be written in terms of the smaller one?

« The factorial function can be written non-recursively. Do so.

« Find an application on the computer you use regularly. Try to locate a specific
feature, and practice breaking that feature out into functions. Define the
function interfaces between that feature and the rest of the program.

« Come up with your own calling convention. Rewrite the programs in this
chapter using it. An example of a different calling convention would be to pass
paramters in registers rather than the stack, to pass them in a different order, to
return values in other registers or memory locations. Whatever you pick, be
consistent and apply it throughout the whole program.

« Can you build a calling convention without using the stack? What limitations
might it have?
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« What test cases should we use in our example program to check to see if it is
working properly?

73



Chapter 4. All About Functions

74



Chapter 5. Dealing with Files

A lot of computer programming deals with files. After all, when we reboot our
computers, the only thing that remains from previous sessions are the things that
have been put on disk. Data which is stored in files is cglledistentata,

because it persists in files that remain on the disk even when the program isn’t
running..

The UNIX File Concept

Each operating system has it's own way of dealing with files. However, the UNIX
method, which is used on Linux, is the simplest and most universal. UNIX files,

no matter what program created them, can all be accessed as a sequential stream
of bytes. When you access a file, you start by opening it by name. The operating
system then gives you a number, callefiledescriptor which you use to refer to

the file until you are through with it. You can then read and write to the file using

its file descriptor. When you are done reading and writing, you then close the file,
which then makes the file descriptor useless.

In our programs we will deal with files in the following ways:

1. Tell Linux the name of the file to open, and in what mode you want it opened
(read, write, both read and write, create it if it doesn’t exist, etc.). This is
handled with thepen system call, which takes a filename, a number
representing the mode, and a permission set as its parandgtexswill hold
the system call number, which is 5. The address of the first character of the
filename should be stored %&bx. The read/write intentions, represented as a
number, should be stored #&cx. For now, use O for files you want to read
from, and 03101 for files you want to write to (you must include the leading
zero)! Finally, the permission set should be stored as a numisgdr. If

1. This will be explained in more detail in the Section calledth, Falsehood, and Binary
Numberdn Chapter 10.

75



Chapter 5. Dealing with Files

you are unfamiliar with UNIX permissions, just use 0666 for the permissions
(again, you must include the leading zero).

2. Linux will then return to you a file descriptor feax. Remember, this is a
number that you use to refer to this file throughout your program.

3. Next you will operate on the file doing reads and/or writes, each time giving
Linux the file descriptor you want to useead is system call 3, and to call it
you need to have the file descriptordabx, the address of a buffer for storing
the data that is read #ecx, and the size of the buffer #edx. Buffers will be
explained in the Section calld@lffers and bss. r ead will return with either
the number of characters read from the file, or an error code. Error codes can
be distinguished because they are always negative numbers (more information
on negative numbers can be found in Chapter a0t e is system call 4, and
it requires the same parameters asrtbad system call, except that the buffer
should already be filled with the data to write out. Mae t e system call will
give back the number of bytes writtend@ax or an error code.

4. When you are through with your files, you can then tell Linux to close them.
Afterwards, your file descriptor is no longer valid. This is done usingse,
system call 6. The only parameterdbose is the file descriptor, which is
placed in%ebx

Buffers and . bss

In the previous section we mentioned buffers without explaining what they were.

A buffer is a continuous block of bytes used for bulk data transfer. When you
request to read a file, the operating system needs to have a place to store the data it
reads. That place is called a buffer. Usually buffers are only used to store data
temporarily, and it is then read from the buffers and converted to a form that is
easier for the programs to handle. Our programs won’'t be complicated enough to
need that done. For an example, let’s say that you want to read in a single line of
text from a file but you do not know how long that line is. You would then simply

76



Chapter 5. Dealing with Files

read a large number of bytes/characters from the file into a buffer, look for the
end-of-line character, and copy all of the characters to that end-of-line character to
another location. If you didn’t find and end-of-line character, you would allocate
another buffer and continue reading. You would probably wind up with some
characters left over in your buffer in this case, which you would use as the starting
point when you next need data from the file.

Another thing to note is that buffers are a fixed size, set by the programmer. So, if
you want to read in data 500 bytes at a time, you send ¢le system call the

address of a 500-byte unused location, and send it the number 500 so it knows how
big it is. You can make it smaller or bigger, depending on your application’s needs.

To create a buffer, you need to either reserve static or dynamic storage. Static
storage is what we have talked about so far, storage locations declared using

.1 ong or. byt e directives. Dynamic storage will be discussed in the Section
calledGetting More Memoryn Chapter 9. There are problems, though, with
declaring buffers usingbyt e. First, it is tedious to type. You would have to type
500 numbers after thebyt e declaration, and they wouldn’t be used for anything
but to take up space. Second, it uses up space in the executable. In the examples
we've used so far, it doesn’t use up too much, but that can change in larger
programs. If you want 500 bytes you have to type in 500 numbers and it wastes
500 bytes in the executable. There is a solution to both of these. So far, we have
discussed two program sections, thext and the dat a sections. There is
another section called thévss. This section is like the data section, except that it
doesn’t take up space in the executable. This section can reserve storage, but it
can'tinitialize it. In the. dat a section, you could reserve storage and set it to an
initial value. In the. bss section, you can’t set an initial value. This is useful for
buffers because we don't need to initialize them anyway, we just need to reserve
storage. In order to do this, we do the following commands:

.section .bss

2. While this sounds complicated, most of the time in programming you will not need to
deal directly with buffers and file descriptors. In Chapter 8 you will learn how to use existing
code present in Linux to handle most of the complications of file input/output for you.
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.l comm ny_buffer, 500

This directive,. | comm will create a symbolyy_buf f er , that refers to a
500-byte storage location that we can use as a buffer. We can then do the
following, assuming we have opened a file for reading and have placed the file
descriptor inebx:

movl $ny_buffer, % ecx
movl 500, %edx

movl 3, %ax

int $0x80

This will read up to 500 bytes into our buffer. In this example, | placed a dollar
sign in front ofmy_buf f er . Remember that the reason for this is that without the
dollar sign,my_buf f er is treated as a memory location, and is accessed in direct
addressing mode. The dollar sign switches it to immediate mode addressing,
which actually loads the number representednpybuf f er (i.e. - the address of

the start of our buffer). (which is the addresswf buf f er) itself into %ecx.

Standard and Special Files

You might think that programs start without any files open by default. This is not
true. Linux programs usually have at least three open file descriptors when they
begin. They are:

STDIN

This is thestandard inputlt is a read-only file, and usually represents your
keyboarc This is always file descriptor O.

3. Aswe mentioned earlier, in Linux, almost everything is a "file". Your keyboard input is
considered a file, and so is your screen display.
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STDOUT

This is thestandard outputlt is a write-only file, and usually represents your
screen display. This is always file descriptor 1.

STDERR

This is yourstandard error It is a write-only file, and usually represents your
screen display. Most regular processing output go&3 DoUT, but any error
messages that come up in the process T ERR. This way, if you want to,
you can split them up into separate places. This is always file descriptor 2.

Any of these "files" can be redirected from or to a real file, rather than a screen or
a keyboard. This is outside the scope of this book, but any good book on the UNIX
command-line will describe it in detail. The program itself does not even need to
be aware of this indirection - it can just use the standard file descriptors as usual.

Notice that many of the files you write to aren't files at all. UNIX-based operating
systems treat all input/output systems as files. Network connections are treated as
files, your serial port is treated like a file, even your audio devices are treated as
files. Communication between processes is usually done through special files
called pipes. Some of these files have different methods of opening and creating
them than regular files (i.e. - they don’t use tpen system call), but they can all

be read from and written to using the standesdd andwr i t e system calls.

Using Files in a Program

We are going to write a simple program to illustrate these concepts. The program
will take two files, and read from one, convert all of its lower-case letters to
upper-case, and write to the other file. Before we do so, let’s think about what we
need to do to get the job done:

« Have a function that takes a block of memory and converts it to upper-case.
This function would need an address of a block of memory and its size as
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parameters.

« Have a section of code that repeatedly reads in to a buffer, calls our conversion
function on the buffer, and then writes the buffer back out to the other file.

« Begin the program by opening the necessary files.

Notice that I've specified things in reverse order that they will be done. That's a
useful trick in writing complex programs - first decide the meat of what is being
done. In this case, it's converting blocks of characters to upper-case. Then, you
think about what all needs to be setup and processed to get that to happen. In this
case, you have to open files, and continually read and write blocks to disk. One of
the keys of programming is continually breaking down problems into smaller and
smaller chunks until it's small enough that you can easily solve the problem. Then
you can build these chunks back up until you have a working program.

You may have been thinking that you will never remember all of these numbers
being thrown at you - the system call numbers, the interrupt number, etc. In this
program we will also introduce a new directivesqu which should help out.

. equ allows you to assign names to numbers. For example, if you elid

LI NUX_SYSCALL, 0x80, any time after that you wrotel NUX_SYSCALL, the
assembler would substitws 80 for that. So now, you can write

int $LI NUX_SYSCALL

which is much easier to read, and much easier to remember. Coding is complex,
but there are a lot of things we can do like this to make it easier.

Here is the program. Note that we have more labels than we actually use for
jumps, because some of them are just there for clarity. Try to trace through the
program and see what happens in various cases. An in-depth explanation of the
program will follow.

#PURPCOSE: Thi s program converts an input file

4. Maureen SprankleBroblem Solving and Programming Concejst&n excellent book
on the problem-solving process applied to computer programming.
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# to an output file with all letters
# converted to uppercase.
#

#PROCESSI NG 1) Open the input file
2) Open the output file
4) Wile we're not at the end of the input file
a) read part of file into our menory buffer
b) go through each byte of menory
if the byte is a |ower-case letter
convert it to uppercase
c) wite the nmenory buffer to output file

HOH O H HHH

.section .data
Ht###H#H CONSTANT SHEHHAH##H1H

#system cal |l nunbers
.equ SYS_OPEN, 5
.equ SYS WRITE, 4
.equ SYS READ, 3
.equ SYS CLCSE, 6
.equ SYS EXIT, 1

#options for open (Il ook at
#/usr/include/asnifcntl.h for

#various values. You can conbi ne them
#by addi ng them or ORI ng them

#This is discussed at greater length
#in "Counting Like a Computer”

.equ O RDONLY, O

.equ O CREAT _WRONLY_TRUNC, 03101

#standard file descriptors

.equ STDIN, O
.equ STDAUT, 1
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.equ STDERR, 2

#isystemcall interrupt
.equ LI NUX_SYSCALL, 0x80

.equ END OF_ FILE, O #This is the return val ue
#of read which neans we’ ve
#hit the end of the file

. equ NUVBER ARGUMENTS, 2

.section .bss

#Buffer - this is where the data is | oaded into
# fromthe data file and witten from
into the output file. This should
never exceed 16,000 for various
reasons.

. equ BUFFER_SI ZE, 500

. | comm BUFFER DATA, BUFFER Sl ZE

#* H H

.section .text

#STACK PCSI TI ONS

.equ ST_SIZE RESERVE, 8

.equ ST_FD IN, -4

.equ ST_FD QUT, -8

.equ ST_ARCC, O #Nunber of argunents
.equ ST_ARGV O, 4 #Name of program
.equ ST_ARGV_1, 8 #l nput file nane

.equ ST_ARGV_2, 12 #Qut put file nane

.globl _start

_start:
###1 Nl Tl ALI ZE PROGRAM###
#save the stack pointer
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novl  %esp, %bp

#Al | ocat e space for our file descriptors
#on the stack
subl  $ST_SI ZE RESERVE, %esp

open_files:

open_fd_in:

###OPEN | NPUT FI LE###

#open syscal

novl  $SYS _OPEN, %ax
#input filenanme into %bx
novl ST _ARGV_1(%bp), %ebx
#read-only fl ag

novl  $O RDONLY, %ecx

#this doesn’t really matter for reading
movl  $0666, %edx

#cal | Li nux

i nt $LI NUX_SYSCALL

store_fd_in:
#save the given file descriptor
novl %ax, ST_FD | N(%ebp)

open_fd_out:

###OPEN OUTPUT FI LE###

#open the file

nmovl  $SYS_OPEN, %ax

#out put filename into %bx

novl  ST_ARGV_2(%bp), %ebx
#flags for witing to the file
novl  $O CREAT _WRONLY _TRUNC, %ecx
#nmode for new file (if it’s created)
novl $0666, %edx

#cal | Li nux
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int  $LI NUX_SYSCALL

store fd out:
#istore the file descriptor here
novl  %ax, ST_FD OUT(%bp)

###BEG N MAI N LOOP#H##
read_| oop_begi n:

###READ | N A BLOCK FROM THE | NPUT FI LE###
novl  $SYS READ, %ax

#get the input file descriptor

novl ST _FD | N(%ebp), %bx

#the location to read into

novl  $BUFFER _DATA, %ecx

#t he size of the buffer

novl  $BUFFER _SI ZE, %edx

#Si ze of buffer read is returned in % ax
i nt $LI NUX_SYSCALL

###EXIT | F WE' VE REACHED THE END###
#check for end of file marker

cnpl  $END OF FILE, %ax

#if found or on error, go to the end
jle end_I| oop

continue_read_| oop
###CONVERT THE BLOCK TO UPPER CASE###

pushl $BUFFER_DATA #l ocation of buffer
pushl %eax #size of the buffer
call convert _to_upper

popl %eax #get the size back
addl %4, %sp #restore %esp

###VWRI TE THE BLOCK OUT TO THE OUTPUT FI LE###
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#si ze of the buffer

nmovl %eax, %edx

nmovl  $SYS WRI TE, %ax
#file to use

novl ST _FD QUT(%bp), %ebx
#l ocation of the buffer
novl  $BUFFER _DATA, %ecx

i nt $LI NUX_SYSCALL

###CONTI NUE THE LOOP###
jmp read_| oop_begin

end_| oop:

###CLOSE THE FI LESH##

#NOTE - we don't need to do error checking

# on these, because error conditions

# don’t signify anything special here
movl  $SYS_CLOSE, %ax

novl ST_FD QUT(%bp), %ebx

i nt $LI NUX_SYSCALL

novl  $SYS CLOSE, %ax
novl ST _FD | N(%ebp), %ebx
i nt $LI NUX_SYSCALL

HHHEX| THEH

novl $SYS EXIT, %ax
nmovl  $0, %ebx

int  $LI NUX_SYSCALL

#PURPOSE: This function actually does the

# conversion to upper case for a bl ock
#
#1 NPUT: The first paraneter is the |ocation
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# of the block of nmenory to convert

# The second paraneter is the | ength of
# that buffer

#

#OUTPUT: This function overwites the current
# buffer with the upper-casified version
#

#VARI ABLES:

# %ax - beginning of buffer

# %bx - length of buffer

# %di - current buffer offset

# %l - current byte being exam ned

# (first part of %ecx)

#

### CONSTANT SH#

#The | ower boundary of our search

.equ LONERCASE A, 'a’

#The upper boundary of our search

.equ LOWERCASE 7z, 'z’

#Conver si on between upper and | ower case
.equ UPPER CONVERSIQON, A" - "a

#H##STACK STUFF###

.equ ST_BUFFER _LEN, 8 #Length of buffer
.equ ST _BUFFER, 12 #act ual buffer
convert to_upper:

pushl %ebp

novl  %esp, %bp

###SET UP VARI ABLESH##

novl  ST_BUFFER( %bp), %ax
novl  ST_BUFFER_LEN( %bp), %bx
novl $0, %d
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#if a buffer with zero I ength was given
#t0 us, just |eave

cnpl  $0, %bx

je end_convert _| oop

convert | oop:
#get the current byte
novb (%ax, %edi, 1), %l

#go to the next byte unless it is between
#a and 'z’

cnpb  $LOWERCASE A, %l

jl next byte

cmpb  $LONERCASE Z, %l

ig next _byte

#ot herwi se convert the byte to uppercase
addb $UPPER_CONVERSI ON, %l

#and store it back

novb %l , (%ax, %edi, 1)

next _byt e:

incl %edi #next byte

cnpl  %edi, %bx #conti nue unl ess
#we' ve reached the
#end

j ne convert _| oop

end_convert _| oop:

#no return val ue, just |eave
novl  %ebp, %esp

popl %ebp

ret

Type in this program asoupper . s, and then enter in the following commands:
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as toupper.s -0 toupper.o
| d toupper.o -0 toupper

This builds a program calledbupper , which converts all of the lowercase
characters in a file to uppercase. For example, to convert theofilgper . s to
uppercase, type in the following command:

./ toupper toupper.s toupper.uppercase

You will now find in the filet oupper . upper case an uppercase version of your
original file.

Let's examine how the program works.

The first section of the program is marked\NSTANTS. In programming, a

constant is a value that is assigned when a program assembles or compiles, and is
never changed. | make a habit of placing all of my constants together at the
beginning of the program. It's only necessary to declare them before you use
them, but putting them all at the beginning makes them easy to find. Making them
all upper-case makes it obvious in your program which values are constants and
where to find them.In assembly language, we declare constants with the

. equ directive as mentioned before. Here, we simply give names to all of the
standard numbers we've used so far, like system call numbers, the syscall interrupt
number, and file open options.

The next section is markeBUFFERS. We only use one buffer in this program,
which we callBUFFER_DATA. We also define a consta®JFFER_SI ZE, which

holds the size of the buffer. If we always refer to this constant rather than typing
out the number 500 whenever we need to use the size of the buffer, if it later
changes, we only need to modify this value, rather than having to go through the
entire program and changing all of the values individually.

Instead of going on the thest art section of the program, go to the end where
we define theonvert _t o_upper function. This is the part that actually does the

5. This is fairly standard practice among programmers in all languages.
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conversion.

This section begins with a list of constants that we will use The reason these are
put here rather than at the top is that they only deal with this one function. We
have these definitions:

.equ LOWNERCASE A, &’
.equ LOWERCASE 7z, 'z’
.equ UPPER_CONVERSION, A - &’

The first two simply define the letters that are the boundaries of what we are
searching for. Remember that in the computer, letters are represented as numbers.
Therefore, we can udeDNERCASE_A in comparisons, additions, subtractions, or
anything else we can use numbers in. Also, notice we define the constant
UPPER_CONVERSI ON. Since letters are represented as numbers, we can subtract
them. Subtracting an upper-case letter from the same lower-case letter gives us
how much we need to add to a lower-case letter to make it upper case. If that
doesn’'t make sense, look at the ASCII code tables themselves (see Appendix D).
You'll notice that the number for the characteis 65 and the charactaris 97.

The conversion factor is then -32. For any lowercase letter if you add -32, you will
get it’s capital equivalent.

After this, we have some constants labelFehCK PCSI TI ONS. Remember that
function parameters are pushed onto the stack before function calls. These
constants (prefixed witBT for clarity) define where in the stack we should expect

to find each piece of data. The return address is at positiotes g, the length of

the buffer is at position 8 ¥esp, and the address of the buffer is at position 12 +
%esp. Using symbols for these numbers instead of the numbers themselves makes
it easier to see what data is being used and moved.

Next comes the labelonvert _t o_upper . This is the entry point of the function.
The first two lines are our standard function lines to save the stack pointer. The
next two lines

movl  ST_BUFFER(%bp), %ax
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movl  ST_BUFFER_LEN( %ebp), %bx

move the function parameters into the appropriate registers for use. Then, we load
zero into%edi . What we are going to do is iterate through each byte of the buffer
by loading from the locatiopeax + %edi , incrementingdi , and repeating

until %edi is equal to the buffer length stored¥ebx. The lines

cmpl  $0, %ebx
je end_convert | oop

are just a sanity check to make sure that noone gave us a buffer of zero size. If
they did, we just clean up and leave. Guarding against potential user and
programming errors is an important task of a programmer. You can always specify
that your function should not take a buffer of zero size, but it's even better to have
the function check and have a reliable exit plan if it happens.

Now we start our loop. First, it moves a byte ittol . The code for this is
novb (%ax, %edi, 1), %l

It is using an indexed indirect addressing mode. It says to stégteat and go

%edi locations forward, with each location being 1 byte big. It takes the value
found there, and put it ieie] . After this it checks to see if that value is in the

range of lower-casato lower-case. To check the range, it simply checks to see

if the letter is smaller thaa. If itis, it can’t be a lower-case letter. Likewise, if it is
larger tharg, it can’t be a lower-case letter. So, in each of these cases, it simply
moves on. Ifitis in the proper range, it then adds the uppercase conversion, and
stores it back into the buffer.

Either way, it then goes to the next value by incrementing %cl;. Next it checks to
see if we are at the end of the buffer. If we are not at the end, we jump back to the
beginning of the loop (theonvert | oop label). If we are at the end, it simply
continues on to the end of the function. Because we are modifying the buffer
directly, we don’t need to return anything to the calling program - the changes are
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already in the buffer. The labehd_convert _| oop is not needed, but it’s there
So it's easy to see where the parts of the program are.

Now we know how the conversion process works. Now we need to figure out how
to get the data in and out of the files.

Before reading and writing the files we must open them. The Udiin system
call is what handles this. It takes the following parameters:

+ %ax contains the system call number as usual - 5 in this case.

+ % bx contains a pointer to a string that is the name of the file to open. The
string must be terminated with the null character.

+ % ecx contains the options used for opening the file. These tell Linux how to
open the file. They can indicate things such as open for reading, open for
writing, open for reading and writing, create if it doesn't exist, delete the file if
it already exists, etc. We will not go into how to create the numbers for the
options until the Section calletruth, Falsehood, and Binary Numbenrs
Chapter 10. For now, just trust the numbers we come up with.

+ % dx contains the permissions that are used to open the file. This is used in
case the file has to be created first, so Linux knows what permissions to create
the file with. These are expressed in octal, just like regular UNIX permis8ions.

After making the system call, the file descriptor of the newly-opened file is stored
in %eax.

So, what files are we opening? In this example, we will be opening the files
specified on the command-line. Fortunately, command-line parameters are already
stored by Linux in an easy-to-access location, and are already null-terminated.
When a Linux program begins, all pointers to command-line arguments are stored
on the stack. The number of arguments is storeg{ &sp) , the name of the

program is stored dt2( %esp) , and the arguments are stored fra6( %esp) on.

6. If you aren't familiar with UNIX permissions, just p#0666 here. Don't forget the
leading zero, as it means that the number is an octal number.
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In the C Programming language, this is referred to asthg array, so we will
refer to it that way in our program.

The first thing our program does is save the current stack positizghp and
then reserve some space on the stack to store the file descriptors. After this, it
starts opening files.

The first file the program opens is the input file, which is the first command-line
argument. We do this by setting up the system call. We put the file name into
%ebx, the read-only mode number int@cx, the default mode 0666 into

%edx, and the system call number irileax After the system call, the file is open
and the file descriptor is stored¥®ax.” The file descriptor is then transferred to
it's appropriate place on the stack.

The same is then done for the output file, except that it is created with a
write-only, create-if-doesn’t-exist, truncate-if-does-exist mode. Its file descriptor
is stored as well.

Now we get to the main part - the read/write loop. Basically, we will read
fixed-size chunks of data from the input file, call our conversion function on it,

and write it back to the output file. Although we are reading fixed-size chunks, the
size of the chunks don’t matter for this program - we are just operating on straight
sequences of characters. We could read it in with as little or as large of chunks as
we want, and it still would work properly.

The first part of the loop is to read the data. This uses #zel system call. This

call just takes a file descriptor to read from, a buffer to write into, and the size of
the buffer (i.e. - the maximum number of bytes that could be written). The system
call returns the number of bytes actually read, or end-of-file (the number 0).

7. Notice that we don’t do any error checking on this. That is done just to keep the program
simple. In normal programs, every system call should normally be checked for success or
failure. In failure caseeax will hold an error code instead of a return value. Error codes
are negative, so they can be detected by compairag to zero and jumping if it is less

than zero.
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After reading a block, we chedkeax for an end-of-file marker. If found, it exits
the loop. Otherwise we keep on going.

After the data is read, theonvert t o_upper function is called with the buffer
we just read in and the number of characters read in the previous system call.
After this function executes, the buffer should be capitalized and ready to write
out. The registers are then restored with what they had before.

Finally, we issue ar i t e system call, which is exactly like theead system call,
except that it moves the data from the buffer out to the file. Now we just go back
to the beginning of the loop.

After the loop exits (remember, it exits if, after a read, it detects the end of the
file), it simply closes its file descriptors and exits. The close system call just takes
the file descriptor to close iebx.

The program is then finished!

Review

Know the Concepts

+ Describe the lifecycle of a file descriptor.

« What are the standard file descriptors and what are they used for?
« What is a buffer?

« What is the difference between thedat a section and thebss section?

« What are the system calls related to reading and writing files?
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Use the Concepts

« Modify thet oupper program so that it reads fro8TDI N and writes to
STDOUT instead of using the files on the command-line.

« Change the size of the buffer.

« Rewrite the program so that it uses storage in.thes section rather than the
stack to store the file descriptors.

« Write a program that will create a file call@@ynow. t xt and write the words
"Hey diddle diddle!" into it.

Going Further

« What difference does the size of the buffer make?
« What error results can be returned by each of these system calls?

- Make the program able to either operate on command-line arguments or use
STDI N or STDOUT based on the number of command-line arguments specified
by ARGC.

« Modify the program so that it checks the results of each system call, and prints
out an error message 87DOUT when it occurs.
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Records

As mentioned in Chapter 5, many applications deal with data thpersstent

meaning that the data lives longer than the program by being stored on disk inf
files. You can shut down the program and open it back up, and you are back where
you started. Now, there are two basic kinds of persistent data - structured and
unstructured. Unstructured data is like what we dealt with irt thepper

program. It just dealt with text files that were entered by a person. The contents of
the files weren't usable by a program because a program can't interpret what the
user is trying to say in random text.

Structured data, on the other hand, is what computers excel at handling. Structured
data is data that is divided up into fields and records. For the most part, the fields
and records are fixed-length. Because the data is divided into fixed-length records
and fixed-format fields, the computer can interpret the data. Structured data can
contain variable-length fields, but at that point you are usually better off with a
database€'

This chapter deals with reading and writing simple fixed-length records. Let’s say
we wanted to store some basic information about people we know. We could
imagine the following example fixed-length record about people:

« Firstname - 40 bytes
« Lastname - 40 bytes
« Address - 240 bytes
« Age - 4 bytes

1. A database is a program which handles persistent structured data for you. You don't
have to write the programs to read and write the data to disk, to do lookups, or even to do
basic processing. It is a very high-level interface to structured data which, although it adds
some overhead and additional complexity, is very useful for complex data processing tasks.
References for learning how databases work are listed in Chapter 13.
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In this, everything is character data except for the age, which is simply a numeric
field, using a standard 4-byte word (we could just use a single byte for this, but
keeping it at a word makes it easier to process).

In programming, you often have certain definitions that you will use over and over
again within the program, or perhaps within several programs. It is good to
separate these out into files that are simply included into the assembly language
files as needed. For example, in our next programs we will need to access the
different parts of the record above. This means we need to know the offsets of
each field from the beginning of the record in order to access them using base
pointer addressing. The following constants describe the offsets to the above
structure. Put them in a file namedcor d- def . s:

. equ RECORD _FI RSTNAME, 0
. equ RECORD LASTNAME, 40
. equ RECORD ADDRESS, 80
. equ RECORD AGE, 320

.equ RECORD_SI ZE, 324

In addition, there are several constants that we have been defining over and over in
our programs, and it is useful to put them in a file, so that we don’t have to keep
entering them. Put the following constants in a file calledux. s:

#Comon Li nux Definitions

#System Cal | Nunbers
.equ SYS EXIT, 1
.equ SYS READ, 3
.equ SYS WRITE, 4
.equ SYS OPEN, 5
.equ SYS CLOSE, 6
.equ SYS BRK, 45
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#System Cal |l Interrupt Nunber
.equ LI NUX_SYSCALL, 0x80

#Standard File Descriptors
.equ STDIN, O
.equ STDAUT, 1
.equ STDERR, 2

#Common St at us Codes
.equ END OF FILE, O

We will write three programs in this chapter using the structure defined in

recor d- def . s. The first program will build a file containing several records as
defined above. The second program will display the records in the file. The third
program will add 1 year to the age of every record.

In addition to the standard constants we will be using throughout the programs,
there are also two functions that we will be using in several of the programs - one
which reads a record and one which writes a record.

What parameters do these functions need in order to operate? We basically need:

- The location of a buffer that we can read a record into
« The file descriptor that we want to read from or write to

Let’s look at our reading function first:

.include "record-def.s"
.include "linux.s"

#PURPOSE: This function reads a record fromthe file
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# descri pt or

#

#1 NPUT: The file descriptor and a buffer

#

#OUTPUT: This function wites the data to the buffer
# and returns a status code.

#

#STACK LOCAL VARI ABLES

.equ ST_READ BUFFER, 8

.equ ST_FILEDES, 12

.section .text

.globl read_record

.type read record, @unction
read record

pushl %ebp

novl  %esp, %bp

pushl %ebx

novl ST _FI LEDES( %ebp), %ebx
novl ST _READ BUFFER(%ebp), %ecx
novl $RECORD S| ZE, %edx

novl  $SYS READ, %eax

i nt $LI NUX_SYSCALL

#NOTE - %ax has the return value, which we wll
# gi ve back to our calling program
popl  %ebx

novl  %ebp, %esp

popl  %ebp
ret

It's a pretty simply function. It just reads data the size of our structure into an
appropriately sized buffer from the given file descriptor. The writing one is similar:
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.include "linux.s"
.include "record-def.s"
#PURPOSE: This function wites a record to

# the given file descriptor

#

#1 NPUT: The file descriptor and a buffer

#

#OUTPUT: This function produces a status code
#

#STACK LOCAL VARI ABLES

.equ ST_WRI TE_BUFFER, 8
.equ ST_FILEDES, 12

.secti
. gl obl

.type

on .text
write record
wite record, @unction

wite record

pushl
nov|

pushl
nmov|
nmov|
nmov|
nmov|
i nt

#NOTE
#

popl

nov|

popl
ret

%ebp
Y%esp, Yebp

%ebx

$SYS WRI TE, %eax

ST_FI LEDES( %ebp), %ebx

ST _WRI TE_BUFFER( %&bp), %ecx
$RECORD_SI ZE, %edx

$LI NUX_SYSCALL

- % ax has the return value, which we wll
gi ve back to our calling program

%ebx

Y%ebp, Y%esp
Y%ebp
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Now that we have our basic definitions down, we are ready to write our programs.

Writing Records

This program will simply write some hardcoded records to disk. It will:

+ Open the file
- Write three records
- Close the file

Type the following code into a file calle¢t i t e-r ecor ds. s:

.include "Ilinux.s"
.include "record-def.s"

.section .data

#Const ant data of the records we want to wite
#Each text data itemis padded to the proper
#l ength with null (i.e. 0) bytes.

#.rept is used to pad each item .rept tells
#the assenbler to repeat the section between
#.rept and .endr the number of tinmes specified.
#This is used in this programto add extra nul
#icharacters at the end of each field to fill
#it up
recordl:

.ascii "Fredrick\0"

.rept 31 #Padding to 40 bytes

.byte 0O

. endr

.ascii "Bartlett\0"
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.rept 31 #Padding to 40 bytes
.byte 0O
. endr

.ascii "4242 S Prairie\nTul sa, OK 55555\0"
.rept 209 #Padding to 240 bytes

.byte 0O

. endr

.long 45

record2:
.ascii "Marilyn\0"
.rept 32 #Padding to 40 bytes
.byte 0O
. endr

.ascii "Taylor\0"

.rept 33 #Padding to 40 bytes
.byte 0O

. endr

.ascii "2224 S Johannan St\nChicago, |L 12345\ 0"
.rept 203 #Padding to 240 bytes

.byte O

. endr

.long 29

record3:
.ascii "Derrick\0"
.rept 32 #Padding to 40 bytes
.byte 0O
. endr
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.ascii "MclIntire\Q"

.rept 31 #Padding to 40 bytes
.byte 0O

. endr

.ascii "500 W Qakl and\nSan Di ego, CA 54321\0"
.rept 206 #Padding to 240 bytes

.byte 0O

. endr

.long 36

#This is the nane of the file we will wite to
file_nane:
.ascii "test.dat\0"

.equ ST_FI LE_DESCRI PTOR, -4

.globl _start
_start:

#Copy the stack pointer to %bp

movl  Y%esp, Y%ebp

#Al | ocate space to hold the file descriptor
subl  $4, %sp

#Qpen the file

movl  $SYS _OPEN, %ax

novl $file_name, %bx

nmovl  $0101, %ecx #This says to create if it
#doesn’t exist, and open for
#writing

movl  $0666, %edx

int  $LI NUX_SYSCALL

#Store the file descriptor away
novl % ax, ST _FILE DESCRI PTOR( %bp)
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#Wite the first record

pushl ST_FI LE_DESCRI PTOR( %ebp)
pushl $recordl

call wite_record

addl $8, %sp

#Wite the second record

pushl ST_FI LE_DESCRI PTOR( %ebp)
pushl $record2

call wite_record

addl  $8, %esp

#Wite the third record

pushl ST_FI LE_DESCRI PTOR( %ebp)
pushl $record3

call wite record

addl $8, %sp

#Cl ose the file descriptor

nmovl  $SYS_CLOSE, %ax

novl ST_FI LE_DESCRI PTOR( %ebp), %bx
i nt $LI NUX_SYSCALL

#Exit the program
movl  $SYS EXIT, %ax
movl  $0, %bx

i nt $LI NUX_SYSCALL

This is a fairly simple program. It merely consists of defining the data we want to
write in the. dat a section, and then calling the right system calls and function
calls to accomplish it. For a refresher of all of the system calls used, see Appendix
C.
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You may have noticed the lines:

.include "linux.s"
.include "record-def.s"

These statements cause the given files to basically be pasted right there in the
code. You don'’t need to do this with functions, because the linker can take care of
combining functions exported withgl obl . However, constants defined in

another file do need to be imported in this way.

Also, you may have noticed the use of a new assembler directiept . This
directive repeats the contents of the file between trept and the

. endr directives the number of times specified afteept . This is usually used
the way we used it - to pad values in theat a section. In our case, we are adding
null characters to the end of each field until they are their defined lengths.

To build the application, run the commands:
as wite-records.s -o wite-record.o

as wite-record.s -o wite-record.o
ld wite-record.o wite-records.o -0 wite-records

Here we are assembling two files separately, and then combining them together
using the linker. To run the program, just type the following:

./wite-records

This will cause a file calledest . dat to be created containing the records.
However, since they contain non-printable characters (the null character,
specifically), they may not be viewable by a text editor. Therefore we need the
next program to read them for us.
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Reading Records

Now we will consider the process of reading records. In this program, we will read
each record and display the first name listed with each record.

Since each person’s name is a different length, we will need a function to count
the number of characters we want to write. Since we pad each field with null
characters, we can simply count characters until we reach a null charhictisr.
that this means our records must contain at least one null character each.

Here is the code. Put it in a file calledunt - chars. s:

#PURPOSE: Count the characters until a null byte is reached.
#

#1 NPUT: The address of the character string
#

#OUTPUT: Returns the count in %ax

#

#PROCESS:

# Registers used:

# %ecx - character count

# %l - current character

# %edx - current character address

.type count_chars, @unction
.globl count _chars

#This is where our one paraneter is on the stack
.equ ST_STRI NG _START_ADDRESS, 8

count _chars:

pushl %ebp

novl  %esp, %bp

#Counter starts at zero
nmovl $0, %ecx

2. If you have used C, this is what tker | en function does.

105



Chapter 6. Reading and Writing Simple Records

#Starting address of data
nmovl ST _STRI NG_START_ADDRESS( %ebp), %edx

count _| oop_begi n:

#Grab the current character
movb (%edx), %al

#ls it null?

cnpb  $0, %al
#1f yes, we're done
je count _| oop_end

#Q herwi se, increnment the counter and the pointer
incl %ecx

incl % edx

#Go back to the beginning of the |oop

jm count | oop_begin

count _| oop_end:

#We're done. Move the count into %ax
#and return.

movl  %ecx, %Yeax

popl %ebp
ret

As you can see, it's a fairly straightforward function. It simply loops through the
bytes, counting as it goes, until it hits a null character. Then it returns the count.

Our record-reading program will be fairly straightforward, too. It will do the
following:

« Open the file

+ Attempt to read a record
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- If we are at the end of the file, exit
« Otherwise, count the characters of the first name
« Write the first name t&TDOUT
« Write a newline taSTDOUT
+ Go back to read another record

To write this, we need one more simple function - a function to write out a newline
to STDOUT. Put the following code int@ri t e- newl i ne. s:

.include "linux.s"
.globl wite_newine
.type wite_newine, @unction
.section .data
new i ne:
.ascii "\n"
.section .text
.equ ST_FILEDES, 8
wite_newine:
pushl %ebp
novl  %esp, %bp

movl  $SYS WRI TE, %eax

novl ST _FI LEDES( %ebp), %ebx
movl  $new i ne, %ecx

movl  $1, %edx

i nt $LI NUX_SYSCALL

novl  %ebp, %esp

popl %ebp

ret
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Now we are ready to write the main program. Here is the code to
read-records.s:

.include "linux.s"
.include "record-def.s"

.section .data
file_nane:
.ascii "test.dat\0"

.section .bss
.l commrecord_buffer, RECORD Sl|ZE

.section .text

#Mai n program

.globl _start
_start:

#These are the locations on the stack where
#we will store the input and out put descriptors
#(FYl - we could have used nenory addresses in
#a .data section instead)

.equ ST_I NPUT_DESCRI PTOR, -4

.equ ST_QOUTPUT_DESCRI PTOR, -8

#Copy the stack pointer to %bp

novl %esp, %bp

#Al | ocate space to hold the file descriptors
subl  $8, %sp

#Qpen the file

movl  $SYS _OPEN, %eax

movl  $file_nanme, %bx

nmovl  $0, %ecx #Thi s says to open read-only
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movl  $0666, %edx
i nt $LI NUX_SYSCALL

#Save file descriptor
novl  %eax, ST_| NPUT_DESCRI PTOR( %ebp)

#Even though it’s a constant, we are
#saving the output file descriptor in

#a local variable so that if we later
#decide that it isn't always going to
#be STDOUT, we can change it easily.

nmovl  $STDOUT, ST_OUTPUT_DESCRI PTOR( %ebp)

record_read_| oop:

pushl ST_I NPUT_DESCRI PTOR( %ebp)
pushl $record_buffer

call read record

addl $8, %esp

#Ret urns the nunber of bytes read.
#1f it isn't the sane nunber we
#irequested, then it's either an
#end-of -file, or an error, so we're
#quitting

cnmpl  $RECORD_SI ZE, %eax

jne finished_reading

#Qt herwi se, print out the first name
#but first, we nmust know it’'s size

pushl  $RECORD FI RSTNAME + record_buffer
cal | count chars

addl $4, Y%esp
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novl Y%eax, %Yedx

novl ST_QOUTPUT_DESCRI PTOR( %ebp), %ebx

nmov| $SYS WRI TE, %ax

nov| $RECORD_FI RSTNAME + record_buffer, % ecx
i nt $LI NUX_SYSCALL

pushl  ST_OUTPUT_DESCRI PTOR( %ebp)
call wite_newine
addl $4, %esp

jm record_read_| oop

fini shed_readi ng:
nov| $SYS EXIT, %ax
movl $0, %ebx
i nt $LI NUX_SYSCALL

To build this program, we need to assemble all of the parts and link them together:

as read-record.s -0 read-record. o

as count-chars.s -0 count-chars.o

as wite-newline.s -o wite-newine.o

as read-records.s -0 read-records. o

Id read-record. o count-chars.o wite-newine.o \
read-records.o -0 read-records

The backslash in the first line simply means that the command continues on the
next line. You can run your program by doingr ead- r ecor ds.

As you can see, this program opens the file and then runs a loop of reading,
checking for the end of file, and writing the firsthname. The one construct that
might be new is the line that says:

pushl  $RECORD _FI RSTNAME + record_buffer
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It looks like we are combining and add instruction with a push instruction, but we
are not. You see, botRECORD_FI RSTNAMVE andr ecor d_buf f er are constants.

The first is a direct constant, created through the use etja directive, while the

latter is defined automatically by the assembler through its use as a label (it's value
being the address that the data that follows it will start at). Since they are both
constants that the assembler knows, it is able to add them together while it is
assembling your program, so the whole instruction is a single immediate-mode
push of a single constant.

The RECORD_FI RSTNAME constant is the number of bytes after the beginning of a
record before we hit the first nameecor d_buf f er is the name of our buffer for
holding records. Adding them together gets us the address of the first name
member of the record storediircor d_buf fer.

Modifying the Records

In this section, we will write a program that:

« Opens an input and output file

+ Reads records from the input

- Increments the age

« Writes the new record to the output file

Like most programs we've encountered recently, this program is pretty
straightforward®

.include "linux.s"
.include "record-def.s"

3. You will find that after learning the mechanics of programming, most programs are
pretty straightforward once you know exactly what it is you want to do. Most of them ini-
tialize data, do some processing in a loop, and then clean everything up.
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.section .data
i nput_file_nane:
.ascii "test.dat\0"

out put _file_nane:
.ascii "testout.dat\0"

.section .bss
.l commrecord_buffer, RECORD Sl|ZE

#St ack of fsets of |ocal variables
.equ ST_I NPUT_DESCRI PTOR, -4
.equ ST _QOUTPUT_DESCRI PTCR, -8

.section .text

.globl _start
_start:

#Copy stack pointer and make room for |ocal variables
novl  %esp, %bp

subl  $8, %esp

#Qpen file for reading

novl $SYS OPEN, %ax

novl  $input_file_nanme, %bx
movl  $0, %ecx

movl  $0666, %edx

i nt $LI NUX_SYSCALL

novl  %eax, ST_I NPUT_DESCRI PTOR( %&ebp)
#Open file for witing
movl  $SYS OPEN, %eax

movl  $out put _file_nanme, %bx
movl  $0101, %ecx
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movl  $0666, %edx
i nt $LI NUX_SYSCALL

movl  Y%ax, ST_OUTPUT_DESCRI PTOR( %bp)

oop_begi n:

pushl ST_I NPUT_DESCRI PTOR( %ebp)
pushl $record_buffer

call read_record

addl $8, %sp

#Ret urns the nunber of bytes read.
#If it isn't the sane nunber we
#requested, then it’'s either an
#end-of -file, or an error, so we're

#quitting
cnmpl  $RECORD_SI ZE, %eax
j ne | oop_end

#l ncrenment the age
incl record_buffer + RECORD _AGE

#Wite the record out

pushl ST QUTPUT_DESCRI PTOR( %&bp)
pushl $record_buffer

call wite record

addl $8, %sp

jmp | oop_begin

oop_end:

novl  $SYS EXIT, %ax
movl  $0, %ebx

i nt $LI NUX_SYSCALL
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You can type it in aadd- year . s. To build it, type the following

as add-year.s -0 add-year.o
| d add-year.o read-record.o wite-record.o -o add-year

To run the program, just type in the followihg
./ add- year
This will add a year to every record listedtiest . dat and write the new records

to the filet est out . dat .

As you can see, writing fixed-length records is pretty simple. You only have to
read in blocks of data to a buffer, process them, and write them back out.
Unfortunately, this program doesn’t write the new ages out to the screen so you
can verify your program’s effectiveness. This is because we won't get to
displaying numbers until Chapter 8 and Chapter 10. After reading those you may
want to come back and rewrite this program to display the numeric data that we
are modifying.

Review

Know the Concepts

+ What is a record?
+ What is the advantage of fixed-length records over variable-length records?

« How do you include constants in multiple assembly source files?

4. This assumes that you have already built the objectrfdasl- record. o andwri t e-
recor d. o in the previous examples. If not, you will have to do so.

5. This is assuming you created the file in a previous rww ot e- r ecor ds. If not, you
need to rumwr i t e- r ecor ds first before running this program.
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« Why might you want to split up a project into multiple source files?

- What does the instructiomcl record_buffer + RECORD AGE do? What
addressing mode is it using? How many operands dodsitle instructions
have in this case? Which parts are being handled by the assembler and which
parts are being handled when the program is run?

Use the Concepts

« Add another data member to the person structure defined in this chapter, and
rewrite the reading and writing functions and programs to take them into
account. Remember to reassemble and relink your files before running your
programs.

- Create a program that uses a loop to write 30 identical records to a file.

- Create a program to find the largest age in the file and return that age as the
status code of the program.

« Create a program to find the smallest age in the file and return that age as the
status code of the program.

Going Further

« Rewrite the programs in this chapter to use command-line arguments to specify
the filesnames.

+ Research theseek system call. Rewrite thadd- year program to open the
source file for both reading and writing (use $2 for the read/write mode), and
write the modified records back to the same file they were read from.

« Research the various error codes that can be returned by the system calls made
in these programs. Pick one to rewrite, and add code that ckeelsfor error
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conditions, and, if one is found, writes a message aboutdTBERR and exit.

- Write a program that will add a single record to the file by reading the data from
the keyboard. Remember, you will have to make sure that the data has at least
one null character at the end, and you need to have a way for the user to indicate
they are done typing. Because we have not gotten into characters to numbers
conversion, you will not be able to read the age in from the keyboard, so you'll
have to have a default age.

« Write a function calledonpar e- st ri ngs that will compare two strings up to
5 characters. Then write a program that allows the user to enter 5 characters,
and have the program return all records whose first name starts with those 5
characters.
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This chapter deals with developing programs thatrabeist Robust programs are
able to handle error conditions gracefully. They are programs that do not crash no
matter what the user does. Building robust programs is essential to the practice of
programming. Writing robust programs takes discipline and work - it usually
entails finding every possible problem that can occur, and coming up with an
action plan for your program to take.

Where Does the Time Go?

Programmers schedule poorly. In almost every programming project,
programmers will take two, four, or even eight times as long to develop a program
or function than they originally estimated. There are many reasons for this
problem, including:

« Programmers don't always schedule time for meetings or other non-coding
activities that make up every day.

« Programmers often underestimate feedback times (how long it takes to pass
change requests and approvals back and forth) for projects.

« Programmers don't always understand the full scope of what they are
producing.

- Programmers often have to estimate a schedule on a totally different kind of
project than they are used to, and thus are unable to schedule accurately.

« Programmers often underestimate the amount of time it takes to get a program
fully robust.

The last item is the one we are interested in hittakes a lot of time and effort to
develop robust program#lore so than people usually guess, including
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experienced programmers. Programmers get so focused on simply solving the
problem at hand that they fail to look at the possible side issues.

In thet oupper program, we do not have any course of action if the file the user
selects does not exist. The program will go ahead and try to work anyway. It
doesn’t report any error message so the user won't even know that they typed in
the name wrong. Let’s say that the destination file is on a network drive, and the
network temporarily fails. The operating system is returning a status code to us in
%eax, but we aren’t checking it. Therefore, if a failure occurs, the user is totally
unaware. This program is definitely not robust. As you can see, even in a simple
program there are a lot of things that can go wrong that a programmer must
contend with.

In a large program, it gets much more problematic. There are usually many more
possible error conditions than possible successful conditions. Therefore, you
should always expect to spend the majority of your time checking status codes,
writing error handlers, and performing similar tasks to make your program robust.
If it takes two weeks to develop a program, it will likely take at least two more to
make it robust. Remember that every error message that pops up on your screen
had to be programmed in by someone.

Some Tips for Developing Robust Programs

User Testing

Testing is one of the most essential things a programmer does. If you haven't
tested something, you should assume it doesn’t work. However, testing isn't just
about making sure your program works, it's about making sure your program
doesn't break. For example, if | have a program that is only supposed to deal with
positive numbers, you need to test what happens if the user enters a negative
number. Or a letter. Or the number zero. You must test what happens if they put
spaces before their numbers, spaces after their numbers, and other little
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possibilities. You need to make sure that you handle the user’s data in a way that
makes sense to the user, and that you pass on that data in a way that makes sense
to the rest of your program. When your program finds input that doesn’t make
sense, it needs to perform appropriate actions. Depending on your program, this
may include ending the program, prompting the user to re-enter values, notifying a
central error log, rolling back an operation, or ignoring it and continuing.

Not only should you test your programs, you need to have others test it as well.
You should enlist other programmers and users of your program to help you test
your program. If something is a problem for your users, even if it seems okay to
you, it needs to be fixed. If the user doesn’t know how to use your program
correctly, that should be treated as a bug that needs to be fixed.

You will find that users find a lot more bugs in your program than you ever could.
The reason is that users don’t know what the computer expects. You know what
kinds of data the computer expects, and therefore are much more likely to enter
data that makes sense to the computer. Users enter data that makes sense to them.
Allowing non-programmers to use your program for testing purposes usually gives
you much more accurate results as to how robust your program truly is.

Data Testing

When designing programs, each of your functions needs to be very specific about
the type and range of data that it will or won’t accept. You then need to test these
functions to make sure that they perform to specification when handed the
appropriate data. Most important is testomwyner case®r edge casesCorner

cases are the inputs that are most likely to cause problems or behave unexpectedly.

When testing numeric data, there are several corner cases you always need to test:

- The number 0

« The number 1

119



Chapter 7. Developing Robust Programs

« A number within the expected range

« A number outside the expected range

« The first number in the expected range

« The last number in the expected range

« The first number below the expected range
« The first number above the expected range

For example, if | have a program that is supposed to accept values between 5 and
200, I should test 0, 1, 4, 5, 153, 200, 201, and 255 at a minimum (153 and 255
were randomly chosen inside and outside the range, respectively). The same goes
for any lists of data you have. You need to test that your program behaves as
expected for lists of 0 items, 1 item, massive numbers of items, and so on. In
addition, you should also test any turning points you have. For example, if you
have different code to handle people under and over age 30, for example, you
would need to test it on people of ages 29, 30, and 31 at least.

There will be some internal functions that you assume get good data because you
have checked for errors before this point. However, while in development you
often need to check for errors anyway, as your other code may have errors in it. To
verify the consistency and validity of data during development, most languages
have a facility to easily check assumptions about data correctness. In the C
language there is thessert macro. You can simply put in your codgsert (a

> b);, and it will give an error if it reaches that code when the condition is not
true. In addition, since such a check is a waste of time after your code is stable, the
assert macro allows you to turn off asserts at compile-time. This makes sure that
your functions are receiving good data without causing unnecessary slowdowns
for code released to the public.

Module Testing

Not only should you test your program as a whole, you need to test the individual
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pieces of your program. As you develop your program, you should test individual
functions by providing it with data you create to make sure it responds
appropriately.

In order to do this effectively, you have to develop functions whose sole purpose is
to call functions for testing. These are calldrivers(not to be confused with
hardware drivers) . They simply loads your function, supply it with data, and
check the results. This is especially useful if you are working on pieces of an
unfinished program. Since you can't test all of the pieces together, you can create
a driver program that will test each function individually.

Also, the code you are testing may make calls to functions not developed yet. In
order to overcome this problem, you can write a small function calledla

which simply returns the values that function needs to proceed. For example, in an
e-commerce application, | had a function calied r eady_t o_checkout .

Before | had time to actually write the function I just set it to return true on every
call so that the functions which relied on it would have an answer. This allowed

me to test functions which relied ors_r eady_t o_checkout without the

function being fully implemented.

Handling Errors Effectively

Not only is it important to know how to test, but it is also important to know what
to do when an error is detected.

Have an Error Code for Everything

Truly robust software has a unique error code for every possible contingency. By
simply knowing the error code, you should be able to find the location in your
code where that error was signalled.
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This is important because the error code is usually all the user has to go on when
reporting errors. Therefore, it needs to be as useful as possible.

Error codes should also be accompanied by descriptive error messages. However,
only in rare circumstances should the error message try to preliahe error
occurred. It should simply relate what happened. Back in 1995 | worked for an
Internet Service Provider. One of the web browsers we supported tried to guess the
cause for every network error, rather than just reporting the error. If the computer
wasn’t connected to the Internet and the user tried to connect to a website, it

would say that there was a problem with the Internet Service Provider, that the
server was down, and that the user should contact their Internet Service Provider
to correct the problem. Nearly a quarter of our calls were from people who had
received this message, but merely needed to connect to the Internet before trying
to use their browser. As you can see, trying to diagnose what the problem is can
lead to a lot more problems than it fixes. It is better to just report error codes and
messages, and have separate resources for the user to troubleshooting the
application. A troubleshooting guide, not the program itself, is an appropriate

place to list possible reasons and courses for action for each error message.

Recovery Points

In order to simplify error handling, it is often useful to break your program apart
into distinct units, where each unit fails and is recovered as a whole. For example,
you could break your program up so that reading the configuration file was a unit.
If reading the configuration file failed at any point (opening the file, reading the
file, trying to decode the file, etc.) then the program would simply treat it as a
configuration file problem and skip to thecovery poinfor that problem. This

way you greatly reduce the number of error-handling mechanism you need for
your program, because error recovery is done on a much more general level.

Note that even with recovery points, your error messages need to be specific as to
what the problem was. Recovery points are basic units for error recovery, not for
error detection. Error detection still needs to be extremely exact, and the error
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reports need exact error codes and messages.

When using recovery points, you often need to include cleanup code to handle
different contingencies. For example, in our configuration file example, the
recovery function would need to include code to check and see if the configuration
file was still open. Depending on where the error occurred, the file may have been
left open. The recovery function needs to check for this condition, and any other
condition that might lead to system instability, and return the program to a
consistent state.

The simplest way to handle recovery points is to wrap the whole program into a
single recovery point. You would just have a simple error-reporting function that
you can call with an error code and a message. The function would print them and
and simply exit the program. This is not usually the best solution for real-world
situations, but it is a good fall-back, last resort mechanism.

Making Our Program More Robust

This section will go through making theld- year . s program from Chapter 6 a
little more robust.

Since this is a pretty simple program, we will limit ourselves to a single recovery
point that covers the whole program. The only thing we will do to recover is to
print the error and exit. The code to do that is pretty simple:

.include "Iinux.s"

.equ ST_ERROR CODE, 8

.equ ST_ERROR MsSG 12

.globl error_exit

.type error_exit, @unction
error_exit:

pushl %ebp

novl  %esp, %bp
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#Wite out error code

novl ST _ERROR CCDE( %bp), %ecx
pushl %ecx

call count_chars

popl %ecx

movl  %eax, %edx

movl  $STDERR, %bx

movl  $SYS WRI TE, %eax

i nt $LI NUX_SYSCALL

#Wite out error nessage

novl ST _ERROR MsS@ %ebp), %ecx
pushl %ecx

call count _chars

popl %ecx

movl %eax, %edx

nmovl $STDERR, %ebx

movl  $SYS WRI TE, %eax

i nt $LI NUX_SYSCALL

pushl $STDERR
call wite_newine

#EXit with status 1
movl  $SYS EXIT, %ax
movl  $1, %bx

i nt $LI NUX_SYSCALL

Enteritin afile calleckrror - exi t . s. To call it, you just need to push the address
of an error message, and then an error code onto the stack, and call the function.

Now let’s look for potential error spots in oadd- year program. First of all, we
don’t check to see if either of owpen system calls actually complete properly.
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Linux returns its status code #reax, so we need to check and see if there is an
error.

#Open file for reading

movl  $SYS_OPEN, %eax

movl  $input _file_nane, %bx
movl  $0, %ecx

nmovl  $0666, %edx

i nt $LI NUX_SYSCALL

movl  %ax, | NPUT_DESCRI PTOR( %ebp)

#This wll test and see if %ax is
#negati ve. If it is not negative, it
#w Il junp to continue_processing.

#OQ herwise it will handle the error
#condition that the negative nunber
#represents.

cnpl  $0, %ax

jl conti nue_processi ng

#Send the error

.section .data
no_open_fil e_code:

.ascii "0001: \0O"
no_open file nsg:

.ascii "Can't Qpen Input File\O"

.section .text

pushl $no_open_file_nsg
pushl $no_open_fil e_code
call error_exit

conti nue_processi ng:
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#Rest of program
So, after calling the system call, we check and see if we have an error by checking

to see if the result of the system call is less than zero. If so, we call our error
reporting and exit routine.

After every system call, function call, or instruction which can have erroneous
results you should add error checking and handling code.

To assemble and link the files, do:

as add-year.s -0 add-year.o

as error-exit.s -o error-exit.o

| d add-year.o wite-newine.o error-exit.o read-record.o wite-
record.o count-chars.o -o add-year

Now try to run it without the necessary files. It now exits cleanly and gracefully!

Review

Know the Concepts

« What are the reasons programmer’s have trouble with scheduling?

« Find your favorite program, and try to use it in a completely wrong manner.
Open up files of the wrong type, choose invalid options, close windows that are
supposed to be open, etc. Count how many different error scenarios they had to
account for.

« What are corner cases? Can you list examples of numeric corner cases?
« Why is user testing so important?

- What are stubs and drivers used for? What's the difference between the two?
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« What are recovery points used for?

+ How many different error codes should a program have?

Use the Concepts

« Go through theadd- year . s program and add error-checking code after every
system call.

« Find one other program we have done so far, and add error-checking to that
program.

« Add a recovery mechanism fadd- year . s that allows it to read from STDIN
if it cannot open the standard file.

Going Further

« What, if anything, should you do if your error-reporting function fails? Why?
« Try to find bugs in at least one open-source program. File a bug report for it.

« Try to fix the bug you found in the previous exercise.

127



Chapter 7. Developing Robust Programs

128



Chapter 8. Sharing Functions with Code
Libraries

By now you should realize that the computer has to do a lot of work even for
simple tasks. Because of that, you have to do a lot of work to write the code for a
computer to even do simple tasks. In addition, programming tasks are usually not
very simple. Therefore, we neeed a way to make this process easier on ourselves.
There are several ways to do this, including:

« Write code in a high-level language instead of assembly language
« Have lots of pre-written code that you can cut and paste into your own programs

- Have a set of functions on the system that are shared among any program that
wishes to use it

All three of these are usually used to some degree in any given project. The first
option will be explored further in Chapter 11. The second option is useful but it
suffers from some drawbacks, including:

« Code that is copied often has to be majorly modified to fit the surrounding code.

« Every program containing the copied code has the same code in it, thus wasting
a lot of space.

- Ifa bug is found in any of the copied code it has to be fixed in every application
program.

Therefore, the second option is usually used sparingly. It is usually only used in
cases where you copy and paste skeleton code for a specific type of task, and add
in your program-specific details. The third option is the one that is used the most
often. The third option includes having a central repository of shared code. Then,
instead of each program wasting space storing the same copies of functions, they
can simply point to the shared libraries which contain the functions they need. If a
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bug is found in one of these functions, it only has to be fixed within the single
function library file, and all applications which use it are automatically updated.
The main drawback with this approach is that it creates some dependency
problems, including:

- If multiple applications are all using the shared file, how do we know when it is
safe to delete the file? For example, if three applications are sharing a file of
functions and 2 of the programs are deleted, how does the system know that
there still exists an application that uses that code, and therefore it shouldn’t be
deleted?

« Some programs inadvertantly rely on bugs within shared functions. Therefore,
if upgrading the shared program fixes a bug that a program depended on, it
could cause that application to cease functioning.

These problems are what lead to what is known as "DLL hell". However, it is
generally assumed that the advantages outweigh the disadvantages.

In programming, these shared code files are referred sb@=d libraries shared
objects dynamic-link libraries DLLS, or .so files We will refer to them ashared
libraries.

Using a Shared Library

The program we will examine here is simple - it writes the charattelrs o
wor | d to the screen and exits. The regular prograat,l owor | d-nol i b. s,
looks like this:

#PURPOSE: This programwites the message "hello world" and
# exits
#

.include "Ilinux.s"
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.section .data

hel | owor | d:

.ascii

"hell o world\n"

hel | owor | d_end:

.equ helloworld I en, hellowrld end - helloworld

.section .text

. gl obl
_start:

nmov|
nmov|
nmov|
nmov|
i nt

nov|
nmov|
i nt

_start

$STDOUT, %ebx
$hel l owor 1 d, %ecx
$hel | owor | d_I en, %edx
$SYS WRI TE, %eax

$L1 NUX_SYSCALL

$0, %ebx
$SYS EXIT, %ax
$L1 NUX_SYSCALL

That'’s not too long. However, take a look at how shat | owor | d-1i b is which
uses a library:

#PURPOSE: This programwites the message "hello world" and

#
#

exits

.section .data

hel | owor | d:
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.ascii "hello worl d\n\0"

.section .text
.globl _start

_start:
pushl $hel | oworld
call printf
pushl $0
call exit

It's even shorter!

Now, building programs which use shared libraries is a little different than normal.
You can build the first program normally by doing this:

as helloworld-nolib.s -o hellowrld-nolib.o
Id helloworld-nolib.o -o helloworld-nolib

However, in order to build the second program, you have to do this:

as hellowrld-lib.s -o helloworld-lib.o
Id -dynam c-linker /lib/ld-1inux.so.2 \
-0 helloworld-1ib hellowrld-lib.o -lc

Remember, the backslash in the first line simply means that the command
continues on the next line. The optiedynani c- | i nker

/1ib/1d-1inux.so.2 allows our program to be linked to libraries. This builds
the executable so that before executing, the operating system will load the
program/ i b/ 1 d-1i nux. so. 2 to load in external libraries and link them with
the program. This program is known adynamic linker

The- | ¢ option says to link to the library, named i bc. so on GNU/Linux
systems. Given a library namejn this case (usually library names are longer than
a single letter), the GNU/Linux linker prepends the stiimg to the beginning of
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the library name and appendso to the end of it to form the library’s filename.
This library contains many functions to automate all types of tasks. The two we
are using arer i nt f , which prints strings, anexi t , which exits the program.

Notice that the symbolsri nt f andexit are simply referred to by name within

the program. In previous chapters, the linker would resolve all of the names to
physical memory addresses, and the names would be thrown away. When using
dynamic linking, the name itself resides within the executable, and is resolved by
the dynamic linker when it is run. When the program is run by the user, the
dynamic linker loads the shared libraries listed in our link statement, and then
finds all of the function and variable names that were named by our program but
not found at link time, and matches them up with corresponding entries in the
shared libraries it loads. It then replaces all of the names with the addresses which
they are loaded at. This sounds time-consuming. It is to a small degree, but it only
happens once - at program startup time.

How Shared Libraries Work

In our first programs, all of the code was contained within the source file. Such
programs are callestatically-linked executablebecause they contained all of the
necessary functionality for the program that wasn't handled by the kernel. In the
programs we wrote in Chapter 6, we used both our main program file and files
containing routines used by multiple programs. In these cases, we combined all of
the code together using the linker at link-time, so it was still statically-linked.
However, in thehel | owor | d-1i b program, we started using shared libraries.
When you use shared libraries, your program is titmamically-linkedwhich

means that not all of the code needed to run the program is actually contained
within the program file itself, but in external libraries.

When we put the | ¢ on the command to link thieel | owor | d program, it told
the linker to use the library (1 i bc. so) to look up any symbols that weren’t
already defined ihel | owor | d. 0. However, it doesn’t actually add any code to

133



Chapter 8. Sharing Functions with Code Libraries

our program, it just notes in the program where to look. Wherhtie owor | d
program begins, the filel i b/ | d-1i nux. so. 2 is loaded first. This is the
dynamic linker. This looks at ourel | owor | d program and sees that it needs the
c library to run. So, it searches for a file calleidbc. so in the standard places
(listed in/ et ¢/ 1 d. so. conf and in the contents of theD LI BRARY_PATH
environment variable), then looks in it for all the needed symhwlsft f and

exi t in this case), and then loads the library into the program’s virtual memory.
Finally, it replaces all instances pfi nt f in the program with the actual location
of printf inthe library.

Run the following command:
ldd ./helloworld-nolib

It should report backot a dynami ¢ execut abl e. This is just like we said -
hel | owor | d- nol i b is a statically-linked executable. However, try this:

ldd ./helloworld-lib

It will report back something like

libc.so.6 => /1ib/libc.so.6 (0x4001d000)
/1ib/ld-1inux.so.2 =>/lib/ld-1inux.so.2 (0x400000000)

The numbers in parenthesis may be different on your system. This means that the
programhel | owor | d is linked tol i bc. so. 6 (the. 6 is the version number),
whichisfound af Ii b/ 1i bc. so. 6,and/1i b/l d-1inux.so. 2is found at
/1ib/1d-1inux.so. 2. These libraries have to be loaded before the program can
be run. If you are interested, run thed program on various programs that are on
your Linux distribution, and see what libraries they rely on.

Finding Information about Libraries

Okay, so now that you know about libraries, the question is, how do you find out
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what libraries you have on your system and what they do? Well, let’s skip that
guestion for a minute and ask another question: How do programmers describe
functions to each other in their documentation? Let’s take a look at the function
printf.It's calling interface (usually referred to apeototypg looks like this:

int printf(char *string, ...);

In Linux, functions are described in the C programming language. In fact, most
Linux programs are written in C. That is why most documentation and binary
compatibility is defined using the C language. The interface tpthat f

function above is described using the C programming language.

This definition means that there is a functiari nt f . The things inside the
parenthesis are the function’s parameters or arguments. The first parameter here is
char *string. This means there is a parameter named ng (the name isn't
important, except to use for talking about it), which has a tyfjpg&r *. char

means that it wants a single-byte character. Tlaéter it means that it doesn’t

actually want a character as an argument, but instead it wants the address of a
character or sequence of characters. If you look back ateurowor | d

pr ogr am you will notice that the function call looked like this:

pushl $hell o
call printf

So, we pushed the address of tie | o string, rather than the actual characters.
You might notice that we didn’t push the length of the string. The way that

printf found the end of the string was because we ended it with a null character
(\ 0). Many functions work that way, especially C language functions.iThe

before the function definition tell what type of value the function will return in

veax when it returnspri nt f will return ani nt when it’s through. Now, after the
char *string, we have a series of periods,. . This means that it can take an
indefinite number of additional arguments after the string. Most functions can only
take a specified number of argumemtsi nt f , however, can take many. It will

look into thest ri ng parameter, and everywhere it sees the charawteris will
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look for another string from the stack to insert, and everywhere it%&éswill
look for a number from the stack to insert. This is best described using an example:

#PURPOSE: This programis to denonstrate how to call printf
#

.section .data

#This string is called the format string. |It's the first
#paraneter, and printf uses it to find out how nmany paraneters
#it was given, and what kind they are.

firststring:

.ascii "Hello! % is a % who | oves the nunber %\ n\O"
nane:

.ascii "Jonat han\ 0"
personstri ng:

.ascii "person\Q"

#Thi s coul d al so have been an .equ, but we decided to give it
#a real nmenory location just for Kicks
nunber | oved:

.long 3

.section .text
.globl _start

_start:
#note that the paraneters are passed in the
#ireverse order that they are listed in the
#function’s prototype.
pushl nunberl oved #This is the %
pushl $personstring #This is the second %
pushl $nane #This is the first %
pushl $firststring #This is the format string

#in the prototype

call printf
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pushl $0
call exit

Type it in with the filenamer i nt f - exanpl e. s, and then do the following
commands:

as printf-exanple.s -o printf-exanple.o
Id printf-exanple.o -0 printf-example -lc \
-dynam c-linker /lib/ld-1inux.so.2

Then run the program with/ pri nt f - exanpl e, and it should say this:

Hel | o! Jonathan is a person who | oves the nunber 3

Now, if you look at the code, you'll see that we actually push the format string
last, even though it's the first parameter listed. You always push a functions
parameters in reverse ordeYou may be wondering how the i nt f function

knows how many parameters there are. Well, it searches through your string, and
counts how manyas and¥ss it finds, and then grabs that number of parameters
from the stack. If the parameter matchesiait treats it as a number, and if it
matches &, it treats it as a pointer to a null-terminated stripgi nt f has many
more features than this, but these are the most-used ones. So, as you can see,
printf can make output a lot easier, but it also has a lot of overhead, because it
has to count the number of characters in the string, look through it for all of the
control characters it needs to replace, pull them off the stack, convert them to a

1. Thereason that parameters are pushed in the reverse order is because of functions which
take a variable number of parameters ljite nt f . The parameters pushed in last will be in

a known position relative to the top of the stack. The program can then use these parameters
to determine where on the stack the additional arguments are, and what type they are. For
examplepri nt f uses the format string to determine how many other parameters are being
sent. If we pushed the known arguments first, you wouldn’t be able to tell where they were
on the stack.
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suitable representation (numbers have to be converted to strings, etc), and stick
them all together appropriately.

We've seen how to use the C programming language prototypes to call library
functions. To use them effectively, however, you need to know several more of the
possible data types for reading functions. Here are the main ones:

i nt
Ani nt is an integer number (4 bytes on x86 processor).

| ong

A | ong is also an integer number (4 bytes on an x86 processor).

| ong | ong
Al ong | ong is aninteger number that’s larger thahang (8 bytes on an
X86 processor).

short
A short is an integer number that’s shorter than an (2 bytes on an x86
processor).

char

A char is a single-byte integer number. This is mostly used for storing
character data, since ASCII strings usually are represented with one byte per
character.

fl oat

A f1 oat is a floating-point number (4 bytes on an x86 processor).
Floating-point numbers will be explained in more depth in the Section called
Floating-point Numbere Chapter 10.
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doubl e

A doubl e is a floating-point number that is larger than a float (8 bytes on an
X86 processor).

unsi gned

unsi gned is a modifier used for any of the above types which keeps them
from being used as signed quantities. The difference between signed and
unsigned numbers will be discussed in Chapter 10.

An asterisk {) is used to denote that the data isn’t an actual value, but

instead is a pointer to a location holding the given value (4 bytes on an x86
processor). So, let’s say in memory locatian | ocat i on you have the

number 20 stored. If the prototype said to pass @n, you would use direct
addressing mode and gashl ny_| ocati on. However, if the prototype

said to pass annt *, you would dopushl $ny_| ocati on - an immediate

mode push of the address that the value resides in. In addition to indicating
the address of a single value, pointers can also be used to pass a sequence of
consecutive locations, starting with the one pointed to by the given value.

This is called an array.

struct

A struct is a set of data items that have been put together under a name.
For example you could declare:

struct teststruct {

int a;

char *b
s
and any time you ran intst r uct teststruct you would know that it is
actually two words right next to each other, the first being an integer, and the
second a pointer to a character or group of characters. You never see structs
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passed as arguments to functions. Instead, you usually see pointers to structs
passed as arguments. This is because passing structs to functions is fairly
complicated, since they can take up so many storage locations.

t ypedef

At ypedef basically allows you to rename a type. For example, | can do
typedef int nyowntype; ina C program, and any time | typed

myownt ype, it would be just as if | typed nt . This can get kind of annoying,
because you have to look up what all of the typedefs and structs in a function
prototype really mean. Howeverypedef s are useful for giving types more
meaningful and descriptive names.

Compatibility Note: The listed sizes are for intel-compatible (x86)
machines. Other machines will have different sizes. Also, even when
parameters shorter than a word are passed to functions, they are passed as
longs on the stack.

That’s how to read function documentation. Now, let’s get back to the question of
how to find out about libraries. Most of your system libraries areusr /1 i b or

/'1ib. If you want to just see what symbols they define, justasbjpdunp - R

FI LENAME whereFI LENAME is the full path to the library. The output of that isn’t

too helpful, though, for finding an interface that you might need. Usually, you

have to know what library you want at the beginning, and then just read the
documentation. Most libraries have manuals or man pages for their functions. The
web is the best source of documentation for libraries. Most libraries from the

GNU project also have info pages on them, which are a little more thorough than
man pages.
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Useful Functions

Several useful functions you will want to be aware of fromd¢Harary include:

« size_t strlen (const char *s) calculates the size of null-terminated
strings.

« int strcnp (const char *sl1, const char *s2) compares two strings
alphabetically.

« char * strdup (const char *s) takes the pointer to a string, and creates
a new copy in a new location, and returns the new location.

« FILE * fopen (const char *fil enane, const char *opentype)

opens a managed, buffered file (allows easier reading and writing than using file

descriptors directly}?
« int fclose (FILE *stream closes afile opened withopen.

« char * fgets (char *s, int count, FILE *strean) fetches aline of
characters into string.

« int fputs (const char *s, FILE *strean) writes a string to the given
open file.

« int fprintf (FILE *stream const char *tenplate, ...) isjust
like pri nt f, but it uses an open file rather than defaulting to using standard
output.

You can find the complete manual on this library by going to
http://www.gnu.org/software/libc/manual/

2. stdin,stdout, andstderr (all lower case) can be used in these programs to refer to
the files of their corresponding file descriptors.
3. FILEis a struct. You don't need to know it's contents to use it. You only have to store
the pointer and pass it to the relevant other functions.
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Building a Shared Library

Let’s say that we wanted to take all of our shared code from Chapter 6 and build it
into a shared library to use in our programs. The first thing we would do is
assemble them like normal:

as wite-record.s -o wite-record.o
as read-record.s -0 read-record.o

Now, instead of linking them into a program, we want to link them into a shared
library. This changes our linker command to this:

|d -shared wite-record.o read-record.o -0 |ibrecord. so

This links both of these files together into a shared library cdlldg ecor d. so.
This file can now be used for multiple programs. If we need to update the
functions contained within it, we can just update this one file and not have to
worry about which programs use it.

Let’s look at how we would link against this library. To link thei t e- r ecor ds
program, we would do the following:

as wite-records.s -o wite-records
Id -L . -dynanmic-linker /1lib/ld-1inux.so.2\
-0 wite-records -lrecord wite-records.o

In this command; L . told the linker to look for libraries in the current directory
(it usually only searchefd i b directory,/ usr/1i b directory, and a few others).
As we've seen, the optiondynani c-1i nker /1ib/ld-1inux.so. 2 specified
the dynamic linker. The optionl r ecor d tells the linker to search for functions in
the file named i br ecor d. so.

Now thewr i t e- r ecor ds program is built, but it will not run. If we try it, we will
get an error like the following:

./wite-records: error while |oading shared libraries:
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i brecord. so: cannot open shared object file: No such
file or directory

This is because, by default, the dynamic linker only searcheb, / usr/1i b,

and whatever directories are listed/iet ¢/ | d. so. conf for libraries. In order to

run the program, you either need to move the library to one of these directories, or
execute the following command:

LD LI BRARY_PATH=.
export LD LI BRARY_ PATH

Alternatively, if that gives you an error, do this instead:

setenv LD LI BRARY_PATH .

Now, you can rumwr i t e- r ecor ds normally by typing. / wri t e-r ecor ds.
SettingLD_LI BRARY_PATH tells the linker to add whatever paths you give it to the
library search path for dynamic libraries

For further information about dynamic linking, see the following sources on the
Internet:

« The man page fard. so contains a lot of information about how the Linux
dynamic linker works.

« http://www.benyossef.com/presentations/dlink/ is a great presentation on
dynamic linking in Linux.

« http://www.linuxjournal.com/article.php?sid=1059 and
http://lwww.linuxjournal.com/article.php?sid=1060 provide a good introduction
to the ELF file format, with more detail available at
http://www.cs.ucdavis.edu/~haungs/paper/node10.html

« http://www.iecc.com/linker/linker10.html contains a great description of how
dynamic linking works with ELF files.
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Review

Know the Concepts

- What are the advantages and disadvantages of shared libraries?
« Given a library named 'foo’, what would the library’s filename be?
« What does thé dd command do?

+ Let’s say we had the filefsoo. o andbar . o, and you wanted to link them
together, and dynamically link them to the library ’kramer’. What would the
linking command be to generate the final executable?

« What istypedeffor?
- What arestructs for?

« What is the difference between a data element of tgpandint *? How would
you access them differently in your program?

« If you had a object file calletloo. o, what would be the command to create a
shared library called 'bar’?

« What is the purpose of LD_LIBRARY_PATH?

Use the Concepts

« Rewrite one or more of the programs from the previous chapters to print their
results to the screen usipgi nt f rather than returning the result as the exit
status code. Also, make the exit status code be O.

« Use thef actorial function you developed in the Section callRdcursive
Functionsin Chapter 4 to make a shared library. Then re-write the main
program so that it links with the library dynamically.
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+ Rewrite the program above so that it also links with the 'c’ library. Use the 'c’
library’s pri nt f function to display the result of thfeact ori al call.

« Rewrite thet oupper program so that it uses theibrary functions for files
rather than system calls.

Going Further

+ Make a list of all the environment variables used by the GNU/Linux dynamic
linker.

« Research the different types of executable file formats in use today and in the
history of computing. Tell the strengths and weaknesses of each.

- What kinds of programming are you interested in (graphics, databbases,
science, etc.)? Find a library for working in that area, and write a program that
makes some basic use of that library.

« Research the use bb_PRELOAD. What is it used for? Try building a shared
library that contained thexi t function, and have it write a message to
STDERR before exitting. UseD PRELOAD and run various programs with it.
What are the results?
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Chapter 9. Intermediate Memory Topics

How a Computer Views Memory

Let’s review how memory within a computer works. You may also want to re-read
Chapter 2.

A computer looks at memory as a long sequence of numbered storage locations. A
sequence afillions of numbered storage locations. Everything is stored in these
locations. Your programs are stored there, your data is stored there, everything.
Each storage location looks like every other one. The locations holding your
program are just like the ones holding your data. In fact, the computer has no idea
which are which, except that the executable file tells it where to start executing.

These storage locations are called bytes. The computer can combine up to four of
them together into a single word. Normally numeric data is operated on a word at
a time. As we mentioned, instructions are also stored in this same memory. Each
instruction is a different length. Most instructions take up one or two storage
locations for the instruction itself, and then storage locations for the instruction’s
arguments. For example, the instruction

novl data_itens(, %edi, 4), %bx

takes up 7 storage locations. The first two hold the instruction, the third one tells
which registers to use, and the next four hold the storage locatioataf i t ens.

In memory, instructions look just like all the other numbers, and the instructions
themselves can be moved into and out of registers just like numbers, because
that’s what they are.

This chapter is focused on the details of computer memory. To get started let’s
review some basic terms that we will be using in this chapter:
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Byte

This is the size of a storage location. On x86 processors, a byte can hold
numbers between 0 and 255.

Word

This is the size of a normal register. On x86 processors, a word is four bytes
long. Most computer operations handle a word at a time.

Address

An address is a number that refers to a byte in memory. For example, the
first byte on a computer has an address of 0, the second has an address of 1,
and so ort.Every piece of data on the computer not in a register has an
address. The address of data which spans several bytes is the same as the
address of its first byte.

Normally, we don't ever type the numeric address of anything, but we let the
assembler do it for us. When we use labels in code, the symbol used in the
label will be equivalent to the address it is labelling. The assembler will then
replace that symbol with its address wherever you use it in your program. For
example, say you have the following code:

.section .data
ny_dat a:
.long 2, 3, 4

Now, any time in the program thay_dat a is used, it will be replaced by the
address of the first value of thé ong directive.

Pointer

A pointer is a register or memory word whose value is an address. In our
programs we usgebp as a pointer to the current stack frame. All base

1. You actually never use addresses this low, but it works for discussion.
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pointer addressing involves pointers. Programming uses a lot of pointers, so
it's an important concept to grasp.

The Memory Layout of a Linux Program

When you program is loaded into memory, easlect i on is loaded into its own
region of memory. All of the code and data declared in each section is brought
together, even if they were separated in your source code.

The actual instructions (the ext section) are loaded at the address 0x08048000
(numbers starting witbhx are in hexadecimal, which will be discussed in Chapter
10). The. dat a section is loaded immediately after that, followed by tihes
section.

The last byte that can be addressed on Linux is location Oxbfffffff. Linux starts the
stack here and grows it downward toward the other sections. Between them is a
huge gap. The initial layout of the stack is as follows: At the bottom of the stack
(the bottom of the stack is the top address of memory - see Chapter 4), there is a
word of memory that is zero. After that comes the null-terminated name of the
program using ASCII characters. After the program name comes the program’s
environment variables (these are not important to us in this book). Then come the
program’s command-line arguments. These are the values that the user typed in on
the command line to run this program. When we asnfor example, we give it
several argumentsas, sour cefil e. s, - 0, andobj ect fi | e. 0. After these, we
have the number of arguments that were used. When the program begins, this is
where the stack pointe¥esp, is pointing. Further pushes on the stack megep

down in memory. For example, the instruction

pushl %eax

is equivalent to

novl % ax, (%esp)
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subl $4, %sp
Likewise, the instruction
popl %eax

is the same as

movl (%sp), %Y%eax
addl $4, %sp

Your program’s data region starts at the bottom of memory and goes up. The stack
starts at the top of memory, and moves downward with each push. This middle
part between the stack and your program’s data sections is inaccessible memory -
you are not allowed to access it until you tell the kernel that you nedflyou

try, you will get an error (the error message is usually "segmentation fault”). The
same will happen if you try to access data before the beginning of your program,
0x08048000. The last accessible memory address to your program is called the
system breakalso called theurrent breakor just thebreak).

2. The stack can access it as it grows downward, and you can access the stack regions
through%esp. However, your program’s data section doesn’t grow that way. The way to
grow that will be explained shortly.
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Oxbfffffff

Environment
Variables

Arg #2

Arg #1
Program name
# of arguments %€Sp

Unmapped Memory

Break

Program Code
and Data

0x08048000

Memory Layout of a Linux Program at Startup

Every Memory Address is a Lie

So, why does the computer not allow you to access memory in the break area? To
answer this question, we will have to delve into the depths of how your computer
really handles memory.

You may have wondered, since every program gets loaded into the same place in
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memory, don’t they step on each other, or overwrite each other? It would seem so.
However, as a program writer, you only accestual memory

Physical memoryefers to the actual RAM chips inside your computer and what
they contain. It's usually between 16 and 512 Megabytes on modern computers. If
we talk about ghysical memory addreswae are talking about where exactly on
these chips a piece of memory is located. Virtual memory is theyway program

thinks about memory. Before loading your program, Linux finds an empty

physical memory space large enough to fit your program, and then tells the
processor to pretend that this memory is actually at the address 0x0804800 to load
your program into. Confused yet? Let me explain further.

Each program gets its own sandbox to play in. Every program running on your
computer thinks that it was loaded at memory address 0x0804800, and that it’s
stack starts at Oxbffffff. When Linux loads a program, it finds a section of unused
memory, and then tells the processor to use that section of memory as the address
0x0804800 for this program. The address that a program believes it uses is called
the virtual address, while the actual address on the chips that it refers to is called
the physical address. The process of assigning virtual addresses to physical
addresses is calledapping

Earlier we talked about the inaccessible memory betweenibe and the stack,

but we didn't talk about why it was there. The reason is that this region of virtual
memory addresses hasn’'t been mapped onto physical memory addresses. The
mapping process takes up considerable time and space, so if every possible virtual
address of every possible program were mapped, you would not have enough
physical memory to even run one program. So, the break is the beginning of the
area that contains unmapped memory. With the stack, however, Linux will
automatically map in memory that is accessed from stack pushes.

Of course, this is a very simplified view of virtual memory. The full concept is
much more advanced. For example, Virtual memory can be mapped to more than
just physical memory; it can be mapped to disk as well. Swap partitions on Linux
allow Linux’s virtual memory system to map memory not only to physical RAM,
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but also to disk blocks as well. For example, let’s say you only have 16 Megabytes
of physical memory. Let’s also say that 8 Megabytes are being used by Linux and
some basic applications, and you want to run a program that requires 20
Megabytes of memory. Can you? The answer is yes, but only if you have set up a
swap partition. What happens is that after all of your remaining 8 Megabytes of
physical memory have been mapped into virtual memory, Linux starts mapping
parts of your application’s virtual memory to disk blocks. So, if you access a
"memory" location in your program, that location may not actually be in memory
at all, but on disk. As the programmer you won'’t know the difference, though,
because it is all handled behind the scenes by Linux.

Now, x86 processors cannot run instructions directly from disk, nor can they
access data directly from disk. This requires the help of the operating system.
When you try to access memory that is mapped to disk, the processor notices that
it can’t service your memory request directly. It then asks Linux to step in. Linux
notices that the memory is actually on disk. Therefore, it moves some data that is
currently in memory onto disk to make room, and then moves the memory being
accessed from the disk back into physical memory. It then adjusts the processor’s
virtual-to-physical memory lookup tables so that it can find the memory in the
new location. Finally, Linux returns control to the program and restarts it at the
instruction which was trying to access the data in the first place. This instruction
can now be completed successfully, because the memory is now in physical
RAM.?

Here is an overview of the way memory accesses are handled under Linux:

« The program tries to load memory from a virtual address.

« The processor, using tables supplied by Linux, transforms the virtual memory
address into a physical memory address on the fly.

3. Note that not only can Linux have a virtual address map to a different physical address,
it can also move those mappings around as needed.
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- If the processor does not have a physical address listed for the memory address,
it sends a request to Linux to load it.

« Linux looks at the address. If it is mapped to a disk location, it continues on to
the next step. Otherwise, it terminates the program with a segmentation fault
error.

- If there is not enough room to load the memory from disk, Linux will move
another part of the program or another program onto disk to make room.

« Linux then moves the data into a free physical memory address.

« Linux updates the processor’s virtual-to-physical memory mapping tables to
reflect the changes.

« Linux restores control to the program, causing it to re-issue the instruction
which caused this process to happen.

« The processor can now handle the instruction using the newly-loaded memory
and translation tables.

It's a lot of work for the operating system, but it gives the user and the
programmer great flexibility when it comes to memory management.

Now, in order to make the process more efficient, memory is separated out into
groups callegpbages When running Linux on x86 processors, a page is 4096 bytes
of memory. All of the memory mappings are done a page at a time. Physical
memory assignment, swapping, mapping, etc. are all done to memory pages
instead of individual memory addresses. What this means to you as a programmer
is that whenever you are programming, you should try to keep most memory
accesses within the same basic range of memory, so you will only need a page or
two of memory at a time. Otherwise, Linux may have to keep moving pages on
and off of disk to satisfy your memory needs. Disk access is slow, so this can
really slow down your program.

Sometimes so many programs can be loaded that there is hardly enough physical
memory for them. They wind up spending more time just swapping memory on
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and off of disk than they do actually processing it. This leads to a condition called
swap deattwhich leads to your system being unresponsive and unproductive. It's
usually usually recoverable if you start terminating your memory-hungry
programs, but it's a pain.

Resident Set Size: The amount of memory that your program currently has
in physical memory is called it's resident set size, and can be viewed by
using the program t op. The resident set size is listed under the column
labelled "RSS".

Getting More Memory

We now know that Linux maps all of our virtual memory into physical memory or
swap. If you try to access a piece of virtual memory that hasn't been mapped yet,
it triggers an error known as a segmentation fault, which will terminate your
program. The program break point, if you remember, is the last valid address you
can use. Now, this is all great if you know beforehand how much storage you will
need. You can just add all the memory you need to yalatt a or. bss sections,

and it will all be there. However, let’'s say you don’t know how much memory you
will need. For example, with a text editor, you don’t know how long the person’s
file will be. You could try to find a maximum file size, and just tell the user that
they can’t go beyond that, but that’s a waste if the file is small. Therefore Linux
has a facility to move the break point to accomodate an application’s memory
needs.

If you need more memory, you can just tell Linux where you want the new break
point to be, and Linux will map all the memory you need between the current and
new break point, and then move the break point to the spot you specify. That
memory is now available for your program to use. The way we tell Linux to move
the break point is through the k system call. Thér k system call is call number
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45 (which will be in%ax). %ebx should be loaded with the requested breakpoint.
Then you cali nt $0x80 to signal Linux to do its work. After mapping in your
memory, Linux will return the new break point #&ax. The new break point

might actually be larger than what you asked for, because Linux rounds up to the
nearest page. If there is not enough physical memory or swap to fulfill your
request, Linux will return a zero i#teax. Also, if you callbr k with a zero in

%ebx, it will simply return the last usable memory address.

The problem with this method is keeping track of the memory we request. Let’s
say | need to move the break to have room to load a file, and then need to move a
break again to load another file. Let’s say | then get rid of the first file. You now
have a giant gap in memory that's mapped, but that you aren’t using. If you
continue to move the break in this way for each file you load, you can easily run
out of memory. So, what is needed isni@mory manager

A memory manager is a set of routines that takes care of the dirty work of getting
your program memory for you. Most memory managers have two basic functions
- al | ocat e anddeal | ocat e.* Whenever you need a certain amount of memory,
you can simply telkl | ocat e how much you need, and it will give you back an
address to the memory. When you're done with it, youdedtl! | ocat e that you

are through with ital | ocat e will then be able to reuse the memory. This pattern
of memory management is calldgnamic memory allocatio his minimizes the
number of "holes" in your memory, making sure that you are making the best use
of it you can. The pool of memory used by memory managers is commonly
referred to ashe heap

The way memory managers work is that they keep track of where the system
break is, and where the memory that you have allocated is. They mark each block
of memory in the heap as being used or unused. When you request memory, the
memory manager checks to see if there are any unused blocks of the appropriate
size. If not, it calls théor k system call to request more memory. When you free

4. The function names usually arealtl ocat e anddeal | ocat e, but the functionality
will be the same. In the C programming language, for example, they are mathedc and
free.

156



Chapter 9. Intermediate Memory Topics

memory it marks the block as unused so that future requests can retrieve it. In the
next section we will look at building our own memory manager.

A Simple Memory Manager

Here | will show you a simple memory manager. It is very primitive but it shows
the principles quite well. As usual, | will give you the program first for you to look
through. Afterwards will follow an in-depth explanation. It looks long, but it is
mostly comments.

#PURPOSE: Program to manage nmenory usage - all ocates
# and deal | ocates nmenory as requested

%:ﬂ:
m
w

The prograns using these routines will ask
for a certain size of nenory. W actually
use nore than that size, but we put it

at the beginning, before the pointer

we hand back. W add a size field and

an AVAI LABLE/ UNAVAI LABLE mar ker. So, the
nmenory | ooks like this

e e b e e St e e
#Avai | abl e Marker#Si ze of menory#Actual nenory | ocations#
HERHHH R PR R T R R R R R
A--Returned pointer
poi nts here
The pointer we return only points to the actual
| ocations requested to nake it easier for the
calling program It also allows us to change our
structure without the calling programhaving to
change at all.

HHHFHHFHHHFHHHHHHHHFH

.section .data
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#H#A#H##H#GLOBAL VAR| ABLESH##H#HH#HHHH#

#This points to the beginning of the nenory we are nanagi ng
heap_begi n:
.long O

#This points to one |ocation past the nmenory we are managi ng
current _break:
.long O

#####4# STRUCTURE | NFORVATI ON####

#si ze of space for nenory regi on header

. equ HEADER SI ZE, 8

#Location of the "available" flag in the header
.equ HDR AVAIL_COFFSET, 0

#Location of the size field in the header

.equ HDR SI ZE OFFSET, 4

#HHH R HHH#HH CONSTANT SHA##H##HH##

.equ UNAVAI LABLE, 0 #This is the nunber we will use to nark
#ispace t hat has been gi ven out

.equ AVAI LABLE, 1 #This is the nunber we will use to mark
#space that has been returned, and is
#avail abl e for giving

.equ SYS BRK, 45 #system cal |l nunmber for the break
#system cal

.equ LI NUX _SYSCALL, 0x80 #make systemcalls easier to read

.section .text
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HHAEHHHHBHAFUNCT | ONSHEHBHBHBHHHH

##al | ocate_init ##
#PURPCSE: call this function to initialize the
functions (specifically, this sets heap_begin and

#
#
#

. gl obl

current _break).
return val ue.
allocate init

This has no paraneters and no

.type allocate_init, @unction
all ocate_init:

pushl

nov|

#1f the brk system cal

%ebp
Y%esp, Yebp

#standard function stuff

is called with O in %bx, it

#returns the last valid usabl e address

nov|l
novl
i nt

i ncl

novl

nov|

novl
popl

$SYS BRK, %eax
$0, %ebx
$LI NUX_SYSCALL

oeax

%eax, current break

%ax, heap_begin

Y%ebp, Y%esp
%ebp

#find out where the break is

#%eax now has the last valid
#address, and we want the
#menory | ocation after that

#store the current break

#store the current break as our
#first address. This will cause
#the allocate function to get
#nmore menory from Li nux the

#first time it is run

#exit the function
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ret
##H#H#END OF FUNCT| ONH###H###

##al | ocat e##

#PURPCSE: This function is used to grab a section of
# menory. It checks to see if there are any
# free blocks, and, if not, it asks Linux

# for a new one.

#

#PARAVETERS: This function has one paraneter - the size
# of the menory bl ock we want to allocate

#

#RETURN VALUE:

# This function returns the address of the
# all ocated nenory in %ax. |If there is no
# menory available, it will return 0 in %ax
#

###H###PROCESS| NGH####HH###
#Vari abl es used:

%cx - hold the size of the requested nenory
(first/only paraneter)

%ax - current nenory region being exam ned

%ebx - current break position

%dx - size of current nenory region

HOHHHHFHH

#We scan through each nenory region starting with
#heap_begin. W [ ook at the size of each one, and if
#it has been allocated. |If it’'s big enough for the
#irequested size, and its available, it grabs that one.
#1f it does not find a region |arge enough, it asks
#Linux for nore nmenory. |In that case, it npbves
#current _break up
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.gl obl allocate
.type allocate, @unction
.equ ST_MEM SI ZE, 8 #stack position of the nenory size
#to allocate
al | ocat e:
pushl %ebp #standard function stuff
movl  Y%esp, Y%ebp

novl ST_MEM Sl ZE( %ebp), %ecx #%ecx will hold the size
#we are looking for (which is the first
#and only paraneter)

novl heap_begin, % ax #%ax will hold the current
#search | ocation

novl current _break, %bx #%ebx will hold the current
#br eak

al | oc_I| oop_begi n: #here we iterate through each
#menory region

cnpl  %ebx, %ax #need nore nenory if these are equa
je nove_br eak

#grab the size of this menory

novl HDR SI ZE OFFSET(%sax), %edx

#1f the space is unavailable, go to the
crpl  $UNAVAI LABLE, HDR_AVAI L_OFFSET( %eax)

je next | ocation #next one
cnpl  %edx, %ecx #1f the space is avail able, compare
jle all ocate_here #the size to the needed size. If its

#bi g enough, go to allocate_here
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next | ocation:

addl $HEADER Sl ZE, %eax #The total size of the menory

addl % edx, %eax #iregion is the sumof the size
#requested (currently stored
#in %dx), plus another 8 bytes
#for the header (4 for the
#AVAI LABLE/ UNAVAI LABLE f1 ag,
#and 4 for the size of the
#region). So, adding %edx and $8
#to %eax will get the address
#of the next nenory region

jm al | oc_I| oop_begin #go | ook at the next |ocation

al l ocate_here: #if we’'ve nade it here,
#t hat means that the
#regi on header of the region
#to0 allocate is in %ax

#mar k space as unavail abl e

nmovl  $UNAVAI LABLE, HDR_AVAI L_OFFSET( %eax)

addl $HEADER Sl ZE, %eax #move %ax past the header to
#t he usabl e nmenory (since
#that's what we return)

novl  %ebp, %esp #return fromthe function

popl %ebp

ret

nove_br eak: #if we've made it here, that

#means that we have exhausted

#al | addressable nenory, and

#we need to ask for nore.
#%ebx hol ds the current
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addl

pushl
pushl
pushl

nov|

cnpl
je

popl
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#endpoi nt of the data,
#and %ecx holds its size

#we need to increase %bx to
#where we _want__ nenory
#to end, so we

$HEADER_SI ZE, %ebx #add space for the headers

#structure

%ecx, %ebx #add space to the break for

oeax
%ecX
%ebx

$SYS_BRK,

#t he data requested

#now its time to ask Linux
#for nore nmenory

#save needed registers

Yeax #reset the break (%bx has
#t he requested break point)

$LI NUX_SYSCALL

$0, %ax
error

%ebx
oecX

#under nornmal conditions, this should
#return the new break in %ax, which
#will be either O if it fails, or

#it will be equal to or larger than
#we asked for. W don’'t care

#in this programwhere it actually
#sets the break, so as |long as %eax
#isn't 0, we don't care what it is

#check for error conditions

#irestore saved registers
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popl %Yeax

#iset this nmenory as unavail able, since we're about to
#give it away

novl  $UNAVAI LABLE, HDR _AVAI L_OFFSET( %eax)

#set the size of the nmenory

movl %ecx, HDR _SI ZE OFFSET( %eax)

#nmove %ax to the actual start of usable nmenory.
#%eax now hol ds the return val ue

addl $HEADER_SI ZE, %eax

novl  %ebx, current break #save the new break

novl  %ebp, %esp #return the function

popl %ebp

ret
error:

nov| $0, %ax #on error, we return zero
movl  Y%ebp, %esp

popl  %ebp

ret

#HAHHHHHEND OF FUNCTI ONE###H#H##H

##deal | ocat e##

#PURPCSE:

# The purpose of this function is to give back

# a region of nenory to the pool after we're done
# using it.

#

#PARAMETERS

# The only paraneter is the address of the nenory
# we want to return to the nenory pool
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#

#RETURN VALUE:

# There is no return val ue

#

#PROCESSI NG

# If you renenber, we actually hand the programthe
# start of the nmenory that they can use, which is

# 8 storage locations after the actual start of the
# menory region. Al we have to do is go back

# 8 locations and mark that nmenory as avail abl e,

# so that the allocate function knows it can use it.

. gl obl deallocate

.type deal l ocate, @unction

#stack position of the menory region to free
.equ ST_MEMORY_SEG 4
deal | ocat e:

#since the function is so sinple, we

#don't need any of the fancy function stuff

#get the address of the nenory to free
#(normally this is 8(%bp), but since
#we didn’'t push %bp or nove %esp to
#%ebp, we can just do 4(%esp)

novl ST _MEMORY_SEG %esp), %eax

#get the pointer to the real beginning of the nenory
subl $HEADER Sl ZE, %ax

#mark it as avail abl e
novl  $AVAI LABLE, HDR AVAI L_OFFSET( %eax)

#return

ret
#HAHHHHHEND OF FUNCTI ONH#####H#HAH
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The first thing to notice is that there is net art symbol. The reason is that this
is just a set of functions. A memory manager by itself is not a full program - it
doesn’t do anything. It is simply a utility to be used by other programs.

To assemble the program, do the following:

as alloc.s -0 alloc.o

Okay, now let’s look at the code.

Variables and Constants

At the beginning of the program, we have two locations set up:

heap_begi n:
.long O

current _break:
.long O

Remember, the section of memory being managed is commonly referred to as the
heap When we assemble the program, we have no idea where the beginning of
the heap is, nor where the current break is. Therefore, we reserve space for their
addresses, but just fill them with a O for the time being.

Next we have a set of constants to define the structure of the heap. The way this
memory manager works is that before each region of memory allocated, we will
have a short record describing the memory. This record has a word reserved for
the available flag and a word for the region’s size. The actual memory allocated
immediately follows this record. The available flag is used to mark whether this
region is available for allocations, or if it is currently in use. The size field lets us
know both whether or not this region is big enough for an allocation request, as
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well as the location of the next memory region. The following constants describe
this record:

. equ HEADER SI ZE, 8
.equ HDR AVAI L_OFFSET, 0
.equ HDR_S| ZE_OFFSET, 4

This says that the header is 8 bytes total, the available flag is offset O bytes from
the beginning, and the size field is offset 4 bytes from the beginning. If we are
careful to always use these constants, then we protect ourselves from having to do
too much work if we later decide to add more information to the header.

The values that we will use for oawai | abl e field are either 0 for unavailable,
or 1 for available. To make this easier to read, we have the following definitions:

.equ UNAVAI LABLE, O
.equ AVAI LABLE, 1

Finally, we have our Linux system call definitions:

.equ BRK, 45
.equ LI NUX_SYSCALL, 0x80

The al | ocat e_i nit function

Okay, this is a simple function. All it does is set up tieap_begi n and
current _break variables we discussed earlier. So, if you remember the
discussion earlier, the current break can be found usingrtkesystem call. So,
the function starts like this:

pushl %ebp
novl %esp, %bp

novl  $SYS BRK, %ax
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movl  $0, %ebx
i nt $LI NUX_SYSCALL

Anyway, afteri nt $LI NUX_SYSCALL, %eax holds the last valid address. We
actually want the first invalid address instead of the last valid address, so we just
incremeneax. Then we move that value to tiheap_begi n and

current _break locations. Then we leave the function. The code looks like this:

i ncl % ax

novl %ax, current break
novl %ax, heap_begin
novl  %ebp, %esp

popl %ebp

ret

The heap consists of the memory betweeap_begi n andcur r ent _br eak, so
this says that we start off with a heap of zero bytes. &urocat e function will
then extend the heap as much as it needs to when it is called.

The al | ocat e function

This is the doozy function. Let’s start by looking at an outline of the function:

1. Start at the beginning of the heap.
2. Check to see if we're at the end of the heap.

3. If we are at the end of the heap, grab the memory we need from Linux, mark
it as "unavailable" and return it. If Linux won’t give us any more, return a 0.

4. If the current memory region is marked "unavailable”, go to the next one, and
go back to step 2.

5. If the current memory region is too small to hold the requested amount of
space, go back to step 2.
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6. If the memory region is available and large enough, mark it as "unavailable”
and return it.

Now, look back through the code with this in mind. Be sure to read the comments
so you'll know which register holds which value.

Now that you've looked back through the code, let's examine it one line at a time.
We start off like this:

pushl %ebp

novl  %esp, %bp

novl ST_MEM Sl ZE( %&bp), %ecx
novl heap_begin, %ax

movl current break, %bx

This part initializes all of our registers. The first two lines are standard function
stuff. The next move pulls the size of the memory to allocate off of the stack. This
is our only function parameter. After that, it moves the beginning heap address and
the end of the heap into registers. | am now ready to do processing.

The next section is marked | oc_| oop_begi n. In this loop we are going to
examine memory regions until we either find an open memory region or determine
that we need more memory. Our first instructions check to see if we need more
memory:

cnpl %bx, %ax
je nmove_br eak

%eax holds the current memory region being examined @ tek holds the

location past the end of the heap. Therefore if the next region to be examined is
past the end of the heap, it means we need more memory to allocate a region of
this size. Let’s skip down toove_br eak and see what happens there:

nove_break:

addl $HEADER Sl ZE, %ebx
addl % ecx, %bx
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pushl %eax
pushl %ecx
pushl %ebx
nmovl  $SYS BRK, %eax
i nt $LI NUX_SYSCALL

When we reach this point in the codé&bx holds where we want the next region

of memory to be. So, we add our header size and region skaebto, and that's
where we want the system break to be. We then push all the registers we want to
save on the stack, and call thek system call. After that we check for errors:

cnpl  $0, %ax
je error

If there were no errors we pop the registers back off the stack, mark the memory
as unavailable, record the size of the memory, and make¥sasepoints to the
start of usable memory (which &ter the header).

popl  %ebx

popl %ecx

popl %eax

novl  $UNAVAI LABLE, HDR_AVAI L_OFFSET( %eax)
movl  %ecx, HDR _SI ZE OFFSET( %eax)

addl $HEADER Sl ZE, %eax

Then we store the new program break and return the pointer to the allocated
memory.

novl  %ebx, current break
movl  Y%ebp, %esp

popl  %ebp

ret

Theerror code just returns O ifeax, SO we won't discuss it.
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Let’s go back look at the rest of the loop. What happens if the current memory
being looked at isn’t past the end of the heap? Well, let’s look.

novl HDR_SI ZE COFFSET(%ax), %edx
cmpl $UNAVAI LABLE, HDR_AVAI L_OFFSET( %eax)
je next | ocation

This first grabs the size of the memory region and puts%eitix. Then it looks at
the available flag to see if it is set thlAVAI LABLE. If so, that means that memory
region is in use, so we’ll have to skip over it. So, if the available flag is set to
UNAVAI LABLE, you go to the code labeletkxt | ocat i on. If the available flag

is set tOAVAI LABLE, then we keep on going.

Let's say that the space was available, and so we keep going. Then we check to see
if this space is big enough to hold the requested amount of memory. The size of
this region is being held ifiedx, so we do this:

cnpl  %edx, %ecx
jle al | ocate_here

If the requested size is less than or equal to the current region’s size, we can use
this block. It doesn’'t matter if the current region is larger than requested, because
the extra space will just be unused. So, let’s jump dowal toocat e_her e and

see what happens:

nmovl  $UNAVAI LABLE, HDR_AVAI L_OFFSET( %eax)
addl $HEADER SI ZE, %eax

novl  %ebp, %esp

popl %ebp

ret

It marks the memory as being unavailable. Then it moves the pdiater past

the header, and uses it as the return value for the function. Remember, the person
using this function doesn’t need to even know about our memory header record.
They just need a pointer to usable memory.
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Okay, so let’s say the region wasn't big enough. What then? Well, we would then
be at the code labeletkxt _| ocati on. This section of code is used any time that
we figure out that the current memory region won’t work for allocating memory.
All it does is advancéeax to the next possible memory region, and goes back to
the beginning of the loop. Remember tk&tix is holding the size of the current
memory region, an8iEADER_SI ZE is the symbol for the size of the memory
region’s header. So this code will move us to the next memory region:

addl $HEADER SI ZE, %ax
addl %edx, %ax
jm al | oc_I oop_begin
And now the function runs another loop.

Whenever you have a loop, you must make sure that itaktbysend. The best
way to do that is to examine all of the possibilities, and make sure that all of them
eventually lead to the loop ending. In our case, we have the following possibilities:

« We will reach the end of the heap
« We will find a memory region that’s available and large enough
« We will go to the next location

The first two items are conditions that will cause the loop to end. The third one

will keep it going. However, even if we never find an open region, we will

eventually reach the end of the heap, because it is a finite size. Therefore, we know
that no matter which condition is true, the loop has to eventually hit a terminating
condition.

The deal | ocat e function

Thedeal | ocat e function is much easier than tlaél ocat e one. That's because
it doesn’t have to do any searching at all. It can just mark the current memory
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region asAVAl LABLE, andal | ocat e will find it next time it is called. So we
have:

novl ST_MEMORY_SEQ %esp), %Yeax

subl $HEADER SI ZE, %eax

nmovl  $AVAI LABLE, HDR_AVAI L_OFFSET( %eax)
ret

In this function, we don’t have to savbp or ¥esp since we’re not changing

them, nor do we have to restore them at the end. All we're doing is reading the
address of the memory region from the stack, backing up to the beginning of the
header, and marking the region as available. This function has no return value, so
we don’t care what we leave eax.

Performance Issues and Other Problems

Our simplistic memory manager is not really useful for anything more than an
academic exercise. This section looks at the problems with such a simplistic
allocator.

The biggest problem here is speed. Now, if there are only a few allocations made,
then speed won'’t be a big issue. But think about what happens if you make a
thousand allocations. On allocation number 1000, you have to search through 999
memory regions to find that you have to request more memory. As you can see,
that's getting pretty slow. In addition, remember that Linux can keep pages of
memory on disk instead of in memory. So, since you have to go through every
piece of memory your program’s memory, that means that Linux has to load every
part of memory that’s currently on disk to check to see if its available. You can see
how this could get really, really slowThis method is said to run iimear time,

which means that every element you have to manage makes your program take

5. This is why adding more memory to your computer makes it run faster. The more mem-
ory your computer has, the less it puts on disk, so it doesn’t have to always be interrupting
your programs to retreive pages off the disk.

173



Chapter 9. Intermediate Memory Topics

longer. A program that runs iconstantime takes the same amount of time no
matter how many elements you are managing. Takédhaé! ocat e function, for
instance. It only runs 4 instructions, no matter how many elements we are
managing, or where they are in memory. In fact, althoughadblibcat e function
is one of the slowest of all memory managers,dhel | ocat e function is one of
the fastest.

Another performance problem is the number of times we’re callingpthe

system call. System calls take a long time. They aren't like functions, because the
processor has to switch modes. Your program isn’t allowed to map itself memory,
but the Linux kernel is. So, the processor has to switchketoel modethen

Linux maps the memory, and then switches baclkkger moddor your application

to continue running. This is also calleccantext switchContext switches are
relatively slow on x86 processors. Generally, you should avoid calling the kernel
unless you really need to.

Another problem that we have is that we aren’t recording where Linux actually
sets the break. Previously we mentioned that Linux might actually set the break
past where we requested it. In this program, we don’t even look at where Linux
actually sets the break - we just assume it sets it where we requested. That’s not
really a bug, but it will lead to unnecessdnyk system calls when we already

have the memory mapped in.

Another problem we have is that if we are looking for a 5-byte region of memory,
and the first open one we come to is 1000 bytes, we will simply mark the whole
thing as allocated and return it. This leaves 995 bytes of unused, but allocated,
memory. It would be nice in such situations to break it apart so the other 995 bytes
can be used later. It would also be nice to combine consecutive free spaces when
looking for large allocations.
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Using our Allocator

The programs we do in this book aren’t complicated enough to necessitate a
memory manager. Therefore, we will just use our memory manager to allocate a
buffer for one of our file reading/writing programs instead of assigning it in the

. bss.

The program we will demonstrate this orrisad- r ecor ds. s from Chapter 6.

This program uses a buffer nameekcor d_buf f er to handle its input/output

needs. We will simply change this from being a buffer definedasis to being a
pointer to a dynamically-allocated buffer using our memory manager. You will
need to have the code from that program handy as we will only be discussing the
changes in this section.

The first change we need to make is in the declaration. Currently it looks like this:

.section .bss
.l comm record_buffer, RECORD SIZE

It would be a misnomer to keep the same name, since we are switching it from
being an actual buffer to being a pointer to a buffer. In addition, it now only needs
to be one word big (enough to hold a pointer). The new declaration will stay in the
. dat a section and look like this:

record_buffer_ptr:
.long O

Our next change is we need to initialize our memory manager immediately after
we start our program. Therefore, right after the stack is set up, the following call
needs to be added:

call allocate_init

After that, the memory manager is ready to start servicing memory allocation
requests. We need to allocate enough memory to hold these records that we are
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reading. Therefore, we will cadll | ocat e to allocate this memory, and then save
the pointer it returns intoecor d_buf f er _pt r. Like this:

pushl $RECORD S| ZE
call allocate
novl %ax, record buffer ptr

Now, when we make the call toead_r ecor d, it is expecting a pointer. In the old
code, the pointer was the immediate-mode referencedor d_buf f er . Now,
record_buf fer_ptr just holds the pointer rather than the buffer itself.
Therefore, we must do a direct mode load to get the value in

record_buf fer_ptr.We need to remove this line:

pushl $record_buffer

And put this line in its place:

pushl record_buffer_ptr

The next change comes when we are trying to find the address of the firsthname
field of our record. In the old code, it WERECORD FI RSTNAME +

recor d_buf f er. However, that only works because it is a constant offset from a
constant address. In the new code, it is the offset of an address stored in

recor d_buf f er_ptr. To get that value, we will need to move the pointer into a
register, and then adkRECORD_FI RSTNAME to it to get the pointer. So where we
have the following code:

pushl $RECORD FI RSTNAME + record_buffer
We need to replace it with this:
movl record_buffer_ptr, % ax

addl $RECORD FI RSTNAME, %eax
pushl %eax
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Similarly, we need to change the line that says
movl  $RECORD _FI RSTNAME + record_buffer, % ecx

so that it reads like this:

nmovl record_buffer_ptr, % ecx
addl $RECORD_FI RSTNAME, %ecx

Finally, one change that we need to make is to deallocate the memory once we are
done with it (in this program it's not necessary, but it's a good practice anyway).

To do that, we just sendecor d_buf f er _ptr to thedeal | ocat e function right
before exitting:

pushl record_buffer_ptr
call deallocate

Now you can build your program with the following commands:

as read-records.s -0 read-records.o
Id alloc.o read-record.o read-records.o wite-new ine.o count-
chars.o -0 read-records

You can then run your program by doingr ead- r ecor ds.

The uses of dynamic memory allocation may not be apparent to you at this point,
but as you go from academic exercises to real-life programs you will use it
continually.

More Information

More information on memory handling in Linux and other operating systems can
be found at the following locations:
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« More information about the memory layout of Linux programs can be found in
Konstantin Boldyshev’'s document, "Startup state of a Linux/i386 ELF binary",
available at http://linuxassembly.org/startup.html

« A good overview of virtual memory in many different systems is available at
http://cne.gmu.edu/modules/vm/

- Several in-depth articles on Linux’s virtual memory subsystem is available at
http://www.nongnu.org/lkdp/files.html

- Doug Lea has written up a description of his popular memory allocator at
http://gee.cs.oswego.edu/dl/html/malloc.html

« A paper on the 4.4 BSD memory allocator is available at
http://docs.freebsd.org/44doc/papers/malloc.html

Review

Know the Concepts

« Describe the layout of memory when a Linux program starts.
« What is the heap?

« What is the current break?

« Which direction does the stack grow in?

« Which direction does the heap grow in?

« What happens when you access unmapped memory?

« How does the operating system prevent processes from writing over each
other’s memory?

- Describe the process that occurs if a piece of memory you are using is currently
residing on disk?
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« Why do you need an allocator?

Use the Concepts

« Modify the memory manager so that it cadlsl ocat e_i ni t automatically if
it hasn’t been initialized.

« Modify the memory manager so that if the requested size of memory is smaller
than the region chosen, it will break up the region into multiple parts. Be sure to
take into account the size of the new header record when you do this.

- Modify one of your programs that uses buffers to use the memory manager to
get buffer memory rather than using thiess.

Going Further

+ Researclyarbage collectionwWhat advantages and disadvantages does this
have over the style of memory management used here?

+ Researcheference countingVhat advantages and disadvantages does this
have over the style of memory management used here?

« Change the name of the functionsntal | oc andf r ee, and build them into a
shared library. UseD_PRELQAD to force them to be used as your memory
manager instead of the default one. Add samkt e system calls to STDOUT
to verify that your memory manager is being used instead of the default one.
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Counting

Counting Like a Human

In many ways, computers count just like humans. So, before we start learning how
computers count, let’s take a deeper look at how we count.

How many fingers do you have? No, it's not a trick question. Humans (normally)
have ten fingers. Why is that significant? Look at our numbering system. At what
point does a one-digit number become a two-digit number? That's right, at ten.
Humans count and do math using a base ten numbering system. Base ten means
that we group everything in tens. Let’s say we’re counting sheep. 1, 2, 3,4, 5,6, 7,
8, 9, 10. Why did we all of a sudden now have two digits, and re-use the 1? That's
because we're grouping our numbers by ten, and we have 1 group of ten sheep.
Okay, let’s go to the next number 11. That means we have 1 group of ten sheep,
and 1 sheep left ungrouped. So we continue - 12, 13, 14, 15, 16, 17, 18, 19, 20.
Now we have 2 groups of ten. 21 - 2 groups of ten, and 1 sheep ungrouped. 22 - 2
groups of ten, and 2 sheep ungrouped. So, let's say we keep counting, and get to
97, 98, 99, and 100. Look, it happened again! What happens at 100? We now have
ten groups of ten. At 101 we have ten groups of ten, and 1 ungrouped sheep. So
we can look at any number like this. If we counted 60879 sheep, that would mean
that we had 6 groups of ten groups of ten groups of ten groups of ten, O groups of
ten groups of ten groups of ten, 8 groups of ten groups of ten, 7 groups of ten, and
9 sheep left ungrouped.

So, is there anything significant about grouping things by ten? No! It’s just that
grouping by ten is how we've always done it, because we have ten fingers. We
could have grouped at nine or at eleven (in which case we would have had to make
up a new symbol). The only difference between the different groupings of

numbers is that we have to re-learn our multiplication, addition, subtraction, and
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division tables for each grouping. The rules haven’t changed, just the way we
represent them. Also, some of our tricks that we learned don’t always apply,
either. For example, let’'s say we grouped by nine instead of ten. Moving the
decimal point one digit to the right no longer multiplies by ten, it now multiplies
by nine. In base nine, 500 is only nine times as large as 50.

Counting Like a Computer

The question is, how many fingers does the computer have to count with? The
computer only has two fingers. So that means all of the groups are groups of two.
So, let’s count in binary - 0 (zero), 1 (one), 10 (two - one group of two), 11 (three -
one group of two and one left over), 100 (four - two groups of two), 101 (five -

two groups of two and one left over), 110 (six - two groups of two and one group
of two), and so on. In base two, moving the decimal one digit to the right
multiplies by two, and moving it to the left divides by two. Base two is also
referred to as binary.

The nice thing about base two is that the basic math tables are very short. In base
ten, the multiplication tables are ten columns wide, and ten columns tall. In base
two, it is very simple:

Tabl e of binary addition

+] 0 | 1
T, o - o -
o] 0 | O
e oo -
1] 1 | 10

Tabl e of binary multiplication
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So, let's add the numbers 10010101 with 1100101:

10010101
+ 1100101

11111010

Now, let’s multiply them:

10010101
* 1100101
10010101
00000000
10010101
00000000
00000000
10010101
10010101

11101011001001
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Conversions Between Binary and Decimal

Let’s learn how to convert numbers from binary (base two) to decimal (base ten).
This is actually a rather simple process. If you remember, each digit stands for
some grouping of two. So, we just need to add up what each digit represents, and
we will have a decimal number. Take the binary number 10010101. To find out
what it is in decimal, we take it apart like this:

1 0 0
|
| I ndi vi dual units (270)
| 0 groups of 2 (2"1)
| 1 group of 4 (272)
| 0 groups of 8 (2"3)
1 group of 16 (274)
0 groups of 32 (275)
0 groups of 64 (276)
1 group of 128 (277)

o 1 o0 1
| | |

I |

I

- — — — B

and then we add all of the pieces together, like this:

1*128 + 0*64 + 0*32 + 1*16 + 0*8 + 1*4 + 0*2 + 1*1 =
128 + 16 + 4 + 1 =
149

S0 10010101 in binary is 149 in decimal. Let’s look at 1100101. It can be written
as

1*64 + 1*32 + 0 * 16 + 0*8 + 1*4 + 0*2 + 1*1 =

64 + 32 + 4 + 1 =
101

So we see that 1100101 in binary is 101 in decimal. Let’s look at one more
number, 11101011001001. You can convert it to decimal by doing

1*8192 + 1*4096 + 1*2048 + 0*1024 + 1*512 + 0*256

184



Chapter 10. Counting Like a Computer

+ 1*128 + 1*64 + 0%32 + 0*16 + 1*8 + 0*4
+0%2 + 1*1 =

8192 + 4096 + 2048 + 512 + 128 + 64 + 8 + 1 =
15049

Now, if you've been paying attention, you have noticed that the numbers we just
converted are the same ones we used to multiply with earlier. So, let's check our
results: 101 * 149 = 15049. It worked!

Now let’s look at going from decimal back to binary. In order to do the conversion,
you have tadividethe number into groups of two. So, let’s say you had the
number 17. If you divide it by two, you get 8 with 1 left over. So that means there
are 8 groups of two, and 1 ungrouped. That means that the rightmost digit will be
1. Now, we have the rigtmost digit figured out, and 8 groups of 2 left over. Now,
let's see how many groups of two groups of two we have, by dividing 8 by 2. We
get 4, with nothing left over. That means that all groups two can be further divided
into more groups of two. So, we have 0 groups of only two. So the next digit to the
leftis 0. So, we divide 4 by 2 and get two, with O left over, so the next digit is 0.
Then, we divide 2 by 2 and get 1, with O left over. So the next digit is 0. Finally,
we divide 1 by 2 and get 0 with 1 left over, so the next digit to the left is 1. Now,
there’s nothing left, so we're done. So, the number we wound up with is 10001.

Previously, we converted to binary 11101011001001 to decimal 15049. Let’s do
the reverse to make sure that we did it right:

15049 / 2 = 7524 Remai ning 1
7524 | 2 = 3762 Remai ni ng 0
3762 / 2 = 1881 Remai ning 0
1881 / 2 = 940 Rerai ning 1
940 / 2 = 470 Remai ni ng 0
470 /| 2 = 235 Remai ni ng 0
235/ 2 = 117 Remai ning 1
117 / 2 = 58 Rermai ning 1
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58 / 2 = 29 Rermai ning O
29 / 2 =14 Remai ning 1
14/ 2 =7 Remai ning 0
71 2 =3 Rerai ning 1
3/ 2=1 Remai ning 1
1/ 2=0 Remai ning 1

Then, we put the remaining numbers back together, and we have the original
number! Remember the first division remainder goes to the far right, so from the
bottom up you have 11101011001001.

Each digit in a binary number is calledb#, which stands fobinary digit

Remember, computers divide up their memory into storage locations called bytes.

Each storage location on an x86 processor (and most others) is 8 bits long. Earlier
we said that a byte can hold any number between 0 and 255. The reason for this is
that the largest number you can fit into 8 bits is 255. You can see this for yourself

if you convert binary 11111111 into decimal:

11111111 =

(1% 2°7) + (1 * 206) + (1 * 2°B) + (1 * 204) + (1 * 2°3)
+ (1% 282) + (1 * 271) + (1 * 270) =

128 + 64 + 32 + 16 + 8 + 4 + 2 + 1 =
255

The largest number that you can hold in 16 bits is 65535. The largest number you
can hold in 32 bits is 4294967295 (4 billion). The largest number you can hold in
64 bits is 18,446,744,073,709,551,615. The largest number you can hold in 128
bits is 340,282,366,920,938,463,463,374,607,431,768,211,456. Anyway, you see
the picture. For x86 processors, most of the time you will deal with 4-byte
numbers (32 bits), because that’s the size of the registers.
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Truth, Falsehood, and Binary Numbers

Now we've seen that the computer stores everything as sequences of 1's and 0’s.
Let’s look at some other uses of this. What if, instead of looking at a sequence of
bits as a number, we instead looked at it as a set of switches. For example, let’s say
there are four switches that control lighting in the house. We have a switch for
outside lights, a switch for the hallway lights, a switch for the living room lights,

and a switch for the bedroom lights. We could make a little table showing which

of these were on and off, like so:

Qutside Hallway Living Room Bedroom
On o f On On

It's obvious from looking at this that all of the lights are on except the hallway
ones. Now, instead of using the words "On" and "Off", let’s use the numbers 1 and
0. 1 will represent on, and 0 will represent off. So, we could represent the same
information as

Qutside Hallway Living Room Bedroom
1 0 1 1

Now, instead of having labels on the light switches, let's say we just memorized
which position went with which switch. Then, the same information could be
represented as

1 0 1 1
or as

1011

This is just one of many ways you can use the computers storage locations to
represent more than just numbers. The computers memory just sees numbers, but
programmers can use these numbers to represent anything their imaginations can
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come up with. They just sometimes have to be creative when figuring out the best
representation.

Not only can you do regular arithmetic with binary numbers, they also have a few
operations of their own, called binary or logical operations . The standard binary
operations are

- AND
- OR

« NOT
+ XOR

Before we look at examples, I'll describe them for you. AND takes two bits and
returns one bit. AND will return a 1 only if both bits are 1, and a 0 otherwise. For
example, LAND 1is 1, but1 ANDOis0,0AND 1is0,and 0 AND Ois 0.

OR takes two bits and returns one bit. It will return 1 if either of the original bits is
1. For example, LOR 1is1,10ORO0isone,00OR 1is 1, butO OR0is 0.

NOT only takes one bit, and returns it's opposite NOT 1 is 0 and NOT O is 1.
Finally, XOR is like OR, except it returns 0O if both bits are 1.

Computers can do these operations on whole registers at a time. For example, if a
register has 10100010101010010101101100101010 and another one has
10001000010101010101010101111010, you can run any of these operations on
the whole registers. For example, if we were to AND them, the computer will run
from the first bit to the 32nd and run the AND operation on that bit in both
registers. In this case:

10100010101010010101101100101010 AND
10001000010101010101010101111010

10000000000000010101000100101010
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You'll see that the resulting set of bits only has a one wietnumbers had a
one, and in every other position it has a zero. Let’s look at what an OR looks like:

10100010101010010101101100101010 OR
10001000010101010101010101111010

101010101111110101011211101111010

In this case, the resulting number has a 1 where either number has a 1 in the given
position. Let’s look at the NOT operation:

NOT 10100010101010010101101100101010

01011101010101101010010011010101

This just reverses each digit. Finally, we have XOR, which is like an OR, except if
bothdigits are 1, it returns 0.

10100010101010010101101100101010 XOR
10001000010101010101010101111010

00101010111111000000111001010000

This is the same two numbers used in the OR operation, so you can compare how
they work. Also, if you XOR a number with itself, you will always get 0, like this:

10100010101010010101101100101010 XOR
10100010101010010101101100101010

00000000000000000000000000000000

These operations are useful for two reasons:

« The computer can do them extremely fast
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« You can use them to compare many truth values at the same time

You may not have known that different instructions execute at different speeds. It's
true, they do. And these operations are the fastest on most processors. For
example, you saw that XORing a number with itself produces 0. Well, the

XOR operation is faster than the loading operation, so many programmers use it to
load a register with zero. For example, the code

movl  $0, %eax
is often replaced by

xorl % ax, %ax

We'll discuss speed more in Chapter 12, but | want you to see how programmers
often do tricky things, especially with these binary operators, to make things fast.
Now let’s look at how we can use these operators to manipulate true/false values.
Earlier we discussed how binary numbers can be used to represent any number of
things. Let’s use binary numbers to represent what things my Dad and | like. First,
let’s look at the things | like:

Food: vyes

Heavy Metal Muisic: yes
Wearing Dressy Cothes: no
Footbal I : yes

Now, let’s look at what my Dad likes:

Food: vyes

Heavy Metal Music: no
Wearing Dressy O othes: yes
Footbal I . yes

Now, let’'s use a 1 to say yes we like something, and a 0 to say no we don’t. Now
we have:
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Me

Food: 1

Heavy Metal Music: 1
Wearing Dressy Clothes: O
Footbal I: 1

Dad

Food: 1

Heavy Metal Music: O
Wearing Dressy Clothes: 1
Footbal I : 1

Now, if we just memorize which position each of these are in, we have

\%=
1101

Dad
1011

Now, let’'s see we want to get a list of things both my Dad and | like. You would
use the AND operation. So

1101 AND
1011

Which translates to

Things we both like

Food: vyes

Heavy Metal Music: no
Wearing Dressy Cothes: no
Footbal | : yes
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Remember, the computer has no idea what the ones and zeroes represent. That's
your job and your program’s job. If you wrote a program around this

representation your program would at some point examine each bit and have code
to tell the user what it’s for (if you asked a computer what two people agreed on
and it answered 1001, it wouldn’t be very useful). Anyway, let's say we want to
know the things that we disagree on. For that we would use XOR, because it will
return 1 only if one or the other is 1, but not both. So

1101 XOR
1011

And I'll let you translate that back out.

The previous operations: AND, OR, NOT, and XOR are calledlean operators
because they were first studied by George Boole. So, if someone mentiones
boolean operators or boolean algebra, you now know what they are talking about.

In addition to the boolean operations, there are also two binary operators that
aren’'t boolean, shift and rotate. Shifts and rotates each do what their name
implies, and can do so to the right or the left. A left shift moves each digit of a
binary number one space to the left, puts a zero in the ones spot, and chops off the
furthest digit to the left. A left rotate does the same thing, but takes the furthest
digit to the left and puts it in the ones spot. For example,

Shift left 10010111
Rotate left 10010111

00101110
00101111

Notice that if you rotate a number for every digit it has (i.e. - rotating a 32-bit
number 32 times), you wind up with the same number you started with. However,
if you shifta number for every digit you have, you wind up with 0. So, what are
these shifts useful for? Well, if you have binary numbers representing things, you
use shifts to peek at each individual value. Let's say, for instance, that we had my
Dad’s likes stored in a register (32 bits). It would look like this:
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00000000000000000000000000001011

Now, as we said previously, this doesn’t work as program output. So, in order to
do output, we would need to do shifting amthsking Masking is the process of
eliminating everything you don’t want. In this case, for every value we are looking
for, we will shift the number so that value is in the ones place, and then mask that
digit so that it is all we see. Masking is accomplished by doing an AND with a
number that has the bits we are interested in set to 1. For example, let’'s say we
wanted to print out whether my Dad likes dressy clothes or not. That data is the
second value from the right. So, we have to shift the number right 1 digit so it
looks like this:

00000000000000000000000000000101

and then, we just want to look at that digit, so we mask it by ANDing it with
00000000000000000000000000000001.

00000000000000000000000000000101 AND
00000000000000000000000000000001

00000000000000000000000000000001

This will make the value of the register 1 if my Dad likes dressy clothes, and O if
he doesn’t. Then we can do a comparison to 1 and print the results. The code
would look like this:

#NOTE - assune that the register %bx hol ds
# nmy Dad’ s preferences

novl  %ebx, %ax #This copies the information into %ax so
#we don’'t lose the original data

shrl  $1, %ax #This is the shift operator. It stands

#for Shift Right Long. This first nunber
#i s the nunber of positions to shift,
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#and the second is the register to shift

#Thi s does the maski ng
andl $0b00000000000000000000000000000001, %eax

#Check to see if the result is 1 or O
cnpl  $0b00000000000000000000000000000001, %eax

je yes_he |ikes_dressy_ cl ot hes
jm no_he_doesnt | i ke_dressy_cl ot hes

And then we would have two labels which printed something about whether or not
he likes dressy clothes and then exits. Thenotation means that what follows is

a binary number. In this case it wasn’t needed, because 1 is the same in any
numbering system, but | put it there for clarity. We also didn’t need the 31 zeroes,
but | put them in to make a point that the number you are using is 32 bits.

When a number represents a set of options for a function or system call, the
individual true/false elements are calliéd@gs Many system calls have numerous
options that are all set in the same register using a mechanism like we've
described. Thepen system call, for example, has as its second parameter a list of
flags to tell the operating system how to open the file. Some of the flags include:

O WRONLY
This flag is0b00000000000000000000000000000001 in binary, or01 in
octal (or any number system for that matter). This says to open the file in
write-only mode.

O_RDVR

This flag is0b00000000000000000000000000000010 in binary, or02 in
octal. This says to open the file for both reading and writing.
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O _CREAT

This flag is0b00000000000000000000000001000000 in binary, or0100
in octal. It means to create the file if it doesn't already exist.

O TRUNC

This flag is0b00000000000000000000001000000000 in binary, or
01000 in octal. It means to erase the contents of the file if the file already
exists.

O_APPEND

This flag is0b00000000000000000000010000000000 in binary, or
02000 in octal. It means to start writing at the end of the file rather than at
the beginning.

To use these flags, you simply OR them together in the combination that you want.
For example, to open a file in write-only mode, and have it create the file if it
doesn't exist, | would us® WRONLY (01) andO_CREAT (0100). OR'd together, |
would have 0101.

Note that if you don’t set eithed WRONLY or O_RDWR, then the file is
automatically opened in read-only mod2 RDONLY, except that it isn’t really a
flag since it's zero).

Many functions and system calls use flags for options, as it allows a single word to
hold up to 32 possible options if each option is represented by a single bit.

The Program Status Register

We've seen how bits on a register can be used to give the answers of yes/no and
true/false statements. On your computer, there is a register callpdodpam

status registerThis register holds a lot of information about what happens in a
computation. For example, have you ever wondered what would happen if you
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added two numbers and the result was larger than would fit in a register? The
program status register has a flag called the carry flag. You can test it to see if the
last computation overflowed the register. There are flags for a number of different
statuses. In fact, when you do a companep( ) instruction, the result is stored in
this register. The conditional jump instructiongé, j ne, etc) use these results to

tell whether or not they should jumpnp, the unconditional jump, doesn’t care

what is in the status register, since it is unconditional.

Let's say you needed to store a number larger than 32 bits. So, let's say the number
is 2 registers wide, or 64 bits. How could you handle this? If you wanted to add
two 64 bit numbers, you would add the least significant registers first. Then, if you
detected an carry, you could add 1 to the most significant register. In fact, this is
probably the way you learned to do decimal addition. If the result in one column is
more than 9, you simply carried the number to the next most significant column. If
you added 65 and 37, first you add 7 and 4 to get 12. You keep the 2 in the right
column, and carry the one to the next column. There you add 6, 3, and the 1 you
carried. This results in 10. So, you keep the zero in that column and carry the one
to the next most significant column, which is empty, so you just put the one there.
Luckily, 32 bits is usually big enough to hold the numbers we use regularly.

Additional program status register flags are examined in Appendix B.

Other Numbering Systems

What we have studied so far only applies to positive integers. However, real-world
numbers are not always positive integers. Negative numbers and numbers with
decimals are also used.

Floating-point Numbers

So far, the only numbers we've dealt with are integers - numbers with no decimal
point. Computers have a general problem with numbers with decimal points,
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because computers can only store fixed-size, finite values. Decimal numbers can
be any length, including infinite length (think of a repeating decimal, like the
result of 1/ 3).

The way a computer handles decimals is by storing them at a fixed precision
(number of significant bits). A computer stores decimal numbers in two parts - the
exponenand themantissa The mantissa contains the actual digits that will be

used, and the exponent is what magnitude the number is. For example, 12345.2 is
stored as 1.23452 * 10"4. The mantissa is 1.23452 and the exponent is 4. All
numbers are stored as X.XXXXX * 10"XXXX. The number 1 is stored as

1.00000 * 10"0.

Now, the mantissa and the exponent are only so long, which leads to some
interesting problems. For example, when a computer stores an integer, if you add 1
to it, the resulting number is one larger. This does not necessarily happen with
floating point numbers. If the number is sufficiently big, like 5.234 * 10"5000,
adding 1 to it might not even register in the mantissa (remember, both parts are
only so long). This affects several things, especially order of operations. Let’s say
that | add 1 to 5.234 * 1075000 a few billion or trillion times. Guess what - the
number won’t change at all. However, if | add one to itself enough times, and then
add it to the original number, it might make a dent.

You should note that it takes most computers a lot longer to do floating-point
arithmetic than it does integer arithmetic. So, for programs that really need speed,
integers are mostly used.

Negative Numbers

How would you think that negative numbers on a computer might be represented?
One thought might be to use the first digit of a number as the sign, so
00000000000000000000000000000001 would represent the number 1, and
10000000000000000000000000000001 would represent -1. This makes a lot

of sense, and in fact some old processors work this way. However, it has some
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problems. First of all, it takes a lot more circuitry to add and subtract signed
numbers represented this way. Even more problematic, this representation has a
problem with the number 0. In this system, you could have both a negative and a
positive 0. This leads to a lot of questions, like "should negative zero be equal to
positive zero?", and "What should the sign of zero be in various circumstances?".

These problems were overcome by using a representation of negative numbers
calledtwo’s complementepresentation. To get the negative representation of a
number in two’s complement form, you must perform the following steps:

1. Perform a NOT operation on the number
2. Add one to the resulting number

So, to get the negative 60000000000000000000000000000001, you would

first do a NOT operation, which gives€1111111111111111111211111111110,

and then add one, giving1111111111111111111111111111111. To get

negative two, first take0000000000000000000000000000010. The NOT of

that numberi€2111111111121111111121111111111101. Adding one gives
1111111212211111221111121211111110. With this representation, you can add
numbers just as if they were positive, and come out with the right answers. For
example, if you add one plus negative one in binary, you will notice that all of the
numbers flip to zero. Also, the first digit still carries the sign bit, making it simple
to determine whether or not the number is positive or negative. Negative numbers
will always have a in the leftmost bit. This also changes which numbers are

valid for a given number of bits. With signed numbers, the possible magnitude of
the values is split to allow for both positive and negative numbers. For example, a
byte can normally have values up to 255. A signed byte, however, can store values
from -128 to 127.

One thing to note about the two’s complement representation of signed numbers is
that, unlike unsigned quantities, if you increase the number of bits, you can’t just
add zeroes to the left of the number. For example, let’s say we are dealing with
four-bit quantities and we had the numbert3p1. If we were to extend this into
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an eight-bit register, we could not represent iDa601101 as this would

represent 13, not -3. When you increase the size of a signed quantity in two’s
complement representation, you have to perfergm extensionSign extension

means that you have to pad the left-hand side of the quantity with whatever digit is
in the sign digit when you add bits. So, if we extend a negative number by 4 digits,
we should fill the new digits with a 1. If we extend a positive number by 4 digits,
we should fill the new digits with a 0. So, the extension of -3 from four to eight

bits will yield 11111101.

The x86 processor has different forms of several instructions depending on
whether they expect the quantities they operate on to be signed or unsigned. These
are listed in Appendix B. For example, the x86 processor has both a
sign-preserving shift-rightar | , and a shift-right which does not preserve the

sign bit,shr1 .

Octal and Hexadecimal Numbers

The numbering systems discussed so far have been decimal and binary. However,
two others are used common in computing - octal and hexadecimal. In fact, they
are probably written more often than binary. Octal is a representation that only
uses the numbers 0 through 7. So the octal number 10 is actually 8 in decimal
because it is one group of eight. Octal 121 is decimal 81 (one group of 64 (8"2),
two groups of 8, and one left over). What makes octal nice is that every 3 binary
digits make one octal digit (there is no such grouping of binary digits into

decimal). So 0is 000, 1is 001, 2is 010, 3is 011, 4is 100,5is 101, 6is 110, and 7
is111.

Permissions in Linux are done using octal. This is because Linux permissions are
based on the ability to read, write and execute. The first bit is the read permission,
the second bit is the write permission, and the third bit is the execute permission.
So, 0 (000) gives no permissions, 6 (110) gives read and write permission, and 5
(101) gives read and execute permissions. These numbers are then used for the
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three different sets of permissions - the owner, the group, and everyone else. The
number 0644 means read and write for the first permission set, and read-only for
the second and third set. The first permission set is for the owner of the file. The
third permission set is for the group owner of the file. The last permission set is for
everyone else. S0,751 means that the owner of the file can read, write, and
execute the file, the group members can read and execute the file, and everyone
else can only execute the file.

Anyway, as you can see, octal is used to group bits (binary digits) into threes. The
way the assembler knows that a number is octal is because octal numbers are
prefixed with a zero. For example 010 means 10 in octal, which is 8 in decimal. If
you just write 10 that means 10 in decimal. The beginning zero is what
differentiates the two. Sdpe careful not to put any leading zeroes in front of
decimal numbers, or they will be interepreted as octal nunibers

Hexadecimal numbers (also called just "hex") use the numbers 1-15 for each digit.
however, since 10-15 don’t have their own numbers, hexadecimal uses thedetters
throughf to represent them. For example, the letteepresents 10, the lettbr
represents 11, and so on. 10 in hexadecimal is 16 in decimal. In octal, each digit
represented three bits. In hexadecimal, each digit represents four bits. Every two
digits is a full byte, and eight digits is a 32-bit word. So you see, it is considerably
easier to write a hexadecimal number than it is to write a binary number, because
it's only a quarter as many digits. The most important number to remember in
hexadecimal i$ , which means that all bits are set. So, if | want to set all of the

bits of a register to 1, | can just do

movl  $OxFFFFFFFF, %sax

Which is considerably easier and less error-prone than writing

movl  $0b1111111111212111111111111111111111, %eax

Note also that hexadecimal numbers are prefixed witiSo, when we do
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i nt $0x80

We are calling interrupt number 128 (8 groups of 16), or interrupt number
0b00000000000000000000000010000000.

Hexadecimal and octal numbers take some getting used to, but they are heavily
used in computer programming. It might be worthwhile to make up some numbers
in hex and try to convert them back and forth to binary, decimal, and octal.

Order of Bytes in a Word

One thing that confuses many people when dealing with bits and bytes on a low
level is that, when bytes are written from registers to memory, their bytes are
written out least-significant-portion-firS&What most people expect is that if they
have a word in a register, s@yx5d 23 ef ee (the spacing is so you can see
where the bytes are), the bytes will be written to memory in that order. However,
on x86 processors, the bytes are actually written in reverse order. In memory the
bytes would b®xee ef 23 5d on x86 processors. The bytes are written in
reverse order from what they would appear conceptually, but the bits within the
bytes are ordered normally.

Not all processors behave this way. The x86 processolititbeaendianprocessor,
which means that it stores the "little end", or least-significant byte of its words
first.

1. Significancen this context is referring to which digit they represent. For example, in
the number 294, the digit 2 is the most significant because it represents the hundreds place,
9 is the next most significant, and 4 is the least significant.
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Register

Byte0 A Bytel | Byte2 | Byte 3
K A“ ‘.o ) — A
- "
¥y ¥
Byte 0 | Byte1 | Byte2 | Byte 3

Memory

Register-to-memory transfers on little-endian systems

Other processors aleg-endianprocessors, which means that they store the "big
end", or most significant byte, of their words first, the way we would naturally

read a number.
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Register

Byte O | Byte1 | Byte2 | Byte 3
A \
: |
\ Yy v
Byte 0 | Byte1l | Byte2 | Byte 3

Memory

Register-to-memory transfers on big-endian systems

This difference is not normally a problem (although it has sparked many technical
controversies throughout the years). Because the bytes are reversed again (or not,
if it is a big-endian processor) when being read back into a register, the
programmer usually never notices what order the bytes are in. The byte-switching
magic happens automatically behind the scenes during register-to-memory
transfers. However, the byte order can cause problems in several instances:

- If you try to read in several bytes at a time usimgy| but deal with them on a
byte-by-byte basis using the least significant byte (i.e. - by ugagand/or
shifting of the register), this will be in a different order than they appear in
memory.
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- If you read or write files written for different architectures, you may have to
account for whatever order they write their bytes in.

- If you read or write to network sockets, you may have to account for a different
byte order in the protocol.

As long as you are aware of the issue, it usually isn’'t a big deal. For more in-depth
look at byte order issues, you should read DAV’s Endian FAQ at
http://www.rdrop.com/~cary/html/endian_faq.html, especially the article "On

Holy Wars and a Plea for Peace" by Daniel Cohen.

Converting Numbers for Display

So far, we have been unable to display any number stored to the user, except by
the extremely limitted means of passing it through exit codes. In this section, we
will discuss converting positive numbers into strings for display.

The function will be called nt eger 2st ri ng, and it will take two parameters -

an integer to convert and a string buffer filled with null characters (zeroes). The
buffer will be assumed to be big enough to store the entire number as a string.(at
least 11 characters long, to include a trailing null character).

Remember that the way that we see numbers is in base 10. Therefore, to access the
individual decimal digits of a number, we need to be dividing by 10 and
displaying the remainder for each digit. Therefore, the process will look like this:

« Divide the number by ten
« The remainder is the current digit. Convert it to a character and store it.
- We are finished if the quotient is zero.

- Otherwise, take the quotient and the next location in the buffer and repeat the
process.
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The only problem is that since this process deals with the one’s place first, it will
leave the number backwards. Therefore, we will have to finish by reversing the
characters. We will do this by storing the characters on the stack as we compute
them. This way, as we pop them back off to fill in the buffer, it will be in the
reverse order that we pushed them on.

The code for the function should be put in a file called eger -t o-string. s
and should be entered as follows:

#PURPOSE: Convert an integer nunber to a decimal string

# for display

#

#1 NPUT: A buffer | arge enough to hold the | argest
# possi bl e nunber

# An integer to convert

#

#OUTPUT: The buffer will be overwitten with the
# deci mal string

#

#Vari abl es:

%cx will hold the count of characters processed
%ax will hold the current val ue
%di will hold the base (10)

H H H H HF

.equ ST_VALUE, 8
.equ ST_BUFFER 12

. gl obl integer2string

.type integer2string, @unction
i nt eger 2stri ng:

#Nor mal function begi nni ng
pushl %ebp

novl  %esp, %bp
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#Current character count
novl  $0, %ecx

#Move the value into position
novl ST _VALUE(%ebp), %eax

#When we divide by 10, the 10
#must be in a register or menory | ocation
movl  $10, %d

conver si on_| oop:
#Division is actually performed on the
#conbi ned %edx: %eax register, so first
#cl ear out %edx
novl  $0, %edx

#Di vi de %edx: Y%eax (which are inmplied) by 10.
#Store the quotient in %ax and the renai nder
#in %dx (both of which are inplied).

di vl %edi

#Quotient is in the right place. % dx has

#t he remai nder, which now needs to be converted
#into a nunber. So, %dx has a nunber that is

#0 through 9. You could also interpret this as
#an index on the ASCI| table starting fromthe

#character '0'. The ascii code for 'O plus zero
#is still the ascii code for 0. The ascii code
#for 0" plus 1 is the ascii code for the
#character '1'. Therefore, the follow ng
#instruction will give us the character for the

#nunber stored in %dx
addl $ 0, %dx

#Now we will take this value and push it on the
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#stack. This way, when we are done, we can just
#pop off the characters one-by-one and they will
#be in the right order. Note that we are pushing
#t he whol e register, but we only need the byte
#in %l (the last byte of the %dx register) for
#t he character

pushl %edx

#lncrenment the digit count
incl %ecx

#Check to see if %ax is zero yet, go to next
#istep i f so.

cmpl  $0, %ax

je end_conversi on_I| oop

#%eax al ready has its new val ue.
j mp conversion_| oop

end_conversi on_I| oop

#The string is now on the stack, if we pop it
#of f a character at a tine we can copy it into
#t he buffer and be done.

#Get the pointer to the buffer in %edx
movl  ST_BUFFER(%bp), %dx

copy_reversing_|l oop

#We pushed a whol e register, but we only need
#the last byte. So we are going to pop off to
#the entire Y% ax register, but then only nove the
#smal |l part (%l) into the character string.

popl %eax

novb %al, (%dx)
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#Decreasi ng %e&cx so we know when we are finished
decl %ecx

#l ncreasing %dx so that it will be pointing to
#t he next byte

incl %edx

#Check to see if we are finished

cnpl  $0, %ecx

#1f so, junp to the end of the function
je end_copy_reversing_|l oop

#O herwi se, repeat the | oop

jmp copy_reversing | oop

end_copy_reversing_| oop
#Done copying. Now write a null byte and return
movb  $0, (%edx)

novl  %ebp, %esp

popl %ebp
ret

To show this used in a full program, use the following code, along with the
count _chars andwr it e_new i ne functions written about in previous chapters.
The code should be in a file callednver si on- program s

.include "linux.s"
.section .data
#This is where it will be stored

t np_buffer
.ascii "\0\0\0\0O\0\0\O\0\O\ON 0"
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.section .text

.globl _start
_start:
novl %esp, %bp

#Storage for the result
pushl $tnp_buffer
#Number to convert
pushl $824

call integer2string
addl $8, %sp

#Get the character count for our system cal
pushl $tnp_buffer

call count_chars

addl $4, %sp

#The count goes in %dx for SYS WRI TE
movl  %eax, %edx

#Make the system cal
nmovl $SYS WRI TE, %ax
novl  $STDOUT, %ebx
movl  $tnp_buffer, %ecx

i nt $LI NUX_SYSCALL
#Wite a carriage return
pushl $STDOUT

call wite_newine

H#HEXI t
nmovl $SYS EXIT, %ax
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movl  $0, %bx
i nt $LI NUX_SYSCALL

To build the program, issue the following commands:

as integer-to-string.s -o integer-to-nunber.o

as count-chars.s -0 count-chars.o

as wite-newine.s -o wite-newine.o

as conversion-programs -0 conversion-program o

Id integer-to-nunber.o count-chars.o wite-new ine.o conversion-
program o -0 conversi on-program

To run just type / conver si on- pr ogr amand the output should s®24.

Review

Know the Concepts

« Convert the decimal number 5,294 to binary.

« What number does 0x0234aeff represent? Specify in binary, octal, and decimal.
« Add the binary numbers 10111001 and 101011.

« Multiply the binary numbers 1100 1010110.

« Convert the results of the previous two problems into decimal.

+ Describe how AND, OR, NOT, and XOR work.

« What is masking for?

« What number would you use for the flags of thgen system call if you wanted
to open the file for writing, and create the file if it doesn’t exist?
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« How would you represent -55 in a thirty-two bit register?
« Sign-extend the previous quantity into a 64-bit register.

« Describe the difference between little-endian and big-endian storage of words
in memory.

Use the Concepts

« Go back to previous programs that returned numeric results through the exit
status code, and rewrite them to print out the results instead using our integer to
string conversion function.

« Modify thei nt eger 2st ri ng code to return results in octal rather than
decimal.

« Modify thei nt eger 2st ri ng code so that the conversion base is a parameter
rather than hardcoded.

« Write a function called s_negat i ve that takes a single integer as a parameter
and returns 1 if the parameter is negative, and 0 if the parameter is positive.

Going Further

« Modify thei nt eger 2st ri ng code so that the conversion base can be greater
than 10 (this requires you to use letters for numbers past 9).

« Create a function that does the reversemfeger 2st ri ng called
nunmber 2i nt eger which takes a character string and converts it to a
register-sized integer. Test it by running that integer back through the
i nt eger 2st ri ng function and displaying the results.

« Write a program that stores likes and dislikes into a single machine word, and
then compares two sets of likes and dislikes for commonalities.
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- Write a program that reads a string of characters from STDIN and converts
them to a number.
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In this chapter we will begin to look at our first "real-world" programming

language. Assembly language is the language used at the machine’s level, but most
people find coding in assembly language too cumbersome for everyday use. Many
computer languages have been invented to make the programming task easier.
Knowing a wide variety of languages is useful for many reasons, including

- Different languages are based on different concepts, which will help you to
learn different and better programming methods and ideas.

- Different languages are good for different types of projects.

- Different companies have different standard languages, so knowing more
languages makes your skills more marketable.

« The more languages you know, the easier it is to pick up new ones.

As a programmer, you will often have to pick up new languages. Professional
programmers can usually pick up a new language with about a weeks worth of
study and practice. Languages are simply tools, and learning to use a new tool
should not be something a programmer flinches at. In fact, if you do computer
consulting you will often have to learn new languages on the spot in order to keep
yourself employed. It will often be your customer, not you, who decides what
language is used. This chapter will introduce you to a few of the languages
available to you. | encourage you to explore as many languages as you are
interested in. | personally try to learn a new language every few months.

Compiled and Interpreted Languages

Many languages areompiledlanguages. When you write assembly language,
each instruction you write is translated into exactly one machine instruction for
processing. With compilers, a statement can translate into one or hundreds of
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machine instructions. In fact, depending on how advanced your compiler is, it
might even restructure parts of your code to make it faster. In assembly language
what you write is what you get.

There are also languages that mnterpretedlanguages. These languages require
that the user run a program callediaterpreterthat in turn runs the given

program. These are usually slower than compiled programs, since the interpreter
has to read and interpret the code as it goes along. However, in well-made
interpreters, this time can be fairly negligible. There is also a class of hybrid
languages which partially compile a program before execution into byte-codes.
This is done because the interpreter can read the byte-codes much faster than it
can read the regular language.

There are many reasons to choose one or the other. Compiled programs are nice,
because you don’t have to already have an interpreter installed in the user’s
machine. You have to have a compiler for the language, but the users of your
program don’t. In an interpreted language, you have to be sure that the user has an
interpreter installed for your program, and that the computer knows which
interpreter to run your program with. However, interpeted languages tend to be
more flexible, while compiled languages are more rigid.

Language choice is usually driven by available tools and support for programming
methods rather than by whether a language is compiled or interpretted. In fact
many languages have options for either one.

High-level languages, whether compiled or interpreted, are oriented around you,
the programmer, instead of around the machine. This opens them up to a wide
variety of features, which can include the following:

« Being able to group multiple operations into a single expression

- Being able to use "big values" - values that are much more conceptual than the
4-byte words that computers normally deal with (for example, being able to
view text strings as a single value rather than as a string of bytes).
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« Having access to better flow control constructs than just jumps.
« Having a compiler to check types of value assignments and other assertions.
« Having memory handled automatically.

- Being able to work in a language that resembles the problem domain rather than
the computer hardware.

So why does one choose one language over another? For example, many choose
Perl because it has a vast library of functions for handling just about every
protocol or type of data on the planet. Python, however, has a cleaner syntax and
often lends itself to more straightforward solutions. It's cross-platform GUI tools
are also excellent. PHP makes writing web applications simple. Common LISP
has more power and features than any other environment for those willing to learn
it. Scheme is the model of simplicity and power combined together. C is easy to
interface with other languages.

Each language is different, and the more languages you know the better
programmer you will be. Knowing the concepts of different languages will help
you in all programming, because you can match the programming language to the
problem better, and you have a larger set of tools to work with. Even if certain
features aren’t directly supported in the language you are using, often they can be
simulated. However, if you don’t have a broad experience with languages, you
won’t know of all the possibilities you have to choose from.

Your First C Program

Here is your first C program, which prints "Hello world" to the screen and exits.
Type it in, and give it the name Hello-World.c

#i ncl ude <stdi o. h>

/* PURPCSE: This programis nean to show a basic */
/* C program Al it does is print */
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[ * "Hello World!'" to the screen and */
[ * exit. */

/* Main Program */
int main(int argc, char **argv)

{

[* Print our string to standard output */
puts("Hello World!l\n");

/* Exit with status 0 */
return O;

}

As you can see, it's a pretty simple program. To compile it, run the command
gcc -0 Hellowsrld Hello-Wrld.c
To run the program, do

./ Hell owrld

Let’s look at how this program was put together.

Comments in C are started with and ended with/ . Comments can span
multiple lines, but many people prefer to start and end comments on the same line
so they don't get confused.

#i ncl ude <stdi o. h> is the first part of the program. This igaeprocessor
directive C compiling is split into two stages - the preprocessor and the main
compiler. This directive tells the preprocessor to look for thesfildi o. h and

paste it into your program. The preprocessor is responsible for putting together the
text of the program. This includes sticking different files together, running macros
on your program text, etc. After the text is put together, the preprocessor is done
and the main compiler goes to work.
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Now, everything irst di 0. h is now in your program just as if you typed it there
yourself. The angle brackets around the filename tell the compiler to look in it’s
standard paths for the filé (sr /i ncl ude and/ usr /1 ocal /i ncl ude, usually).

If it was in quotes, liket#i ncl ude "stdi o. h" it would look in the current

directory for the file. Anywayst di o. h contains the declarations for the standard
input and output functions and variables. These declarations tell the compiler what
functions are available for input and output. The next few lines are simply
comments about the program.

Then there is the linent mai n(int argc, char **argv). Thisis the start

of a function. C Functions are declared with their name, arguments and return
type. This declaration says that the function’s nanreaisn, it returns ari nt

(integer - 4 bytes long on the x86 platform), and has two arguments atan

calledar gc and achar ** calledar gv. You don’t have to worry about where the
arguments are positioned on the stack - the C compiler takes care of that for you.
You also don’t have to worry about loading values into and out of registers
because the compiler takes care of that, too.

Thenai n function is a special function in the C language - it is the start of all C
programs (much likest art in our assembly-language programs). It always

takes two parameters. The first parameter is the number of arguments given to this
command, and the second parameter is a list of the arguments that were given.

The next line is a function call. In assembly language, you had to push the
arguments of a function onto the stack, and then call the function. C takes care of
this complexity for you. You simply have to call the function with the parameters
in parenthesis. In this case, we call the funcom s, with a single parameter.

This parameter is the character string we want to print. We just have to type in the
string in quotations, and the compiler takes care of defining storage and moving
the pointers to that storage onto the stack before calling the function. As you can
see, it's a lot less work.

Finally our function returns the number In assembly language, we stored our
return value irteax, but in C we just use theet ur n command and it takes care
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of that for us. The return value of tai n function is what is used as the exit
code for the program.

As you can see, using high-level languages makes life much easier. It also allows
our programs to run on multiple platforms more easily. In assembly language,
your program is tied to both the operating system and the hardware platform,
while in compiled and interpreted languages the same code can usually run on
multiple operating systems and hardware platforms. For example, this program
can be built and executed on x86 hardware running Linux®, Windows®, UNIX®,
or most other operating systems. In addition, it can also run on Macintosh
hardware running a number of operating systems.

Additional information on the C programming language can be found in Appendix
E.

Perl

Perl is an interpreted language, existing mostly on Linux and UNIX-based
platforms. It actually runs on almost all platforms, but you find it most often on
Linux and UNIX-based ones. Anyway, here is the Perl version of the program,
which should be typed into a file namedl | o- Wor | d. pl :

#! [ usr/ bi n/ perl
print("Hello world!'\n");

Since Perl is interpreted, you don’t need to compile or link it. Just run in with the
following command:

perl Hello-World. pl

As you can see, the Perl version is even shorter than the C version. With Perl you
don’t have to declare any functions or program entry points. You can just start
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typing commands and the interpreter will run them as it comes to them. In fact this
program only has two lines of code, one of which is optional.

The first, optional line is used for UNIX machines to tell which interpreter to use
to run the program. Thi! tells the computer that this is an interpreted program,
and thel usr/ bi n/ per| tells the computer to use the programsr / bi n/ per |

to interpret the program. However, since we ran the program by typipgrih

Hel | o- Wor | d. pl , we had already specified that we were using the perl
interpreter.

The next line calls a Perl builtin function, print. This has one parameter, the string
to print. The program doesn’t have an explicit return statement - it knows to return
simply because it runs off the end of the file. It also knows to return 0 because
there were no errors while it ran. You can see that interpreted languages are often
focused on letting you get working code as quickly as possible, without having to
do a lot of extra legwork.

One thing about Perl that isn’t so evident from this example is that Perl treats
strings as a single value. In assembly language, we had to program according to
the computer’'s memory architecture, which meant that strings had to be treated as
a sequence of multiple values, with a pointer to the first letter. Perl pretends that
strings can be stored directly as values, and thus hides the complication of
manipulating them for you. In fact, one of Perl’s main strengths is it’s ability and
speed at manipulating text.

Python

The Python version of the program looks almost exactly like the Perl one.
However, Python is really a very different language than Perl, even if it doesn’t
seem so from this trivial example. Type the program into a file named

Hel | o- Wor | d. py. The program follows:

#! [ usr/ bi n/ pyt hon
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print "Hello Wrld"

You should be able to tell what the different lines of the program do.

Review

Know the Concepts

« What is the difference between an intepretted language and a compiled
language?

« What reasons might cause you to need to learn a new programming language?

Use the Concepts

« Learn the basic syntax of a new programming language. Re-code one of the
programs in this book in that language.

- In the program you wrote in the question above, what specific things were
automated in the programming language you chose?

« Modify your program so that it runs 10,000 times in a row, both in assembly
language and in your new language. Then run thee command to see which
is faster. Which does come out ahead? Why do you think that is?

+ How does the programming language’s input/output methods differ from that of
the Linux system calls?
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Going Further

- Having seen languages which have such brevity as Perl, why do you think this
book started you with a language as verbose as assembly language?

« How do you think high level languages have affected the process of
programming?

« Why do you think so many languages exist?

« Learn two new high level languages. How do they differ from each other? How
are they similar? What approach to problem-solving does each take?
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Optimization is the process of making your application run more effectively. You
can optimize for many things - speed, memory space usage, disk space usage, etc.
This chapter, however, focuses on speed optimization.

When to Optimize

It is better to not optimize at all than to optimize too soon. When you optimize,
your code generally becomes less clear, because it becomes more complex.
Readers of your code will have more trouble discovering why you did what you
did which will increase the cost of maintenance of your project. Even when you
know how and why your program runs the way it does, optimized code is harder to
debug and extend. It slows the development process down considerably, both
because of the time it takes to optimize the code, and the time it takes to modify
your optimized code.

Compounding this problem is that you don’t even know beforehand where the
speed issues in your program will be. Even experienced programmers have trouble
predicting which parts of the program will be the bottlenecks which need
optimization, so you will probably end up wasting your time optimizing the wrong
parts. the Section calléd/here to Optimizevill discuss how to find the parts of

your program that need optimization.

While you develop your program, you need to have the following priorities:

« Everything is documented
« Everything works as documented
« The code is written in an modular, easily modifiable form

Documentation is essential, especially when working in groups. The proper
functioning of the program is essential. You'll notice application speed was not
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anywhere on that list. Optimization is not necessary during early development for
the following reasons:

« Minor speed problems can be usually solved through hardware, which is often
much cheaper than a programmer’s time.

« Your application will change dramatically as you revise it, therefore wasting
most of your efforts to optimize it.

« Speed problems are usually localized in a few places in your code - finding
these is difficult before you have most of the program finished.

Therefore, the time to optimize is toward the end of development, when you have
determined that your correct code actually has performance problems.

In a web-based e-commerce project | was involved in, | focused entirely on
correctness. This was much to the dismay of my colleagues, who were worried
about the fact that each page took twelve seconds to process before it ever started
loading (most web pages process in under a second). However, | was determined
to make it the right way first, and put optimization as a last priority. When the

code was finally correct after 3 months of work, it took only three days to find and
eliminate the bottlenecks, bringing the average processing time under a quarter of
a second. By focusing on the correct order, | was able to finish a project that was
both correct and efficient.

Where to Optimize

Once you have determined that you have a performance issue you need to
determine where in the code the problems occur. You can do this by running a
profiler. A profiler is a program that will let you run your program, and it will tell
you how much time is spent in each function, and how many times they are run.

1. Many new projects often have a first code base which is completely rewritten as devel-
opers learn more about the problem they are trying to solve. Any optimization done on the
first codebase is completely wasted.
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gpr of is the standard GNU/Linux profiling tool, but a discussion of using
profilers is outside the scope of this text. After running a profiler, you can
determine which functions are called the most or have the most time spent in
them. These are the ones you should focus your optimization efforts on.

If a program only spends 1% of its time in a given function, then no matter how
much you speed it up you will only achieveraximunof a 1% overall speed
improvement. However, if a program spends 20% of its time in a given function,
then even minor improvements to that functions speed will be noticeable.
Therefore, profiling gives you the information you need to make good choices
about where to spend your programming time.

In order to optimize functions, you need to understand in what ways they are
being called and used. The more you know about how and when a function is
called, the better position you will be in to optimize it appropriately.

There are two main categories of optimization - local optimizations and global
optimizations. Local optimizations consist of optimizations that are either
hardware specific - such as the fastest way to perform a given computation - or
program-specific - such as making a specific piece of code perform the best for the
most often-occuring case. Global optimization consist of optimizations which are
structural. For example, if you were trying to find the best way for three people in
different cities to meet in St. Louis, a local optimization would be finding a better
road to get there, while a global optimization would be to decide to teleconference
instead of meeting in person. Global optimization often involves restructuring
code to avoid performance problems, rather than trying to find the best way
through them.

Local Optimizations

The following are some well-known methods of optimizing pieces of code. When
using high level languages, some of these may be done automatically by your
compiler’s optimizer.
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Precomputing Calculations

Sometimes a function has a limitted number of possible inputs and outputs.
In fact, it may be so few that you can actually precompute all of the possible
answers beforehand, and simply look up the answer when the function is
called. This takes up some space since you have to store all of the answers,
but for small sets of data this works out really well, especially if the
computation normally takes a long time.

Remembering Calculation Results

This is similar to the previous method, but instead of computing results
beforehand, the result of each calculation requested is stored. This way when
the function starts, if the result has been computed before it will simply

return the previous answer, otherwise it will do the full computation and store
the result for later lookup. This has the advantage of requiring less storage
space because you aren’t precomputing all results. This is sometimes termed
cachingor memoizing

Locality of Reference
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Locality of references a term for where in memory the data items you are
accessing are. With virtual memory, you may access pages of memory which
are stored on disk. In such a case, the operating system has to load that
memory page from disk, and unload others to disk. Let’s say, for instance,
that the operating system will allow you to have 20k of memory in physical
memory and forces the rest of it to be on disk, and your application uses 60k
of memory. Let’s say your program has to do 5 operations on each piece of
data. If it does one operation on every piece of data, and then goes through
and does the next operation on each piece of data, eventually every page of
data will be loaded and unloaded from the disk 5 times. Instead, if you did all
5 operations on a given data item, you only have to load each page from disk
once. When you bundle as many operations on data that is physically close to
each other in memory, then you are taking advantage of locality of reference.
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In addition, processors usually store some data on-chip in a cache. If you
keep all of your operations within a small area of physical memory, your
program may bypass even main memory and only use the chip’s ultra-fast
cache memory. This is all done for you - all you have to do is to try to operate
on small sections of memory at a time, rather than bouncing all over the
place.

Register Usage

Registers are the fastest memory locations on the computer. When you
access memory, the processor has to wait while it is loaded from the memory
bus. However, registers are located on the processor itself, so access is
extremely fast. Therefore making wise usage of registers is extremely
important. If you have few enough data items you are working with, try to
store them all in registers. In high level languages, you do not always have
this option - the compiler decides what goes in registers and what doesn't.

Inline Functions

Functions are great from the point of view of program management - they
make it easy to break up your program into independent, understandable, and
reuseable parts. However, function calls do involve the overhead of pushing
arguments onto the stack and doing the jumps (remember locality of
reference - your code may be swapped out on disk instead of in memory). For
high level languages, it's often impossible for compilers to do optimizations
across function-call boundaries. However, some languages support inline
functions or function macros. These functions look, smell, taste, and act like
real functions, except the compiler has the option to simply plug the code in
exactly where it was called. This makes the program faster, but it also
increases the size of the code. There are also many functions, like recursive
functions, which cannot be inlined because they call themselves either
directly or indirectly.
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Optimized Instructions

Often times there are multiple assembly language instructions which
accomplish the same purpose. A skilled assembly language programmer
knows which instructions are the fastest. However, this can change from
processor to processor. For more information on this topic, you need to see
the user’s manual that is provided for the specific chip you are using. As an
example, let’s look at the process of loading the number O into a register. On
most processors, doingavl $0, %ax is not the quickest way. The

quickest way is to exclusive-or the register with itsefy | %eax, %eax.

This is because it only has to access the register, and doesn't have to transfer
any data. For users of high-level languages, the compiler handles this kind of
optimizations for you. For assembly-language programmers, you need to
know your processor well.

Addressing Modes

Different addressing modes work at different speeds. The fastest are the
immediate and register addressing modes. Direct is the next fastest, indirect
is next, and base pointer and indexed indirect are the slowest. Try to use the
faster addressing modes, when possible. One interesting consequence of this
is that when you have a structured piece of memory that you are accessing
using base pointer addressing, the first element can be accessed the quickest.
Since it’s offset is 0, you can access it using indirect addressing instead of
base pointer addressing, which makes it faster.

Data Alignment

Some processors can access data on word-aligned memory boundaries (i.e. -
addresses divisible by the word size) faster than non-aligned data. So, when
setting up structures in memory, it is best to keep it word-aligned. Some
non-x86 processors, in fact, cannot access non-aligned data in some modes.

These are just a smattering of examples of the kinds of local optimizations
possible. However, remember that the maintainability and readability of code is
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much more important except under extreme circumstances.

Global Optimization

Global optimization has two goals. The first one is to put your code in a form
where it is easy to do local optimiztions. For example, if you have a large
procedure that performs several slow, complex calculations, you might see if you
can break parts of that procedure into their own functions where the values can be
precomputed or memoized.

Stateless functions (functions that only operate on the parameters that were passed
to them - i.e. no globals or system calls) are the easiest type of functions to
optimize in a computer. The more stateless parts of your program you have, the
more opportunities you have to optimize. In the e-commerce situation | wrote
about above, the computer had to find all of the associated parts for specific
inventory items. This required about 12 database calls, and in the worst case took
about 20 seconds. However, the goal of this program was to be interactive, and a
long wait would destroy that goal. However, | knew that these inventory
configurations do not change. Therefore, | converted the database calls into their
own functions, which were stateless. | was then able to memoize the functions. At
the beginning of each day, the function results were cleared in case anyone had
changed them, and several inventory items were automatically preloaded. From
then on during the day, the first time someone accessed an inventory item, it would
take the 20 seconds it did beforehand, but afterwards it would take less than a
second, because the database results had been memoized.

Global optimization usually often involves achieving the following properties in
your functions:

Parallelization

Parallelization means that your algorithm can effectively be split among
multiple processes. For example, pregnancy is not very parallelizable because
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no matter how many women you have, it still takes nine months. However,
building a car is parallelizable because you can have one worker working on
the engine while another one is working on the interior. Usually, applications
have a limit to how parallelizable they are. The more parallelizable your
application is, the better it can take advantage of multiprocessor and clustered
computer configurations.

Statelessness

As we've discussed, stateless functions and programs are those that rely
entirely on the data explicitly passed to them for functioning. Most processes
are not entirely stateless, but they can be within limits. In my e-commerce
example, the function wasn’t entirely stateless, but it was within the confines
of a single day. Therefore, | optimized it as if it were a stateless function, but
made allowances for changes at night. Two great benefits resulting from
statelessness is that most stateless functions are parallelizable and often
benefit from memoization.

Global optimization takes quite a bit of practice to know what works and what
doesn’t. Deciding how to tackle optimization problems in code involves looking at
all the issues, and knowing that fixing some issues may cause others.

Review

Know the Concepts

« At what level of importance is optimization compared to the other priorities in
programming?

« What is the difference between local and global optimizations?

« Name some types of local optimizations.
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« How do you determine what parts of your program need optimization?

+ At what level of importance is optimization compared to the other priorities in
programming? Why do you think | repeated that question?

Use the Concepts

Go back through each program in this book and try to make optimizations
according to the procedures outlined in this chapter

Pick a program from the previous exercise and try to calculate the performance
impact on your code under specific inpats.

Going Further

Find an open-source program that you find particularly fast. Contact one of the
developers and ask about what kinds of optimizations they performed to
improve the speed.

Find an open-source program that you find particularly slow, and try to imagine
the reasons for the slowness. Then, download the code and try to profile it using
gpr of or similar tool. Find where the code is spending the majority of the time
and try to optimize it. Was the reason for the slowness different than you
imagined?

Has the compiler eliminated the need for local optimizations? Why or why not?

What kind of problems might a compiler run in to if it tried to optimize code
across function call boundaries?

2. Since these programs are usually short enough not to have noticeable performance prob-
lems, looping through the program thousands of times will exaggerate the time it takes to
run enough to make calculations.
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Congratulations on getting this far. You should now have a basis for understanding
the issues involved in many areas of programming. Even if you never use
assembly language again, you have gained a valuable perspective and mental
framework for understanding the rest of computer science.

There are essentially three methods to learn to program:

« From the Bottom Up - This is how this book teaches. It starts with low-level
programming, and works toward more generalized teaching.

« From the Top Down - This is the opposite direction. This focuses on what you
want to do with the computer, and teaches you how to break it down more and
more until you get to the low levels.

« From the Middle - This is characterized by books which teach a specific
programming language or API. These are not as concerned with concepts as
they are with specifics.

Different people like different approaches, but a good programmer takes all of
them into account. The bottom-up approaches help you understand the machine
aspects, the top-down approaches help you understand the problem-area aspects,
and the middle approaches help you with practical questions and answers. To
leave any of these aspects out would be a mistake.

Computer Programming is a vast subject. As a programmer, you will need to be
prepared to be constantly learning and pushing your limits. These books will help
you do that. They not only teach their subjects, but also teach various ways and
methods othinking As Alan Perlis said, "A language that doesn't affect the way
you think about programming is not worth knowing"
(http://www.cs.yale.edu/homes/perlis-alan/quotes.html). If you are constantly
looking for new and better ways of doing and thinking, you will make a successful
programmer. If you do not seek to enhance yourself, "A little sleep, a little
slumber, a little folding of the hands to rest - and poverty will come on you like a
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bandit and scarcity like an armed man." (Proverbs 24:33-34 NIV). Perhaps not
quite that severe, but still, it's best to always be learning.

These books were selected because of their content and the amount of respect they
have in the computer science world. Each of them brings something unique. There
are many books here. The best way to start would be to look through online

reviews of several of the books, and find a starting point that interests you.

From the Bottom Up

This list is in the best reading order | could find. It's not necessarily easiest to
hardest, but based on subject matter.

« Programming from the Ground Upy Jonathan Bartlett

« Introduction to Algorithmsy Thomas H. Cormen, Charles E. Leiserson, and
Ronald L. Rivest

« The Art of Computer Programmirlgy Donald Knuth (3 volume set - volume 1
is the most important)

« Programming Languagdsy Samuel N. Kamin
« Modern Operating Systenby Andrew Tanenbaum
 Linkers and Loaderby John Levine

« Computer Organization and Design: The Hardware/Software Interfgce
David Patterson and John Hennessy

From the Top Down

These books are arranged from the simplest to the hardest. However, they can be
read in any order you feel comfortable with.
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« How to Design Programby Matthias Felleisen, Robert Bruce Findler, Matthew
Flatt, and Shiram Krishnamurthi, available online at http://www.htdp.org/

« Simply Scheme: An Introduction to Computer ScidncBrian Harvey and
Matthew Wright

« How to Think Like a Computer Scientist: Learning with PytihgrAllen
Downey, Jeff Elkner, and Chris Meyers, available online at
http://www.greenteapress.com/thinkpython/

« Structure and Interpretation of Computer ProgralmsHarold Abelson and
Gerald Jay Sussman with Julie Sussman, available online at
http://mitpress.mit.edu/sicp/

« Design Patterndy Erich Gamma, Richard Helm, Ralph Johnson, and John
Vlissides

« What not How: The Rules Approach to Application Developrbgr@hris Date
« The Algorithm Design Manudly Steve Skiena
« Programming Language Pragmatiby Michael Scott

» Essentials of Programming Languad®sDaniel P. Friedman, Mitchell Wand,
and Christopher T. Haynes

From the Middle Out

Each of these is the best book on its subject. If you need to know these languages,
these will tell you all you need to know.

« Programming Perby Larry Wall, Tom Christiansen, and Jon Orwant
« Common LISP: The Languaty Guy R. Steele
ANSI Common LISBy Paul Graham

The C Programming Languad®y Brian W. Kernighan and Dennis M. Ritchie
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The Waite Group’s C Primer Plusy Stephen Prata
The C++ Programming Languagdey Bjarne Stroustrup

Thinking in Javaby Bruce Eckel, available online at
http://www.mindview.net/Books/TI1J/

The Scheme Programming LangudyeKent Dybvig

Linux Assembly Language ProgrammimgBob Neveln

Specialized Topics

These books are the best books that cover their topic. They are thorough and
authoritative. To get a broad base of knowledge, you should read several outside of
the areas you normally program in.

Practical ProgrammingPRrogramming PearlandMore Programming Pearls
by Jon Louis Bentley

DatabasesUnderstanding Relational Databasbyg Fabian Pascal
Project ManagementFhe Mythical Man-Monthby Fred P. Brooks

UNIX Programming -The Art of UNIX Programmingy Eric S. Raymond,
available online at http://www.catb.org/~esr/writings/taoup/

UNIX Programming -Advanced Programming in the UNIX EnvironmégtW.
Richard Stevens

Network Programming UNIX Network Programming? volumes) by W.
Richard Stevens

Generic ProgrammingModern C++ Designby Andrei Alexandrescu

Compilers -The Art of Compiler Design: Theory and Practiog Thomas
Pittman and James Peters
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« Compilers -Advanced Compiler Design and ImplementatiyriSteven
Muchnick

« Development ProcesRefactoring: Improving the Design of Existing Cdale
Martin Fowler, Kent Beck, John Brant, William Opdyke, and Don Roberts

« Typesetting Computers and Typesettii§ volumes) by Donald Knuth
« Cryptography Applied Cryptographypy Bruce Schneier

+ Linux - Professional Linux Programminigy Neil Matthew, Richard Stones, and
14 other people

+ Linux Kernel -Linux Device Driverdy Alessandro Rubini and Jonathan Corbet

« Open Source Programminghe Cathedral and the Bazaar: Musings on Linux
and Open Source by an Accidental RevolutiortaEric S. Raymond

« Computer Architecture €omputer Architecture: A Quantitative Approali
David Patterson and John Hennessy

Further Resources on Assembly Language

In assembly language, your best resources are on the web.

« http://www.linuxassembly.org/ - a great resource for Linux assembly language
programmers

« http://www.sandpile.org/ - a repository of reference material on x86, x86-64,
and compatible processors

« http://www.x86.0rg/ - Dr. Dobb’s Journal Microprocessor Resources

« http://www.drpaulcarter.com/pcasm/ - Dr. Paul Carter's PC Assembly Language
Page

+ http://webster.cs.ucr.edu/ - The Art of Assembly Home Page
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« http://www.intel.com/design/pentium/manuals/ - Intel's manuals for their
processors

«+ http://lwww.janw.easynet.be/ - Jan Wagemaker’s Linux assembly language
examples

+ http://www.azillionmonkeys.com/ged/asm.html - Paul Hsieh’s x86 Assembly
Page
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Introduction to GUI Programming

The purpose of this appendix is not to teach you how to do Graphical User
Interfaces. It is simply meant to show how writing graphical applications is the
same as writing other applications, just using an additional library to handle the
graphical parts. As a programmer you need to get used to learning new libraries.
Most of your time will be spent passing data from one library to another.

The GNOME Libraries

The GNOME projects is one of several projects to provide a complete desktop to
Linux users. The GNOME project includes a panel to hold application launchers
and mini-applications called applets, several standard applications to do things
such as file management, session management, and configuration, and an API for
creating applications which fit in with the way the rest of the system works.

One thing to notice about the GNOME libraries is that they constantly create and
give you pointers to large data structures, but you never need to know how they are
laid out in memory. All manipulation of the GUI data structures are done entirely
through function calls. This is a characteristic of good library design. Libraries
change from version to version, and so does the data that each data structure holds.
If you had to access and manipulate that data yourself, then when the library is
updated you would have to modify your programs to work with the new library, or
at least recompile them. When you access the data through functions, the
functions take care of knowing where in the structure each piece of data is. The
pointers you receive from the library anpaque- you don’t need to know

specifically what the structure they are pointing to looks like, you only need to
know the functions that will properly manipulate it. When designing libraries,

even for use within only one program, this is a good practice to keep in mind.
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This chapter will not go into details about how GNOME works. If you would like
to know more, visit the GNOME developer web site at
http://developer.gnome.org/. This site contains tutorials, mailing lists, API
documentation, and everything else you need to start programming in the
GNOME environment.

A Simple GNOME Program in Several Languages

This program will simply show a Window that has a button to quit the application.

When that button is clicked it will ask you if you are sure, and if you click yes it
will close the application. To run this program, type in the following as
ghone- exanpl e. s:

#PURPOSE: This programis neant to be an exanpl e
# of what GU prograns | ook |like witten
# with the GNOVE libraries

#

#1 NPUT: The user can only click on the "Quit"

# button or close the w ndow

#

#OUTPUT: The application will close

#

#PROCESS If the user clicks on the "Quit" button
# the programw Il display a dialog asking
# if they are sure. |If they click Yes, it
# will close the application. O herw se
# it will continue running

#

.section .data

###GNOVE definitions -

#
#
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# equi val ent s

#GNOVE Button Nanes
GNOVE_STOCK_BUTTON_YES:
.ascii "Button_Yes\0"
GNOVE_STOCK_BUTTON_NG
.ascii "Button_No\0"

#Gnonme MessageBox Types
GNOVE_MESSAGE_BOX_QUESTI ON
.ascii "question\0"

#St andard definition of NULL
.equ NULL, O

#GNOMVE signal definitions
si gnal _destroy:

.ascii "destroy\0"

si gnal _del ete_event:
.ascii "delete_event\0"
signal _clicked:

.ascii "clicked\0"

###Appl i cati on-specific definitions

#Application infornmation

app_i d:

.ascii "gnone-exanpl e\ 0"
app_version:

.ascii "1.000\0"

app_title:

.ascii "Ghone Exanple Program 0"

#Text for Buttons and w ndows
button_quit _text:

Appendix A. GUI Programming
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.ascii "l want to Quit the GNOVE Exanpl e Program 0"
gui t _questi on:
.ascii "Are you sure you want to quit?\0"

.section .bss

#Variables to save the created wi dgets in
.equ WORD _SI ZE, 4

.1 comm appPtr, WORD Sl ZE

.1 comm btnQuit, WORD_SIZE

.section .text

.globl main

.type main, @unction
mai n:

pushl %ebp

novl  %esp, %bp

#lnitialize GNOVE |ibraries

pushl 12(%ebp) #ar gv

pushl 8(%ebp) #ar gc

pushl $app_version

pushl $app_id

call gnome_init

addl $16, %esp #recover the stack

#Create new application w ndow
pushl S$app_title #W ndow title

pushl $app_id #Application ID
call gnonme_app_new
addl $8, %sp #recover the stack

novl %eax, appPtr #save the wi ndow pointer
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#Create new button
pushl $button_quit_text #button text

call gtk button_new with_| abe
addl %4, %sp #recover the stack
novl  %eax, btnQuit #save the button pointer

#Make the button show up inside the application w ndow
pushl bt nQuit

pushl appPtr

call gnone_app_set _contents

addl $8, %esp

#Makes the button show up (only after it’s w ndow
#shows up, though)

pushl bt nQuit

call gtk wi dget_ show

addl $4, %sp

#Makes the application wi ndow show up
pushl appPtr

call gtk_w dget_show

addl  $4, %esp

#fHave GNOVE cal | our del ete_handl er function

#whenever a "del ete" event occurs

pushl  $NULL #extra data to pass to our
#function (we don't use any)

pushl $del ete_handl er #function address to cal

pushl $signal _del ete_event #nane of the signa

pushl appPtr #w dget to listen for events on
call gtk _signal _connect
addl $16, %esp #recover stack

#Have GNOMVE cal |l our destroy_handl er function
#whenever a "destroy" event occurs
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pushl $NULL #extra data to pass to our

#function (we don't use any)
pushl $destroy_handl er #function address to cal
pushl $signal _destroy #name of the signa

pushl appPtr #w dget to listen for events on
call gtk _signal connect
addl  $16, %esp #recover stack

#Have GNOVE call our click _handl er function
#whenever a "click" event occurs. Note that
#the previous signals were listening on the
#application wi ndow, while this one is only
#listening on the button

pushl $NULL

pushl $click_handl er

pushl $signal _clicked

pushl bt nQuit

call gtk_signal _connect

addl  $16, %esp

#Transfer control to GNOVE. Everything that
#happens fromhere out is in reaction to user
#events, which call signal handlers. This main
#function just sets up the nain w ndow and connects
#si gnal handl ers, and the signal handl ers take
#care of the rest

call gtk _main

#After the programis finished, |eave
movl  $0, %ax

| eave

ret

#A "destroy" event happens when the w dget is being
#removed. In this case, when the application w ndow
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#i s being removed, we sinply want the event loop to

#qui t
destroy_handl er:
pushl %ebp

novl  %esp, %bp

#This causes gtk to exit it’'s event |oop
#as soon as it can.
call gtk _main_quit

movl  $0, %eax
| eave
ret

#A "del ete" event happens when the application w ndow
#gets clicked in the "x" that you normally use to
#cl ose a wi ndow
del et e_handl er:
movl  $1, %ax
ret

#A "click" event happens when the w dget gets clicked
click_handl er:

pushl %ebp

nmovl  Y%esp, %bp

#Create the "Are you sure" dial og

pushl $NULL #End of buttons
pushl $GNOVE_STOCK BUTTON_NO #Button 1

pushl $GNOVE_STOCK BUTTON_YES #Button O

pushl $GNOVE_MESSAGE BOX_QUESTI ON #Di al og type
pushl $quit_question #Di al og nesasge
call gnonme_nessage_box_new

addl $16, %sp #r ecover stack

245



Appendix A. GUI Programming

#%eax now holds the pointer to the dial og wi ndow

#Setting Mbdal to 1 prevents any other user
#interaction while the dialog is being shown
pushl $1

pushl % eax

call gtk _w ndow set npda

popl %eax

addl  $4, %esp

#Now we show t he di al og
pushl %eax

call gtk wi dget_ show
popl %eax

#This sets up all the necessary signal handlers

#in order to just show the dialog, close it when

#one of the buttons is clicked, and return the
#nunber of the button that the user clicked on.

#The button nunber is based on the order the buttons
#wer e pushed on in the gnone_nessage_box_new function
pushl %eax

call gnone_dialog run_and_cl ose

addl $4, %sp

#Button O is the Yes button. |If this is the
#button they clicked on, tell GNOVE to quit
#it's event loop. Oherw se, do nothing
cmpl  $0, %eax

j ne click_handl er _end

call gtk_main_quit

click_handl er _end:
| eave
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ret

To build this application, execute the following commands:

as gnone-exanpl e.s -0 gnhone-exanple. o
gcc gnone-exanpl e.o ‘gnome-config --1ibs gnomeui* \
-0 gnone-exanpl e

Then type in / gnone- exanpl e to run it.

This program, like most GUI programs, makes heavy use of passing pointers to
functions as parameters. In this program you create widgets with the GNOME
functions and then you set up functions to be called when certain events happen.
These functions are callexzhllbackfunctions. All of the event processing is

handled by the functiopt k_nmai n, so you don’'t have to worry about how the

events are being processed. All you have to do is have callbacks set up to wait for
them.

Here is a short description of all of the GNOME functions that were used in this
program:

gnome_init
Takes the command-line arguments, argument count, application id, and
application version and initializes the GNOME libraries.
gnome_app_nhew
Creates a new application window, and returns a pointer to it. Takes the
application id and the window title as arguments.
gtk _button_new_with_label

Creates a new button and returns a pointer to it. Takes one argument - the
text that is in the button.
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gnome_app_set_contents

This takes a pointer to the gnome application window and whatever widget
you want (a button in this case) and makes the widget be the contents of the
application window

gtk_widget_show

This must be called on every widget created (application window, buttons,
text entry boxes, etc) in order for them to be visible. However, in order for a
given widget to be visible, all of it's parents must be visible as well.

gtk_signal_connect

This is the function that connects widgets and their signal handling callback
functions. This function takes the widget pointer, the name of the signal, the
callback function, and an extra data pointer. After this function is called, any
time the given event is triggered, the callback will be called with the widget
that produced the signal and the extra data pointer. In this application, we
don’t use the extra data pointer, so we just set it to NULL, which is O.

gtk_main
This function causes GNOME to enter into it’s main loop. To make
application programming easier, GNOME handles the main loop of the
program for us. GNOME will check for events and call the appropriate
callback functions when they occur. This function will continue to process
events untilgt k_mai n_qui t is called by a signal handler.

gtk_main_quit
This function causes GNOME to exit it's main loop at the earliest
opportunity.

gnome_message_box_new

This function creates a dialog window containing a question and response
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buttons. It takes as parameters the message to display, the type of message it
is (warning, question, etc), and a list of buttons to display. The final parameter
should be NULL to indicate that there are no more buttons to display.

gtk_window_set_modal

This function makes the given window a modal window. In GUI
programming, a modal window is one that prevents event processing in other
windows until that window is closed. This is often used with Dialog

windows.

gnome_dialog_run_and_close

This function takes a dialog pointer (the pointer returned by
gnome_nessage_box_newcan be used here) and will set up all of the
appropriate signal handlers so that it will run until a button is pressed. At that
time it will close the dialog and return to you which button was pressed. The
button number refers to the order in which the buttons were set up in
gnone_nessage_box_new.

The following is the same program written in the C language. Type itin as
ghone- exanpl e-c. c:

/* PURPCSE: This programis neant to be an exanpl e
of what QU programs |ook like witten
with the GNOVE libraries

*/

#i ncl ude <gnone. h>
/* Program definitions */
#define MY_APP_TI TLE " Gnone Exanpl e Progrant

#define MY_APP_I D "gnone- exanpl e"
#define MY_APP_VERSI ON "1. 000"
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#define MY_BUTTON_TEXT "I Want to Quit the Exanple Progrant
#define MY_QUI T _QUESTION "Are you sure you want to quit?"

/* Must declare functions before they are used */
i nt destroy_handl er (gpoi nter w ndow,
GdkEvent Any *e,
gpoi nter data);
i nt del ete_handl er (gpoi nter w ndow,
GdkEvent Any *e,
gpoi nter data);
int click_handl er(gpointer w ndow,
GdkEvent Any *e,
gpoi nter data);

int main(int argc, char **argv)

{

gpoi nter appPtr; /* application w ndow */
gpointer btnQuit; /* quit button */

[* Initialize GNOVE |ibraries */
gnonme_init( MY_APP_I D, MY_APP_VERSI ON, argc, argv);

/* Create new application w ndow */
appPtr = gnone_app_new( M\Y_APP_ID, MY_APP TITLE);

/* Create new button */
btnQuit = gtk _button_new wi th | abel (MY _BUTTON TEXT);

/* Make the button show up inside the application wi ndow */
gnhome_app_set _contents(appPtr, btnQuit);

[ * Makes the button show up */
gt k_wi dget _show( bt nQuit);

/* Makes the application wi ndow show up */
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gt k_wi dget _show( appPtr);

/* Connect the signal handlers */

gt k_si gnal _connect (appPtr, "delete_event",
GTK_SI GNAL_FUNC( del et e_handl er), NULL);

gt k_signal connect (appPtr, "destroy",
GTK_SI GNAL_FUNC(destroy_handl er), NULL);

gt k_signal _connect (btnQuit, "clicked",
GTK_SI GNAL_FUNC(cl i ck_handl er), NULL);

[* Transfer control to GNOVE */
gtk_main();

return O;

}

/* Function to receive the "destroy
i nt destroy_handl er(gpoi nter w ndow,
GdkEvent Any *e,
gpoi nter data)
{
/* Leave GNOME event |oop */
gtk_main_quit();
return O;

}

signal */

/* Function to receive the "del ete_event" signal */
i nt del ete_handl er (gpoi nter w ndow,

GdkEvent Any *e,

gpoi nter data)

{

return O;

}
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/* Function to receive the "clicked" signal */
int click_handl er(gpointer w ndow,
GdkEvent Any *e,
gpoi nter data)
{
gpoi nter msgbox;
int buttond icked,

/[* Create the "Are you sure" dialog */

nsghox = gnome_nessage_box_new
MY_QUI T_QUESTI CN,
GNOVE_MESSAGE_BOX_QUESTI ON,
GNOVE_STOCK_BUTTON_VYES,
GNOVE_STOCK_BUTTON_NO,
NULL) ;

gt k_wi ndow_set nodal (nsgbox, 1);

gt k_wi dget _show( nsgbox) ;

/* Run dial og box */
buttond i cked = gnone_di al og_run_and_cl ose(nsgbox) ;

/[* Button O is the Yes button. |If this is the
button they clicked on, tell GNOVE to quit
it’s event loop. Oherw se, do nothing */

i f(buttonCicked == 0)

{
gtk_main_quit();

}

return O;

To compile it, type
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gcc gnome- exanmpl e-c.c ‘gnome-config --cflags \
--libs gnoneui‘ -0 gnome-exanpl e-c

Run it by typing. / gnone- exanpl e- c.

Finally, we have a version in Python. Type it in as gnome-example.py:

#PURPOSE: This programis nmeant to be an exanpl e

# of what GU progranms |ook like witten
# with the GNOVE |ibraries
#

#lnport GNOME |ibraries
i mport gtk
i mport gnone. ui

####DEFI NE CALLBACK FUNCTI ONS F| RST####

#ln Python, functions have to be defined before
#t hey are used, so we have to define our call back
#functions first.

def destroy_handl er(event):
gt k. mai nqui t ()
return O

def del ete_handl er (wi ndow, event):
return O

def click_handl er(event):
#Create the "Are you sure" dial og
nsghbox = gnome. ui . GhomreMessageBox(
"Are you sure you want to quit?",
gnone. ui . MESSAGE_BOX_QUESTI ON,
ghone. ui . STOCK _BUTTON_YES,
ghome. ui . STOCK_BUTTON_NO)
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nmsgbox. set _nodal (1)
nsgbox. show()

result = nmsgbox. run_and_cl ose()

#Button O is the Yes button. |If this is the
#button they clicked on, tell GNOVE to quit
#it's event loop. O herw se, do nothing

if (result == 0):

gt k. mai nquit()

return O
#HHEMAI N PROGRAM###

#Creat e new applicati on wi ndow

myapp = gnone. ui . GhonmeApp(
"gnone- exanpl e", "Ghone Exanpl e Progrant)

#Creat e new button

mybutton = gtk. G kButt on(

"I Want to Quit the GNOVE Exanpl e progran)
myapp. set _cont ent s(nybutt on)

#Makes the button show up
mybut t on. show()

#Makes t he application wi ndow show up
nyapp. show()

#Connect signal handl ers

myapp. connect (" del ete_event"”, del ete_handl er)
myapp. connect (" destroy", destroy_handl er)
mybut t on. connect ("cl i cked", click_handl er)

254



Appendix A. GUI Programming

#Transfer control to GNOVE
gt k. mai nl oop()

To run it typepyt hon gnone- exanpl e. py.

GUI Builders

In the previous example, you have created the user-interface for the application by
calling the create functions for each widget and placing it where you wanted it.
However, this can be quite burdensome for more complex applications. Many
programming environments, including GNOME, have programs called GUI
builders that can be used to automatically create your GUI for you. You just have
to write the code for the signal handlers and for initializing your program. The

main GUI builder for GNOME applications is called GLADE. GLADE ships with
most Linux distributions.

There are GUI builders for most programming environments. Borland has a range
of tools that will build GUIs quickly and easily on Linux and Win32 systems. The
KDE environment has a tool called QT Designer which helps you automatically
develop the GUI for their system.

There is a broad range of choices for developing graphical applications, but
hopefully this appendix gave you a taste of what GUI programming is like.
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Reading the Tables

The tables of instructions presented in this appendix include:

« The instruction code

« The operands used

« The flags used

+ A brief description of what the instruction does

In the operands section, it will list the type of operands it takes. If it takes more
than one operand, each operand will be separated by a comma. Each operand will
have a list of codes which tell whether the operand can be an immediate-mode
value (1), a register (R), or a memory address (M). For exampleydihe

instruction is listed a6/ R M R/ M This means that the first operand can be any
kind of value, while the second operand must be a register or memory location.
Note, however, that in x86 assembly language you cannot have more than one
operand be a memory location.

In the flags section, it lists the flags in thef | ags register affected by the
instruction. The following flags are mentioned:

O

Overflow flag. This is set to true if the destination operand was not large
enough to hold the result of the instruction.

Sign flag. This is set to the sign of the last result.
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Z

Zero flag. This flag is set to true if the result of the instruction is zero.

Auxiliary carry flag. This flag is set for carries and borrows between the
third and fourth bit. It is not often used.

Parity flag. This flag is set to true if the low byte of the last result had an even
number of 1 bits.

Carry flag. Used in arithmetic to say whether or not the result should be
carried over to an additional byte. If the carry flag is set, that usually means
that the destination register could not hold the full result. It is up to the
programmer to decide on what action to take (i.e. - propogate the result to
another byte, signal an error, or ignore it entirely).

Other flags exist, but they are much less important.

Data Transfer Instructions

These instructions perform little, if any computation. Instead they are mostly used
for moving data from one place to another.

Table B-1. Data Transfer Instructions

Instruction Operands Affected Flags

movl I/R/M, IIRIM O/SIZIAIC

This copies a word of data from one location to anothrevl %sax, %ebx
copies the contents @kax to %ebx
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Instruction Operands Affected Flags
movb I/R/M, I/R/IM O/S/Z/AIC
Same asovl , but operates on individual bytes.

leal M, I/R/IM O/S/Z/AIC

This takes a memory location given in the standard format, and, instead of

loading the contents of the memory location, loads the computed address. For

example] eal

5( %bp, %ecx, 1),

vebp + 1*%ecx and stores that ibeax

%eax loads the address computedHy+

popl

R/M

O/S/ZIAIC

Pops the top of the stack into the given location. This is equivalent to performing

nmovl (%esp),

R/ Mfollowed byaddl $4, %esp.popfl is a variant which

pops the top of the stack into teef | ags register.

pushl

I/RIM

O/SIZIAIC

Pushes the given value onto the stack. This is the equivalent to perfosundhg
I/RFM (% sp) . pushfl is a variant which
pushes the current contents of tf | ags register onto the top of the stack.

$4, Y%esp followed bynovl

xchgl

R/M, R/IM

O/S/ZIAIC

Exchange the values of the given operands.

Integer Instructions

These are basic calculating instructions that operate on signed or unsigned

integers.

Table B-2. Integer Instructions

Instruction

Operands

Affected Flags

adcl

I/R/IM, RIM

O/S/ZIAIPIC
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Instruction Operands Affected Flags
Add with carry. Adds the carry bit and the first operand to the second, and, if
there is an overflow, sets overflow and carry to true. This is usually used for

would take place usingddl , while additions to the other words would used the
adcl instruction to take the carry from the previous add into account. For the
usual case, this is not used, aatttl| is used instead.

add| I/R/M, RIM O/S/ZIAIPIC

to true. This instruction operates on both signed and unsigned integers.
cdg O/SIZIAIPIC

Converts theeax word into the double-word consisting @#dx:%eax with sign
extension. The signifies that it is ajuad-word It's actually a double-word, but

usually used before issuing adi vl instruction.
cmpl I/RIM, RIM OISIZIAIPIC
Compares two integers. It does this by subtracting the first operand from the

a conditional jump.
decl R/M O/S/ZIAIP

Decrements the register or memory location. dseb to decrement a byte
instead of a word.

divl R/M O/SIZIAIP

in the combinededx:%eax registers by the value in the register or memory
location specified. Thegax register contains the resulting quotient, and the

oeax, it triggers a type 0 interrupt.
idivl R/M O/SIZIAIP
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operations larger than a machine word. The addition on the least-significant word

Addition. Adds the first operand to the second, storing the result in the secand. If
the result is larger than the destination register, the overflow and carry bits are set

it's called a quad-word because of the terminology used in the 16-bit days. This is

second. It discards the results, but sets the flags accordingly. Usually used before

Performs unsigned division. Divides the contents of the double-word contained

ovedx register contains the resulting remainder. If the quotient is too large to fit in
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Instruction Operands Affected Flags
Performs signed division. Operates just likevI above.
imull R/M/I, R O/S/ZIAIPIC

the double-wordedx :Yeax.

Performs signed multiplication and stores the result in the second operand.| If the
second operand is left out, it is assumed tédax, and the full result is stored in

incl

R/M

O/SIZIAIP

instead of a word.

Increments the given register or memory location. Useb to increment a byte

mull R/M/I, R O/S/ZIAIPIC

Perform unsigned multiplication. Same rules as appiynal | .

negl R/M O/S/ZIAIPIC

Negates (gives the two’s complement inversion of) the given register or memory
location.

sbbl I/R/IM, RIM O/S/ZIAIPIC

subtraction. Normally onl

ubl is used.

Subtract with borrowing. This is used in the same way #uatis, except for

subl I/

R/M, R/IM

O/S/ZIAIPIC

Subtract the two operands. This subtracts the first operand from the second, and
stores the result in the second operand. This instruction can be used on both
signed and unsigned numbers.

Logic Instructions

These instructions operate on memory as bits instead of words.

Table B-3. Logic Instructions

Instruction

Operands

Affected Flags

261



Appendix B. Common x86 Instructions

Instruction Operands Affected Flags
and| I/RIM, RIM 0/S/Z/PIC
Performs a logical and of the contents of the two operands, and stores the |
in the second operand. Sets the overflow and carry flags to false.
notl R/M
Performs a logical not on each bit in the operand. Also known as a one’s
complement.

orl I/R/M, RIM O/SIZIAIPIC

second operand. Sets the overflow and carry flags to false.
rcll l/%el , RIM O/C

Rotates the given location’s bits to the left the number of times in the first
operand, which is either an immediate-mode value or the registerThe carry

overflow flag.

rcrl l/%el , RIM O/C
Same as above, but rotates right.

roll l/%el , RIM O/C

Rotate bits to the left. It sets the overflow and carry flags, but does not coun
carry flag as part of the rotation. The number of bits to roll is either specified
immediate mode or is contained in thel register.

14

Performs a logical or between the two operands, and stores the result in the

esult

flag is included in the rotation, making it use 33 bits instead of 32. Also sets the

t the
n

rorl l/%el , RIM O/C
Same as above, but rotates right.
sall l/%e! , RIM C

Arithmetic shift left. The sign bit is shifted out to the carry flag, and a zero bi
placed in the least significant bit. Other bits are simply shifted to the left. Thi
the same as the regular shift left. The number of bits to shift is either specifi¢
immediate mode or is contained in thel register.

tis
5is
2d in

sarl I/ogl , RIM C
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Instruction Operands Affected Flags

Arithmetic shift right. The least significant bit is shifted out to the carry flag. The

sign bit is shifted in, and kept as the sign bit. Other bits are simply shifted to
right. The number of bits to shift is either specified in immediate mode or is
contained in thée! register.

shll l/9%! , RIM C

Logical shift left. This shifts all bits to the left (sign bit is not treated specially).

The leftmost bit is pushed to the carry flag. The number of bits to shift is eith
specified in immediate mode or is contained in#é register.

shrl /el , RIM C

Logical shift right. This shifts all bits in the register to the right (sign bit is not

treated specially). The rightmost bit is pushed to the carry flag. The number
to shift is either specified in immediate mode or is contained irvéheregister.

the

p—

er

Of bits

testl I/R/IM, RIM OISIZIAIPIC

Does a logical and of both operands and discards the results, but sets the f
accordingly.

ags

xorl I/R/IM, RIM O/SIZIAIPIC

Does an exclusive or on the two operands, and stores the result in the secq
operand. Sets the overflow and carry flags to false.

nd

Flow Control Instructions

These instructions may alter the flow of the program.

Table B-4. Flow Control I nstructions

Instruction Operands Affected Flags

call destination address O/S/Z/AIC
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Instruction Operands Affected Flags
This pushes what would be the next value%er p onto the stack, and jumps t¢
the destination address. Used for function calls. Alternatively, the destinatior
address can be an asterisk followed by a register for an indirect function call|. For
examplecal | *9%eax will call the function at the address #eax.
int I O/S/ZIAIC

Causes an interrupt of the given number. This is usually used for system calls and
other kernel interfaces.

Jcc destination address O/S/ZIAIC

-
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Instruction \Operands

Affected Flags

Conditional branchcc is thecondition codeJumps to the given address if th
condition code is true (set from the previous instruction, probably a compari
Otherwise, goes to the next instruction. The condition codes are:

« [n] a[ e] - above (unsigned greater than). Arcan be added for "not" and

ane can be added for "or equal to"

[ n] b[ e] - below (unsigned less than)
[n] e-equalto

[n] z - zero

[ n] g[ e] - greater than (signed comparison)

[n]1[e] -lessthan (signed comparison)

[ n] ¢ - carry flag set

[ n] o - overflow flag set
[ p] p - parity flag set

[ n] s - sign flag set

ecxz - %ecx is zero

-

destination address

O/S/ZIAIC

An unconditional jump. This simply set#i p to the destination address.
Alternatively, the destination address can be an asterisk followed by a regist
an indirect jump. For examplgpp * %eax will jump to the address ifeax.
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Instruction Operands Affected Flags
ret O/S/ZIAIC

Pops a value off of the stack and then $gtisp to that value. Used to return
from function calls.

Assembler Directives

These are instructions to the assembler and linker, instead of instructions to the

processor. These are used to help the assembler put your code together properly,
and make it easier to use.

Table B-5. Assembler Directives

Directive Operands

.ascii QUOTED STRING

Takes the given quoted string and converts it into byte data.
byte VALUES

Takes a comma-separated list of values and inserts them right there in the
program as data.

.endr
Ends a repeating section defined withept .
.equ LABEL, VALUE

Sets the given label equivalent to the given value. The value can be a number, a
character, or an constant expression that evaluates to a a number or character.
From that point on, use of the label will be substituted for the given value.
.globl LABEL
Sets the given label as global, meaning that it can be used from
separately-compiled object files.

.include FILE
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Directive Operands
Includes the given file just as if it were typed in right there.
dcomm SYMBOL, SIZE

This is used in thebss section to specify storage that should be allocated when
the program is executed. Defines the symbol with the address where the starage
will be located, and makes sure that it is the given number of bytes long.
long VALUES
Takes a sequence of numbers separated by commas, and inserts those numbers as
4-byte words right where they are in the program.
.rept COUNT

Repeats everything between this directive and #hedr directives the number
of times specified.

.section SECTION NAME
Switches the section that is being worked on. Common sections inctude
(for code),. dat a (for data embedded in the program itself), amds (for
uninitialized global data).

type SYMBOL, @function
Tells the linker that the given symbol is a function.

Differences in Other Syntaxes and Terminology

The syntax for assembly language used in this book is known &TBE syntax.

It is the one supported by the GNU tool chain that comes standard with every
Linux distribution. However, the official syntax for x86 assembly language

(known as the Intel® syntax) is different. It is the same assembly language for the
same platform, but it looks different. Some of the differences include:

« In Intel syntax, the operands of instructions are often reversed. The destination
operand is listed before the source operand.
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« In Intel syntax, registers are not prefixed with the percent ign (

« In Intel syntax, a dollar-sigr{ is not required to do immediate-mode
addressing. Instead, non-immediate addressing is accomplished by surrounding
the address with bracketf]().

« In Intel syntax, the instruction name does not include the size of data being
moved. If that is ambiguous, it is explicitly statedBsTE, WORD, or DWORD
immediately after the instruction name.

« The way that memory addresses are represented in Intel assembly language is
much different (shown below).

« Because the x86 processor line originally started out as a 16-bit processor, most
literature about x86 processors refer to words as 16-bit values, and call 32-bit
values double words. However, we use the term "word" to refer to the standard
register size on a processor, which is 32 bits on an x86 processor. The syntax
also keeps this naming conventioBWORD stands for "double word" in Intel
syntax and is used for standard-sized registers, which we would call simply a
"word".

« Intel assembly language has the ability to address memory as a segment/offset
pair. We do not mention this because Linux does not support segmented
memory, and is therefore irrelevant to normal Linux programming.

Other differences exist, but they are small in comparison. To show some of the
differences, consider the following instruction:

movl %eax, 8(%ebx, Yedi, 4)
In Intel syntax, this would be written as:
nmv [8 + %bx + 1 * edi], eax

The memory reference is a bit easier to read than it's AT&T counterpart because it
spells out exactly how the address will be computed. However, but the order of
operands in Intel syntax can be confusing.
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Where to Go for More Information

Intel has a set of comprehensive guides to their processors. These are available at
http://www.intel.com/design/pentium/manuals/ Note that all of these use the Intel
syntax, not the AT&T syntax. The most important ones are ti#eB2 Intel

Architecture Software Developer’'s Manualits three volumes::

« Volume 1: System Programming Guide
(http://developer.intel.com/design/pentium4/manuals/245470.htm)

« Volume 2: Instruction Set Reference
(http://developer.intel.com/design/pentium4/manuals/245471.htm)

+ Volume 3: System Programming Guide
(http://developer.intel.com/design/pentium4/manuals/245472.htm)

In addition, you can find a lot of information in the manual for the GNU assembler,
available online at http://www.gnu.org/software/binutils/manual/gas-2.9.1/as.html.
Similarly, the manual for the GNU linker is available online at
http://www.gnu.org/software/binutils/manual/ld-2.9.1/ld.html.
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These are some of the more important system calls to use when dealing with
Linux. For most cases, however, it is best to use library functions rather than direct
system calls, because the system calls were designed to be minimalistic while the
library functions were designed to be easy to program with. For information about
the Linux C library, see the manual at http://www.gnu.org/software/libc/manual/

Remember thaeax holds the system call numbers, and that the return values and
error codes are also stored%gax.

Table C-1. Important Linux System Calls

"2

veax Name [%ebx o€ CX e dx Notes

1 exit return Exits the program
value
(int)

3 read file de- |buffer uffer |Reads into the given buffer
scriptor [start size (int)

4 write file de- |uffer |uffer |Writes the buffer to the file
scriptor |start size (int) descriptor

5 open null- option  |permissio@pens the given file. Return
terminatefist mode  the file descriptor or an errof
file name number.

6 close file de- Closes the give file descriptg
scriptor

—
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Yy

Yeax Name |[%ebx Yecx Yedx Notes

12 chdir null- Changes the current directo
terminated of your program.
directory
name

19 Iseek  file de- [offset |mode |Repositions where you are i
scriptor the given file. The mode

(called the "whence") should
be O for absolute positioning
and 1 for relative positioning,

20 getpid Returns the process ID of th

current process.

39 mkdir  null- permissian Creates the given directory.
terminatethode IAssumes all directories
directory leading up to it already exist
name

40 rmdir null- Removes the given directory.
terminated
directory
name

41 dup file de- Returns a new file descriptor
scriptor that works just like the

existing file descriptor.

42 pipe pipe Creates two file descriptors,
array where writing on one

produces data to read on the
other and vice-vers&ebx is

a pointer to two words of
storage to hold the file
descriptors.
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Yeax Name |[%ebx Yecx Yedx Notes
45 brk new Sets the system break (i.e. -
system the end of the data section).
break the system break is 0O, it
simply returns the current
system break.
54 ioctl file de- [request @argument$his is used to set paramete
scriptor on device files. It's actual

usage varies based on the ty
of file or device your
descriptor references.

A more complete listing of system calls, along with additional information is
available at http://www.Ixhp.in-berlin.de/Ihpsyscal.html You can also get more
information about a system call by typingman 2 SYSCALLNANME which will
return you the information about the system call from section 2 of the UNIX
manual. However, this refers to the usage of the system call from the C
programming language, and may or may not be directly helpful.

f

—

S

pe

For information on how system calls are implemented on Linux, see the Linux
Kernel 2.4 Internals section on how system calls are implemented at
http://lwww.fags.org/docs/kernel_2_4/lki-2.html#ss2.11
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To use this table, simply find the character or escape that you want the code for,
and add the number on the left and the top.

Table D-1. Table of ASCII codesin decimal

+0 +1 +2 +3 +4 +5 +6 +7
0 NUL |SOH |STX |ETX |EOT |ENQ |ACK |BEL
8 BS HT LF VT FF CR SO Sl
16 DLE |DC1 |DC2 |DC3 |DC4 |NAK |[SYN |ETB
24 CAN |EM SUB |ESC |FS GS RS us
32 ! ) # $ % & ’
40 ( ) * + , - ) /
48 0 1 2 3 4 5 6 7
56 8 9 : X < = > ?
64 @ A B C D E F G
72 H I J K L M N O
80 P Q R S T U V W
88 X Y Z [ \ ] N _
96 ‘ a b c d e f g
104 h [ ] Kk I m n 0
112 p q r S t u v W
120 X y z { | } ~ DEL

ASCIl is actually being phased out in favor of an international standard known as
Unicode, which allows you to display any character from any known writing
system in the world. As you may have noticed, ASCII only has support for
English characters. Unicode is much more complicated, however, because it
requires more than one byte to encode a single character. There are several
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different methods for encoding Unicode characters. The most common is UTF-8
and UTF-32. UTF-8 is somewhat backwards-compatible with ASCII (it is stored
the same for English characters, but expands into multiple byte for international
characters). UTF-32 simply requires four bytes for each character rather than one.
Windows® uses UTF-16, which is a variable-length encoding which requires at
least 2 bytes per character, so it is not backwards-compatible with ASCII.

A good tutorial on internationalization issues, fonts, and Unicode is available in a
great Article by Joe Spolsky, called "The Absolute Minimum Every Software
Developer Absolutely, Positively Must Know About Unicode and Character Sets
(No Excuses!)", available online at
http://www.joelonsoftware.com/articles/Unicode.html
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This appendix is for C programmers learning assembly language. It is meant to
give a general idea about how C constructs can be implemented in assembly
language.

If Statement

In C, an if statement consists of three parts - the condition, the true branch, and the
false branch. However, since assembly language is not a block structured
language, you have to work a little to implement the block-like nature of C. For
example, look at the following C code:

if(a == b)

{

[* True Branch Code Here */
}
el se
{

/* Fal se Branch Code Here */
}

/* At This Point, Reconverge */

In assembly language, this can be rendered as:
#Move a and b into registers for conparison

movl a, %ax
novl b, %bx

#Conpar e
cnpl %ax, %ebx

#1f True, go to true branch
je true_branch
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fal se_branch: #This |label is unnecessary,
#only here for docunentation
#Fal se Branch Code Here

#Junp to recovergence point
j mp reconverge

true_branch:
#True Branch Code Here

reconver ge:
#Bot h branches recoverge to this point

As you can see, since assembly language is linear, the blocks have to jump around
each other. Recovergence is handled by the programmer, not the system.

A case statement is written just like a sequence of if statements.

Function Call

A function call in assembly language simply requires pushing the arguments to the
function onto the stack ireverseorder, and issuing @al | instruction. After

calling, the arguments are then popped back off of the stack. For example,
consider the C code:

printf("The nunber is %", 88);
In assembly language, this would be rendered as:
.section .data

text _string:
.ascii "The nunber is %\ 0"
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.section .text

pushl $88

pushl $text_string

call printf

popl %eax

popl %eax #%eax is just a dumy vari abl e,

#nothing is actually being done
#with the value. You can al so
#directly re-adjust %sp to the
#proper | ocation.

Variables and Assignment

Global and static variables are declared usidgt a or. bss entries. Local
variables are declared by reserving space on the stack at the beginning of the
function. This space is given back at the end of the function.

Interestingly, global variables are accessed differently than local variables in
assembly language. Global variables are accessed using direct addressing, while
local variables are accessed using base pointer addressing. For example, consider
the following C code:

i nt ny_gl obal var;
int foo()
{

int ny_|local var;

nmy_l ocal _var = 1;
nmy_gl obal _var = 2;

return O;

}
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This would be rendered in assembly language as:

.section .data
.l comm ny_gl obal _var, 4

.type foo, @unction

f oo:
pushl %ebp #Save ol d base pointer
nmovl  %esp, $ebp #make stack pointer base pointer
subl  $4, %esp #Make room for mny_l ocal _var

.equ ny_local _var, -4 #Can now use ny_local _var to
#find the | ocal variable

nmovl  $1, ny_l ocal _var (%bp)
novl $2, my_gl obal _var

novl  %ebp, %esp #C ean up function and return
popl %ebp
ret

What may not be obvious is that accessing the global variable takes fewer machine
cycles than accessing the global variable. However, that may not matter because
the stack is more likely to be in physical memory (instead of swap) than the global
variable is.

Also note that in the C programming language, after the compiler loads a value
into a register, that value will likely stay in that register until that register is needed
for something else. It may also move registers. For example, if you have a variable
f 0o, it may start on the stack, but the compiler will eventually move it into

registers for processing. If there aren’t many variables in use, the value may
simply stay in the register until it is needed again. Otherwise, when that register is
needed for something else, the value, if it's changed, is copied back to its
corresponding memory location. In C, you can use the keyworat i | e to

make sure all modifications and references to the variable are done to the memory
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location itself, rather than a register copy of it, in case other processes, threads, or
hardware may be modifying the value while your function is running.

Loops

Loops work a lot like if statements in assembly language - the blocks are formed
by jumping around. In C, a while loop consists of a loop body, and a test to
determine whether or not it is time to exit the loop. A for loop is exactly the same,
with optional initialization and counter-increment sections. These can simply be
moved around to make a while loop.

In C, a while loop looks like this:

while(a < b)

{

[* Do stuff here */
}

/* Finished Looping */
This can be rendered in assembly language like this:
| oop_begi n:

nmovl a, %eax

nmovl b, %bx

cnpl  %ax, %ebx
j ge | oop_end

| oop_body:
#Do stuff here

jmp | oop_begin

| oop_end:
#Fi ni shed | oopi ng
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The x86 assembly language has some direct support for looping as welletke
register can be used as a counter #raiswith zero. Thd oop instruction will
decrementecx and jump to a specified address unlésex is zero. For

example, if you wanted to execute a statement 100 times, you would do this in C:

for(i=0; i < 100; i++)
{

[* Do process here */

}
In assembly language it would be written like this:

loop_initialize:
movl $100, %ecx
oop_begi n:

#

#Do Process Here
#

#Decrenment % ecx and | oops if not zero
| oop | oop_begin

rest _of program
#Conti nues on to here

One thing to notice is that tHeoop instructionrequires you to be counting
backwards to zerdf you need to count forwards or use another ending number,
you should use the loop form which does not includel thep instruction.

For really tight loops of character string operations, there is alsoghe
instruction, but we will leave learning about that as an exercise to the reader.

Structs

Structs are simply descriptions of memory blocks. For example, in C you can say:
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struct person {
char firstnane[40];
char | ast nane[ 40] ;
i nt age;

};

This doesn’t do anything by itself, except give you ways of intelligently using 84
bytes of data. You can do basically the same thing uséw directives in
assembly language. Like this:

.equ PERSON Sl ZE, 84

. equ PERSON_FI RSTNAME_OFFSET, O
. equ PERSON_LASTNAVE_OFFSET, 40
. equ PERSON_AGE OFFSET, 80

When you declare a variable of this type, all you are doing is reserving 84 bytes of
space. So, if you have this in C:

voi d foo()

{

struct person p;

[* Do stuff here */
}

In assembly language you would have:

f oo:
#St andar d header begi nni ng
pushl %ebp

novl %esp, Y%ebp
#Reserve our |ocal variable

subl $PERSON_SI ZE, %esp
#This is the variable’ s offset from %bp
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.equ P_VAR, 0 - PERSON S| ZE

#Do Stuff Here

#St andard function endi ng
novl %bp, %esp

popl %bp

ret

To access structure members, you just have to use base pointer addressing with the
offsets defined above. For example, in C you could set the person’s age like this:

p. age = 30;
In assembly language it would look like this:

movl $30, P_VAR + PERSON AGE_OFFSET( %bp)

Pointers

Pointers are very easy. Remember, pointers are simply the address that a value
resides at. Let’s start by taking a look at global variables. For example:

int gl obal _data = 30;
In assembly language, this would be:

.section .data
gl obal _dat a:
.long 30

Taking the address of this data in C:

a = &gl obal dat a;
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Taking the address of this data in assembly language:

nmovl $gl obal _data, %ax

You see, with assembly language, you are almost always accessing memory
through pointers. That's what direct addressing is. To get the pointer itself, you
just have to go with immediate mode addressing.

Local variables are a little more difficult, but not much. Here is how you take the
address of a local variable in C:

voi d foo()
{
int a;
int *b;
a = 30;
b = &a;

*b = 44;
}

The same code in assembly language:

f oo:
#St andard openi ng
pushl %ebp

novl  %esp, %bp

#Reserve two words of nenory
subl  $8, S$esp

.equ A VAR, -4

.equ B VAR, -8

#a = 30
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novl $30, A VAR(%bp)

#b = &a
novl $A VAR, B_VAR(%bp)
addl %ebp, B_VAR(%bp)

#b = 30
novl B_VAR(%bp), %eax
movl $30, (%ax)

#St andar d cl osi ng
novl %bp, %esp
popl %ebp

ret

As you can see, to take the address of a local variable, the address has to be
computed the same way the computer computes the addresses in base pointer
addressing. There is an easier way - the processor provides the insttugiian
which stands for "load effective address". This lets the computer compute the
address, and then load it wherever you want. So, we could just say:

#b = &a
| eal A VAR(%bp), %ax
novl %ax, B_VAR(%ebp)

It's the same number of lines, but a little cleaner. Then, to use this value, you
simply have to move it to a general-purpose register and use indirect addressing,
as shown in the example above.

Getting GCC to Help

One of the nice things about GCC is it’s ability to spit out assembly language
code. To convert a C language file to assembly, you can simply do:
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gcc -S file.c

The output will be irfi | e. s. It's not the most readable output - most of the
variable names have been removed and replaced either with numeric stack
locations or references to automatically-generated labels. To start with, you
probably want to turn off optimizations withQ0 so that the assembly language
output will follow your source code better.

Something else you might notice is that GCC reserves more stack space for local
variables than we do, and then AND/8sp * This is to increase memory and
cache efficiency by double-word aligning variables.

Finally, at the end of functions, we usually do the following instructions to clean
up the stack before issuing @t instruction:

novl %bp, %esp
popl %bp

However, GCC output will usually just include the instructicsave. This

instruction is simply the combination of the above two instructions. We do not use
| eave in this text because we want to be clear about exactly what is happening at
the processor level.

| encourage you to take a C program you have written and compile it to assembly
language and trace the logic. Then, add in optimizations and try again. See how
the compiler chose to rearrange your program to be more optimized, and try to
figure out why it chose the arrangement and instructions it did.

1. Note that different versions of GCC do this differently.
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By the time you read this appendix, you will likely have written at least one
program with an error in it. In assembly language, even minor errors usually have
results such as the whole program crashing with a segmentation fault error. In
most programming languages, you can simply print out the values in your
variables as you go along, and use that output to find out where you went wrong.
In assembly language, calling output functions is not so easy. Therefore, to aid in
determining the source of errors, you must usearce debugger

A debugger is a program that helps you find bugs by stepping through the program
one step at a time, letting you examine memory and register contents along the
way. A source debugges a debugger that allows you to tie the debugging

operation directly to the source code of a program. This means that the debugger
allows you to look at the source code as you typed it in - complete with symbols,
labels, and comments.

The debugger we will be looking at is GDB - the GNU Debugger. This application
is present on almost all GNU/Linux distributions. It can debug programs in
multiple programming languages, including assembly language.

An Example Debugging Session

The best way to explain how a debugger works is by using it. The program we will
be using the debugger on is timexi numprogram used in Chapter 3. Let’s say
that you entered the program perfectly, except that you left out the line:

i ncl % edi

When you run the program, it just goes in an infinite loop - it never exits. To
determine the cause, you need to run the program under GDB. However, to do
this, you need to have the assembler include debugging information in the
executable. All you need to do to enable this is to add thgst abs option to the
as command. So, you would assemble it like this:
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as --gstabs maxi mums -0 maxi mum o

Linking would be the same as normal. "stabs" is the debugging format used by
GDB. Now, to run the program under the debugger, you would typelin

. I maxi mum Be sure that the source files are in the current directory. The output
should look similar to this:

G\U gdb Red Hat Linux (5.2.1-4)

Copyright 2002 Free Software Foundation, Inc.

GDB is free software, covered by the GNU General Public
Li cense, and you are wel cone to change it and/or

di stribute copies of it under certain conditions. Type
"show copying" to see the conditions. There is
absolutely no warranty for GDB. Type "show warranty"
for details.

This GDB was configured as "i 386-redhat-1inux"...

(gdb)

Depending on which version of GDB you are running, this output may vary
slightly. At this point, the program is loaded, but is not running yet. The debugger
is waiting your command. To run your program, just type im. This will not

return, because the program is running in an infinite loop. To stop the program, hit
control-c. The screen will then say this:

Starting program /hone/johnnyb/ maxi mum

Program received signal SIA@ NT, Interrupt.
start_loop () at maxi nums: 34

34 nmovl data_itens(, %edi,4), % ax
Current | anguage: auto; currently asm
(gdb)

This tells you that the program was interrupted by the SIGINT signal (from your
control-c), and was within the section labelketdar t _| oop, and was executing
on line 34 when it stopped. It gives you the code that it is about to execute.
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Depending on exactly when you hit control-c, it may have stopped on a different
line or a different instruction than the example.

One of the best ways to find bugs in a program is to follow the flow of the program
to see where it is branching incorrectly. To follow the flow of this program, keep
on enteringst epi (for "step instruction”), which will cause the computer to
execute one instruction at a time. If you do this several times, your output will
look something like this:

(gdb) stepi

35 cnpl %bx, %eax
(gdb) stepi

36 jle start | oop
(gdb) st epi

32 cnmpl $0, %eax
(gdb) stepi

33 je loop_exit
(gdb) stepi

34 nmovl data_itens(, %edi,4), %ax
(gdb) stepi

35 cnpl %bx, %eax
(gdb) stepi

36 jle start | oop
(gdb) step

32 cmpl $0, %eax

As you can tell, it has looped. In general, this is good, since we wrote it to loop.
However, the problem is that it isever stoppingTherefore, to find out what the
problem is, let’s look at the point in our code where we should be exitting the loop:

cmpl  $0, %eax
je | oop_exit

Basically, it is checking to see deax hits zero. If so, it should exit the loop.
There are several things to check here. First of all, you may have left this piece out
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altogether. It is not uncommon for a programmer to forget to include a way to exit
a loop. However, this is not the case here. Second, you should make sure that

| oop_exi t actually is outside the loop. If we put the label in the wrong place,
strange things would happen. However, again, this is not the case.

Neither of those potential problems are the culprit. So, the next option is that
perhap®eax has the wrong value. There are two ways to check the contents of
register in GDB. The first one is the command o regi st er. This will display
the contents of all registers in hexadecimal. However, we are only interested in
%eax at this point. To just displayeax we can dagori nt / $eax to printitin
hexadecimal, or dpri nt/d $eax to printitin decimal. Notice that in GDB,
registers are prefixed with dollar signs rather than percent signs. Your screen
should have this on it:

(gdb) print/d $eax
$1 =3
(gdb)

This means that the result of your first inquiry is 3. Every inquiry you make will
be assigned a number prefixed with a dollar sign. Now, if you look back into the
code, you will find that 3 is the first number in the list of numbers to search
through. If you step through the loop a few more times, you will find that in every
loop iteration%eax has the number 3. This is not what should be happe®fdsax
should go to the next value in the list in every iteration.

Okay, now we know thaieax is being loaded with the same value over and over
again. Let’s search to see wheé#eax is being loaded from. The line of code is
this:

novl data_itens(, %edi, 4), % ax

So, step until this line of code is ready to execute. Now, this code depends on two
values dat a_i t ens and%edi . dat a_i t enrs is a symbol, and therefore
constant. It's a good idea to check your source code to make sure the label is in
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front of the right data, but in our case it is. Therefore, we need to loekdit. So,
we need to print it out. It will look like this:

(gdb) print/d $edi
$2 = 0
(gdb)

This indicates thaedi is set to zero, which is why it keeps on loading the first
element of the array. This should cause you to ask yourself two questions - what is
the purpose ofedi , and how should its value be changed? To answer the first
guestion, we just need to look in the commeeptsdi is holding the current index

of dat a_i t ens. Since our search is a sequential search through the list of
numbers irdat a_i t ens, it would make sense thégdi should be incremented

with every loop iteration.

Scanning the code, there is no code which aliexti at all. Therefore, we should

add a line to incrementedi at the beginning of every loop iteration. This

happens to be exactly the line we tossed out at the beginning. Assembling, linking,
and running the program again will show that it now works correctly.

Hopefully this exercise provided some insight into using GDB to help you find
errors in your programs.

Breakpoints and Other GDB Features

The program we entered in the last section had an infinite loop, and could be
easily stopped using control-c. Other programs may simply abort or finish with
errors. In these cases, control-c doesn't help, because by the time you press
control-c, the program is already finished. To fix this, you need tbreetkpoints

A breakpoint is a place in the source code that you have marked to indicate to the
debugger that it should stop the program when it hits that point.

To set breakpoints you have to set them up before you run the program. Before
issuing thea un command, you can set up breakpoints usingotheak command.
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For example, to break on line 27, issue the commarghk 27. Then, when the
program crosses line 27, it will stop running, and print out the current line and
instruction. You can then step through the program from that point and examine
registers and memory. To look at the lines and line numbers of your program, you
can simply use the commaihd This will print out your program with line

numbers a screen at a time.

When dealing with functions, you can also break on the function names. For
example, in the factorial program in Chapter 4, we could set a breakpoint for the
factorial function by typing irbr eak f act ori al . This will cause the debugger

to break immediately after the function call and the function setup (it skips the
pushing of*ebp and the copying o¥esp).

When stepping through code, you often don’t want to have to step through every
instruction of every function. Well-tested functions are usually a waste of time to
step through except on rare occasion. Therefore, if you usesthtes command
instead of thest epi command, GDB will wait until completion of the function
before going on. Otherwise, witt epi , GDB would step you through every
instruction within every called function.

Warning

One problem that GDB has is with handling interrupts. Often times
GDB will miss the instruction that immediately follows an interrupt. The
instruction is actually executed, but GDB doesn't step through it. This
should not be a problem - just be aware that it may happen.

GDB Quick-Reference

This quick-reference table is copyright 2002 Robert M. Dondero, Jr., and is used
by permission in this book. Parameters listed in brackets are optional.
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Table F-1. Common GDB Debugging Commands

Miscellaneous

quit

Exit GDB

help [cmd]

Print description of debugger command
cnd. Withoutcnd, prints a list of topics|

directory [dirl] [dir2] ...

Add directoriesdi r 1, di r 2, etc. to the
list of directories searched for source
files.

Running the Program

run [argl] [arg?2] ...

Run the program with command line
argumentsr g1, ar g2, etc.

set args argl [arg2] ...

Set the program’s command-line
arguments tar g1, ar g2, etc.

show args

Print the program’s command-line
arguments.

Using Breakpoints

info breakpoints

Print a list of all breakpoints and their
numbers (breakpoint numbers are used
for other breakpoint commands).

breaklinenum

Set a breakpoint at line numblarenum

break *addr Set a breakpoint at memory address
addr.
breakfn Set a breakpoint at the beginning of

functionfn.

conditionbpnum expr

Break at breakpoirttpnumonly if
expressiorexpris non-zero.
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Using Breakpoints

command ppnun} cmdl[cmd] ...

Execute commandsndl, cmd2 etc.
whenever breakpoiriipnum(or the
current breakpoint) is hit.

continue

Continue executing the program.

kill

Stop executing the program.

delete ppnum][bpnum?...

Delete breakpointspnuml bpnum2

linenum

disable ppnum] [bpnum?...

Disable breakpointspnuml bpnum2

enable bppnum][bpnum2?...

Enable breakpointspnuml bpnum?2

Stepping through the Program

nexti

follow function calls).

stepi "Step into" the next instruction (follows
function calls).
finish "Step out" of the current function.

Examining Registers and Memory

info registers

Print the contents of all registers.
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etc., or all breakpoints if none specified.

etc., or all breakpoints if none specified.

etc., or all breakpoints if none specified.

"Step over" the next instruction (doesn

clear *addr Clear the breakpoint at memory address
addr.

clear [n] Clear the breakpoint at functidn, or
the current breakpoint.

clearlinenum Clear the breakpoint at line number

t
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Examining Registers and Memory

print/f $reg

Print the contents of registezg using
formatf. The format can be x
(hexadecimal), u (unsigned decimal), |0
(octal), a(address), ¢ (character), or f
(floating point).

x/rsf addr

Print the contents of memory address
addr using repeat count, sizes, and
formatf. Repeat count defaults to 1 if
not specified. Size can be b (byte), h
(halfword), w (word), or g (double
word). Size defaults to word if not
specified. Format is the same as for
print, with the additions of s (string) and
i (instruction).

info display

Shows a numbered list of expressions
set up to display automatically at each
break.

displayf $reg

At each break, print the contents of
registemreg using formatf .

displays addr At each break, print the contents of
memory addresaddr using sizes (same
options as for the x command).

displayss addr At each break, print the string of size

that begins in memory addreaddr.

undisplaydisplaynum

Removedisplaynunfrom the display
list.

Examining the Call Stack

where

Print the call stack.

backtrace

Print the call stack.
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Examining the Call Stack

frame Print the top of the call stack.

up Move the context toward the bottom o
the call stack.

down Move the context toward the top of the
call stack.
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« 12/17/2002 - Version 0.5 - Initial posting of book under GNU FDL

« 07/18/2003 - Version 0.6 - Added ASCII appendix, finished the discussion of
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corrected several errors. Thanks to Harald Korneliussen for the many
suggestions and the ASCII table.
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0. PREAMBLE

The purpose of this License is to make a manual, textbook, or other written
document “free” in the sense of freedom: to assure everyone the effective freedom
to copy and redistribute it, with or without modifying it, either commercially or
noncommercially. Secondarily, this License preserves for the author and publisher
a way to get credit for their work, while not being considered responsible for
modifications made by others.

This License is a kind of “copyleft”, which means that derivative works of the
document must themselves be free in the same sense. It complements the GNU
General Public License, which is a copyleft license designed for free software.

We have designed this License in order to use it for manuals for free software,
because free software needs free documentation: a free program should come with
manuals providing the same freedoms that the software does. But this License is
not limited to software manuals; it can be used for any textual work, regardless of
subject matter or whether it is published as a printed book. We recommend this
License principally for works whose purpose is instruction or reference.

1. APPLI CABI LI TY AND DEFI NI TI ONS

This License applies to any manual or other work that contains a notice placed by
the copyright holder saying it can be distributed under the terms of this License.
The “Document”, below, refers to any such manual or work. Any member of the
public is a licensee, and is addressed as “you”.

A “Modified Version” of the Document means any work containing the Document
or a portion of it, either copied verbatim, or with modifications and/or translated
into another language.

A “Secondary Section” is a named appendix or a front-matter section of the
Document that deals exclusively with the relationship of the publishers or authors
of the Document to the Document’s overall subject (or to related matters) and
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contains nothing that could fall directly within that overall subject. (For example,
if the Document is in part a textbook of mathematics, a Secondary Section may
not explain any mathematics.) The relationship could be a matter of historical
connection with the subject or with related matters, or of legal, commercial,
philosophical, ethical or political position regarding them.

The “Invariant Sections” are certain Secondary Sections whose titles are
designated, as being those of Invariant Sections, in the notice that says that the
Document is released under this License.

The “Cover Texts” are certain short passages of text that are listed, as Front-Cover
Texts or Back-Cover Texts, in the notice that says that the Document is released
under this License.

A “Transparent” copy of the Document means a machine-readable copy,
represented in a format whose specification is available to the general public,
whose contents can be viewed and edited directly and straightforwardly with
generic text editors or (for images composed of pixels) generic paint programs or
(for drawings) some widely available drawing editor, and that is suitable for input

to text formatters or for automatic translation to a variety of formats suitable for
input to text formatters. A copy made in an otherwise Transparent file format
whose markup has been designed to thwart or discourage subsequent modification
by readers is not Transparent. A copy that is not “Transparent” is called “Opaque”.

Examples of suitable formats for Transparent copies include plain ASCII without
markup, Texinfo input format, LaTeX input format, SGML or XML using a

publicly available DTD, and standard-conforming simple HTML designed for
human modification. Opaque formats include PostScript, PDF, proprietary formats
that can be read and edited only by proprietary word processors, SGML or XML
for which the DTD and/or processing tools are not generally available, and the
machine-generated HTML produced by some word processors for output purposes
only.

The “Title Page” means, for a printed book, the title page itself, plus such
following pages as are needed to hold, legibly, the material this License requires to
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appear in the title page. For works in formats which do not have any title page as
such, “Title Page” means the text near the most prominent appearance of the
work'’s title, preceding the beginning of the body of the text.

2. VERBATI M COPYI NG

You may copy and distribute the Document in any medium, either commercially
or noncommercially, provided that this License, the copyright notices, and the
license notice saying this License applies to the Document are reproduced in all
copies, and that you add no other conditions whatsoever to those of this License.
You may not use technical measures to obstruct or control the reading or further
copying of the copies you make or distribute. However, you may accept
compensation in exchange for copies. If you distribute a large enough number of
copies you must also follow the conditions in section 3.

You may also lend copies, under the same conditions stated above, and you may
publicly display copies.

3. COPYING I N QUANTI TY

If you publish printed copies of the Document numbering more than 100, and the
Document’s license notice requires Cover Texts, you must enclose the copies in
covers that carry, clearly and legibly, all these Cover Texts: Front-Cover Texts on
the front cover, and Back-Cover Texts on the back cover. Both covers must also
clearly and legibly identify you as the publisher of these copies. The front cover
must present the full title with all words of the title equally prominent and visible.
You may add other material on the covers in addition. Copying with changes
limited to the covers, as long as they preserve the title of the Document and satisfy
these conditions, can be treated as verbatim copying in other respects.

If the required texts for either cover are too voluminous to fit legibly, you should
put the first ones listed (as many as fit reasonably) on the actual cover, and
continue the rest onto adjacent pages.

If you publish or distribute Opaque copies of the Document numbering more than
100, you must either include a machine-readable Transparent copy along with
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each Opaque copy, or state in or with each Opaque copy a publicly-accessible
computer-network location containing a complete Transparent copy of the
Document, free of added material, which the general network-using public has
access to download anonymously at no charge using public-standard network
protocols. If you use the latter option, you must take reasonably prudent steps,
when you begin distribution of Opaque copies in quantity, to ensure that this
Transparent copy will remain thus accessible at the stated location until at least
one year after the last time you distribute an Opaque copy (directly or through
your agents or retailers) of that edition to the public.

It is requested, but not required, that you contact the authors of the Document well
before redistributing any large number of copies, to give them a chance to provide
you with an updated version of the Document.

4. MODI FI CATI ONS

You may copy and distribute a Modified Version of the Document under the
conditions of sections 2 and 3 above, provided that you release the Modified
Version under precisely this License, with the Modified Version filling the role of
the Document, thus licensing distribution and modification of the Modified

Version to whoever possesses a copy of it. In addition, you must do these things in
the Modified Version:

* A. Use in the Title Page (and on the covers, if any) a title distinct from that of
the Document, and from those of previous versions (which should, if there were
any, be listed in the History section of the Document). You may use the same
title as a previous version if the original publisher of that version gives
permission.

» B. List on the Title Page, as authors, one or more persons or entities
responsible for authorship of the modifications in the Modified Version,
together with at least five of the principal authors of the Document (all of its
principal authors, if it has less than five).
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C. State on the Title Page the name of the publisher of the Modified Version, as
the publisher.

D. Preserve all the copyright notices of the Document.

E. Add an appropriate copyright notice for your modifications adjacent to the
other copyright notices.

F. Include, immediately after the copyright notices, a license notice giving the
public permission to use the Modified Version under the terms of this License,
in the form shown in the Addendum below.

G. Preserve in that license notice the full lists of Invariant Sections and
required Cover Texts given in the Document’s license notice.

H. Include an unaltered copy of this License.

I. Preserve the section entitled “History”, and its title, and add to it an item
stating at least the title, year, new authors, and publisher of the Modified
Version as given on the Title Page. If there is no section entitled “History” in the
Document, create one stating the title, year, authors, and publisher of the
Document as given on its Title Page, then add an item describing the Modified
Version as stated in the previous sentence.

J. Preserve the network location, if any, given in the Document for public
access to a Transparent copy of the Document, and likewise the network
locations given in the Document for previous versions it was based on. These
may be placed in the “History” section. You may omit a network location for a
work that was published at least four years before the Document itself, or if the
original publisher of the version it refers to gives permission.

K. In any section entitled “Acknowledgements” or “Dedications”, preserve the
section’s title, and preserve in the section all the substance and tone of each of
the contributor acknowledgements and/or dedications given therein.

L. Preserve all the Invariant Sections of the Document, unaltered in their text
and in their titles. Section numbers or the equivalent are not considered part of
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the section titles.

* M. Delete any section entitled “Endorsements”. Such a section may not be
included in the Modified Version.

* N. Do not retitle any existing section as “Endorsements” or to conflict in title
with any Invariant Section.

If the Modified Version includes new front-matter sections or appendices that
gualify as Secondary Sections and contain no material copied from the Document,
you may at your option designate some or all of these sections as invariant. To do
this, add their titles to the list of Invariant Sections in the Modified Version’s

license notice. These titles must be distinct from any other section titles.

You may add a section entitled “Endorsements”, provided it contains nothing but
endorsements of your Modified Version by various parties--for example,
statements of peer review or that the text has been approved by an organization as
the authoritative definition of a standard.

You may add a passage of up to five words as a Front-Cover Text, and a passage of
up to 25 words as a Back-Cover Text, to the end of the list of Cover Texts in the
Modified Version. Only one passage of Front-Cover Text and one of Back-Cover
Text may be added by (or through arrangements made by) any one entity. If the
Document already includes a cover text for the same cover, previously added by
you or by arrangement made by the same entity you are acting on behalf of, you
may not add another; but you may replace the old one, on explicit permission from
the previous publisher that added the old one.

The author(s) and publisher(s) of the Document do not by this License give
permission to use their names for publicity for or to assert or imply endorsement
of any Modified Version .

5. COMVBI Nl NG DOCUMENTS

You may combine the Document with other documents released under this
License, under the terms defined in section 4 above for modified versions,
provided that you include in the combination all of the Invariant Sections of all of
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the original documents, unmodified, and list them all as Invariant Sections of your
combined work in its license notice.

The combined work need only contain one copy of this License, and multiple
identical Invariant Sections may be replaced with a single copy. If there are
multiple Invariant Sections with the same name but different contents, make the
title of each such section unique by adding at the end of it, in parentheses, the
name of the original author or publisher of that section if known, or else a unique
number. Make the same adjustment to the section titles in the list of Invariant
Sections in the license notice of the combined work.

In the combination, you must combine any sections entitled “History” in the
various original documents, forming one section entitled “History”; likewise
combine any sections entitled “Acknowledgements”, and any sections entitled
“Dedications”. You must delete all sections entitled “Endorsements.”

6. COLLECTI ONS OF DOCUMENTS

You may make a collection consisting of the Document and other documents
released under this License, and replace the individual copies of this License in
the various documents with a single copy that is included in the collection,
provided that you follow the rules of this License for verbatim copying of each of
the documents in all other respects.

You may extract a single document from such a collection, and dispbibute it
individually under this License, provided you insert a copy of this License into the
extracted document, and follow this License in all other respects regarding
verbatim copying of that document.

7. AGCREGATI ON W TH | NDEPENDENT WORKS

A compilation of the Document or its derivatives with other separate and
independent documents or works, in or on a volume of a storage or distribution
medium, does not as a whole count as a Modified Version of the Document,
provided no compilation copyright is claimed for the compilation. Such a
compilation is called an “aggregate”, and this License does not apply to the other
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self-contained works thus compiled with the Document , on account of their being
thus compiled, if they are not themselves derivative works of the Document. If the
Cover Text requirement of section 3 is applicable to these copies of the Document,
then if the Document is less than one quarter of the entire aggregate, the
Document’s Cover Texts may be placed on covers that surround only the
Document within the aggregate. Otherwise they must appear on covers around the
whole aggregate.

8. TRANSLATI ON

Translation is considered a kind of modification, so you may distribute translations
of the Document under the terms of section 4. Replacing Invariant Sections with
translations requires special permission from their copyright holders, but you may
include translations of some or all Invariant Sections in addition to the original
versions of these Invariant Sections. You may include a translation of this License
provided that you also include the original English version of this License. In case
of a disagreement between the translation and the original English version of this
License, the original English version will prevail.

9. TERM NATI ON

You may not copy, modify, sublicense, or distribute the Document except as
expressly provided for under this License. Any other attempt to copy, modify,
sublicense or distribute the Document is void, and will automatically terminate
your rights under this License. However, parties who have received copies, or
rights, from you under this License will not have their licenses terminated so long
as such parties remain in full compliance.

10. FUTURE REVI SIONS OF THI S LI CENSE

The Free Software Foundation may publish new, revised versions of the GNU
Free Documentation License from time to time. Such new versions will be similar
in spirit to the present version, but may differ in detail to address new problems or
concerns. See http://www.gnu.org/copyleft/.

Each version of the License is given a distinguishing version number. If the
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Document specifies that a particular numbered version of this License “or any
later version” applies to it, you have the option of following the terms and
conditions either of that specified version or of any later version that has been
published (not as a draft) by the Free Software Foundation. If the Document does
not specify a version number of this License, you may choose any version ever
published (not as a draft) by the Free Software Foundation.

Addendum

To use this License in a document you have written, include a copy of the License
in the document and put the following copyright and license notices just after the
title page:

Copyright © YEAR YOUR NAME.

Permission is granted to copy, distribute and/or modify this document under the terms
of the GNU Free Documentation License, Version 1.1 or any later version published
by the Free Software Foundation; with the Invariant Sections being LIST THEIR
TITLES, with the Front-Cover Texts being LIST, and with the Back-Cover Texts

being LIST. A copy of the license is included in the section entitled “GNU Free
Documentation License”.

If you have no Invariant Sections, write “with no Invariant Sections” instead of
saying which ones are invariant. If you have no Front-Cover Texts, write “no
Front-Cover Texts” instead of “Front-Cover Texts being LIST”; likewise for
Back-Cover Texts.

If your document contains nontrivial examples of program code, we recommend
releasing these examples in parallel under your choice of free software license,
such as the GNU General Public License, to permit their use in free software.
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There are so many people | could thank. I will name here but a few of the people
who have brought me to where | am today. The many family members, Sunday
School teachers, youth pastors, school teachers, friends, and other relationships
that God has brought into my life to lead me, help me, and teach me are too many
to count. This book is dedicated to you all.

There are some people, however, that | would like to thank specifically.

First of all, | want to thank the members of the Vineyard Christian Fellowship
Church in Champaign, lllinois for everything that you have done to help me and
my family in our times of crisis. It's been a long time since I've seen or heard from
any of you, but I think about you always. You have been such a blessing to me, my
wife, and Daniel, and | could never thank you enough for showing us Christ’s love
when we needed it most. | thank God every time | think of you - | thank Him for
bringing you all to us in our deepest times of need. Even out in the middle of
Illinois with no friends of family, God showed that He was still watching after us.
Thank you for being His hands on Earth. Specifically, I'd like to thank Joe and
Rhonda, Pam and Dell, and Herschel and Vicki. There were many, many others,
too - so many people helped us that it would be impossible to list them all.

| also want to thank my parents, who gave me the example of perserverance and
strength in hard times. Your example has helped me be a good father to my
children, and a good husband to my wife.

| also want to thank my wife, who even from when we first started dating
encouraged me to seek God in everything. Thank you for your support in writing
this book, and more importantly, for your support in being obedient to God.

| also want to thanks the Little Light House school. My entire family is
continually blessed by the help you give to our son.

| also want to thank Joe and D.A. Thank you for taking a chance on me in ministry.
Being able to be a part of God’s ministry again has helped me in so many ways.
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You all have given me the strength | needed to write this book over the last few
years. Without your support, | would have been too overwhelmed by personal
crises to even think about anything more than getting through a day, much less
putting this book together. You have all been a great blessing to me, and | will
keep you in my prayers always.
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