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Abstract. In this paper we will present general principles of steganography,
basic terminology, and an overview of applications and techniques. In par-
ticular we will consider data hiding within audio signals, basic requirements
and the state of the art techniques. We will propose a novel technique, the
short-term autocorrelation modulation, with several variations. The proposed
method is characterized by perfect transparency, robustness, high bit rate, low
processing load, and, particularly, high security.

1. Introduction

Data hiding is also known as steganography (from the Greek words
stegano for "covered" and graphos, "to write"). In contrast to cryptography,
which focuses on rendering messages unintelligible to any unauthorized per-
sons who might intercept them, the heart of steganography lies in devising
astute and undetectable methods of concealing messages themselves. An
obvious application is a covert communication using innocuous cover sig-
nals, like a telephone conversation or an image. Another application, known
as (digital) watermarking, refers to embedding an unobtrusive mark into
an object, which can be used to identify the object. For example, a digi-
tal watermark can be inserted into a piece of music, so that radio and TV
broadcasts can be monitored automatically for royalty payment purposes.
Many other applications, such as piracy detection and/or prevention, proof
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of performance (e.g. monitoring time and duration of advertisement broad-
casts), integrity veri�cation (to detect tampering of a cover signal), traitor
tracing, (e.g. to identify a source of a leak), transaction identi�cation, auto-
matic inventory, copy control, auxiliary information attachment, etc., have
been reported in literature [1 - 19].

General principles of steganography, as well as terminology adopted at
the First International Workshop on Information Hiding, Cambridge, U.K.
[20] are illustrated in Fig.1. A data message is hidden within a cover signal
(object) in the block called embeddor using a stego key, which is a secret set
of parameters of a known hiding algorithm. The output of the embeddor is
called stego signal (object). After transmission, recording, and other signal
processing which may contaminate and distort the stego signal, the embed-
ded message is retrieved using the appropriate stego key in the block called
extractor.

Fig. 1. Block diagram of data hiding and retrieval

A number of di�erent cover objects (signals) can be used to carry hidden
messages. Typical cover objects are images, various �les (ASCII, .doc, .ps,
etc), printed documents, faxes, program �les, music, telephone signals, video,
radio signals, etc. Data hiding techniques strongly depend on the nature
of the cover objects, and vary widely, limited only by designer's ingenuity.
However, some general hiding strategies have emerged.

One set of hiding techniques use redundancy of the cover object, where
a message is embedded by selecting among valid alternatives in a prede�ned
manner. Those techniques are most common for stego object where no loss
of information is permitted, such as computer programs. For example, the
order of push and pop operations can hide information.

In the case of analog signals (e.g. audio or video), typical approach is to
introduce a small, prede�ned contamination or distortion, similar to those
occurring in normal transmission and/or processing of the cover signal, such
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as addition of Gaussian noise, low level background signals, fading patterns,
echoes, phase shifts, etc. Those modi�cations should be unobtrusive, but
should be detectable by appropriate extractors.

In this paper we will discuss some basic requirements for hiding messages
in audio signals, and review the state of the art techniques. Then we will
present a novel approach and discuss its performance.

2. Background

Data hiding in audio signals exploits imperfection of human auditory
system known as audio masking. In presence of a loud signal (masker),
another weaker signal may be inaudible, depending on spectral and tempo-
ral characteristics of both masked signal and masker [21]. Masking models
are extensively studied for perceptual compression of audio signals such as
MPEG, AAC, Dolby AC-3 etc. (e.g. see [5], [22], [32] and [33]). In the
case of perceptual compression the quantization noise is hidden below the
masking threshold, while in a data hiding application the embedded signal
is hidden there.

Besides transparency of the embedding process, it is important to in-
sure robustness of the embedded signal. For example, it is essential that
the embedded signal is detectable after a perceptual compression encod-
ing/decoding. In general, the embedded signal should survive any signal
processing that produce acceptable quality of the cover signal.

Further, the embedded signal should survive attacks intended to remove
and/or forge the message. Many attacks have been designed against di�erent
stego systems (e.g. [23], [26], [30], and [31]), and we expect an endless battle
between designers and attackers, like in the cryptography arena.

Many other requirements may be imposed on a stego system, like sim-
plicity of embeddor and/or extractor, layering of multiple watermarks, high
throughput (long messages), low probability of false detections, etc. A list
of requirements put forth by music industry can be found in [11].

Most frequent technique for data hiding within audio signal is based
on the direct sequence spread spectrum (DSSS) approach (see [2], [3], [5],
[7], [9], [14], [15], [18], and [36]). The spread spectrum signal is shaped in
both time and frequency domain to �t under the masking threshold of the
audio signal, and then inserted into the cover signal. An extractor uses a
sliding correlator that correlates the received signal to the prede�ned spread
spectrum template. In some cases the spread spectrum signal is modulated
to �t some sub-band of the audio signal (e.g. [9] and [14]). In other cases
signal is "whitened" in the extractor before the correlation (e.g. [15] and
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[36]), or processed by a rake receiver (e.g. [15]).

The most serious problem of the DSSS approach is its vulnerability to
a time scale modi�cation, which can be an inadvertent e�ect of a standard
signal processing or a deliberate attack. Time scale modi�cations (speed-
up or slow-down) occur in analog tapes (known as wow and 
utter) or due
to clock mismatches in D/A & A/D conversions. Further, linear speed-ups
are common in broadcasts in order to shorten the playtime. Alternatively
pitch-invariant time compression or expansion like in [25] is used some times
in TV broadcasting. This vulnerability to a time scale modi�cation can be
further exploited in attacks designed to erase DSSS watermarks, i.e. prevent
their detection (see [23] and [26]).

Further, various techniques that are comprised of inserting modulated
or unmodulated tones at pre-selected frequencies are proposed (e.g. [17], [27]
and [34]). Those techniques are found to have di�culty meeting the trans-
parency and security requirements. Similar problems were found with so
called "notch �ltering" techniques (e.g. [16], [27] and [28]), where a narrow-
band �lter is used to eliminate components in the cover signal spectrum at
prede�ned frequencies.

Techniques that employ echo insertion and cepstral- domain extraction
(e.g. [2], [29]) are known to cause perceptible signal distortions and/or show
low robustness. Further, they have a relatively high extractor complexity.

Techniques based on replacing one or more of the less signi�cant bits of
a digitized audio signal by a hidden data (e.g. [2]), are characterized by a
low robustness (and thus a low security as well).

Techniques based on phase modulation [2] exploit the human audio sys-
tem insensitivity to relative phase of di�erent spectral components. However,
many channels do not preserve this phase relationship either, and it is easy
to design an attack.

Some proposed techniques are integrated with MPEG AAC compres-
sion, using redundancy within the compression process (e.g. [8] and [34]).
Apparently, those techniques are appropriate only for compressed audio sig-
nals and the watermark is lost as soon as the signal is decompressed.

Overall, none of the proposed techniques meets fully the security re-
quirement, while other requirements can be met at various levels. We will
propose here a novel approach, which emphasizes the security issue, but also
can achieve very high performance with respect to all other system require-
ments.
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3. Autocorrelation Modulation

Any embedding process can be considered in principle, as adding a
di�erence signal to the cover signal to obtain a stego signal, as illustrated in
Fig. 2. The di�erence signal depends on the cover signal, embedded data,
as well as the stego key.

Fig. 2. Block diagram of an embeddor

Fig. 3 shows the block diagram for the di�erence signal generator for the
short-term autocorrelation modulation. Input signal is obtained by applying
a �lter to the cover signal in order to obtain a portion of the cover signal
that will result in minimal disturbance to the audio signal and the best
hiding properties. The �ltered cover signal is used to generate the di�erence
signal or a component of the di�erence signal if multiple di�erence signals
are added on top of each other.

The di�erence signal component generator produces a di�erence signal
component by applying a variable gain or attenuation (of positive or negative
value) to a delayed (or advanced) version of the �ltered cover signal. The
amount of delay or advancement corresponds to the autocorrelation delay at
which the signal is being modulated.

The amount of gain that is applied at any time or spatial instant is
determined by the gain calculator, and depends on the properties of the
�ltered cover signal and embedded data. This amount can be determined
according to a variety of di�erent methods as in the derivation that follows1.

1These derivations are presented for the case of a one-dimensional signal (such as
audio), but can be readily extended to describe the application of the technique to mul-
tidimensional signals (such as video).
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Fig. 3. Di�erence signal component generator

The short-term autocorrelation of the �ltered cover signal can be ex-
pressed by the formula:

R(t; �) =

Z
t

t�T

s(x)s(x� �)dx (1)

where s(t) is the �ltered cover signal, R(t; �) is its short-term autocorrelation,
� is the delay at which the autocorrelation is evaluated, T is the temporal
integration interval, and t is used to denote time.

By adding a di�erence signal e(t) to the �ltered cover signal, the short-
term autocorrelation function of the resulting signal is modulated in such a
way as to obtain:

Rm(t; �) =

Z t

t�T

(s(x) + e(x))(s(x � �) + e(x� �))dx

=R(t; �) +

Z t

t�T

(s(x)e(x� �) + e(x)s(x� �) + e(x)e(x � �))dx

(2)

With an appropriate choice of the di�erence signal we can achieve an
increase or decrease of the short-term autocorrelation function. While it is
apparent that many kinds of di�erence signals might be used to perform
this modulation, (indeed, it would require a special design for di�erence
function to not a�ect the short term autocorrelation function), the simplest
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application uses delayed or advanced versions of the existing signal multiplied
by an amount of gain or attenuation. That is,

e(t) = gs(t� �) (3a)

or
e(t) = gs(t+ �) (3b)

Substituting (3a) and (3b) into (2), we �nd that the short- time auto-
correlation of the resulting signal can be written as:

Rm(t; �) = R(t; �) + gR(t; 2�) + gR(t� �; 0) + g2R(t� �; �) (4a)

or

Rm(t; �) = R(t; �) + gR(t; 0) + gR(t+ �; 2�) + g2R(t+ �; �) (4b)

respectively.

The autocorrelation functions of the existing signal which appear on the
right hand side of equations (4a) or (4b) can be measured, and their values
used to obtain the solution g that will produce a desired value for Rm(t; �).

In a typical implementation it is desirable to have small values for g in
order to keep the di�erence signal transparent with respect to the intended
purpose of the existing signal. In this case, the g2 terms in equations (4a)
and (4b) are negligible and the exact gain value can be closely approximated
by:

g �
Rm(t; �)�R(t; �)

R(t; 2�) +R(t� �; 0)
(5a)

or

g �
Rm(t; �)�R(t; �)

R(t; 0) +R(t+ �; 2�)
(5b)

respectively.

While it is recognized that the technique can be applied to the em-
bedding of analog signals, throughout this discussion we will assume that
the embedded signal is digital, i.e. it assumes values taken from a M�ary
set of symbols di 2 f�1;�3; : : : ;�(2M � 1)g, for i = 1; 2; 3; : : : that are
transmitted at the time instances t = iTs, where Ts denotes the symbol
period.

In one application, each symbol is associated with a corresponding value
of the short-term autocorrelation function. Mapping symbols onto the do-
main of autocorrelation function values can be done in a number of ways. In
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order to make the di�erence signal small with respect to the existing signal,
we employ the formula:

Rm(its; �) = "diRm(its; 0) (6)

where " is a small quantity selected so as to balance the requirements of
robustness and transparency. By inserting formulas (4a) or (4b) into formula
(6) we obtain a quadratic equation with respect to g, whose solution provides
the appropriate gain gi for the symbol transmitted at t = iTs. Alternatively,
an approximate value for gi can be obtained using formulas (5a) or (5b).
The gain is held constant at gi over the symbol interval in order to minimize
errors. Further deviation of gi from its desired value can be employed at the
boundaries of the symbol interval in order to avoid abrupt changes in the
di�erence signal which can jeopardize the requirement of di�erence signal
transparency. It has been found that the modulation error incurred by such
smoothing does not signi�cantly degrade the performance of the invention.

The integration interval, T , should be shorter than Ts � � in order to
minimize intersymbol interference. However, certain overlap between ad-
jacent symbols can be tolerated in order to increase the bandwidth of the
hidden channel. The embedded signal is retrieved from the stego signal, af-
ter transmission, recording, and processing that potentially degrades it, by
the extractor (see Fig. 1). In the case where only a single autocorrelation
delay is modulated, the extractor consists of a short-term autocorrelation
generator followed by a data regenerator, as shown in Fig. 4.

Fig. 4. Block diagram of the extractor

The short-term autocorrelation generator applies �rst a �lter (see Fig.
5), which can be (but is not necessarily) the same as the �lter applied in the
di�erence signal component generator of the embeddor, and may be omitted
entirely in some circumstances.

The short-time autocorrelation is computed using a delay, � , corre-
sponding to the amount of delay or advance used in the di�erence signal



R. Petrovi�c et al.: Data hiding within Audio Signals 111

component generator of the embeddor. In parallel with the short-term auto-
correlation of delay � , the extractor also calculates the short-term autocor-
relation with the delay zero, which is equivalent to calculating the square of
the signal and integrating over the interval T . Further, the autocorrelation
function generator calculates the output according to the formula:

d(t) =
Rm(t; �)

Rm(t; 0)
(7)

This output is called normalized autocorrelation signal. In a special case
where binary data is transmitted as the embedded signal and the embedded
information can be recovered as the sign of Rm(t; �) at selected sampling
instances, then it is unnecessary to calculate Rm(t; 0) and perform this nor-
malization.

Fig. 5. Block diagram of the normalized

short{term autocorrelation generator

The embedded signal is obtained from the (normalized) autocorrelation
signal by the regenerator (Fig. 4). Embedded signal extraction may include
one or more of �ltering, equalization, synchronization, sampling, threshold
comparison, and error control coding functions

In the absence of signal distortion, at discrete points in time separated
by Ts, d(t) takes on values that are directly proportional to the magnitude
of input symbols. This feature of the encoded signal is the basis for the
retrieval of the embedded signal.
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3.1. Multi-level Symbol Mapping

In another application each embedded data symbol is associated with a
set of short-term autocorrelations. The choice of the particular element of
the set is done in such a way to minimize the value of g. To illustrate, we
describe a method for transmitting a binary-valued embedded signal. In this
case, the bit transmitted at time iTs is associated with the set of short-term
autocorrelation values 2j"Rm(iTs; 0), for j = 0;�1;�2; : : : ; if its value is
one, or the set (2j � 1)"Rm(iTs; 0), j = 0;�1;�2; : : : ; if its value is zero.
The value of j that is selected for each bit so as to minimize the magnitude
of g obtained through the solution of equation (4a) or (4b). Alternatively,
an approximate calculation can be done using equations (5a) and (5b). It
is apparent that the smallest magnitude of g can be obtained from (5a) or
(5b) if j is chosen so that 2j"Rm(iTs; 0) for one, or (2j � 1)"Rm(iTs; 0), for
zero, is nearest to R(t; �).

In this case, the extractor operates in the same way as for the previous,
except that multiple autocorrelation function values are mapped to the same
embedded channel symbol using the inverse of the mapping table used in the
embeddor.

3.2. Manchester Symbol Encoding

In the third version of the system the embedded channel symbols are
encoded as a di�erence in short-term autocorrelation functions at prede�ned
time instants. For example, the symbol interval is divided in two equal
parts and the autocorrelation function is determined for each. Then, the
di�erence between the two autocorrelation functions is changed in such a
way to represent embedded channel data. If the data symbol at the instant
iTs is di 2 f�1;�3; : : : ;�(2M � 1)g, for i = 1; 2; 3; : : : ; then the desired
di�erence can be expressed by:

Rm(iTs; �)�Rm((i + 0:5)Ts; �)) = "diRm(iTs; 0) (8)

where " is a small quantity determined in such a way to balance the robust-
ness and transparency requirements stated above. By substituting equation
(4a) or (4b) into equation (8), a quadratic equation is obtained with re-
spect to g. By solving this equation we obtain the gain which is applied to
the di�erence signal in the �rst half of the symbol interval. Gain equal in
magnitude, but opposite in sign, is applied in the second half of the sym-
bol interval. In order to minimize intersymbol interference the integration
interval should be shorter than (Ts=2) � � . However, a small amount of in-
tersymbol interference is acceptable and can increase the bit rate with which
the embedded signal is encoded.
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The extractor of the third version of the system calculates the (nor-
malized) short-term autocorrelation functions in the same manner as in the
�rst version. In the signal processing done in the extractor (Fig. 4), after
�ltering, equalization, and synchronization, the di�erence of the short-term
autocorrelation functions is used to detect transmitted symbols.

3.3. Multiple Di�erence Signal Components

In the fourth case, the di�erence signal is comprised of the sum of a
multiplicity of di�erence signal components. In this case, di�ering amounts
of delay or advancement are employed in each of the di�erence signal com-
ponent generators. Either the same embedded signal can be encoded in each
of the di�erence signal components, or else a multiplicity of embedded sig-
nals can be encoded with selected di�erence signal components, under the
restriction that for any two component generators which have equal amounts
of delay and advancement, and appear in the same or overlapping frequency
bands, time intervals and spatial masks, the embedded signals must be the
same.

As with the other embodiments, the di�erence signal components can
be of various forms, but in the preferred implementations we use delayed or
advanced versions of existing signal itself, as expressed by the formula:

e(t) =

MX
m=1

gms(t� �m) (9)

where �m, and gm represent the delay and gain for the m�th di�erence
signal component. It is understood that the negative delay represents an
advance. The gain can be positive or negative, but should be much less than
one in magnitude, in order to maintain the transparency requirement. By
substituting (9) into (2) we obtain:

Rm(t; �) = R(t; �)+
MX
m=1

gm(R(t; �m + �) +R(t� �; �m � �))

+
MX

m1=1

MX
m2=1

gm1
gm2

R(t� �m1
; � + �m2

� �m1
)

(10)

It is a well-known property of autocorrelation functions that for a �xed
value of t, the maximum value is attained when the delay, � , is equal to
zero. For a random signal s(t), and a su�ciently large � , R(t; �) is much
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smaller than R(t; 0). Therefore, the set of delays f�mg should be chosen
in such a way that Rm(t; �) calculated for � = ��m according to formula
(10) has only one term for which the short-term autocorrelation delay is
equal to zero. This term will have dominant e�ect on the modulation of the
Rm(t; �m). It is apparent that as di�erent �m are chosen, di�erent terms
in formula (10) become dominant in the summation, e�ectively "tuning in"
di�erent di�erence components.

The extractor associated with this design includes a multiplicity of
short-term autocorrelation generators, one associated with each advance or
delay amount for which a di�erence signal component was generated in the
embeddor. Each short-term autocorrelation generator may have a �lter that
may be the same or di�erent from the other short-term autocorrelation gen-
erators, and which may or may not be the same as the �lter that was em-
ployed in the corresponding di�erence signal component generator of the
embeddor.

The autocorrelation signals obtained from the short-term autocorrela-
tion generators are together processed by an embedded signal extraction
device and either combined in order to obtain the original embedded sig-
nal, or independently processed in such a way as to extract a multiplicity
of embedded signals. As in the �rst embodiment, the embedded signal ex-
traction device may include one or more of �ltering, masking, equalization,
synchronization, sampling, threshold comparison, and error control coding
functions.

Di�erent di�erence components of the embedded channel can carry dif-
ferent embedded signals, to obtain an increase in overall signal throughput,
or they can carry the same embedded signal to increase the robustness or se-
curity of the embedded signal transmission. In order to enhance the security
of the embedded signal against eavesdropping, forgery, and erasure, multiple
copies of the embedded signal are di�erence in such a way that no single one
of them, nor small subset of them, is su�cient for reliable embedded signal
retrieval. This condition is achieved by using su�ciently small values of the
parameter ".

Reliable recovery of the embedded channel information is achieved by
combining information from the short-term autocorrelation values of all dif-
ference components. To do this, the extractor must know:

(a) the number of di�erence signal components,

(b) the autocorrelation delays associated with each component,

(c) the relative time shift between gain changes in the components (e.g. bit
boundaries), and
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(d) the �ltering parameters associated with each component.

By keeping the values of the parameters associated with (a)-(d) se-
cret, the embedded channel information a�ords a reasonable level of security
against even an attacker with complete knowledge of the principles of auto-
correlation modulation and with sophisticated expertise and tools for signal
analysis.

It is understood in the existing art in this area that the security of
the embedded signal can be further enhanced through the use of spread
spectrum techniques. Fundamental to this approach is the modulation of the
embedded signal with a secret spreading code prior to the encoding process.
Such an approach can be used in conjunction with the application of this
invention using multiple di�erence signal components and each component
can be assigned a di�erent spreading code. This increases enormously the
number of di�erent parameters that must be known for the presence or
contents of the embedded signal to be detected, thus providing an even
greater level of embedded signal security.

3.4. Delay Hopping

In the �fth variation of the proposal the auxiliary signal components
change their autocorrelation delay over time according to a prede�ned pat-
tern. This process will be called delay hopping. The hopping pattern can
be de�ned as a list of consecutive autocorrelation delays and the duration
of each of them. The pattern is kept secret in order to increase security of
the embedded signal against the unauthorized eavesdropping, erasure, and
forgery. An authorized decoder needs the knowledge of the hopping pattern,
as well as the �ltering parameters and signaling parameters (symbol dura-
tion and other symbol features). Multiple embedded signals can be carried
simultaneously in the cover signal if their hopping patterns are distinct, even
if other �ltering and signaling parameters are the same.

The principles involved in the �fth embodiment of the invention are
analogous to the principles of frequency hopping used in radio communica-
tion for secure data communications in a hostile environment [24]. Similar
hopping rates, hopping sequences, synchronization techniques, and error cor-
rection codes can be used, and we will not elaborate them here.

Multiple signal components can be embedded into cover signal using the
same hopping pattern, and still be separated at a decoder, providing that
beginnings are su�ciently separated in time, and a suitable hopping pattern
is used. The extractor will search for a match between the hopping pattern
and its template. Once the match is found, the extractor will lock-on to the
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signal, and track further hops according to the prede�ned pattern. In order
to detect a multitude of embedded signal components the decoder should be
programmable to skip �rst n matches (n = 0; 1; 2; : : : ), and keep searching
on. This way the extractor could lock-on to a signal with a later onset, but
the same hopping pattern.

The embeddor can be programmed to start embedding the data with
a random delay. This would reduce the possibility that users licensed to
operate the embeddor can intentionally damage each others signals using
the overwrite process. It is understood that multiple overwrite process will
deteriorate reading ability for any of the codes. The e�ect is analogous
to multiple frequency hopping channels interfering with each other and the
calculations of the maximum number of channels can be found elsewhere
[24]. Speci�c to our application is the fact that multiple signal embedding
is also limited by the transparency requirements. This limit is application
dependent, and subject to experimental veri�cation.

Signal parameters, such as number of delays, synchronization sequence
length, and error correction code, should be chosen in such a way to with-
stand the interference of the maximum number of embedded signals deter-
mined by the transparency testing. Than the signal will be secure against
an overwrite attack which does not cross the transparency threshold.

3.5. Further Enhancements and Modi�cations

There exist further enhancements and modi�cations to the proposed
technique of which the authors are aware that may be bene�cial in certain
circumstances. All of them have been tested and used in appropriate appli-
cations.

� Improved performance can be obtained by adapting the value of the
modulation parameter " from symbol to symbol in each embedded signal
component, in accordance with a measurement of the capacity of the
existing signal to transparently withstand the insertion of the di�erence
signal.

� For transmissions that are comprised of a multiplicity of signal chan-
nels (such as stereophonic audio), a variety of additional techniques are
available for enhancing the performance of this invention. One such
technique is that of "common mode rejection" (often referred to in the
music undustry as "matrixing"). With this technique, rather than mod-
ulating the autocorrelation of the individual existing signals, one or more
invertible linear combinations of those signals are obtained and the auto-
correlation of the combined signal(s) are modulated. After modulation,
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the linear combination is inverted, and the resulting encoded signals are
transmitted to the extractor. At the extractor, the same linear com-
bination is obtained, from which the embedded signals are extracted.
Another technique available in multi-channel situations is where the
same embedded signal is encoded in one or more di�erence signal com-
ponents of selected signals. The extractor then extracts the embedded
signal from each, combining the information to obtain the original mes-
sage. With this technique, smaller di�erence signal components can be
used in each channel while obtaining more robust transmission. There
exist security bene�ts from this approach as well.

4. Performance Evaluation

The music industry has set the absolute transparency as a requirement
for an embedded signaling system [11]. If any of the subjects in the testing
process can distinguish the cover audio from the stego audio on any piece of
music the watermarking technology is considered unacceptable. The testing
process is very complex and time consuming. It requires utilization of highly
talented and trained professionals, so called "golden ears", a large number
of subjects in the listening panel (> 20), specially selected music material
(which stresses the systems under the test), high quality recordings and
reproduction devices, special reference listening rooms and carefully designed
test methods.

Most of the tests are conducted using the so-called A=B=X double-blind
matching procedure. In this procedure track A represents the original music,
track B is the stego signal, while track X is randomly chosen between A or
B in each retrial. The embedding process fails the transparency test if a
listener can make correct matching with a statistical signi�cance (typically,
the probability of achieving the result by a random guessing should be less
than p = 0:05).

Alternatively, the so-called A=B=C procedure is used, described in Rec.
ITU-R BS.1116 as "double-blind triple- stimulus with hidden reference".
The cover signal is always available as the stimulus A. The stimuli B and C
are randomly assigned to the cover and stego signals depending on the trial.
The subjects are asked to assess the impairments on "B" compared to "A",
and "C" compared to "A" according to the continuous �ve-grade impairment
scale. If 95 % con�dence interval on any of the tests falls completely below
the grade 5, the watermark audibility has been established.

Further, it is important to evaluate the watermark's robustness. The
proposed technology should be robust to multiple D/A and A/D conversions
including conversion between sample rates in the range 12 to 96 kHz and
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bits per sample 8 to 24, including consumer-grade converters in electrically
noisy environment.

The embedded watermark should survive various signal processing tech-
niques such as equalization, dynamic range compression, mono mixdown,
stereo expansion, resampling, smoothing/enhancements, reverb, vibrato,
noise gates etc. Those testing can be performed using various commercial
software packages for audio signal processing, such as Sound Forge [37].

The watermark survival should be tested in various perceptual com-
pression channels, such as MPEG-1 layers 1, 2, and 3, MPEG-2 LBR and
AAC, ATRAC (adaptive transform coding), PASC (adaptive transform cod-
ing), Dolby AC-2 and AC-3, MPEG-4 AAC, MS audio, Liquid Audio, and
Qdesign codec, at various bit rates. Fully transparent watermarking should
survive down to 64 kb=s per stereo channel.

The watermark should survive also an additive white Gaussian noise at
roughly 36 dB of SNR. Similarly, the watermark should survive voice-overs
up to 50/50 split for music vs. voice.

The watermark should also be tested in various time scale modi�cation
cases. It should survive wow and 
utter of 0:5 % at up to 100 Hz rate.
Linear speed-up or slow-down of up to 10 % should be survivable as well.
Further, the watermark should be tested against various commercial pitch-
invariant time compression/expansion algorithms (e.g. using Sound Forge
[37]). Typical pitch-invariant time compression algorithm consists of cutting
out pieces of signal in such a way to minimize the disturbance around the
cut. Typically the watermark should survive up to �4 % of such a time scale
variation.

A special problem is the evaluation of the watermark security. The
objective is to �nd out if there is a procedure that can systematically elimi-
nate the watermark without degrading the audio signal to an unacceptable
level. Typical assumption is that the attacker has all the public information
about the watermark algorithm, but not the stego key. The technology de-
scribed herein o�ers some distinct features that give it advantage against the
most popular alternative - the DSSS watermarks with respect to the attacks
published in the literature.

Firstly, if an attacker obtains somehow the original and the watermarked
signal, and makes a di�erence, it is "pure" watermark in the case of DSSS,
which can be misused (e.g. after some adjustments can be inserted else-
where). In our case the di�erence does not carry any information (that can
be interpreted by an extractor); the information is hidden in the relation
between the di�erence and the original.
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An example where attacker can obtain the di�erence signal is a copy
control system, where a commercial recorder inserts "no-more-copy" mark,
or, more generally, a generational copy control mark. Once the di�erence
signal is extracted, the attacker can invert the di�erence signal, insert it
back into the original, and allow the recorder to cancel it with its own mark;
the technique is suggested in [31]. This procedure is not applicable to our
method, because the embeddor �rst calculates the natural autocorrelation,
and then adds enough of di�erence signal to make autocorrelation reach its
target level.

Similarly, the DSSS system is more vulnerable to time scale modi�ca-
tions, and related jitter attacks (see e.g. [23], [26]). This comes from the fact
that DSSS extractor performs correlation between the incoming signal and
a template, while our system performs the correlation between the signal
and a delayed version of itself. When a time scale modi�cation occurs, there
is a loss of synchronization between the signal and the template for DSSS
system, while the relation between signal and the delayed version of itself is
only slightly disturbed.

5. Conclusion

This paper presents an overview of techniques used for data hiding
within audio signal and presents a novel approach. The proposed approach
is called the short-term autocorrelation modulation, and can be classi�ed as
a case of modulation of statistical properties of analog signals. The process
is very simple, as inserting a delayed and/or advanced version of the sig-
nal itself can modify the autocorrelation. In order to optimize the process,
we �rstly calculate natural autocorrelation, and than determine necessary
modi�cation.

In the cases where natural autocorrelation varies in a wide range, it is
possible to minimize inserted signal by introducing multiple autocorrelation
levels assigned to each embedded data symbol. Alternatively, we can reduce
autocorrelation variations by introducing Manchester encoding.

It is possible to introduce autocorrelation modulation on multiple delays
in overlapping intervals in order to either increase capacity of the embedded
channel, or its security. Introducing the delay hopping technique, where
di�erent delays are used for consecutive symbols according to a prede�ned
stego key, further enhances the security.

Music industry has set high requirements for watermarking systems in
terms of transparency, robustness, security, data capacity, and complexity.
The proposed system o�ers a unique set of tradeo�s, and is expected to
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compete favorably with all other systems described in the literature.
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